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Preface

Metadata and semantics are integral to any information system and important to the
sphere of Web of Data, Semantic Web, and Linked Data. Research and development
addressing metadata and semantics is crucial to advancing how we effectively discover,
use, archive, and repurpose information. In response to this need, researchers are actively
examining methods for generating, reusing, and interchanging metadata. Integrated with
these developments is research on the application of computational methods, linked data,
and data analytics. A growing body of literature also targets conceptual and theoretical
designs providing foundational frameworks for metadata, knowledge organization, and
semantic applications. There is no doubt that metadata weaves its way through nearly
every aspect of our information ecosystem, and there is great motivation for advancing
the current state of understanding in the fields of metadata and semantics. To this end, itis
vital that scholars and practitioners convene and share their work and research findings.

Since 2005, the International Metadata and Semantics Research Conference (MTSR)
has served as a significant venue for the dissemination and sharing of metadata and
semantic-driven research and practices. This year marked the 15th edition of MTSR,
drawing scholars, researchers, and practitioners who are investigating and advancing
our knowledge on a wide range of metadata and semantic-driven topics. The 15th
International Conference on Metadata and Semantics Research (MTSR 2021) was
organized by the Complutense University of Madrid, Spain, taking place between
November 29 and December 3, 2021. Due to the COVID-19 pandemic, and taking into
account all the available information and ongoing uncertainties and our concerns about
the health and wellbeing of our community, the MTSR 2021 Organizing Committees
decided to organize MTSR 2021 as an online conference. The MTSR 2021 Chairs,
Organizing Committees, and Steering Committee adapted to an unprecedented situation
and worked together to adjust the organizational structure of the conference to the
current pandemic circumstances.

The MTSR conference series has grown in terms of the number of participants and
paper submission rates over the past decade, marking it as a leading international research
conference. Continuing the successful legacy of previous MTSR conferences, MTSR
2021 brought together scholars and practitioners who share a common interest in the
interdisciplinary field of metadata, linked data, and ontologies. In total, 147 professionals
from 41 countries registered for the MTSR 2021 online conference.

The MTSR 2021 program and the proceedings show a rich diversity of research
and practices from metadata and semantically focused tools and technologies to linked
data, cross-language semantics, ontologies, metadata models, semantic systems, and
meta-data standards. The general session of the conference included 13 papers covering
a broad spectrum of topics, proving the interdisciplinary view of metadata. The benefits
and challenges of making data findable, accessible, interoperable, and reusable (FAIR)
across domains and disciplines have been recognized and the opportunities for reuse,
repurpose, and redeployment of data using semantic technologies have been verified.
Recent advances on neural networks, natural language processing, and knowledge graphs
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have been presented, promoting innovations and methods for topic modeling, semantic
annotation, and automatic metadata generation.

Metadata as a research topic is maturing, and the conference supported the
following eight tracks: Digital Libraries, Information Retrieval, Big, Linked, Social,
and Open Data; Agriculture, Food, and Environment; Open Repositories, Research
Information Systems, and Data Infrastructures; Digital Humanities and Digital Curation;
Cultural Collections and Applications; European and National Projects; Knowledge IT
Artifacts in Professional Communities and Aggregations; and Metadata, Identifiers, and
Semantics in Decentralized Applications, Blockchains, and P2P Systems.

Each of these tracks had a rich selection of short and full research papers, in total 21,
giving broader diversity to MTSR, and enabling deeper exploration of significant topics.
MTSR 2021 also brought together researchers, scholars, practitioners, educators, and
information professionals coming from libraries, archives, museums, cultural heritage
institutions, and organizations from the educational sector (DOAbLE).

All the papers underwent a thorough and rigorous peer-review process, with two to
five reviewers assigned to each paper. The review and selection for this year was highly
competitive, and only papers containing significant research results, innovative methods,
or novel and best practices were accepted for publication. From the general session,
only 12 submissions were accepted as full research papers, representing 25% of the total
number of submissions, and one submission was accepted as a short paper. An additional
15 contributions from tracks covering noteworthy and important results were accepted
as full research papers, representing 44.1% of the total number of submissions, and six
were accepted as short papers, bringing the total of MTSR 2021 accepted contributions
to 34. The acceptance rate of full research papers for both the general session and tracks
was 32.9% of the total number of submissions.

The Complutense University of Madrid was founded by Cardinal Cisneros because
of the “Inter cetera” Papal Bull granted by Pope Alexander VI on April 13, 1499.
Nowadays the Complutense University of Madrid has three main objectives: to educate
professionals who will be useful for society, to foster scientific research, and to
disseminate knowledge and the intrinsic values of the university. A wide range of degrees
is offered to meet the expectations of intellectual, economic, and scientific demands.
The Department of Library and Information Science at the Faculty of Documentation
Sciences, which was the School of Library and Information Science before 2006, has
the following research lines: society and library; information policies, information
and communication technologies (ICT), and scientific communication; management,
assessment, and administration in information science units; and photo documentation.

MTSR 2021 was pleased to host a remarkable keynote presentation by Marcia
Lei Zeng, a Professor of Information Science at Kent State University, USA. In her
presentation “Semantic Enrichment of LAM Data to Support Digital Humanities”,
Marcia addressed the field of digital humanities (DH) and the impact on libraries,
archives, and museums (LAMs): “The field of digital humanities (DH) has advanced
tremendously over the last decade and continues to expand. The demands for smarter
and bigger historical and cultural heritage data, which usually cannot be obtained through
web crawling or scraping, have directed attention toward the data provided by libraries,
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archives, and museums (LAMs). In order to enhance LAM data’s quality and discover-
ability while enabling a self-sustaining ecosystem, “semantic enrichment” has become
an increasingly used strategy for LAMs during recent years, representing a major step
in enhancing existing LAM data through semantic technologies.” Marcia presented a
framework for approaches used in semantic enrichment that can be applied to LAM data
at various levels. She focused on structured and semi-structured data, with additional
discussions on turning unstructured data into structured data, with the aim of maximizing
LAM data’s discoverability, use- and reuse-ability, and their value in the mainstream of
DH and Semantic Web.

We conclude this preface by thanking the many people who contributed their time
and efforts to MTSR 2021 and made this year’s conference possible despite the
unforeseen obstacles caused by COVID-19. We also thank all the organizations that
supported this conference. We thank all the institutions and universities that co-organized
MTSR 2021. We extend our sincere gratitude to the members of the Program Committees
(both main and special tracks), the Steering Committee, and the Organizing Committees
(both general and local), to all the special track chairs, and to the conference reviewers
who invested their time generously to ensure the timely review of the submitted
manuscripts. A special thanks to keynote speaker Marcia Lei Zeng. Also a special
thank you to Anxhela Dani, Vasiliki Georgiadi, Chrysanthi Chatzopoulou, Chrysanthi
Theodoridou, and Ilias Nitsos for supporting us throughout this event, to Anxhela Dani
and Vasiliki Georgiadi who assisted us with the preparation of this proceedings and the
Book of Abstracts, and to Vasiliki, Nikoleta, and Stavroula for their endless support and
patience. Our thanks go to our best paper and best student paper sponsor euroCRIS.
Finally, our deepest thanks go to all the authors and participants of MTSR 2021 for
making the event a great success.

December 2021 Emmanouel Garoufallou
Maria-Antonia Ovalle-Perandones
Andreas Vlachidis
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Abstract. Designing new processes for bio-based and biodegradable
food packaging is an environmental and economic challenge. Due to
the multiplicity of the parameters, such an issue requires an approach
that proposes both (1) to integrate heterogeneous data sources and (2)
to allow causal reasoning. In this article, we present POND (Process
and observation ONtology Discovery), a workflow dedicated to answer-
ing expert queries on domains modeled by the Process and Observation
Ontology (POQ). The presentation is illustrated with a real-world appli-
cation on bio-composites for food packaging to solve a reverse engineering
problem, using a novel dataset composed of data from different projects.

Keywords: Ontology - Probabilistic model - Causality - Food
packaging

1 Introduction

The massive amount of plastics used each year results in a constant accumu-
lation of wastes in our environment, with harmful effects on our eco-systems
and human health. Faced to the depletion of fossil resources and the increas-
ing production of unrecovered organic residues (agricultural, urban, forestry and
from agro-food industries), innovative technologies are developed for the produc-
tion of bio-sourced, biodegradable and recyclable materials in order to increase
the circularity of plastics. Among bio-polymers, poly(3-hydroxybutyrate-co-3-
hydroxyvalerate), called PHBV, is a promising bacterial bio-polymer that is
© Springer Nature Switzerland AG 2022
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biodegradable in soil and ocean and that can be synthesized from all kinds of
carbon residues. The development of PHBV bio-composites loaded with lignocel-
lulosic fillers is largely motivated by a decrease in PHBV’s cost, an improvement
of the carbon footprint and a reduction of the global warming [6]. However, the
augmentation of added lignocellulosic fibers has a negative impact over the bio-
composite’s brittleness and its process-ability. When developing bio-composites,
a compromise must then be found between the maximum acceptable filler con-
tent, the filler size and the resulting properties. Yet, finding causal explanations
for this compromise from data alone can be a challenging task. If previous works
have suggested the use of interventions (i.e. changing a variable while keeping all
other constant) to build causal models [23], in the case of bio-based food pack-
aging, such interventions can become really time and money consuming. In this
article, we present POND (PO? ONtology Discovery), a workflow dedicated to
answering expert queries for domains modelled by the Process and Observation
Ontology (PO?) [17]. The main idea is to study Knowledge Bases (KBs) [11]
using PO? to integrate expert knowledge into the learning of an extension of
the Bayesian Networks (BNs), the Probabilistic Relational Model (PRM) [14].
While POND is able to answer a wide range of questions (qualitative and quan-
titative), in this article we focus on causal questions and illustrate the workflow
with a real-world application on bio-based food packaging. Our original contri-
butions are (1) the complete integration of PO? in a pipeline to answer expert
queries, (2) a tool for answering causal assumptions that allows reverse engi-
neering approaches and (3) a meta-analysis over multiple sources on bio-based
packaging. Section 2 presents the background necessary for POND. It covers the
PO? ontology, PRMs, as well as the combination of the two and causal discovery
from data. Section 3 introduces our workflow and emphasizes its contributions to
the state of the art on combining ontologies and probabilistic models and causal
questions answering. Section 4 illustrates this workflow with a real-world appli-
cation on bio-based packaging. This work has been defined in the framework of a
regional (MALICE Languedoc-Roussillon) and two European (H2020 RESUR-
BIS and NOAW) interdisciplinary projects involving computer scientists, data
scientists and biomass processing experts for food and bio-based material pro-
duction. MALICE project was the first to study several itineraries to produce
composites using different biomass. It has been followed by RESURBIS (resp.
NOAW) projects dedicated to urban (resp. agricultural) waste valorization.

2 Background

2.1 The Process and Observation Ontology

PO? is a generic process and observation ontology initially dedicated to food
science [17], developed using the Scenario 6 of the NeON methodology [26], by re-
engineering a first ontology for the eco-design of transformation processes [9]. It
represents transformation processes by a set of experimental observations taken
at different scales and links them on a detailed timeline. It has been recently
used for bio-based products transformation process, especially food packaging
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design. Figure 1 presents an overview of its different parts, it is described by 67
concepts and 79 relations. A transformation process is defined by a succession
of steps inscribed in a temporal entity. To each step, multiple components
(which represent features of interest) can be added, themselves associated with
different results and their corresponding units of measurements. PO? ontology
version 2.0, implemented in OWL 2!, is published on the AgroPortal ontology
library?, and is Creative Commons Attribution International (CC BY 4.0)3.

Transformation Process

hasStep

haslnput
| component }m{ Result ‘

hasOutput

phenomenonTime

Temporal Entity

Fig. 1. Main parts of the PO? ontology.

2.2 Probabilistic Models: BN and PRM

A BN is the representation of a joint probability over a set of random vari-
ables that uses a directed acyclic graph (DAG) to encode probabilistic relations
between variables. In our case, learning is done under causal constraints, which
can be used to deduce causal knowledge through the essential graph (EG) [18],
a semi-directed graph associated to the BN. Both the BN and its associated EG
share the same skeleton, but the EG’s edges’ orientation depends on the BN’s
Markov equivalence class. A same edge’s orientation for all equivalent BNs means
that this orientation is necessary to keep the underlying probabilistic relations
encoded in the graph: in this case, the edge is also oriented in the EG and is
called an essential arc. Otherwise, it stays unoriented in the EG, meaning that
its orientation does not modify the probabilistic relations encoded in the BN. In
order to integrate expert knowledge under the form of causal constraints in the
learning, we rely on PRMs, that extend BNs’ representation with the oriented-
object notion of classes and instantiations. PRMs [14] are defined by two parts:
the relational schema RS (Fig. 2 (a)), that gives a qualitative description of
the structure of the domain defining the classes and their attributes; and the
relational model RM (Fig. 2 (b)), that contains the quantitative information
given by the probability distribution over the different attributes. Classes in the
RS are linked together by so-called relational slots, that indicates the direction
of probabilistic links. Using these structural constraints, each class can then be
learned like a BN*, meaning they can be associated to an EG once instantiated.

Using constraints while learning BNs brings more accurate results, for param-
eters [7] or structure [8] learning. In case of smaller databases, constraining the

! https://www.w3.org/TR/owl2-overview/.

2 http:/ /agroportal.lirmm.fr/ontologies/PO2.

3 https://creativecommons.org/licenses /by /4.0/.

4 We use the classical statistical method Greedy Hill Climbing with a BIC Score.
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Class 1 Class 2 Class 1 Class 2
a b c d al—>b c d
N ¥
e e
Class 3 Class 3
(a) Relational schema (b) Relational model

Fig. 2. The high (a) and low (b) level structures of a PRM

learning can also greatly improve the accuracy of the model [21]. In this arti-
cle we integrate expert knowledge as precedence constraints. Previous works
already proposed methods for complete [5] or partial [22] node ordering. In our
case we transcribe incomplete knowledge as a partial structural organization for
the PRM’s RS in order to discover new causal relations, as presented in [20].

2.3 Knowledge Discovery

Numerous works have proposed to use ontological knowledge in order to build
probabilistic models and discover relations. For instance, different ontologies’
expansions integrate probabilistic reasoning (such as BayesOWL [10,28] or
HyProb-Ontology [19]). These however do not allow the learning of relations.
Other works directly uses the ontology’s structure to build a BN, as for the
objects properties that can be considered as probabilistic dependencies [13] or
causal relations [1], which cannot however be applied with PO?. Finally, some
methods are tied down to specific cases, such as [2] that uses predefined tem-
plates to support medical diagnosis, which cannot be extended to other medical
applications. While POND uses only PO?, its complexity allows to deal with
various tasks which gives it wider applications than a simple domain ontology.

For causal discovery, since correlation is not causation, the data set has to
verify some conditions: no external factor (the causal sufficiency [25]); no miss-
ing or erroneous data, selection bias or deterministic cases [15]. In short, if not all
possible events are present in the learning set, or if their proportion is altered and
does not represent reality, then it is impossible to draw good causal discoveries.
Discovering causality from verified dataset can be done through independence
tests between the variables [25,27], but does not allow to introduce external
constraints during the learning. Other works also proposed EGs to learn causal
models: [16] presents two optimal strategies for suggesting interventions to learn
causal models; [24] and [4] use an EG to build a causal BN (CBN) while main-
taining a limited number of intervention recommendations. These approaches do
not require any external knowledge about the domain. In our case however, the
data is encompassed in an ontology and a BN cannot be learned directly. Our
goal is to use this knowledge to be as close as possible of a CBN, which is a BN
whose relations’ orientation translate a causal implication.
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3 POND: PO? ONtology Discovery

We now present the POND workflow, whose aim is to integrate expert knowledge
in order to query it. We focus here on how different sources can be studied in
order to answer complex probabilistic and causal questions. A particular focus
is cast on causal discovery and how it allows reverse engineering.

3.1 Knowledge Integration

Expert knowledge comes from: (1) experimental data, gathered from different
sources (such as publications, books or data produced in different projects); and
(2) direct interviews, where experts of a domain are solicited. This information
is then structured under the PO? ontology. In our case, the interesting point
is that all the data is now easily accessible thanks to its semantization. Once
the data gathered and structured, the expert can express expert queries. Some
can be answered through a simple query over the data described in the ontology
(Competency Questions); others require a more in-depth analysis (Knowledge
Questions, KQs). In this article, we will focus on causal KQs (cKQs), which
can be formalized in two different ways. Given X; and X; groups of the domain’s
attributes:

cK Q1 Does X; have a causal influence over X;?
cK Qo What is the impact of X; over X;?

Both illustrate the double reading offered by a CBN: while cK @ focuses on
the descriptive aspect, cK@Q- allows to interrogate the nature of the relations
between different variables. Once a cKQ expressed, we then build the probabilis-
tic model. As seen in Sect. 2.3, we focus here on expressing the expert knowledge
as a RS in order to guide the learning of the model. The originality of our app-
roach is that this expression is done through two means:

1. A mapping of the ontology’s attributes in the RS. Thanks to the com-
mon vocabulary defined by the PO? ontology, the expert can easily extract
these attributes, even if they are measured in different contexts and depend
on different sources of knowledge. For instance, a temperature might be mea-
sured at Step A with one source and at Step B with another. In this case,
only the expert can tell whether these attributes are similar (i.e., if they
can be compared) or not. With PO?’s semantic, the expert can thus select
the attributes that are interesting to study, by specifying the process, step
and component that lead to the interesting result (i.e., the datatype prop-
erty which owns the value). This combination of results composes the BN’s
learning database.

2. A definition of the precedence constraints. Precedence constraints are
possible orientations between the attributes encoded in the RS: if a relation
is learned between two attributes linked by such an orientation, the learnt
relation has to be oriented following it. These precedence constraints can
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either be deduced from the temporal information of PO? (a change of an
attribute at time ¢t may have an influence over an attribute at time t+n, but
not at time ¢-n), or given by the expert according to their own knowledge (I
know that X; may have an influence over X5”).

Our contribution in this section is the automation of this knowledge inte-
gration in a workflow: thanks to PO?, any transformation process can be easily
integrated into a RS, using only a vocabulary specific of the studied domain.

3.2 Causal Discovery

Once the RS defined, a PRM can be learned and then instantiated as a BN. Since
this is done under causal constraints, we can use the EG to deduce causality [20].
Indeed, the resulting model can be seen as the intersection of all the models
constrained by the dataset used for the learning (expressed in the EG) and all
the models constrained by the expert knowledge (expressed in the RS). Although
it is not usually enough to learn a CBN, the EG’s essential arcs can be used to
complement expert knowledge. The causal validation is done as follows:

— If a relation is learned between two variables with an expert precedence con-
straint, then the causality is validated by the expert’s knowledge.

— If a learned relation is an essential arc on the EG, then the causality is
validated by the EG. This is the case even if no precedence constraint has
been placed between those attributes.

— If a relation is learned, but is neither an essential arc nor part of a precedence
constraint, then it is impossible to deduce causality.

Even if a complete CBN is not learned, this causal discovery has two goals:

— Helping the expert criticize. Since we aim to learn a real-world model, the
evaluation of its performances cannot be done directly. However, by presenting
the learned causal relations to the expert, we give them a tool to criticize and
question it. An example of this critic is given in Sect. 4.3.

— Answering the cKQs. cKQs depend on causal discovery to be answered:
cK @ directly requires the presence (or absence) of causal relations and in
order to express the interactions questioned by cK @3, we need first to define
the causality between the studied variables.

3.3 Causal Inferences

While what was explained in the previous section is enough to answer cK(Qq,
answering cK Qs requires a more in-depth analysis. To illustrate this, we consider
the CBN presented in Fig. 3 as the result of a causal validation, and the following
cKQeyr: “Which intervention should I do on the accessible variables to maximize
the variable E?”, which is a sequence of the cK Q1 ( “Which variables have a
impact over E?”) and the cK Qo ( “What is the influence of these variables?”).
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X

control

Fig. 3. Example of a CBN. The set Xcontro represents the control variables, meaning
the ones on which the expert can intervene; F is the target variable.

In order to answer cK Q.,, we first need to assess which variables in X ontro01
(the set of variables on which the expert can intervene) are necessary. In our
case, we see that the direct parents of E are D and C. However, D is not in
Xcontrol, 50 we need to look at its own parents, which are A and B. Since they
both belong to Xcontror, then in order to answer cKQ.,., we define X1, = {4,
B, C'}. Because we consider a CBN, then intervening on X, will have an effect
over the target E. In practice, for each possible combination of values of X;,ter,
we can predict the values of F and their associated probability, which constitute
a base of possible scenarios. In order to sort these, the expert expresses their own
criteria of acceptability, as “which values are better for the target variable”, or
“which conditions should apply on Xj;,;.”. These criteria can be of two kinds:

— Hard Criteria. Some values or combinations of values are impossible to
obtain: these scenarios are automatically discarded. For instance, the expert
might wish that the sum of the values from X+, does not exceed a certain
value; or they might want to exclude some values for E (in our case, the goal
is to maximize E: thus, it is not interesting to consider the lowest values).

— Soft Criteria. In this case, the expert needs to sort their preferences regard-
ing the context. Maybe having a high value for F is not interesting if A also
needs to be high; or a lower value for E with a higher probability might be
more interesting than a better scenario with less chances of happening.

Defining these criteria helps the expert to select an answer corresponding
to their need. As seen in Sect. 4.3, this can be used to do reverse engineering,
whose goal is to understand how a system works through deductive reasoning.
Section 4.3 shows an example where we formulate the composition of an optimal
biomass.

4 Application to Bio-composites Packaging Materials

Given the context of bio-packaging, we define cKQyio: “Which filler allows to
optimise the packaging’s tensile properties?”.

4.1 Knowledge Base Presentation

Data was collected from four projects focused on the development of PHBV-
based bio-composites using lignocellulosic fillers (LFs) stemming from organic
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waste streams, e.g. crop residues (Chercheur d’avenir region Languedoc-
Roussillon MALICE and NoAW), agro-food by-products (FP7 EcoBioCAP)
or urban waste (H2020 Resurbis). LFs were obtained by dry fractionation of the
raw biomass. Pure cellulose fibers were also used as reference, representing in
the end a database of 85 samples with 15 attributes.

4.2 Expert Integration

Integrating expert knowledge requires the expert to map from the knowledge
base to the RS the attributes relevant for the cKQ, and to organize their potential
precedence constraints. In this section, we present the main results used to learn
our final model, as well as an example of the integration of some expert critics.

Attributes Selection.® The expert describes LFs by three main categories:
biochemical composition with the plants’ main organic (cellulose, hemicellu-
lose, lignin) and inorganic (ash) compounds; apparent median diameter (D50);
filler content. Tensile parameters were determined from stress-strain curves
obtained by tensile tests performed until the break of materials. The Young’s
modulus (slope of the initial section of the curve), stress at break (stress
value at moment of material fracture) and strain at break (elongation value
at moment of material fracture) respectively characterize the stiffness, the resis-
tance and the ductility of the material. While these are enough to consider
cKQp;o, the expert helped us determine three other categories, in order to offer
a better overview for the expert feedback: permeability (to water vapour),
thermal properties (crystallization and melting temperatures) and thermal
degradation (onset and peak temperature). Discretization is important, as it
can influence the learning of the different relations and may be subject to change
depending on the feedback from the expert. Table 1 presents an excerpt of it,
where control variables are evenly distributed, while others follow a distribution
chosen by the expert.

Table 1. Example of the discretization used for some variables (number of examples).

Lignin 10;19.4] (32) 119.4;26.4] (30) |126.4;49] (23)
Filler content | ]2:4] (10)  |]4;11] (34) 111:21] (22) |]21:50] (19)
Strain at break |]0.2;0.5] (19) []0.5;0.8] (44) 1]0.8;1] (15) |]1;1.07[ (8)

Precedence Constraints Definition. The expert defines two precedence con-
straints that may be refined after each iteration.

— Between the filler variables and the package’s characteristics. We consider
the first as control variables, whose values may have an impact over the final
result. We create two classes in the RS, with a relational slot from the control
variable’s class towards the package’s characteristic’s class.

5 For the rest of the article, all attributes represented in the model are bolded.
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— Between the different package’s characteristics. They cannot influence each
other (e.g. the tensile attributes have no influence over the thermodynamic
ones). As a consequence, we compartmentalise the RS characteristic’s class
into different separated sub-classes, such that they have no relational slot
except the one from the control variable class.

Expert Feedback. Once a model is learned, discussion with an expert is
required to criticize both (1) the learned relations and (2) the probabilistic
dependencies. For example, in Fig. 4, the expert mentioned that the crystalliza-
tion temperature could not be explained by the melting parameter, and that
the learned relation translates a correlation, not a causation. As a consequence,
we create a constraint that prevents the learning of this link. Finally, strain at
break was not expected to not be explained by any parameter, which suggested
to try a new discretization to better represent the variable. The expert is also
useful to explain the lacks of knowledge. Regarding the melting temperature,
this model highlights (through near-zero probabilities) that if content € ]21;50],
then melting ¢ ]1;1.02[. This was fully expected since the melting temperature
is not supposed to increase when adding LFs.

-
y 0 $ Permeability

~ ~ Young ‘ Melting
G o>

- Point
Hemicellulose

Crystallization

Fig. 4. Model learned after one iteration.

4.3 Knowledge Question Answering

We now consider the CBN accepted by the expert, presented in Fig. 5. For the
sake of the example, we present a simplified version where all non-relevant vari-
ables were removed. cK Qp;, addresses two possible interventions for improving
the three considered tensile properties: (1) filler content and (2) LF.

X conrol

- Young

Fig. 5. Extract of the BN selected for Biomass Discovery. Since all relations are influ-
enced by precedence constraints, we consider this as a CBN validated by the expert.
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Finding Optimal Content. According to Fig. 5, Filler Content has a causal
influence only on Strain at Break. Depending on the expert’s criteria, multiple
readings of the conditional probability table (Table 2) are possible:

— When aiming for the highest value possible for Strain at Break (]1;1.07]),
the probabilities are almost zero. Thus, it cannot realistically be satisfied.

— With a hard criteria aiming for the second highest value of Strain at Break,
a content of ]2;4] could be considered, as it guarantees a probability of 0.3963
to obtain the second best value (]0.8;1]).

— In the case of an industrial process, however, the expert might want to place
a hard criteria for a reasonable probability of success. In this case, a content
of ]4:11] should be applied, since it guaranties a probability of success of 0.7.

Table 2. Conditional probabilities of Strain at Break (mazimum likelihood).

Filler content | Strain at break

10.24;0.5] | 10.5;0.8] [ 10.8;1] |]1;1.07]
12:4] 0.0061 | 0.5915 | 0.3963  0.0061
J4;11] 0.002 | 0.7060 |0.2260 | 0.0660
]11;21] 0.3623 | 0.4972 | 0.0927 | 0.0478
121:50] 0.6062 | 0.2774 |0.113 | 0.0034

Proposing new LF. According to the BN presented in Fig. 5, Young’s Mod-
ulus and Stress at Break depend on components of the biomass. We first
define some criteria of acceptability:

— Hard criteria HC;. The sum of the ash, cellulose, and lignin must
not exceed 100 (i.e. the biomass must be possible). We fix HC; such that,
given x € {Ash, Cellulose, Lignin} and its interval [Z,min; Zmaz], we have
Y w Tmin < 100.

— Hard criteria HC5. We want the target variables within interesting range
of values, and fix Stress At Break > 0.8 N Young Modulus > 0.8.

— Hard criteria HCj5. The probability of success must be higher than 0.25.

— Soft criteria SC;. When no corresponding biomass is found, we allow the
system to look for similar ones, that can be considered close to the one we are
looking for. Given a biomass m in AtWeb, its composition x,, and a target
interval [Zmin; Tmaz) (With € {Ash, Cellulose, Lignin}), we define a score

Spm =2, 0(m,x)
0 if T € [Trmin; Tmaxl;

ith = ) .
with o(m, ) { min(abs(Tm — Timin), AbS(Tm — Tmae)) otherwise.
The lower S,, is, the closer the biomass is to our recommendation.
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In order to suggest new biomasses for packaging composite making, @Web
RDF database [3] including experimental data about biomass deconstruction [12]
has been queried using these criteria, which returned five solutions (Table 3
presents the first three). Each of these scenarios assesses the probability of
obtaining a value over 0.8 for the tensile properties. The most probable one
(p = 0.41) is not an exact match; however, the closest match, the rice husk,
has an S-score of 0.73, meaning it is really similar to the scenario’s recommen-
dations. This corroborates with the second scenario, which also recommends
the rice husk with a slightly lower probability of outcome. The last scenario,
finally, proposes the pine bark, with a S-score of 5.24 (due to the pine bark’s
ash value of 1.44). It is important to note that a limit of this model is tied to the
discretization required by BN learning. When dealing with values close to the
border of the interval, predicting the result is more difficult. Moreover, Table 1
shows that some categories are underrepresented compared to the others (e.g.
Strain at Break € ]1;1.07]). If this choice of discretization bears a meaning for
the domain, it however introduces bias: some categories may artificially have a
bigger weight than the others during the learning only because they do not have
enough samples. That is why the database used for the learning must be really
representative, to allow a smoother discretization which would prevent this edge
effect.

Table 3. Results of Biomass Querying with respect to HC1, HC2, HCs and SC;.
When no exact result, a S-score was calculated to find the closest match.

P 0.41 P 0.40 p 0.28

Ash [6.7:24.7] | Ash 6.7:24.7] | Ash [6.7:24.7]
Cellulose [25.6;33] | Cellulose [10.9;25.6] | Cellulose [10.86;25.59]
Lignin [26.4; 49] | Lignin [19.4; 26.4] | Lignin [19.4; 26.4]
Exact match | () Exact match | Rice Husk | Exact match | ()

Close match | Rice husk | Close match | ) Close match | Pine Bark
SRiceHusk 0.73 S 0 SpPineBark 5.24

4.4 Conclusion

In this paper we have presented POND, a complete workflow dedicated to answer
EQs over processes represented by the PO? ontology. We focused on causal dis-
covery aspects and illustrated it with a real-world example, the bio-packaging
transformation process. Thanks to the use of the ontology, this workflow allows
the expert to easily handle the knowledge integration part and to add more
knowledge under the form of precedence constraints. During the answering, they
can also express criteria of acceptability to elect the best answer for their needs.
As in all causal discovery contexts, multiple conditions must be verified in order
to be accepted, as described in Sect. 2.3. This also requires the expert to be trust-
worthy, both for the constraints’ definition and the model verification. Finally,
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as presented in the example, a database too sparse for the learning could lead to
questionable discretization that could be difficult to interpret. Future works will
look into the use of the answers to assess the quality of the current KB and see
how it can be used either to suggest correction for the current base, or genera-
tion of new data to fulfill knowledge holes. Another interesting task would be to
address the dedication of POND to the PO? ontology, which represents a limit;
while the method should work in theory with any other semantic structuration
of the data, it needs to be reworked to be adapted.

Acknowledgement. We would like to thank Claire Mayer (PhyProDiv Team, INRAE
IATE) who provided data for the biomass discovery aspect. Our work has been partially
financed by the French national research agency ANR in the framework of D2KAB
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Abstract. We describe and demonstrate a prototype of a UML-style visual query
environment over DBPedia that allows query seeding with any class or property
presentin the data endpoint and provides for context-sensitive query growing based
on class-to-property and property-to-property mappings. To handle mappings that
connect more than 480 thousand classes and more than 50 thousand properties, a
hybrid approach of mapping pre-computation and storage is proposed, where the
property information for “large” classes is stored in a database, while for “small”
classes and for individuals the matching property information is retrieved from
the data endpoint on-the-fly. The created schema information is used to back the
query seeding and growing in the ViziQuer tool. The schema server and the schema
database contents can be re-used also in other applications that require DBPedia
class and property linking information.

Keywords: DBPedia - SPARQL - Visual queries - ViziQuer - RDF data schema

1 Introduction

DBPedia [1, 2] is one of the central Linked Data resources and is of fundamental impor-
tance to the entire Linked Data ecosystem. DBPedia extracts structured information
from Wikipedia'-the most popular collaboratively maintained encyclopedia on the web.
A public DBPedia SPARQL endpoint?, representing its “core” data, is a large and het-
erogeneous resource with over 480 thousand classes and over 50 thousand properties,
making it difficult to find and extract the relevant information. The existing means for
DBPedia data querying and exploration involve textual SPARQL query formulation and
some research prototypes that offer assisted query composition options, as e.g., RDF
Explorer [3], that do not reach the ability to use effectively the actual DBPedia schema
information to support the query creation by end-users.

There is a DBPedia ontology that consists of 769 classes and 1431 properties (as
of July 2021); it can be fully or partially loaded into generic query environments, as
SPARKLIS [4] (based on natural language snippets), or Optique VQs [5, 6] or ViziQuer

1 https://www.wikipedia.org/.
2 http://dbpedia.org/sparq]l.
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[7] (based on visual diagrammatic query presentation). The DBPedia ontology alone
would, however, be rather insufficient in supporting the query building process, as it
covers just a tiny fraction of actual DBPedia data classes and there are quite prominent
classes and properties in the data set (e.g., the class foaf:Document, or any class from
yago: namespace, or the property foaf:name) that are not present in the ontology.

We describe here services for the DBPedia data retrieval query composition assis-
tance, running in real time, based on the full DBPedia data schema involving all its
classes, all properties, and their relations (e.g., what properties are relevant for instances
of what classes; both class-to-property and property-to-property relevance connec-
tions are considered). We apply the developed services to seeding and growing visual
queries within the visual ViziQuer environment (cf. [7, 8]), however, the services can be
made available also for schema-based query code completion in different environments,
including the ones for textual SPARQL query composition, as e.g., YASGUI [9].

Due to the size of the data endpoint we pre-compute the class-to-property and
property-to-property relevance mappings, using then the stored information to sup-
port the query creation. We limit pre-computation of the class-to-property mapping
just for sufficiently large classes as most classes would have way less instances than the
connected properties (for smaller classes the on-the-fly completion approach is used).

The principal novelty of the paper is:

— A method for auto-completing queries, based on the class-to-property and property-
to-property connections, working over the actual DBPedia data schema in real time,
and

— A visual query environment for exploration and querying of a very large and
heterogeneous dataset, as DBPedia is.

The papers’ supporting material including a live server environment for visual queries
over DBPedia can be accessed from its support site http://viziquer.lumii.lv/dss/.

In what follows, Sect. 2 outlines the query completion task. The query completion
solution architecture is described in Sect. 3. Section 4 describes the DBPedia schema
extraction process to build up the data schema necessary for query completion. The
visual query creation is described in Sect. 5. Section 6 concludes the paper.

2 Query Completion Task

A diagrammatic presentation of a query over RDF data is typically based on nodes
and edges, where a node corresponds to a query variable or a resource (or a literal) and
an edge, labelled by a property path, describes a link between the nodes. A UML-style
query diagram (as in ViziQuer [7], Optique VQs [5] or LinDA [10]) would also provide
an option (in some notations, a request) to specify the class information for a variable or
aresource represented by the node. Furthermore, some links of the abstract query graph
can be presented in the UML-style query notation as node attributes.

The presence of a class information for a variable or a resource in a query, facilitated
by the UML style query presentation, could facilitate the query readability. Still, this
would not preclude queries that have nodes with empty class specification (cf. [8]).
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Figure 1 shows example visual queries corresponding to some of QALD-4 tasks>**,
suitable for execution over DBPedia SPARQL endpoint, in the ViziQuer notation (cf.
[8] and [11] for the notation and tool explanation).

PoliticalParty count()
(select this) Language

Person
(select this)

occupation

Fig. 1. Example visual queries. Each query is a connected graph with a main query node (orange
round rectangle) and possibly linked connection classes. Each node corresponds to a variable
(usually left implicit) or a resource and an optional class name. There can be selection and
aggregation attributes in a node. The edges correspond to properties (paths) linking the node
variables/resources. [8] Also describes more advanced query constructs.

From the auto-completion viewpoint a query can be viewed as a graph with nodes
allowing entity specifications in the positions of classes and individuals and edges able
to hold property names>.

The process of the visual query creation by an end-user starts with query initializa-
tion or query seeding and is followed by query expanding, or query growing®. Within
each of these stages the query environment is expected to assist the end-user by offer-
ing the names from the entity vocabulary (involving classes, properties, possibly also
individuals) that would make sense in the query position to be filled.

The simplest or context-free approach for the entity name suggestion would provide
the entities for positions in a query just by their type—a class, a data property, or an object
property (or an individual). This approach can provide reasonable results, if the user is
ready to type in textual fragments of the entity name. The “most typical” names that
can be offered to the user without any name fragment typing still can be significantly
dependent on the context information where the entity is to be placed.

Another approach, followed e.g., by SPARKLIS [4] or RDF Explorer [3] would be
presenting only those extensions of a query that would lead to a query with non-empty
solutions (if taken together with the already existing query part). In the case of a large
data endpoint, as DBPedia is, this would not be feasible, as even the simple queries to
the endpoint asking for all properties that are available for instances of a large class
typically do time-out or have running times not suitable for on-the-fly execution.

3 http://qald.aksw.org/index.php?x=task1&q=4.

4 ¢f. also http://www.irisa.fr/LIS/ferre/sparklis/examples.html.

5 Even if the query has a more complicated structure, the completion suggestions are computed
on the basis of the described simple node-edge model.

6 The same applies also to query building in other (e.g.textual) notations.
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We propose to use an in-between path by suggesting to the end-user the entity names
that are compatible with some local fragment of the existing query (these are the entity
names that make sense in their immediate context). We shall follow a complete approach
in a sense that all names leading to an existing solution of the extended query need to be
included into the suggestion set (possibly after the name fragment entry), however the
names not leading to a solution can sometimes be admitted, as well.

In a schema-based query environment the main context element for a property name
suggestion would be a class name, however, suggestion of a class name in the context of
a property and suggestion of a connected property in the context of an existing property
would be important to support the property-centered modeling style, and to enable effi-
cient auto-completion within a textual property path expression entry’ (after a property
name within an expression, only its “follower” properties are to be suggested, along with
inverses of those properties whose triples can have common object with the last property
from the already entered part of the property path).

3 Query Completion Principles

In what follows, we describe the principles of the query completion that can be shown
to efficiently serve both the query seeding and context-aware query growing tasks for a
SPARQL endpoint, as DBPedia core, with more than 480 thousand classes and more than
50 thousand properties, offering the text-search, filtering and prioritization options over
the target linked entity sets. The query completion method has been implemented within
a data shape server® (also called schema server), featuring the example environments
over the DBPedia core and other data sets.

3.1 Entity Mapping Types

The query completion on the data schema level is based on class-to-property and
property-to-property relations, observing separately the outgoing and incoming proper-

ties for a class”, and “following”, “common subject” and “common object” modes for
the property-property relations. The relations shall be navigable in both directions, so:

— The class-to-property (outgoing) relation can be used to compute the outgoing
properties for a class, and source classes for a property,

— The class-to-property (incoming) relation can be used to compute the incoming
properties for a class, and target classes for a property,

— The “following” property-property relation can be used for computing “followers”
and “precursors” of a property.

7 For DBPedia core the direct property-property relation is much smaller than the property-
property relation derived from the property-class-property mappings. For endpoints with
less subclassing and the class structure more fully representing the property availability, the
property-property mapping derived from the property-class-property relation may be sufficient.

8 https://github.com/LUMII-Syslab/data-shape-server.

oA property p is outgoing (resp., incoming) for a class c, if there is a ¢ instance that is subject
(resp., object) for some triple having p as its property.
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For each of the mappings it is important to have the list of suggested entities ordered
so that the “most relevant” entities can be suggested first. To implement a context-
aware relevance measure, we compute the triple pattern counts for each pair in the
class-to-property and property-to-property relations; for the class-to-property (outgoing)
relation also the counts of “data triple” patterns and “object triple” patterns are computed
separately. An entity X is higher in the list of entities corresponding to Y, if the triple
pattern count for the pair (X,Y) is higher!©.

For query fragments involving an individual, the means shall be available for retriev-
ing all classes the individual belongs to, all properties for which the individual is the
subject (the properties “outgoing” from an individual) and for which the individual is the
object (the properties “incoming” into the individual). We expect that the data SPARQL
endpoint shall be able to answer queries of this type efficiently.

A further query completion task is to compute the individuals belonging to a class
or available in the context of a given property (the class-to-individual, property-to-
individual (subject) and property-to-individual (object) mappings). Since these mappings
may return large sets of results for an argument class or property (e.g., around 1.7 million
instances of dbo: Person class in DBPedia core), a text search with entity name fragment
within the results is necessary. Such a search can be reasonably run over the SPARQL
endpoint for classes with less than 100000 instances. For larger classes the suggested
approach in query creation would be to start by filling the individual position first (using
some index for the individual lookup as e.g., DBPedia Lookup'!).

The solution that we propose can also provide linked entity (property, class, indi-
vidual) suggestion from several initial entities; this is achieved (logically) by computing
the linked entity lists independently for each initial entity and then intersecting!?.

3.2 Partial Class-to-Property Mapping Storage

The modern database technologies would allow storing and serving to the query envi-
ronment the full class-to-property and property-to-property relations'3. Still, this may
be considered not effective for a heterogeneous data endpoint, as DBPedia is, where for
about 95% of classes the number of class instances is lower than the number of properties
that characterize these instances. Out of 483 748 classes in the DBPedia core there have
been 93 321 classes (around 19%) with just a single instance; in this case only a single
link from the class to an instance is available in data. To record the relation of such a
singleton class to the properties, all properties that the class instance exhibits, would
need to be recorded. Since an instance may belong to several classes, such full storage
of the class-to-property mapping is considered superfluous.

10 In the case of a heterogeneous endpoint, as DBPedia core is, the computation of local frequency
of target instances in a context can give substantially different results from looking at the global
“size” of the target entity.

1 https://lookup.dbpedia.org/

12if a class ¢ corresponds to both a property p and a property q, it is going to be suggested in a
context of both p and q, although there may be no instance of ¢ with values for both p and q.

13 There are about 35 million rows in the class-to-property (outgoing) relation in DBPedia core;
the class-to-property (incoming) relation is much smaller.
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Therefore, we propose to pre-compute and store the class-to-property relation just
Jor a fraction of classes (we call them “large” classes), and to rely on the information
retrieval from the data endpoint itself, if the class size falls below a certain threshold!4
(regarding the property-property relation, our current proposal is to store it in full).

The partial storing of the class-to-property relation does not impede the possibility
to compute the linked property lists for a given class, since for the classes that are not
“large”, these lists can be efficiently served by the data SPARQL endpoint!>.

The property-to-class direction of such a “partially stored” class-to-property relation
becomes trickier, as, given a property, only the large classes are those that can be directly
retrieved from the data schema. In order not to lose any relevant class name suggestions,
we assign (and pre-compute) to any “small” class its representing superclass from the
“large” classes set (we take the smallest of the large superclasses for the class). There
turn out to be 154 small classes without a large superclass in the DBPedia endpoint
(in accordance with the identified superclass information); the property links are to be
pre-computed for these classes, to achieve complete class name suggestion lists.

The effect of suggested extra small classes in the context of a property can be ana-
lyzed. We note that in the DBPedia core out of top 5000 largest properties just 50 would
have more small classes than the large ones within the source top 30 class UI window;
in the case of target classes the number would be 190; so, the potentially non-exact class
name suggestions are not going to have a major impact on the user interface (lowering
the large class threshold would lower also the extra suggestion ratio even further).

3.3 Schema Server Implementation and Experiments

The schema server is implemented as REST API, responding to GET inquiries for (i) the
list of known ontologies, (ii) the list of namespaces, (iii) the list of classes (possibly with
text filter) and (iv) the list of properties (possibly with text filter), and POST inquiries
for computing a list of classes, properties, and individuals in a context. The POST
inquiries can specify query limit, text filter, lists of allowed or excluded namespaces,
result ordering expression and the data endpoint URL; Further on there is a query context
element, involving a class name (except for class name completion), individual URI
(except for individual completion) and two lists of properties—the incoming and the
outgoing ones; in the case of property completion, the context information sets can be
created for both their subject and object positions.

The parameters of the schema server operations allow tuning the entity suggestion
list selection and presentation to the end user. They are used in the visual tool user
interface customization, in applying specific namespace conditions, or featuring basic
and Full lists of properties in a context, as illustrated in Sect. 5.

A preliminary check of the schema server efficiency has found that the operations
for suggesting classes and properties in a context perform reasonably, as shown in Table
1. For each of the link computation positions at least 10 source instances that can be

14 Within our initial prototype version, the class-to-property mapping is pre-computed for top
3000 largest classes; these classes contain at least about 1000 instances each.

15 In the case of the DBPedia core endpoint the size of such a list for classes with less than 1000
instances typically do not exceed a few hundred.
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expected to have the highest running times (e.g., the largest entities) are considered and
the maximum of the found running times is listed.

The experiments with the schema server have been performed on a single-laptop
(32 GB RAM) installation of the visual tool, with the PostgreSQL database over the
local network and remote access to the public DBPedia endpoint'® as the data set; the
query time is measured by the printouts from the schema server JavaScript code.

Table 1. Entity list suggestion timing estimates

Time upper estimate

Top 30 classes (all classes, dbo: namespace only, all except yago:), with | 259 ms
possible text filter

Top 30 properties (all properties, object properties, data properties), with | 412 ms
possible text filter

¢ — p links (data and object out properties), from a large class 882 ms
¢ — p extended links (in/out object properties, with other end 2141 ms
range/domain class, if available), from a large class

¢ — p links (data and object out properties), from a small class 2438 ms
¢ — p extended links (out and in object properties, with other end 1148 ms

range/domain class, if available), from a small class

p — p links (data and object out properties), from incoming and 577 ms
outgoing properties

p — p extended links (in/out object properties, with other end 2760 ms
range/domain class, if available), from incoming and outgoing properties

p — c links, from an in and an out property (including the large classes | 269 ms
only and both the large and small classes suggestion cases)

We note that the queries for computing the entities in a multiple context, do not tend
to blow up the execution time, if compared to the single-context inquiries.

4 Data Schema Retrieval

Some of the data endpoints may have an ontology that describes its data structure;
however, it may well be the case that the ontology does not describe the actual data
structure fully (e.g., including all classes, all properties and all their connections present
in the data set)!”, therefore we consider retrieving the data from the SPARQL endpoint
itself!®.

16 http://dbpedia.org/sparql.

17 The DBPedia ontology covers just a tiny fraction of the actual DBPedia core data structure.

18 The data owner or a person having access to the data dump can also have other options of
producing the data schema.
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The extraction of small and medium-sized schemas can be performed by methods

described in e.g., [12] and [13]. We outline here retrieving the DBPedia schema.

The DBPedia core schema retrieval has been done from a local copy, installed from

DBPedia Databus site!? (the copy of December 2020).

The basic data retrieval involves the following generic steps that can be followed on

other endpoints, as well:

1y
2)

3)

4)

5)

6)

7

8)

Retrieve all classes (entities that have some instance), together with their instance
count?”,
Retrieve all properties, together with their triple count, their object triple count
(triples, where the object is an URI) and the literal triple count.
For classes deemed to be “large”?!, compute the sets of its incoming and outgoing
properties, with respective triple counts, including also object triple count and literal
triple count for outgoing properties. For the classes, where direct computation of
properties does not give results (e.g. due to the query timeout), check the instance
counts for all (class,property) pairs separately?2.
Retrieve the property-property relations, recording the situations, when one prop-
erty can follow the other (a), or both properties can have a common subject (b), or
a common object (c), together with the triple pattern counts.
Pre-compute the property domain and range information, where possible (by check-
ing, if the source/target class for a property with largest property triple count is its
domain/range).
Create the list of namespaces and link the classes and properties to them.

The following additional schema enrichment and tuning operations are per-
formed, using the specifics of the DBPedia endpoint organization.
Compute the display names for classes and properties to coincide with the entity
local name, with some DBPedia-specific adjustments:

a. If the local name ends in a long number (as some yago: namespace classes do),
replace the number part by °..", followed by the last 2—4 digits of the number
allowing to disambiguate the display names),

If the local name contains ‘/°, surround it by [[and]],

c. For the wikidata: namespace, fetch the class labels from wikidata?3 and use the

labels (enclosed in [[and]]) as display names.

Note the sub-class relation®* (to be used in the class tree presentation, and in
determining the “representative” large classes for small classes).

19 https://databus.dbpedia.org/dbpedia/collections/latest-core.
20 this requires setting up a local DBPedia instance to enable queries with 500K result set, split
e.g., in chunks of 100K, we order the classes by their instance count descending.

21

currently, the 3000 largest classes; the class count, or size threshold is introduced by the user;

the optimal level of the threshold can be discussed.

22

we did the detailed computations automatically for classes larger than 500K instances.

23 http://query.wikidata.org/.
24 From the explicitly stated ontology and the sub-class-of assertions in the main data graph.
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9) Note the class equivalence relation, to allow the non-local classes to be “represent-
ed” by the local ones in the initial class list.

10) For each “small” class, compute its smallest “large” super-class (for use in the
property-to-class mapping to suggest also the “small” class names). Perform the
step (3) for “small” classes that do not have any “large” superclass.

The schema extraction process currently is semi-automated. It can be expected that
after a full automation and some optimizations it would be able to complete within a
couple of days. The process can be repeated for new DBPedia configurations and data
releases. The database size on the PostgreSQL server (including the tables and indices)
amounts to about 20 GB. The dump of the database for the currently analyzed DBPedia
endpoint can be accessed from the paper’s supporting website.

5 Visual Query Creation

To enable the creation of visual queries over DBPedia (cf. Fig. 1 in Sect. 2), the ViziQuer
tool [7] has been connected to the data schema server and enriched by new features
involving: (i) new shape of the class tree, (ii) means for query seeding by properties
and individuals, and (iii) search-boxes for names in attribute and link dialogues and for
classes in the node property pane.

The implementation of the tool allows also for endpoint-specific extensions to
customize the tool appearance while working on specific data endpoints.

The created ViziQuer/DSS tool can be accessed from the paper’s supporting website.

We briefly explain the visual environment elements that enable the schema-supported
query creation experience, relying on the schema server API, (cf. Section 3).

For the query seeding there are tabs with class, property and individual selection,
the class tab can show either the full list of classes, or the full list of classes without
the dominating yago: namespace, or just the dbo: namespace classes (the top classes
of the first two choices are in Fig. 2); the properties in their tab can be listed either in
the basic (moving down the dbp: namespace properties and a few more “housekeeping”
properties), or in the full mode (ordering just by the triple count descending). The
property search can be restricted to either data or object properties only (a property
of “dual nature” would be present in both lists). Both the class and property lists are
efficiently searchable. There is also an option to obtain a list of subclasses for a class.
Double click on an item in any of the tabs, initiates a new query from this element.

The main tools for query growing are the attribute and link addition dialogues,
illustrated in Fig. 3, in the context of the dbo:Language class (cf. Figure 1); both basic
and full lists of attributes and links are illustrated. In the link list the principal (range
or domain) class is added, if available in the data schema for the property; the lists are
efficiently searchable, as well.

If a query has been started by a property or an individual, there is an option to fill
in the class name (in the element’s property pane to the right of the diagram) from the
class name suggestions created in the context of the selected node and its environment in
the diagram. Figure 4 illustrates the class name suggestion in the context of an outgoing
property dbo:spokenln.
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Classes Properties Individuals Classes Properties Individuals Classes Properties Individi
Pers All properties
Use filter Only from dbo: |« Excluc Use filter Only from dbo: Excluc

foaf:Document (15.5M)

+ owl:Thing (4.94M)

+ CareerStation (2.48M)
skos:Concept (2.02M)

+ Agent (1.97M)

+ TimePeriod (1.92M)

+ dul:Timelnterval (1.77M)
+ Person (1.74M)

+ foaf:Person (1.62M)
geo:SpatialThing (1.20M)

+ Place (979K)

+ Location (975K)

+ Work (585K)

+ schema:CreativeWork (583K)

+ PopulatedPlace (578K)

+ Person (1.74M)

+ foaf:Person (1.62M)

+ schema:Person (1.62M)
wikidata:[[person]] (1.62M)

+ dul:NaturalPerson (1.62M)
+ yago:Person.. (1.22M)

+ PersonFunction (515K)

+ dul:SocialPerson (336K)
MilitaryPerson (42.5K)

+ yago:GoodPerson.. (12.0K)
+ yago:BadPerson.. (10.9K)
+ yago:EnlistedPerson.. (9.25K)

+ yago:Businessperson.. (8.93K)

umbel-rc:PersonWithOccupation (8.36K)

+ yago:ReligiousPerson.. (8.26K)

Use filter [CAREEEIES

rdfs:label (31.2M)
rdfs:comment (18.5M)
abstract (18.5M)
foaf:primaryTopic (15.5M)
foaf:isPrimaryTopicOf (15.5M)
dc:language (15.5M)
skos:broader (4.07M)
gold:hypernym (4.01M)
foaf:name (3.85M)

team (2.75M)
skos:preflLabel (2.02M)
careerStation (1.49M)
birthPlace (1.35M)

years (1.28M)

Fig. 2. Schema tree examples in the visual query tool: top classes except from yago: namespace,
filtered classes, top properties

rdfs:label rdfs:label languageFamily => owl:sameAs =>
rdfs:comment rdfs:comment spokenin => rdf:type =>

abstract abstract foaf:isPrimaryTopicOf => dbp:wikiPageUsesTemplate *
foaf:name foaf-name owl.differentFrom => dctsubject =>
is06393Code wikiPageLength rdfs:seeAlso => wikiPageExternalLink =>
is06392Code wikiPageRevisionip . foafhomepage => dbp:fam =>
geo:geometry wikiPagelD languageRegulator => languageFamily =>
geo:lat dbp:name is language of <= spokenin =>

geo:long dbp:glotto is foaf:primaryTopic of <= foaf:isPrimaryTopicOf =>
georss:point dbp:familycolor is gold:hypernym of <= PR T
Is06391Code dbp:iso @ islanguageFamily of <= Language dbp:states =>

totalPopulation dbp:glottorefname is programminglanguage of <= Soft dbp:region =>

Fig. 3. Top attribute and link suggestions in the context of dbo:Language class and outgoing
property spokenln: top of basic and full attribute lists, top of basic and full link lists
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The created visual environment can be used both for Exploration and Querying of
the data endpoint (DBPedia).

Class

Language

owl:Thing

schema:Language
spo kenlin yago:Abstraction..37
yago:Communication..20
yago:Language..
umbel-rc:Language
yago:WikicatLanguages..
yago:Speech..
yago:AuditoryCommunication..
geo:SpatialThing

...... Cran EA

Fig. 4. Visual diagram after selection of dbo:spokenin property from the initial property list, and
following class name suggestion for its source class

The exploration would allow obtaining the overview of the classes and properties
in the textual pane, together with their size, the subclass relation in the class tree is
supported based on the subclass data retrieved from the data endpoint. The class and
property lists can be filtered, so allowing to reach any of the 480 K classes and 50 K
properties. For each class and property its surrounding context is available (starting from
most important classes/properties), as well as the queries over the data can be made from
any point reached during the exploration phase (the exploration can be used to determine
the entities for further query seeding).

Within the data querying options, the environment provides the visual querying
benefits (demonstrated e.g., in [S] and [11]) in the work with the data endpoint of principal
importance and substantial size. The environment would allow creating all queries from
e.g., the QALD-4 dataset, however, the end user experience with query creation would
need to be evaluated within a future work.

6 Conclusions

‘We have described a method enabling auto-completion of queries based on actual class-
to-property and property-to-property mappings for the DBPedia data endpoint with more
than 480 thousand classes and more than 50 thousand properties by using hybrid method
for accessing the stored data schema and the data endpoint itself.

The created data schema extraction process can be repeated over different versions of
the DBPedia, as well as over other data endpoints, so creating query environments over
the datasets that need to be explored or analyzed. The open-source code of the visual
tool and the data schema server allows adding custom elements to the environment that
are important for quality user interface creation over user-supplied data.

An interesting future task would be also moving the schema data (currently stored
on PostgreSQL server) into an RDF triple store to enable easier sharing of endpoint
data schemas as resources themselves and processing the schema data themselves by
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means of visual queries and integrating them with other Linked Data resources. An
issue to be addressed would be the efficiency of the schema-level queries over the data
store, however, it can be conjectured that a reasonable efficiency could be achieved. The
technical replacement of the PostgreSQL server by an RDF triple store (and generating
SPARQL queries instead of SQL ones) is not expected to be a major challenge since the
schema server architecture singles out the schema database querying module.

Acknowledgements. This work has been partially supported by a Latvian Science Council Grant
1zp-2020/2-0188 “Visual Ontology-Based Queries”.
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Abstract. Proposals for automating the creation of teaching mate-
rials across the sciences and humanities include question generation
from ontologies. Those efforts have focused on multiple-choice questions,
whereas learners also need to be exposed to other types of questions, such
as yes/no and short answer questions. Initial results showed it is possible to
create ontology-based questions. It is unknown how that can be done auto-
matically and whether it would work beyond that use case in biology. We
investigated this for ten types of educationally useful questions with addi-
tional sentence formulation variants. Each type of questions has a set of
template specifications, axiom prerequisites on the ontology, and an algo-
rithm to generate the questions from the ontology. Three approaches were
designed: template variables using foundational ontology categories, using
main classes from the domain ontology, and sentences mostly driven by
natural language generation techniques. The user evaluation showed that
the second approach resulted in slightly better quality questions than the
first, and the linguistic-driven templates far outperformed both on syn-
tactic and semantic adequacy of the questions.

Keywords: Ontology-based question generation - Ontologies for
education + Natural Language generation

1 Introduction

Ontologies and knowledge graphs are used in an increasing variety of ontology-
driven information systems. Our focus is generating questions from ontologies
for educational purposes. If there is an annotated textbook in cultural heritage,
one can link it to an ontology and develop an educational game by generating
educational questions to foster active learning in the same spirit as alluded to in
[6]. Question generation from an ontology or linked data has been investigated
mainly for multiple-choice questions (MCQs) using tailor-made algorithms or
SPARQL queries [2,20,23], knowledge graph construction for it [21], and archi-
tectures more broadly [22]. There are multiple types of questions beyond MCQ),
such as similarity, yes/no, and short answers that may be automatically marked
as well [6,21]. Here, we focus on the two latter types of questions. For instance,
from the axiom Collection C VhasMember.(Collection LI CulturalHeritageObject) in
© Springer Nature Switzerland AG 2022
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Cultural-On [11], one could generate a question “Does a collection have a mem-
ber that is only a cultural heritage object?”. This opens up many possibili-
ties for question construction for multiple axiom types, as well as combina-
tions thereof; e.g., given CulturallnstituteOrSite C VisSubjectOf.CreativeWork and
CulturallnstituteOrSite C CulturalEntity, to generate “Which cultural entity is a
subject of only a creative work?”. It is unclear what the prerequisites of the
ontology are, i.e., which axiom(s) type(s) is (are) needed for which type of edu-
cational questions, and which type of questions one possibly could generate from
an ontology. Questions can be generated from instance or type-level information
(ABox or TBox), where we zoom in on the TBox since it is relevant for learning
generic knowledge. In this paper, we aim to answer the following questions:

1. Which of the types of questions that are educationally relevant can be gener-
ated from the TBox of an ontology? Or, from the ontology viewpoint: What
are the axiom prerequisites, i.e. types of axioms that must be in the ontology,
to be able to generate a particular type of educational question?

2. Can the outcome be generalised to any combination of ontology (4 textbook)
with question templates whilst maintaining good quality questions?

We aim to answer these questions in this paper. Taking the principal types of
questions as identified by education research, we systematically assess what the
axiom prerequisites are and devise templates for the questions with linguistic vari-
ants. A template is a linguistic structure containing gaps that are intended to be
filled in to create a sentence. We examined 10 educational types of questions and
their axiom prerequisites, represented in the description logic ALC. Three differ-
ent approaches were developed and implemented to automatically generate the
questions from the ontology: ‘basic’ templates with DOLCE [15] categories for key
variables, templates that use a top-level vocabulary of the domain ontology to tai-
lor the basic templates, and natural language generation (NLG)-based tailoring of
the basic templates, where the first two approaches informed the third one. The
generated questions were evaluated by humans on perceived syntactic and seman-
tic correctness. The first two approaches resulted in poor performance (26% and
34% of good quality), whereas the domain-independent but NLG-enhanced tem-
plates reach over 80% very good syntactic and 73.7% as good or very good seman-
tic quality. The algorithms, source code, templates, generated questions, ontolo-
gies and data used in the experiment are available at https://github.com/mkeet/
AQuestGO.

The remainder of the paper is structured as follows. We present the related
work in Sect. 2, the question generation in Sect. 3, and the evaluation with dis-
cussion in Sect. 4. We conclude in Sect. 5.

2 Related Work

Questions can be generated from ontologies [2,6,7,19,22,23], using either generic
systems [2,7,19,23] or tailor-made for a specific domain, such as biology [6,24]
and mathematics [14]. They may have a new purposely-built [6] or existing [7,23]
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ontology as input. Most research focuses on MCQ generation [2,7,19,23], which
mainly deal with distractor generation and difficulty control.

Concerning the verbalisation, i.e., generating the natural language sentences,
only [5,24] evaluated the linguistic quality of the generated questions. Bithmann
et al. [5] considered their syntax (fluency) and their semantics (adequacy), but
the sentences are over the ABox rather than the TBox. Zhang and VanLehn [24]
evaluated the fluency and ambiguity of their questions, but their approach is
designed for one knowledge base. Vinu et al. [23] consider the surface structure
of generated questions with regex, yet they did not evaluate their verbalisation
approach. Also, the generalisability of approaches is found wanting: most of them
used only one ontology in their experiment, except those which used three [1,7]
and four [23] ontologies.

Chaudhri et al.’s idea for non-MCQ educational question generation with
their “intelligent textbook” [6] is appealing for fostering active learning. However,
they did not make their question templates or the construction process available,
nor is it clear how this could be reused for other ontologies beyond their “Inquire
Biology” use case for one hand-crafted ontology and one particular textbook.

Question generation is also used for other tasks; notably, ontology validation
[1]. Abacha et al. [1] evaluated their questions, but covered only a subset of
possible sentence constructions, such as omitting quantifiers explicitly. Further
afield, there are statement generation verbalisation systems [4], and frameworks
[17] for verbalising RDF, OWL and SPARQL, whose experiences may be of use,
but they do not generate (educational) questions.

3 Question Generation

The design choices are described before we proceed to the question specifications
and algorithms.

3.1 Design Choices

There are core choices for the template design within the context of ontology-
based question generation in anticipation of their quality. For the templates
themselves, there are four core options:

Type A: Fixed template structure where one fills in the slots with the relevant
variable (class, object property (OP), quantifier) fetched from the ontology, at
that level of specification; e.g., Is a [owl:thing] [owl:objectproperty] [quantifier]
[owl:thing]? as template which could have an instantiation resulting in, e.g.,
“Is a cultural heritage object a member of some collection?”.

Type B: As Type A, but specify the category at least, especially for the OWL
class; e.g., that it has to be a dolce:process, or a bfo:continuant (cf. owl:thing),
so that for the template instantiation, it will pick that or any of its subclasses
S0 as to broadly constrain the filler type. This is likely to increase the quality of
the syntax and semantics of the generated questions. A foundational ontology
is well-suited for this.
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Type C: As Type B, but tailor the template with the domain ontology vocabulary
to some degree; e.g., select a high-level class from the domain ontology, e.g.,
CulturalEntity from Cultural-On, so that the considered slot of the template
will only be instantiated with a subclass of culturalon:CulturalEntity. One may
expect better semantics of the questions, but it comes at the cost of reduced
generalisability across domain ontologies.

Type D: Contextualise the templates based on the ontology vocabulary using
NLG techniques, but do not perform tailoring of slots with any ontology
vocabulary. This assumes that the question quality is more dependent on the
linguistic realisation module of the NLG process than on the representation
of the domain knowledge.

3.2 Types of Questions and Their Prerequisites

The types of questions considered in this paper are adjusted from [6] and
extended with questions from the Webclopedia QA typology [10] that is based on
actual educational questions. They are also included in [9] and are shown to be
suitable for education [18]. We chose this typology because its question templates
are abstract (not domain-specific), which is appropriate for the generalisability
purpose, and it is based on 17,384 questions and their answers.

Templates of different question types are specified, and each slot in the tem-
plate is replaced by the appropriate class or object property (OP) or quantifier
in an ontology. We selected DOLCE [15] for the Type B templates, but one could
take another foundational ontology. For the Type C examples below, terms in
Cultural-On are used. Each question template is mapped to Description Logic
(DL) queries to check that the generated question is answerable by the ontology.
For Type D, we devised several templates (e.g., templates in active/passive voice
and hasX OP naming format) for each type of questions.

The aggregate number of variants of templates designed for the three
approaches are presented in Table 1. The different numbers of variants are due
to peculiarities of the approaches, such as more tailoring with domain ontology
vocabulary (hence |Type A/B| < |Type C|), and accommodating active/passive
voice or not. Due to space limitations, we present all types of questions with
their prerequisites only briefly and more details can be found online.

Yes/No and True/False Questions. These questions expect yes/no or
true/false as an answer. Since the ontology operates under Open World Assump-
tion , the answer to a question is no only if the ontology explicitly states so. For
instance, using Thing or any of its subclasses, a template “Does a X OP a'Y?” (for
numbers #,7v in Table 1) can be generated if X C JOP.Y or X C VOP.Y (Answer:
Yes) or if X C =VOP.Y (Answer: No). Template examples of this type are:

Type A template: Does a [Thing] [OP] a [Thing]?

Type B template: Does a [Endurant] [OP] a [Thing]?

Type C template: Does a [CulturalEntity] [OP] a [Thing]?

Type D templates: Does a [T_Noun] [OP_Verb] a [T_Noun]?
Does a [T_Noun] [OP_Verb_Prep] a [T_Noun]?
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Table 1. Numbers of variants of templates by type of template.

Group of TQ | No. | Type of Questions (TQ) A/B|C |D
Yes/No ) Two classes and one property 4 6| 6
i@ | Two classes, one property, and a quantifier | 4 4 110
74 | One Endurant and one Perdurant 4 41
True/False w | Two classes and one property 4 6 10
v Two classes, one property, and a quantifier | 4 6 |20
Equivalence |vi | Equivalence 2 5
Subclass vis | Two classes and one property 1 4
viii | Additional quantifier 1 1110
iz | One class and one property 4 4| 4
Narrative z | Narrative 2 2,6
Total 30 |42 |75

where for Type D, T_Noun states that the class name Thing is a noun, OP_Verb
means that the OP name is a verb and OP_Verb_Prep indicates it also has a
preposition. Then, “A X OP some Y. True or false?” (ii,v) and “A X OP only
a Y. True or false?” (ii,u) can be generated if X © JOP.Y (Answer: Yes) or if
X E =30P.Y (Answer: No), and if X T VOP.Y (Answer: Yes) or if X C =VOP.Y
(Answer: No), respectively. Finally, “Does a X Y7’ (iii) can be generated if
X C Jparticipates-in.Y (Answer: Yes), or if X C —Jparticipates-in.Y (Answer: No).

Equivalence Questions. This is possible to generate provided the two classes
are asserted or inferred to be equivalent. The template “Are there any differences
between a X and a Y7’ (vi in Table1) can be generated and results in “Yes” if
X =Y, and “No” if X =Y is asserted or inferred in the ontology.

Subclass Identification Questions. These questions can be casted as
“Which” questions. The template “Which X OP Y?” (vii) can be gener-
ated if there is a class Z that satisfies the axiom pattern Z = X 30OP.Y or
Z C XT1VOP.Y. Then, the template “Which X OP some Y?’ (viii) can be gen-
erated if there is a class Z that satisfies the axiom pattern Z C X 1 3OP.Y. The
template “Which X OP only a Y7’ (viii) can be generated if there is a class Z
that satisfies the axiom pattern Z C X1 VOP.Y. Finally, “What does a X OP?’
(iz) can be generated if there is a class Y such that X © JOP.Y or X C YOP.Y.

Narrative Questions. A class X in an ontology can be “defined” if it satisfies
one of the following criteria: 1) it is annotated with a definition; 2) it has at least
one equivalent class; 3) it has at least one superclass, at least one subclass or a
combination of both; for instance, “Define X.” (number z in Table 1).

The 10 types of educational questions with their specific axiom prerequi-
sites presented as a summary here answer our first research question. The full
specifications can be found in the supplementary material online.



Generating Answerable Questions from Ontologies for Educational Exercises 33

3.3 Dynamic Question Generation: The Algorithms

This section presents an overview of the three approaches we have designed for
the dynamic question generation: template variables using foundational ontology
categories (Appr 1), using main classes from the domain ontology (Appr 2), and
sentences mostly driven by natural language generation techniques (Appr 3).
Appr 1 and Appr 2 adopt ‘Algorithm 1’, with the difference that the former takes
Type A and Type B templates as input and the latter takes Type C templates
as input. Appr 3 uses ‘Algorithm 2’ and takes Type D templates as input. All
details about the algorithms can be found in the supplementary material.

Algorithm 1: Ontology Element-Based Templates. Algorithm 1 is com-
posed of some variant sub-algorithms depending on the type of questions, but
several steps are the same. There are 3 different types of tokens that are going
to replace the slots in templates: quantifier tokens (denoted with [quantifier]),
OWLObjectProperty tokens, and OWLClass tokens. A [quantifier] in the tem-
plate is replaced with either ‘some’ (3) or ‘only’ (V). When the token appears as
an [ObjectProperty] then it can be replaced with any of its object subproperties
in the ontology that satisfies the axiom prerequisites of the question type. If [X],
indicating an OWLClass, appears in the template, then it can be replaced with
any subclass of X.

Overall, the algorithm picks a template and tries to fill it with contents from
the ontology, taking into account the vocabulary, axiom prerequisites, hyphen
checking (e.g., ‘Bumble-Bee’ is converted to ‘bumble bee’) and article checking
(e.g., ‘a elephant’ is converted to ‘an elephant’). For example, with the tem-
plate “Does a [Thing] [ObjectProperty] a [Thing]?’, the algorithm can gener-
ate a question like “Does a catalogue describe a collection?” from the axiom
Catalogue C ddescribes.Collection.

Algorithm 2: Natural Language-Driven Templates. Algorithm 2 not only
fills in the question templates, but also fetches all axioms satisfying the axiom
prerequisites from a selected type of questions. Then, it processes the contents
of the ontology by fetching the vocabulary elements of a selected axiom, picks
an appropriate variant of a template that the vocabulary can be used in, and
makes some linguistic adaptation before generating the whole question.

The improvements incorporated were partially informed by the analysis of
the ‘bad’ sentences generated by Algorithm 1. There are three major changes:

— using class expressions to generate questions, rather than only the declared
domain and range of OPs, so using only asserted and inferred knowledge.

— improving common grammar issues, availing of SimpleNLG [8] and Word-
Net [16], for subject and verb agreement, gerund form generation, and article
checking. Also, a basic part of speech (POS) tagging for the classes and OPs
was added to get the appropriate form, by using WordNet [16].

— choosing the appropriate template for a given axiom by considering the POS
of classes and OPs, and classifying the OP. We designed an algorithm based
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on an FSM that classifies the name given to an OP to find the appropriate
template for an axiom and provides the appropriate equivalent text. It con-
siders 6 linguistic variants. An OP name may: 1) have a verb, 2) start with a
verb followed by a preposition, 3) start with ‘has’ and followed by nouns, 4) be
composed of ‘is’, nouns and a preposition, 5) start with ‘is’, followed by a verb
in a past participle form and ends with a preposition, or 6) start with ‘is’,
followed by a verb in a past participle form and ends with ‘by’ (i.e., passive
voice variants for 4-6). The FSM strategy is a sequence detector to determine
the category of an OP and chunks it. For instance, the OP is-eatenBy, which
is an instance of OP_ Is_ Past_ Part_ By (the 6" variant), is transformed into
a list of words (is, eaten, by). Then, it detects each component, and from that,
the POS of each token is obtained, and, finally, it generates the appropriate
group of words: “is eaten by”, which will be used in the question.

So, for the axiom Leaf C Jeaten-by.Giraffe, the appropriate template is “Is a
[T-Noun][OP_Is_Past_Part_By| a [T_Noun]?” and a correct generated question
would be “Is a leaf eaten by a giraffe?” rather than “Does a leaf eaten by a
giraffe?”. Finally, the mapping between the vocabulary elements of the axiom
and the tokens of the selected template is done sequentially.

4 Evaluation

The evaluation aims to gain insight into the quality of the algorithms with respect
to 1) the syntax, 2) the semantics of the sentences, and 3) the generalisability
of the approach to multiple ontologies. To this end, we have conducted three
evaluation sessions. The first two evaluation sessions with Appr 1 and Appr 2,
using Algorithm 1 were of a preliminary nature, in that we focused only on the
first two aims of the evaluation and used only one ontology. The third evaluation
also considered the potential for generalisability using Appr 3 with Algorithm 2.
Ethics approval was obtained before the evaluation sessions.

4.1 Materials and Methods

Materials. Three ontologies were used in our evaluation: an extended version
of African Wildlife Ontology (AWO) [13], where we added 19 classes (a.o., Bum-
bleBee, Land, Fly) and 4 OPs (a.o., participate-in, live-on) so that the question
generator can generate all specified types of questions; the Stuff Ontology [12],
developed by the same author as AWQ, which is a core ontology about categories
of ‘stuff’; such as pure and mixed stuff, colloids (e.g., foam, emulsion) and solu-
tions; and the BioTop [3] top-domain ontology that provides definitions for the
foundational entities of biomedicine. For the first 2 experiments, we only used
the extended version of AWO, while all three were used for the third experiment.

Methods. The methods of the three evaluations are as follows. First experi-
ment: Each participant (n = 5) evaluated 30 questions generated by Appr 1
using AWO and the templates with DOLCE categories (Type B). Students from
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the University of Cape Town (UCT) were recruited to complete the evalua-
tion. All participants have at least a secondary school pass of English and can
speak English fluently. Second experiment: Each participant (n = 6) evaluated
40 questions generated by Appr 2, using AWO and the subject domain-tailored
templates (Type C). The requirements for each participant are the same as for
the first experiment. Each evaluator could participate in either the first or sec-
ond experiment or in both. We used a pass/fail mechanism for both evaluations
to determine whether a sentence conforms to English syntax and semantics. All
evaluators were allowed to comment on each sentence and encouraged to do so
if the answer was negative. Third experiment: 95 questions were generated from
the three ontologies using Appr 3. From an ontology, for each type of questions,
axioms satisfying the axiom prerequisites are randomly selected for the question
generation using the Type D templates. We generated 39, 12 and 44 questions
from AWO, Stuff Ontology and Biotop Ontology, respectively. The difference is
due to having more or less content satisfying the prerequisites. The 12 questions
from the Stuff Ontology still do cover all groups of questions. Seven students and
one staff member at UCT (n = 8) who have English as their first language or
speak English fluently (self-declaration) participated in the evaluation. Only two
of them participated in the first two experiments. Each participant evaluated all
95 generated questions and had to answer whether each question is syntactically
and semantically correct, choosing between A: Very Good, B: Good, C: Average,
D: Bad, and E: Very Bad. Their differences were explained to the participants
during the meeting before evaluating the generated questions. All evaluators
were allowed to comment on each sentence. We use the central tendency (the
median for ordinal values) to determine the quality of the questions.

4.2 Results

Appr 1 with Type A and B templates generated some correct questions, such as
“Does a herbivore walk?”, but the majority failed semantically or syntactically,
such as “Is the fly eaten by the walk?”. Overall, 26% of the generated questions
were considered as quality questions.

Appr 2 with subject domain-specific (Type C) templates generated some
correct questions such as: “Does a carnivore eat a terrestrial?” and “True or
False: A warthog eats some omnivore.”, but also semantically nonsensical ones,
such as “Did the terrestrial participate in all the hibernate?”. Overall, 34% of
the generated questions were considered as quality questions.

For the third experiment, with Appr 3, some of the good generated questions
are: “Does a bumble bee fly?” and “True or false: A collective process has a
granular part that is a process.”. Of the ones classified as ‘bad’ by the partic-
ipants, some indeed are, yet others as not (discussed below); questions include
“Does a mixed stuff have a part stuff that is a stuff?”. In analysing the data, it
was evident that one of the eight participants did not perform a proper assess-
ment but randomly selected answers since some good questions were evaluated
as bad and vv.; e.g., “Does a carnivorous plant eat an animal?” was labelled
with ‘Very Bad’ and “A condition is a condition of only a situation. True or
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false?” as ‘Good’, which is not the case. Therefore, we chose not to consider this
participant in further analysis.

The seven participants gave feedback on a total of 665 sentences for syntactic
and semantic evaluation; hence, we have 1330 data points. Figure 1a shows the
percentage of answers from the evaluators for each answer option (Very Good,

, Very Bad), and Fig. 1b presents, in percentage, the quality of the generated
questions, which refers to the median of the set of evaluations of each question.
For the syntax (Fig. 1b), 81.05% of the generated questions were classified ‘Very
Good’ (77 out of 95 questions); hence, given the ordinal values ordering and the
number of participants, at least four evaluators judged the syntax of the question
as ‘Very Good’. Regarding semantics (Fig. 1b), 53.68% and 20% of the questions
were ‘Very Good’ and ‘Good’, respectively, based on their central tendency.
Disaggregating by ontology, the results are as shown in Fig. 1c, from which it
can be noted that the results for AWO are better than those from the others.
We confirmed with a statistical hypothesis test (Fisher’s exact) that the results
are statistically significantly different (p-value =0.003887 for the syntax and p-
value = 3.733e—08 for the semantics). Regarding the inter-rater agreement, the
Fleiss Kappa coefficients computed with R language are k = 0.0856 > 0 and k =
0.11 > 0 for the syntax and the semantics, respectively, which both mean ‘slight
agreement’. Then, overall, 4 out of 7 evaluators agreed on a single assessment on
85.26% and 60% of the questions generated for their syntax and their semantics,
respectively.
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Fig. 1. Aggregate results of the human evaluation; Syn: syntax; Sem: Semantics.

4.3 Discussion

From the first two experiments, one can see that specifying the template to a
lower level class token helps improve the quality of the generated questions. How-
ever, the need for tailoring the generic templates to a specific domain ontology
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increases the manual effort and decreases the generalisability of question genera-
tion across domains. Analysis of the feedback provided by the participants from
the first two experiments gave insights as to why the quality rate of generated
questions was so low, which amount to two major issues causing the low quality:

— the use of domain and range of OPs to generate questions since it could select
unconnected classes, and

— slots that do not adapt to the names of the ontology elements inserted, or:
there is a large variation in naming elements within and across ontologies that
a fixed template cannot cater for. Since the approach would ideally work for a
range of ontologies, it suggested that a reverse order—find the right template
for a given axiom—may be a better strategy.

The analysis of the first two approaches assisted in designing Appr 3 and to focus
on linguistic aspects instead. This had a much larger improvement in question
quality compared to tailoring a generic template to a domain ontology.

The ‘slight agreement’ between evaluators may come from their different lev-
els of strictness, the disagreement on the place of the word “only” in the ques-
tions and the difficulty to understand difficult questions from specific domains,
especially for those from Stuff and BioTop Ontology. Understandability of educa-
tional questions also straddles into educational research and language proficiency,
which is beyond the current scope.

Challenges for Generating and Evaluating Questions. There are three
main persistent challenges, which affect either the quality of the questions or
the user’s perception thereof. First, there are words with more than one POS
category that are hard to disambiguate in the ontology cf. within-sentence dis-
ambiguation for POS tagging; e.g., ‘stuff’ that can be a noun or a verb.

Second, there is the ‘hasX’ naming issue of OPs, such as hasTopping, that
have already the name of the range in its name. This then results in generated
questions such as “Which condition has a life that is some life?”, but that ideally
would end up as “Which condition has a life?”. Furthermore, the question “Does
a mixed stuff have a part stuff that is a stuff?” is correct but not ‘nice’, because
the word ‘stuff’ is repeated 3 times due to the ontology elements MixedStuff,
Stuff, and hasStuffPart. Ideally, it would recognise such corner cases and render
the question as “Does a mixed stuff have a part that is also a stuff?”. Refinement
could be made to Algorithm 2 to accommodate for this style of naming OPs after
determining several possible OP naming variants, though the algorithm likely
always will run behind a modeller’s varied naming practice.

Third, there are misunderstood questions, which is an issue that is also
unlikely ever to be resolved. The AWO contains general knowledge and is easy
for most people to understand. However, since the Stuff and BioTop ontologies
are in a specialised domain, we obtained ‘Bad’ evaluations for some generated
questions. For instance, “A mixed stuff has a part stuff that is a stuff. True or
false?” is syntactically and semantically correct but was misunderstood by most
participants. Also, words with a specific ontological meaning, such as inhere in,
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were not appropriately assessed; e.g., “True or false: A process quality inheres
in a process.” is correct but was misunderstood.

Generalisability of Education Question Generation. As can be observed
in Fig. 1, the questions generated from the AWO were evaluated as better than
those from Stuff and BioTop. There are three possible reasons for this: either
template overfitting, or the AWO additions for coverage testing, or because it was
common-sense knowledge, cf. specialised domain knowledge. As stated above,
some questions from Stuff and BioTop were misunderstood during the evaluation.
In addition, AWO does not have OPs with the “hasX” naming scheme, while the
two other ontologies do. Finally, for Stuff Ontology, the word “stuff” has several
POS tags, and this affects the quality of the generated questions.

Even though BioTop was not developed by the same developer as the AWO
and Stuff ontologies, one can see that the results from BioTop are better than
those from the Stuff Ontology. So, this may suggest that Appr 3 with Type D
templates and Algorithm 2 has not been overfitted to the modelling style of the
AWO developer, therewith indicating potential for generalisability.

Furthermore, we commenced with assessing potential usefulness of our app-
roach for preserving cultural heritage. As a first step in this direction, we gen-
erated 3632 questions by using Appr 3 with Algorithm 2 from 3 DH ontologies:
Cultural-ON [11] (306 questions), Copyright Ontology (280) and Latin Dance
Ontology (3046). For instance, if one can link a dance textbook annotated with
the Latin Dance Ontology, one can reuse those generated questions to develop
an educational game. Those details and generated questions are available from
the supplementary material for further analysis and use. A cursory evaluation
indicates that, although our algorithm does not yet cover all corner cases of the
myriad of vocabulary naming practices used in ontologies and similar artifacts,
there are relevant and good educational questions, such as “What is cross body
lead a part of 7’ and “Does a catalogue describe a collection?”.

Overall, it can be concluded that Appr 3 with Type D templates and Algo-
rithm 2 results in good quality questions and generalisability, answering Question
2 from the Introduction (Sect. 1) in the positive.

5 Conclusions

Three approaches to answerable question generation from ontologies were pro-
posed, involving the specification of axiom prerequisites, a foundational ontol-
ogy, NLP techniques, template design, and the design and implementation of
their respective algorithms. The human evaluation showed that the NLP-based
approach (Appr 3 with Type D templates and Algorithm 2) outperformed the
others by a large margin. The generated questions from 3 ontologies in different
domains were deemed for 80% to have very good syntactic quality and 73.7%
very good or good semantic quality. The results also indicated good prospects of
generalisability of the proposed solution to ontologies in other subject domains.
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Current and future work involves various extensions, including improving

on the questions generated from the DH ontologies, more combinations of pre-
requisites to generate educationally more advanced questions, and link them to
annotated textbook text.
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Abstract. The use of methodologies in knowledge management and
engineering is deeply comprehensive due to their important advantages.
In this paper, we propose CoVoMe that is a methodology for building
controlled vocabularies. This methodology covers almost all variants of
that vocabularies, and it is designed to be close to the currently available
languages for creating thesauri, subject headings, taxonomies, authority
files, synonym rings, and glossaries.
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1 Introduction

The term knowledge organization system (KOS) is intended to cover all types of
controlled vocabularies (CVs) for organizing information and promoting knowl-
edge management. Compared to free-text searching, the use of a CV can greatly
increase the performance and precision of a system. Controlled vocabularies are
used in different domains, e.g., libraries [8,27], medicine [26], food [7], art [37],
economy [30], etc.

A lot of CVs have been developed by different groups of people, under differ-
ent approaches, and using different methods and techniques. Unfortunately, there
are not too many well-documented activities, life cycles, standardized method-
ologies, and well-defined design criteria. On the other hand, there are many
methodologies for ontologies [14,33,39,40]. At the same time, there are only a
few similar, but not so complex, proposals to thesauri, taxonomies, or other
controlled vocabularies that support the above features (see the related work
in Sect. 4). Moreover, there are no proposals that cover all variants of CVs.
The field of CV construction still lacks standardized methodologies that can be
adapted to different conditions. The major cause is that most of the methodolo-
gies were applied to develop CVs for specific projects and/or types of CV. So,
the generalization of the methodology was not proposed for other contexts. In
this paper, we propose CoVoMe which is a methodology for building CVs either
from scratch or reusing by a process of re-engineering them. This methodology
covers almost all variants of the controlled vocabularies. Moreover, it is designed
to be close to the currently available languages for creating CVs.
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The paper is organized as follows. Section 2 contains basic definitions used
throughout this paper. In Sect. 3, we describe our methodology. In Sect. 4, we
discuss related work. Finally, in Sect. 5, we summarize our findings and outline
further research directions.

2 Preliminaries

Controlled vocabularies are used in different forms, such as thesauri [7,26,30],
classification schemes [27,28], subject headings [8], taxonomies [10], authority
files [16], etc.

A controlled vocabulary is a standardized and organized arrangement of
words and phrases used to retrieve content through searching and provide a
consistent way to describe data. Metadata and data providers assign terms from
vocabularies to improve information retrieval. It should typically have a defined
scope or describe a specific domain. In this paper, we define full controlled vocab-
ulary as a broad term. The full controlled vocabulary abstraction is defined to
be compatible with all kinds of CVs.

Definition 1 (Full controlled vocabularies). A full controlled vocabulary
is defined as a tuple of the form V.= (RS,C,CS,SR, MP,LD,CO), where

1. RS is the set of resources,

2. C C RS is the set of concepts, which are all concepts that are identified by
IRIs in the vocabulary namespace,

3. CS is the set of concept schemes that aggregate concepts,

4. SR is the set of semantic relations that include relations for hierarchies (RH )
and relation for association (RA),

5. MP 1is the set of mapping properties that includes properties for hierarchy

mapping (HM ), association mapping (AM ) and similarity (PS) and asso-

ciate resources with one another,

LD is the set of labels (L), notation (N ), and documentation properties (D),

7. CO is the set of unordered and ordered collections.

=

Full controlled vocabularies are the basis for other definitions. We start with
a simple glossary and end with an advanced thesaurus.

We define a glossary as an alphabetical list of terms, usually in a specific
domain with the definitions for those terms.

Definition 2 (Glossaries). A glossary is defined as a tuple of the form G =
(RS,C,LD).

A slightly more expanded form is a synonym ring (also called synset). We
define it as a group of terms that are considered semantically equivalent for the
purpose of retrieval.

Definition 3 (Synonym rings). A synonym ring is defined as a tuple of the
form R =(RS,C,RA,LD).
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Then, we define authority files. An authority file is lists of terms that are used
to control the variant names for an object for a particular area. They are also
applied to other methods of organizing data such as linkages and cross-references.

Definition 4 (Authority files). An authority file is defined as a tuple of the
form A =(RS,C,CS,PS,LD).

We define a taxonomy as the division of items into categories or classifica-
tions, especially a hierarchical classification, based on particular characteristics.

Definition 5 (Taxonomies). A taxonomy is defined as a tuple of the form

T = (RS,C,CS, RH, LD).

Subject heading is slightly more complicated. It provides a group of terms
to represent the subjects of items in a collection and sets of rules for connecting
terms into headings.

Definition 6 (Subject headings). A subject heading is defined as a tuple of
the form H = (RS,C,CS, SR, LD).

The quite complex form of controlled vocabularies is a thesaurus. We define
a thesaurus as collections of terms representing concepts and the hierarchical,
equivalence, and associative relationships among them.

Definition 7 (Thesauri). A thesaurus is defined as a tuple of the form S =
(RS,C,CS,SR,LD,CO).

Table 1 presents a summary of the characteristics of the above-defined con-
trolled vocabularies.

Table 1. Features of controlled vocabularies

Glossaries | Synonym | Authority | Taxonomies | Subject | Thesauri | Full
rings files headings controlled
vocabulary
Concepts and schemas N y N N N y y
Lab. and notation y y y y y y y
Documentation y y y y y y y
Sem. relations hrchy. | n n n n y y y
assoc. | n y n n y y y
Map. properties hrchy. | n n n y n n y
assoc. | n n n n n n y
sim. |n n y n n n y
Collections n n n n n y y
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3 Methodology and Steps

A CoVoMe methodology has eight steps and some of the steps are divided into
activities. CoVoMe consists of the following steps:

Step 1: Determine the domain and scope (Subsect. 3.1),

Step 2: Determine the type of controlled vocabulary (Subsect. 3.2),
Step 3: Define the concepts and concept schemas (Subsect. 3.3),
Step 4: Define the terms, labels and notation (Subsect. 3.4),

Step 5: Define the semantic relations (Subsect. 3.5),

Step 6: Define groups of concepts (Subsect. 3.6),

Step 7: Integrate with other controlled vocabularies (Subsect. 3.7),
Step 8: Create the documentation (Subsect. 3.8).

In Subsect. 3.9, we discuss how to evaluate our proposal, and how the chackpoints
are connected to CoVoMe steps. Figure 1 shows the steps and activities order.

5 i 4. Lexical 5. Semantic
1-Domainand Type of CV 3. Concepts 6. Collections 7. Integration | 8. Documentation

entities relations

Activity 1 o Activity 1:

Activity 1: Activity 1: Strategy Activity 1: Activity 1: - e“rg‘"g:ﬂfe;mns Swmﬂa:ty
Domain Major types Activity 2: Labels and terms Hierarchies Activity 2: :’:_Pe,t ‘925_
Activity 2: cActivity 2: ACcl;invciipt; . Activity 2: Activity 2: Unordered. i A
Scope oncrete type Concept Y ainas Notations Associations IEoliEctio s Activity 3¢
Associations

Fig. 1. Sequence of steps in CoVoMe

3.1 Determine the Domain and Scope

In order to define scope, the user should go through two activities. The first
one specify some sources that could be used to acquire knowledge for the CV
development. In the second activity, a user should use competency questions
(CQs) [17] to determine the scope.

In the first activity, a user should acquire a domain knowledge from several
sources, such as domain experts, domain literature, other controlled vocabularies,
etc. One can also use different techniques, e.g. interviews, brainstorming, mind
maps, etc.

In the second activity, based on the first one, the recommended way to deter-
mine the scope of the CoVoMe is to sketch a list of CQs that one should be able
to answer. CQs are natural language questions outlining and constraining the
scope of knowledge represented in a vocabulary. Note that the answers to these

questions may change during the process, but at any given time they help limit
the scope of the model.
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3.2 Determine the Type of Controlled Vocabulary

In this step, one needs to determine what type of controlled vocabulary will be
constructed. At this point, users specifies what type of KOS they are building.
The first activity at this step is to choose major types of a CV. These major
types are based on features such as structure, complexity, relationships among
terms, and historical function. According to [19], one can choose three following
options:

1. term lists: a CV that emphasizes lists of terms often with definitions,

2. classifications and categories: a CV that emphasizes the creation of subject
sets,

3. relationship lists: a CV that emphasizes the connections between terms and
concepts.

In the second activity, users should choose the concrete type of CV. According
to the definitions in Sect. 2, one can choose:

1. in term lists: glossary, synonym ring or authority file,
2. in classifications and categories: taxonomy or subject headings,
3. in relationship lists: thesaurus or full controlled vocabulary.

Classifications established previously [38] may also be helpful for users in this
activity. Note that the selection of a specific type will affect the next steps, e.g.
if the user has selected taxonomy, he must complete step 3, 4 and 8, partially
step 5, but steps 6 and 7 do not apply to her/him.

In the third activity of this stage in CoVoMe, one should choose vocabu-
lary for building the CV. In this paper, in the steps 3-8, we use SKOS [5], ISO
25964 [21], and MADS [29] that are the most popular. However users are not lim-
ited to these vocabularies. Additionally, we suggest which vocabulary elements
for building CV may be used in a given step.

3.3 Define the Concepts and Concept Schemas

Partial support: Glossaries, Synonym rings,
Full support: Authority files, Taxonomies, Subject headings, Thesauri, Full
controlled vocabularies.

SKOS vocabulary: dcterms:hasPart!, skos:Concept, skos:ConceptScheme,
skos:hasTopConcept, skos:inScheme, skos:topConceptOf,

ISO 25964 vocabulary: is025964:CustomConceptAttribute, is025964:Cu-
stomTermAttribute, 15025964 :Thesaurus, 15025964 :ThesaurusConcept,

is025964:TopLevelRelationship, is025964:contains, 15025964 :isPar-
t0f,

! dcterms:hasPart is not a part of SKOS but sometimes is used to define coordina-
tions.
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MADS vocabulary: mads:Authority, mads:ComplexType, mads:Deprecat-
edAuthority, mads:MADSScheme, mads :MADSType, mads :RW0, mads:Simple-
Type, mads:hasMADSSchemeMember, mads:hasTopMember0fMADSScheme, m-
ads:identifiesRWO, mads:isTopMemberOfMADSScheme.

In this step, one should denominate ideas, meanings, or objects and events.
the first activity, users should choose strategy for identifying the concepts.

According to [15], users can decide which option to choose:

bottom-up: start from the most specific concepts and build a structure by
generalization,

top-down: start from the most generic concept and build a structure by spe-
cialization,

middle-out: core concepts are identified and then generalised and specialised
to a complete list.

In the second activity, one should define the concepts according to the pre-

viously selected strategy. In the last step, users should organize and aggregate
concepts into concept schemes.

3.4 Define the Terms, Labels and Notation

Full support: Glossaries, Synonym rings, Authority files, Taxonomies, Subject
headings, Thesauri, Full controlled vocabularies.

SKOS wvocabulary: skos-x1:Label?, skos-x1l:altLabel (see footnote 2),
skos-x1l:hidden- Label (see footnote 2), skos-xl:preflLabel (see foot-
note 2), skos:altLabel, skos:hiddenLabel, skos:- notation, skos:
preflabel,

ISO 25964 wvocabulary: 1s025964:Nodelabel, is025964:SimpleNonPrefe-
rredTerm, is025964:SplitNonPreferredTerm, is025964:ThesaurusTermn,
15025964 :hasNodelabel, is025964:hasNonPreferredlLabel, is025964:h-
asPreferredLabel, is025964:1exicalValue, is025964:notation,

MADS vocabulary: mads:CorporateName, mads:Element, mads:Variant, m—
ads:authoritativelabel, mads:elementlList, mads:elementValue, mads-
:hasHiddenVariant, mads:hasVariant.

This step allows, one to describe concepts, terms, and concept schemas in

a way that people and machines can readily understand. The step allows for
the description and link of lexical entities. This step can be divided into two
activities. In the first activity, users should define human-readable labels/terms.
Here it is possible to use different languages. In this activity the preferred string,
maximum one per language tag, should be defined. Optionally users can define
alternative strings.

In the next optional activity, one can define notations. Notations are helpful

for classification codes and can be used to identify a concept within the scope of

2 SKOS-XL is an extension for SKOS.
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a given concept scheme, e.g., DD91.0Z can represent Irritable Bowel Syndrome
in International Classification of Diseases revision 11. This activity is mainly
dedicated machine-readable lexical codes.

3.5 Define the Semantic Relations

Partial support: Synonym rings, Taxonomies,
Full support: Subject headings, Thesauri, Full controlled vocabularies.

5U(OS1xwabuhny:dcterms:references3,skos:broader7skos:broaderTr—
ansitive, skos:narrower, skos:narrowerTransitive, skos:related, sk-
os:semanticRelation,

ISO 25964 vocabulary: gvp:broaderGeneric?, gvp:broaderInstantial (see
footnote 4), gvp:broaderPartitive (see footnote 4), is025964:
AssociativeRelationship, is02596-4:CompoundEquivalence, 1i5025964:
Equivalence, is025964:Hierarchic-alRelationship, is025964:broader
Generic, iso025964:broaderInstant-ial, iso025964:broaderPartitive,
15025964 :narrowerGeneric, iso2596-4:narrowerInstantial, iso025964:
narrowerPartitive, 1s025964:plusUF, 15025964 :plusUSE,

MADS vocabulary: mads:hasBroaderAuthority, mads:hasEarlierEstabl-
ishedForm, mads:hasLaterEstablishedForm, mads:hasNarrowerAuthori-
ty, mads:hasReciprocalAuthority, mads:hasRelatedAuthority, mads:s-
ee, mads:useFor, mads:useInstead.

This step defines ways to declare relationships between concepts within con-
cept schemes. The step is divided into two activities. In the first activity, one
should define relations for hierarchies, e.g. narrower, broader and its variants.
Note that depending on the vocabulary used to build the CVs, there may be
different deductive rules. Let Cy, Co, C3 be concepts, NT be a narrower relation,
and BT be a broader relation, some of the following deductive rules that may
be taken into account for this activity.

(CLNTCy)
(Co BT Cr) (1)
(¢ BT Cy)
(Co NT Cy) @)

In some vocabularies, NT and BT can be transitive. Then the following rules

are also possible.
(C1 NT Cs) (Co NT C3)

(C, NT Cs)
(C, BT Cy) (C2 BT C5)
(C, BT C3)

3)

(4)

3 dcterms:references is not a part of SKOS but sometimes is used to define non-
symmetric associative relations.
* GVP is an extension of ISO 25964 [1].
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In the second activity, users should focus on relations for association, e.g.
related and its variants. In the activity, the following deductive rule may be
taken into account (RT is a related relation).

(C1 RT Cy)

(C. RTCy) ©)

3.6 Define Groups of Concepts

Full support: Thesauri, Full controlled vocabularies.

SKOS vocabulary: skos:Collection, skos:0rderedCollection, skos:mem-
ber, skos:memberList,
IS0 25964 vocabulary: 1s025964 :ConceptGroup, is025964:ConceptGroup—
Label, is025964:ThesaurusArray, is025964:hasAsMember, is025964:ha-
sMemberArray, is025964:hasMemberConcept, 15025964 :hasSubgroup, is-
025964 :hasSubordinateArray, is025964:hasSuperOrdinateConcept, is-
025964 :hasSupergroup,
MADS vocabulary: mads:Collection, mads:hasCollectionMember, mads:-
isMemberOfCollection.

In this step, user defines groups of concepts that are useful where a collection
of concepts have something in common, and it is convenient to group them. The
collections can be nested. Depending on the vocabulary chosen for creating CVs,
concept schemes can be usually part of a group, but semantic relations cannot
apply to these groups.

This step is divided into two activities. In the first activity, a user may collect
concepts and concept schemas that are ordered. In the next activity, one should
check if the remaining entities can be grouped into unordered collections.

3.7 Integrate with Other Controlled Vocabularies

Partial support: Authority files,
Full support: Full controlled vocabularies.

SKOS vocabulary: skos:broadMatch, skos:closeMatch, skos:exactMatch,
skos:mappingRelation, skos:narrowMatch, skos:relatedMatch,

MADS wvocabulary: mads:hasBroaderExternalAuthority, mads:hasClose-
ExternalAuthority, mads:hasCorporateParentAuthority, mads:hasCor-
porateSubsidiaryAuthority, mads:hasExactExternalAuthority, mads:-
hasNarrowerExternalAuthority, mads:hasReciprocalExternalAuthori-

ty.
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Some of the practices are acceptable according to the CVs, but having so
many acceptable practices makes it more difficult for the consumer of an entity
to find their way around. With the goal of standardization and indication of the
similar objects in the construction, one might consider the reuse of resources
already built into other CVs.

In this step, there are three activities. In the first one, a user defines similarity
properties (exact or fuzzy mapping). Let Cy, Ca, C3 be concepts, EM be an exact
relation, some of the following deductive rules that may be taken into account
for this activity.

(C1 EM Cs)
(C, EMCy) ©)

(C, EM Cy) (C2 EM C3) :
(C, EM Cs) @

In the second activity, one can define hierarchy mapping properties, and
in the last activity, mapping properties for association can be defined. Here,
deductive rules that may be taken into account are analogous to a rule 1, a
rule 2 (second activity), and a rule 5 (third activity). Note that this properties
connect concepts from different schemes (in different CVs).

3.8 Create the Documentation

Full support: Glossaries, Synonym rings, Authority files, Taxonomies, Subject
headings, Thesauri, Full controlled vocabularies.

SKOS vocabulary: skos:definition, skos:editorialNote, skos:example,
skos:historyNote, skos:note, skos:scopeNote,

IS0 25964 vocabulary: is025964:CustomNote, is025964:Definition, iso-
25964 :EditorialNote, is025964:HistoryNote, is025964:Note, 1502596-
4:ScopeNote, 15025964 :VersionHistory, is025964:hasCustomNote, iso-
25964 :hasDefinition, is025964:hasEditorialNote, is025964:hasHist-
oryNote, 15025964 :hasScopeNote, 15025964 :refersTo,

MADS vocabulary: mads: changeNote, mads:definitionNote, mads:delet—
ionNote, mads:editorialNote, mads:exampleNote, mads:historyNote, m-
ads:note, mads:scopeNote.

The goal of the documentation step is to catalog the development process and
the CV itself. This step, including the maintenance, as well as definitions and
examples should be embedded in the code of implemented CV. The languages
for creating CVs often support different kinds of human-readable notes, e.g.
explanation and information about the intended meaning of a concept, examples,
information about historical changes, comments, etc.
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3.9 Evaluation

At CoVoMe, we define an evaluation as a technical judgment of the CV and their
environment during each step and activity. We distinguish between six different
types of errors that can be found in each step:

— coverage level of the topic domain,

— check the completeness of the concepts,
— semantic inconsistency errors,

— lexical errors,

— circularity errors,

— redundancy detection.

Coverage Level of the Topic Domain. The extent to which a CV covers a consid-
ered domain is a crucial factor to be considered during the development process.
The evaluation that can be employed to achieve this goal can be realized with
similarity metrics [2]. This checkpoint is mostly dedicated to step 1 and step 2.

Check the Completeness of the Concept. The aim is to ascertain whether the
concepts and/or concept schemas contain as much information as required. For
example, errors appear when there are relations missing in the concept. This
checkpoint is mostly dedicated to step 3 and step 5.

Semantic Inconsistency Errors. They usually occur because the user makes an
incorrect semantic classification, that is, one classifies a concept as a semantic
relation of a concept to which it does not really belong. For example, one classifies
the ornithology concept as related to the mammal concept. This checkpoint is
mostly dedicated to step 3 and step 6.

Lexical Errors. They occur when a label, a notation, a documentation property is
not consistent with the data model because of the wrong value. For example, if we
say that animal is a preferred label and at the same time animal is an alternative
label, then the CV has a clash between the preferred and alternative lexical
labels. An example rule to check if the preferred label (PL) is the same as the
alternative label (AL) is presented below. This checkpoint is mostly dedicated
to step 4 and step 8.

(x PLy)(x AL y)

false ()

Circularity Errors. They occur when a concept and/or concept scheme is defined
as a specialization or generalization of itself. For example, if we say that animal
is a narrower concept of mammal, and that mammal is a narrower concept of
animal, then the CV has a circularity error. An example rule to check this error
is presented below. This checkpoint is mostly dedicated to step 5 and step 7.

(x NTy)(y NT )

false )
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Redundancy Detection. It occurs in CVs when there is more than one explicit
definition of any of the hierarchical relations, or when we have two concepts
with the same formal definition. For example, when a dog concept is defined as
a broader concept of mammal and animal, and mammal is defined as a broader
concept of animal, then, there is an indirect repetition. This checkpoint is mostly
dedicated to step 5 and step 7.

4 Related Work

4.1 Construction of Controlled Vocabularies

Guidelines for the construction of controlled vocabularies have evolved over a
long period. One of the first recommendations for building thesauri appeared in
1967 [18]. In this publication, the authors first defined terms such as narrower,
broader and related. In the 1980s and 1990s, national [4,6,12] and international
standards [20] for thesauri and controlled vocabularies were established. Other
older guidelines for thesaurus construction have been reviewed by Krooks and
Lancaster [25].

In [31], Nielsen analyzes the word association test and discusses whether that
method should be included in the process of construction of searching thesauri.
This paper presents also three steps for the construction of thesauri: acquisi-
tion, analysis, and presentation of concepts and terms. In [35], authors discuss
how bibliometric methods can be applied to thesaurus construction. The paper
presents semiautomatic and automatic thesaurus construction. Unlike our solu-
tion, it focuses on one subject area. The other methods for automatic build
of thesauri and/or controlled vocabularies are presented in [9] and [11]. These
solutions, unlike CoVoMe, do not have formally described steps.

There are a few approaches that are more formal [21,36]. In [36], nine steps
to construct a thesaurus systematically is proposed. Unlike our solution, this
proposal only focuses on one vocabulary for building CVs. The next formal
approach is ISO 25964-1 [21] that explains how to construct thesaurus, how
to display it, and how to manage its development. Unfortunately, this proposal
only focuses on one vocabulary for building CVs. That proposal, unlike CoVoMe,
describes process of building only one type of CV.

On the other hand, over the years, a considerable amount of research has been
performed on user-centered approaches for the construction of thesauri and/or
controlled vocabularies. In [32], the author focuses on the situational context
that surrounds the user.

In [3], a thesaurus-based methodology is proposed for systematic ontologi-
cal conceptualization in the manufacturing domain. The methodology has three
main phases, namely, thesaurus development, thesaurus evaluation, and the-
saurus conversion and it uses SKOS as the thesaurus representation formalism.
That proposal, unlike CoVoMe, only focuses on one vocabulary for building
CVs. Similar disadvantage can describe a methodology for a Thesauri Quality
Assessment [34]. This proposal supports decision makers in selecting thesauri by
exploiting an overall quality measure, but support only SKOS.
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4.2 Methodologies for Ontology Development

In contrast to the construction of controlled vocabularies approaches, method-
ologies for ontology development are described more formally. They define steps
to meet in the process of ontology development and determine how to document
the process. Unfortunately, all the solutions below describe the process of cre-
ating an ontology and cannot be easily adapted as methodologies for building
CVs.

METHONTOLOGY [14] is a construction methodology for building ontolo-
gies. In general, it provides a set of guidelines about how to carry out the activ-
ities identified in the ontology development process. It supports the techniques
used in each activity, and the output produced by them. METHONTOLOGY
consists of the identification of the ontology development process where the
main activities are identified, a lifecycle based on evolving prototypes, and the
methodology itself, which specifies the steps. Some steps in this methodology
are similar to our proposal, e.g., specification can be comparable to step 1, and
integration is similar to step 7 in CoVoMe.

On-To-Knowledge [40] is another methodology for building ontologies. It
should be used by the knowledge management application because the method-
ology supports ontologies taking into account how the ontology will be used in
further applications. Consequently, ontologies developed with On-To-Knowledge
are dependent on the application.

Another methodology for ontology development is NeOn [39]. It supports,
among others the reuse of ontologies as well as of non-ontological resources
as part of the engineering process. This methodology also proposes detailed
guidelines for executing its various activities. In contrast to our proposal, as well
as to METHONTOLOGY and On-To-Knowledge that provide methodological
guidance for ontology engineering, this methodology rather just recommends a
variety of pathways for developing ontologies.

OD101 [33] is an iterative methodology that focuses on guidelines to formal-
ize the subject domain by providing guidance on how to go from an informal
representation to a logic-based one. It encompasses not only axiom choice, but
also other aspects that affect that. A characteristic feature of this methodol-
ogy is that, like our proposal, it is close to a vocabulary that can be used to
construct an ontology. That proposal, unlike CoVoMe, is strongly connected to
OWL. On the other hand, some steps of OD101 can be considered similar to
CoVoMe steps, e.g., define the classes, and the class hierarchy step can be seen
as similar to step 5 in our proposal.

Both NeOn and OD101, like CoVoMe, use Competency Questions [17] in the
specification stage. This approach specifies what knowledge has to be entailed
in the ontology and thus can be seen as a set of requirements on the content, as
well as a way of scoping. We also use CQs in our methodology.

There are many different proposals that relate to the Rational Unified Process
(RUP) [22—24]. The first approach [22], in addition to the RUP, is also related to
traditional waterfall. The stages proposed by the methodology are based on the
METHONTOLOGY. Incremental and Iterative Agile Methodology (ITAM) [23],
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which is the second proposal, unlike CoVoMe, is the domain-specific solution for
the education field. Software Centric Innovative Methodology (SCIM) [24] has
five ontology development workflows: requirements analysis, domain analysis,
conceptual design, implementation and evaluation. Our proposal, like the above
solutions, can integrate into RUP phases and disciplines.

Besides ITAM, there are other domain-specific methodologies, e.g. Yet
Another Methodology for Ontology (YAMO) [13]. That methodology provides a
set of ontology design guiding principles for building a large-scale faceted ontol-
ogy for food.

5 Conclusions

In this paper, we have described a controlled vocabulary methodology for
knowledge organization systems. We have listed the steps and activities in the
CV development process. Our methodology has addressed the complex issues
of defining concepts, concept schemas, semantic relations, mapping relations,
labels, notation, and documentation. The advantages of CoVoMe are a direct
consequence of its generality, including the support for different types of CVs
and the possibility to use various vocabularies to create them. The proposed
methodology can be used with different vocabularies for building CVs, as well
as it flexibly supports different types of CVs.

As part of our future work, we will consider possibilities for enhancement by
adding Notation3 rules that can help with evaluation. Furthermore, we intend to
work on systematic monitoring of the adoption and use of CoVoMe in different
areas, focusing on the problems that will emerge during the CVs creation process.

A Used Namespaces

Prefix Namespace Representation

dcterms |http://purl.org/dc/terms/ RDF

gvp http://vocab.getty.edu/ontology# RDF

iso-thes | http://is025964.0rg/ XML
http://purl.org/is025964/skos-thes# | RDF

mads http://wuw.loc.gov/mads/v2 XML
http://www.loc.gov/mads/rdf/vi# RDF

skos http://www.w3.0rg/2004/02/skos/core# | RDF

skos-x1 |http://www.w3.0rg/2008/05/skos-x1# | RDF
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Abstract. The biology is a research field well known for its huge quan-
tity and diversity of data. Today, these data are still recognized as het-
erogeneous and fragmented. Despite the fact that several initiatives of
biological knowledge representation have been realized, biologists and
bioinformaticians do not have a formal representation that, at the level
of the entire organism, can help them to organize such a diversity and
quantity of data. Recently, in the context of the whole cell modeling app-
roach, the systemic mathematical models have proven to be a powerful
tool for understanding the bacterial cell behavior. We advocate that an
ontology built on the principles that govern the design of such models,
can help to organize the biological data. In this article, we describe the
first step in the conception of an ontology dedicated to biological data
organization at the level of the entire organism and for molecular scales
i.e., the choice of concepts and relations compliant with principles at
work in the systemic mathematical models.

Keywords: Ontology - Mathematical models - Biological data

1 Introduction

The recent advances of sequencing technologies lead to a faster and cheaper
production of data in the field of biology [14]. Biologists and bioinformaticians
have to deal nowadays with a huge quantity and diversity of omics data (such
as genomics, transcriptomics, proteomics, metabolomics and metagenomics) [8].
These data are mostly obtained in a given context of an experimentation to
answer a particular question. From a wider perspective they appear to be het-
erogeneous and fragmented [2]. Moreover, despite the fact that there are many
data available for a given organism, the ability to organize and integrate these
data remains a challenge [10]. Such integration can be of great importance, and
we can cite, among others, the elucidation of mechanisms to understand and
treat diseases [13]. It should also be noticed that, despite an active research
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activity in biological knowledge representation [12], there is no formal represen-
tation dedicated to data organisation for molecular scales, at the level of the
organism. The lack of such a representation prevents scientists from exploiting
the full potential of these data. Since a decade, the whole cell modelling approach
has showed that systemic mathematical models are a powerful tool for describ-
ing and understanding the bacterial cell behavior. More precisely, through these
models, when fed with biological data, it is possible to identify organizational
principles on which (unobserved) cell behavior can be predicted [3,9]. Therefore,
there is a real need to develop a new formal representation that can semanti-
cally represent the links between biological data while ensuring compliance with
biological principles followed in mathematical modelling of biological processes.

In this article we present the first steps in the development of a formal repre-
sentation dedicated to biological data organisation and designed according con-
cepts that hold in mathematical models. We want to underline that this work is
an ongoing research, the tasks realized so far are mainly conceptual and concrete
realisations have been done on examples as proof of concepts. The rest of the
document is organized as follows. In Sect. 2 we present the state of the art of this
work and its main motivation. The concepts and relations of the ontology are
described in Sect. 3 and illustrated with an example in Sect. 4. The conclusion
and perspectives are provided in Sect. 5.

2 State of the Art and Motivation

To understand the motivation of the present work we have to detail two starting
points: the BiPOm and BiPON [5,6] ontologies and the constraints relative to
mathematical models.

2.1 BiPON and BiPOm: New Potential Rules and Usage
for Bio-ontologies

Biology is a rich field of knowledge where several communities can work on the
same object for different purposes. Being able to avoid ambiguities when refer-
ring to the same object is then crucial. Consequently, well known bio-ontology
projects (for example GO [1]) provide a hierarchy of concepts used as controlled
vocabulary. Another usage can be found in the BioPax community [2] where the
ontology is designed to collect and exchange data related to biological pathways.
In 2017 and 2020, two OWL' ontologies, BIPON and BiPOm, have provided new
potential rules and usage for bio-ontologies: first, they introduce the systemic
approach as a design principle to represent the biological knowledge. This app-
roach originates from the field of engineering science and aims to break down a
given system into linked (sub) modules [4]. In this context (Fig. 1a), the notion
of systemic module is strictly defined by its inputs, outputs and the function
it fulfills. Inputs, outputs and function are then tied together in a mathemati-
cal model which gives a formal description of the behavior of the module. The

! https://www.w3.org/OWL/.
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authors of BIPON and BiPOm have showed that the bacteria cell can be consid-
ered as a system and be organized in linked and interlocked systemic modules.
These systemic modules are OWL concepts typed as biological processes. Sec-
ond, BiPON and BiPOm provide a high level of expressiveness in comparison
with other bio-ontologies. From their initial set of concepts, relations, rules and
individuals, they exploit the reasoning capacity provided by the OWL language
and the Description Logic to infer new relations between individuals. As a result,
the authors of BiPON have showed that a wide diversity of biological processes
can be described by few concepts of mathematical models.

2.2 The Constraints of Mathematical Models

As presented in Fig. 1b, a mathematical model is associated to a biological pro-
cess. In this section we focus on the constraints that drive the construction of
such mathematical models. To understand the importance of these constraints,
we first have to detail a little more the notion of biological processes defined in
the ontologies BIPON/BiPOm. A biological process has one or several molecules
as inputs and also one or several molecules as outputs. We consider that a process
consumes the inputs and produces the outputs. Moreover, a biological process
has a function which is the objective to fulfill. Finally, the process has means to
transform inputs into outputs and these means are expressed through a mathe-
matical model. In Fig. 1a the general form of a biological process is presented. In
Fig. 1b, we represent a simple biochemical reaction (a molecule ‘A’ is converted
into the molecule ‘B’) and the corresponding biological process.

a) b)

Input(s) )| b;?é%%'gsl L3 Output(s)

ds/dt = k-1 ¢(t) - k1 e(t) s(t)

mathematical

model de/dt = k-1 c(t) -k1 e(t) s(t)

do/dt = k1 e(t) s(t) - k-1 c(t)

Fig. 1. a) The general form of a biological process and its associated mathematical
model. b) A simple biochemical reaction and its process P.

A striking fact in the modeling community is that, whatever the mathemat-
ical model being build, three general constraints are always satisfied. Conse-
quently, we consider that (i) these constraints are major and (ii) they drive the
construction of mathematical models. These constraints, presented below, will
be referred in the sequel as model constraints:
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1. The physical causality. The physical causality states that if the inputs produce
the outputs, then the inputs precede the outputs. Since we do not especially
consider the time in the formal representation, the causality can be reformu-
lated as follows: if the inputs are present in a sufficient quantity, then the
process can consume the inputs and produce the outputs.

2. The mass conservation. It is an important constraint of the modelling app-
roach that ensures the consistency of the models.

3. The concurrency of access. The biological processes are in concurrence to
access the same type of entity. More precisely, the same type of molecule
can be consumed or produced by different processes. A classic example is the
ATP molecule which provides energy for the cell and that is consequently
consumed by different chemical reactions.

It is important to notice that, despite the fact that the concept of the biological
process is present in BiIPON/BiPOm and that mathematical models are repre-
sented in BiPON, none of these ontologies considers these model constraints.

2.3 Motivation

Our motivation lies in the fact that the model constraints represent a powerful
tool to validate the consistency of the biological knowledge and data relative
to an organism. If we want to consider these constraints in a formal represen-
tation, we should first provide concepts and relations that allow us to count
the molecules that are consumed or produced by the biological processes. Con-
sider the simple example of the Fig. 1b: the physical causality states that at
least one molecule A must be available for the process P. The mass conservation
states that one molecule A must be converted into one molecule B. Consider-
ing the concurrence between the processes implies also counting the molecules:
consider a second process P’ that consumes also a molecule A. If there is only
one molecule A in the entire cell, P and P’ are in concurrence. But if there are
two molecules A, then P and P’ are not in competition. As already mentioned in
Sect. 2, BIPON and BiPOm have validated the systemic approach to represent
the biological knowledge. However, none of these ontologies allow to count the
entities consumed and produced by the processes. This drawback prevents the
representation of model constraints and leads us to build a new ontology.

3 First Components of a Bio-ontology for Data
and Knowledge Organization

As mentioned in the previous section, we want to provide a representation that
takes into account the model constraints that drive the construction of mathe-
matical models. We have shown that, to achieve this goal, we have to count the
entities (the molecules) that are consumed or produced by the processes. In this
section, we propose a first set of concepts and relations of our bio-ontology that
allow counting the entities (see Sect. 3.1). These concepts and relations can help
us to give a more formal definition of the biological process. This definition is
presented in Sect. 3.2.
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3.1 A First Set of Concepts and Relations to Count Entities

In this work, we adopt the formal approach and the concept of biological process
presented in BIPON/BiPOm. In order to take into account the model constraints
(i.e., physical causality, mass conservation and concurrency of access), we use the
concepts that are frequently manipulated by the modelers [15]. We first, create
the concept pool that groups all the molecules of the same biochemical entity
into pools. For example, all the molecules of water will be grouped in the H20
pool. Second, since the pool is of a finite volume, the number of molecules is given
by the concentration of molecules in the pool. Third, we state that the processes
can communicate with each other only via the pools. This leads us to create
three relations (i.e., reads, retrieves and puts) and another concept: (i) a process
reads the concentration of the molecules in the pool and (ii) the process retricves
molecules from the pool and/or puts molecules into the pool. By this way, the
process triggers a flow of molecules. The Fig. 2a illustrates how we represent the
concepts of pool, process, concentration and flow. The relation triggers and reads
are also represented. In the Fig. 2b we represent the simple example showed in
Fig. 1b where the process P converts the molecule A into the molecule B.

a) b)

the process reads the A—> B
the concentration concentration
reads

of molecules in .
the pool \ /
E,(_)E,f pool A triggers Pl triggers 3

/ process

a process triggers a flow
of molecule

Fig. 2. a) The concepts and relations of the new ontology. b) A simple biochemical
reaction represented with these concepts and relations.

The Fig. 2b can be detailed as follows: the process P reads the concentration
of molecules in the pool A (dashed grey arrow). If there are enough molecules
(here only one molecule is required), P retrieves this molecule (aka P trigger a
flow of molecule A (first black arrow)) and puts a molecule B in the pool B (aka
P triggers a flow of molecule B (second black arrow)).

3.2 A Formal Definition of a Biological Process

The set of concepts and relations designed above is a convenient way to go
further in the definition of a biological process provided by BiPON/BiPOm.
These ontologies describe a biological process through the relations has_input
and has_output with the molecules that participate in the biochemical reaction.
We propose to re-formulate the behavior of the biological process. We explain
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this re-formulation through the example of Figs. 1 and 2. While BiPON/BiPOm
state that the process P has_input the molecule A and has_output the molecule
B, we state that the process reads the concentration of molecules A and (if there
are enough molecules) triggers a flow of molecules A and a flow of molecules
B. Expressing the behavior by this way is more compliant with the constraint
stated by the physical causality: the fact that there is enough concentration of
molecules is the cause of the behavior of the process while the flow of molecules
is considered as its effect. With these considerations we can provide a formal
definition of a biological process.

A biological process is defined as a concept characterized by its inputs and
its outputs:

Biological Process = has_input. Input N Yhas_input.Input
M3has_output.OQutput MYhas_output.Output

(1)
An input is the concentration read by the process:

Input = Concentration M Jis_read_by.Biological Process (2)

An output is a flow of molecules triggered by a biological process:
Output = Flow M 3triggered_by.Biological Process (3)

We note that the definition of biological process is cyclic, since it is defined by
the inputs and outputs which are in their turn defined by the biological process.
Such definitions are very common in ontology design and the cycles can be
solved during the ontology population by defining the order according to which
individuals are created in the ontology.

4 Illustration on an Example

We illustrate the use of the ontology with the example of a biochemical reac-
tion catalyzed by an enzyme. This biochemical reaction is representative of the
metabolic processes within the whole-cell, i.e. one of the most important set of
biological processes involving almost one third of the bacterial genes. Therefore,
if it can be represented by the concepts and relations introduced in Sect. 3.1, a
large part of the biological processes of the cell could be described accordingly,
which constitutes a first step in the ontology evaluation. The chemical model of
this biochemical reaction proposed by Michaelis and Menten [11] occurs in two
reactions:

E+SS[ES]—E+P (4)

First, the enzyme E binds to the substrate S to form a complex [ES]. This
reaction is reversible i.e., the complex [ES] can dissociate to release the enzyme E
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a)
P1 P2

E+S —>» [ES]—>» E+P

reads

b) triggers \| T |  triggers
» Y \
pool E
reads reads reads triggers
- U -
[ PR - taers
triggers A
pool S 1 i pool P
triggers w7 triggers J

»
pool [ES]

Fig. 3. a) The model provided by Michaelis and Menten b) The representation of the
model with the processes, pools and relations.

and the substrate S. In contrast, the second reaction is irreversible: the complex
[ES] dissociates to release the enzyme E and the product of the reaction P.

To represent this chemical model with the concepts and relations proposed
above, we first design two processes, P1 and P2, each one corresponding to the
first and second reaction, respectively. We then design four pools named S, P,
E and ES, one for each type of molecule, i.e., substrate, product, enzyme, and
enzyme bound to the substrate, respectively. The processes, pools and relations
are represented in Fig. 3. In Fig. 3b, P2 reads the concentration of the pool ES
and (if there is enough molecules of ES) triggers a flow of molecules E, P and ES.
P2 consumes E and P, and produces ES. The process P1 represents a reversible
reaction. For the forward reaction (E4+S — [ES]) P1 reads the concentration
of the pool E and S and triggers a flow of E, S and ES. For the reverse reaction
([ES] — E+4S), P1 reads the concentration of the pool ES and triggers a flow
ES, E and S. In the ontology, the forward and reverse sub-reactions of P1 are
not distinguished: P1 reads the concentrations of all pools (ES, S and E) and
for each pool, P1 triggers a single flow (corresponding to the sum of the flow of
each sub-reactions). By doing so, the constraint of causality is well respected.

5 Conclusion and Perspectives

In this article, we have described the first steps of the development of an ontology
dedicated to the organization of biological data. This ontology has been designed
according to the constraints that hold in mathematical models. The concepts and
relations (i) make possible the representation of quantities, (ii) have been vali-
dated on a representative example and (iii) led us to give a new formal definition
of a biological process. We plan to populate the ontology with an entire network
of reactions [5], using the SBML format [7]. During this population, quantities
could be associated with the concepts representing the concentrations and the
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flows, and the model constraints could be expressed with SHACL? language.
This work fits in the challenge of making ontologies more expressive including
more quantitative knowledge. This will allow us to check the consistency and
the validity of knowledge and their associated data.
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Abstract. In open science, the expression “FAIRness assessment” refers to eval-
uating to which degree a digital object is Findable, Accessible, Interoperable, and
Reusable. Standard vocabularies or ontologies are a key element to achieving a
high level of FAIRness (FAIR Principle 12) but as with any other data, ontologies
have themselves to be FAIR. Despite the recent interest in the open science and
semantic Web communities for this question, we have not seen yet a quantita-
tive evaluation method to assess and score the level of FAIRness of ontologies
or semantic resources in general (e.g., vocabularies, terminologies, thesaurus).
The main objective of this work is to provide such a method to guide semantic
stakeholders in making their semantic resources FAIR. We present an integrated
quantitative assessment grid for semantic resources and propose candidate meta-
data properties—taken from the MOD ontology metadata model—to be used to make
a semantic resource FAIR. Aligned and nourished with relevant FAIRness assess-
ment state-of-the-art initiatives, our grid distributes 478 credits to the 15 FAIR
principles in a manner which integrates existing generic approaches for digital
objects (i.e., FDMM, SHARC) and approaches dedicated to semantic resources
(i.e., 5-stars V, MIRO, FAIRSFAIR, Poveda et al.). The credits of the grid can then
be used for implementing FAIRness assessment methods and tools.

Keywords: FAIR data principles - FAIRness assessment - Evaluation grid -
Semantic Web - Ontologies - Semantic resources/artefacts - Metadata properties

1 Introduction

In 2014, a group of researchers, research institutions, and publishers (called FORCE 11)
defined fundamental guiding principles called FAIR (for Findable, Accessible, Interop-
erable, and Reusable) to make scientific data and their metadata interoperable, persistent,
and understandable for both humans and machines [1]. The FAIR principles emphasize
the importance of semantic technologies in making data interoperable and reusable.
However, ontologies'—the backbone of semantic technologies—have themselves to be

UIn this paper, we will consider the terms ontologies, terminologies, thesaurus and vocabular-
ies as a type of knowledge organization systems [2] or knowledge artefacts [3] or semantic
resources [4]. For simplicity, we will sometimes use “ontology” as an overarching word.
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FAIR. Until recently, not much attention has been made to quantitatively evaluating
ontologies using FAIR principles; all related work or state-of-the-art methods regarding
ontologies are qualitative i.e., proposing recommendations and best practices without
providing a scoring mechanism. It is clear that the development of FAIRness assess-
ment methods—i.e., ways to measure to which level a digital object implements FAIR
principles—remains challenging [5], including for ontologies and semantic resources. In
fact, the complexity of FAIRness assessment is due to the fact that the FAIR principles
are expressed at a very generic level and need to be expanded and projected to specific
digital objects to be more explicit. Furthermore, some criteria are very hard to evaluate
by a program and sometimes require subjective—human expertise.

For all these reasons, we believe it is essential to define a quantitative method i.e.,
a metric, for assessing and scoring to which degree a semantic resource is FAIR com-
pliant—for example, to determine if a resource is “not FAIR”, “FAIR” or even “FAIRer”
than a certain threshold or another resource. The objective of this work is to provide
a grid dispatching different values of credits to each FAIR principle, depending on its
importance when assessing the FAIRness of ontologies. We talked about an integrated
grid, to capture that our grid is aligned and nourished by existing generic approaches for
digital objects in general (i.e., FDMM, SHARC) and approaches dedicated to semantic
resources or artifacts (i.e., 5-stars V, MIRO, FAIRSFAIR, Poveda et al.). As a result,
the proposed grid involves 478 credits that can be used for implementing FAIRness
assessment tools. Such tools will then guide semantic stakeholders in (i) making their
semantic resources FAIR and (ii) selecting relevant FAIR semantic resources for use.

The rest of this paper is organized as follows: Sect. 2 presents related work in FAIR-
ness assessment or alike. Section 3 describes the methodology followed to integrate
the most prominent existing works into one schema and details the proposed FAIR-
ness assessment grid. Section 4 presents candidate metadata properties—taken from the
MOD 1.4 ontology metadata model-to be used to enable FAIRness assessment. Finally,
Sect. 5 concludes and gives our perspective of developing a methodology to automatize
FAIRness assessment.

2 Overview of Related Work for Assessing FAIRness

We distinguish between two FAIRness assessment approaches: the first category con-
cerns general schemes or generic tools applicable for any kind of digital object; the
second category is specific for the description and assessment of ontologies or semantic
resources. We review both of them chronologically.

2.1 Generic FAIRness Assessment Approaches

The Research Data Alliance (RDA) SHARing Rewards and Credit (SHARC) Interest
Group, created in 2017, proposed a FAIRness assessment grid to enable researchers
and other data stakeholders to evaluate FAIR implementations and provide the appro-
priate means for crediting and rewarding to facilitate data sharing [6]. The SHARC grid
defines a set of 45 generic criteria with importance levels (essential, recommended, or
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desirable) evaluated by answering one of four values (Never/NA, If mandatory, Some-
times, Always) to a question; questions are sometimes dependent on one another as in
a decision tree.

In 2018, the RDA FAIR Data Maturity Model (FDMM) Working Group recom-
mended normalizing FAIRness assessment approaches and enabling comparison of their
results [7]. It describes a set of 47 generic criteria derived from each FAIR principle with
priorities (essential, important, or useful). Both the SHARC grid and the FDMM rec-
ommendation assumed that some FAIR principles were more important than others. We
have kept this philosophy in our methodology and kept the SHARC and FDMM outputs
as influences on our FAIRness assessment score.

Some FAIRness assessment tools recently appeared, such as FAIRdat tool [8], FAIR
self-assessment tool [9], OzNome 5-star tool [10], FAIR Metrics [11], FAIR-Aware [12],
F-UJI?. We cannot unfortunately detail them here. These tools are relevant but need to
be improved in order to provide a clear methodology and a tool to assess any digital
object quantitatively.

2.2 Specific FAIRness Assessment Approaches

Before the emergence of the FAIR principles in 2011, Berners-Lee presented the founda-
tional principles for Linked Open Data (LOD) [13] for making data available, shareable,
and interconnected on the Web. The FAIR principles have been proposed for similar rea-
sons with a stronger emphasis on data reusability (consideration of license agreement
and provenance information). The 5-stars LOD principles were specialized in 2014 for
Linked data vocabularies [14] as five rules to follow for creating and publishing “good”
vocabularies. Under this scheme, stars denote the quality, leading to better structure (i.e.,
use of W3C standards) and interoperability for reuse (i.e., metadata description, reuse of
vocabularies, and alignment). The proposed 5-star rating system (later called 5-stars V)
for vocabularies is simple. However, no implementation tool was developed for making
the assessment automatic, and the principles are not largely referenced today. A study
of the degree to which the FAIR principles align, and extend the 5-star LOD principles
was proposed first in [15] and later in [16]; we have incorporated this alignment in our
methodology.

In 2017, the Minimum Information for Reporting an Ontology initiative published
the MIRO guidelines for ontology developers when reporting an ontology in scientific
reports [17]. The MIRO guidelines aim to improve the information content descriptions’
quality and consistency, including development methodology, provenance, and context

CLINNT3

of reuse information. They define 34 information items (such as “ontology name”, “on-
tology license”, “ontology URL”) and specify the level of importance “must”, “should”,
“optional” for each. This work was significant, but there have been no studies on how
the MIRO properties align with or extend the FAIR principles. However, the MOD 1.4
metadata model (see hereafter) aligned each MIRO guideline and the corresponding
metadata properties in MOD. We, therefore, used this alignment in our methodology to

influence the FAIRness assessment score with the MIRO guidelines.

2 https://seprojects.marum.de/fuji/api/v1/ui/.
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Dutta et al. [18] reviewed and harmonized existing metadata vocabularies and pro-
posed a unified ontology metadata model called MOD (for Metadata for Ontology
Description) to facilitate manual and automatic ontology descriptions, identification,
and selection. MOD is not another standard nor another metadata vocabulary, but more
a set of cataloged and regrouped properties one can use to describe a semantic resource.
For instance, MOD does not require the use of a specific authorship property but rather
encodesthatdc: creator; schema:author, foaf :maker,orpav: createdBy
can be used to say so. The MOD 1.2 model later extended in MOD1.4> was used in
AgroPortal-a vocabulary and ontology repository for agronomy—to implement a richer,
unified metadata model [19]. With this implementation, AgroPortal affirms to recognize
346 properties from 15 relevant metadata vocabularies (such as Dublin Core, Ontology
Metadata Vocabulary, VoID, FOAF, Schema.org, PROV-O, DCAT, etc.) and map them
to its unified model. Somehow, this previous work on a unified metadata model could be
considered as the first step for enabling FAIRness assessment. For example, an ontology
developer can focus on his/her responsibility of determining the license to use an ontol-
ogy, while MOD offers means and recommendations to encode such information in a
way machines can assess the level of FAIRness. Based on the MOD model, we produce
in this article guidelines on how FAIR principles might be met and evaluated. Section 4
provides a clear alignment between the MOD properties and the FAIR principles. For
instance, to assess F1, we rely on the existing MOD properties to encode the identifiers
of an ontology (omv:uri)and (dct:identifier).

In March 2020, the FAIRSFAIR H2020 project delivered the first version of a list
of 17 recommendations and 10 best practices recommendations for making semantic
artefacts FAIR [3] (later revised in Dec. 2020 in a new deliverable [19]). For each
recommendation, the authors provided a detailed description, listed its related semantic
Web technologies, and outlined potential technical solutions in some cases. Similarly,
best practices are introduced as recommendations that are not directly related to a FAIR
principle but contribute to the overall evaluation of a semantic resource. This proposal is
currently being discussed in the context of the RDA Vocabulary and Semantic Services
Interest Group (VSSIG). The recommendations are also publicly available for comments
on GitHub.*

Later, in September 2020, Poveda et al. considered some previous works and pro-
duced “guidelines and best practices for creating accessible, understandable and reusable
ontologies on the Web” [16]. In another position paper [20], they complete a qualita-
tive analysis of how four ontology publication initiatives cover the foundational FAIR
principles. They propose some recommendations on making ontologies FAIR and list
some open issues that might be addressed by the semantic Web community in the future.
These two publications are very relevant for our methodology; our work is a step fur-
ther. It completes this work and proposes a concrete metric necessary for further work
on automatic FAIRness assessment.

Other recent related works on FAIR principles for semantic resources include a list of
functional metrics and recommendations for Linked Open Data Knowledge Organization
Systems (LOD KOS) products proposed in 2020 [21], a list of ten simple rules for making

3 https://github.com/sifrproject/MOD-Ontology.
4 https://github.com/FAIRSFAIR-Project/FAIRSemantics/issues/.


https://github.com/sifrproject/MOD-Ontology
https://github.com/FAIRsFAIR-Project/FAIRSemantics/issues/

FAIR or FAIRer? 71

avocabulary FAIR [22]. Finally, the DBPedia Archivo tool [23], an ontology archive also
released at the end of 2020 that aims to help developers and consumers in “implementing
FAIR ontologies on the Web.”

To design our FAIRness assessment methodology, we analyzed and merged relevant
related approaches namely FDMM version v0.04, SHARC version v1.1, LOD 5-stars V,
MIRO, FAIRsFAIR recommendations, and Poveda et al.’s guidelines. We consider both
generic and specific approaches to provide a specialized solution for ontologies but are
still influenced by more general concerns, as ontologies are a kind of digital object. The
integration was not straightforward because none of the approaches used is simply and
strictly aligned with the 15 sub-principles (e.g., FDMM provides 47 criteria). Two of
them (i.e., MIRO and 5-stars V) were totally disconnected from the FAIR prism. Table
1 gives a summary of our selection. We classify approaches into three groups: (A) for
generic approaches which set priorities for each FAIR principle or sub-principle; for
specific approaches for semantic resources which: (B) includes FAIRSFAIR and Poveda
et al. as these guidelines do not set priorities; (C) includes LOD 5-stars and MIRO as
they are not aligned to the FAIR principles. In the next section, we explain how we
proceeded to integrate all these methodologies into the proposed grid.

Table 1. Summary of related works on FAIRness assessment integrated into our approach.

Category Generic (A) Specific (B, C)

Format Grid Principles | Scheme |Recommendations
Approach SHARC |FDMM | 5-stars V. | MIRO FAIRSFAIR | Poveda et al.
Reference [6] [7] [14] [17] [3] [20]

Year 2017 2018 2011 2017 2020 2020

FAIR principles | after after before before after After
Priorities yes yes n/a n/a no No

3 Integrated Quantitative FAIRness Assessment Grid
for Ontologies

3.1 Methodology

In what follows, we explain how we quantify each approach against the FAIR principles,
then for each category (A) and (B-C), and finally determine a set of final FAIR credits
that could be used in evaluating any semantic resource.

We chose to provide numerical credits {0;1;2;3} to respectively represent the degree
of priorities/qualification of each indicator (other names for sub-principle e.g., F1, F2,
F3 et F4 for F) within an approach {e.g., “none”, “may”, “should”, “must”}. A “must”
represents an essential principle, a “should” means that a principle is important except

under some particular circumstance, “may” is an optional requirement, and “none” a
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Table 2. Alignment between priorities in related work approaches and credits.

Group | Approach None May (1 credit) | Should (2 credits) | Must (3 credits)
(0 credit)

A FDMM n/a useful important essential
SHARC n/a desirable recommended essential

B FAIRSFAIR | n/a 1 Rec 2 Rec 3 Rec or >
Povedaetal |n/a 1 Rec 2 Rec 3 Rec or >

C MIRO n/a optional should Must
S-stars V n/a 1 star 2 stars 3 stars or >

non-revealed/specified qualification of a principle. Table 2 lists the correspondences
between the five approaches, their priorities, and their attributed credits.
To determine the FAIR principle credits for each group, we follow certain rules:

e Group A: we calculate the approximate average value of credits per indicator (FDMM)
or principle (SHARC). For SHARC, we divide the obtained average value by the
number of indicators associated with a principle.

e Group B: we count the number of recommendations to determine the credits.

e Group C: we count the number “must”, “should” and “optional” properties for MIRO
and the number of the principles for 5-stars V.

The final credits for each sub-principle are the sum of all obtained credits per
methodology. An example is provided hereafter:

Example 1: We illustrate how we determine for each group (i.e., A, B and C) the credits of F1
(noted Creditsri):
Group A:
e FDMM defines 4 “essential” indicators (F1-01M, F1-01D, F1-02M, and F1-02D).
Thus,Credits gy ppym = 3 *4 =12.
e SHARC defines 12 sub-indicators (8 essential, 4 recommended) for F. Thus the
approximative Creditspy syapc = (8% 3 + 4x2)+4 = 8.
Group B:
o FAIRSFAIR defines 2 recommendations (P-Rec 1 and P-Rec 2) related to F1 thus,
Credits pypsp=2.
e Poveda et al. define 4 recommendations related to F1 (Rec 1, Rec 2, Rec 3 and Rec 5)
thus Credits  p1poveda et al. = 3-
Group C:
e MIRO refers to 2 “must” properties (“A” category- basics) for F1 sub-principle:
ontology version (A.4) and IRI version (A.4). Thus, Credits py piro=6.
® LOD 5-stars V does not especially cover Findability; thus, Creditsgy 5— searsy =0.
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3.2 Results

From a semantic Web perspective, the results obtained emphasize the need for the estab-
lishment of agreement about a set of core metadata ontology descriptions, a federation
model for ontologies regarding repositories and search engines, clear ontology and meta-
data ontology perseveration strategies within endpoints, mechanisms for references qual-
ification, and best practices to document and communicate ontologies. Figure 1(c) pro-
vides final integrated FAIR credits per indicator; it shows how both generic approaches
and semantic resources specific approaches address FAIRness and scores each FAIR
indicator.

For example, Creditsp = 113. Which is the sum of 41 (F1) + 27 (F2) 4+ 21(F3) +
24(F4).

Figure 1(c) illustrates the importance of each indicator in our integrated method.
When doing the final sums, we have chosen a baseline value fixed to 10, to represent the
fact that originally, as suggested by the FORCE 11 group, the FAIR principles were not
ordered by importance; they were supposed to all contribute equally. The final credits are
presented in our integrated FAIRness assessment grid (Table 3); the 478 credits of the
grid, dispatched by each sub-principle, can be used for the assessment of any semantic
resource or ontologies.

Table 3. Integrated FAIRness assessment grid for semantic resources and ontologies.

Principle Baseline | SHARC | FDMM | 5-stars | MIRO | FAIRSFAIR | Poveda | Credits
v et al.
F F1 10 8 12 0 6 2 3 41 | 113
F2 10 8 0 5 1 1 27
F3 10 8 0 0 1 0 21
F4 |10 8 0 0 2 1 24
A Al |10 6 18 3 3 1 2 43 113
Al.1 |10 6 11 0 0 1 0 28
Al12 |10 6 5 0 0 1 0 22
A2 |10 6 3 0 0 1 0 20
I 1 10 4 12 1 12 3 2 44 109
12 10 4 7 0 9 2 0 32
I3 10 4 12 1 2 1 33
R R1 |10 9 3 1 6 0 3 32 | 143
R1.1 |10 9 12 0 2 1 37
R1.2 |10 9 3 0 12 3 1 38
R1.3 |10 9 12 0 0 3 2 36
Total credits 478
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Fig. 1. Credits are assigned to each FAIR principle by generic approaches (a), specific approaches
(b), and sums with a common baseline in our integrated grid (c).

A quick analysis of Table 3 and Fig. 1 reveals interesting points:

The most important principles for generic and specific approaches are not the same.
Generic approaches tend to emphasize principles F1 (identifier), Al (access protocol),
R1.1 (license), and R1.3 (community standards), while specific approaches emphasize
principles 11 (knowledge representation), R1.2 (provenance), and 12 (use of vocab-
ularies). This confirms our hypothesis that being FAIR is strongly dependent on the
type of digital object considered and therefore FAIRness assessment methods must
be customized for each type.

In the integrated grid, F1, Al, and I1 are the three sub-principles with the higher
number of credits. These aspects being “generally” well addressed by ontologies, it
will contribute to an overall good level of FAIRness.

Four sub-principles, important for FAIR, were completely ignored/avoided by specific
approaches, except the FAIRSFAIR recommendations: F3 (link data-metadata), Al.1
(protocol openness), Al.2 (protocol security), and A2 (long term metadata). Conse-
quently, three of these four keep the minimum number of credits in the integrated
grid.

None of the specific approaches covered all of the FAIR sub-principles. This is not
surprising for MIRO and 5-stars V, which preexist the FAIR movement, but it is
more surprising for FAIRSFAIR and Poveda et al. whose recommendations were
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done specifically for ontologies or semantic resources to be FAIR. Only Al, I1, and
I3 were found in the four approaches studied. This point backups our methodology,
which mixes both generic and specific approaches.

e Despite differences in credits assigned to the sub-principles, the sums by principles
are relatively close, with a mean of 119,5. Only the R group is significantly above
the mean. The group I is slightly under, mainly because it is made of only three
sub-principles instead of four.

e R being the most important principle may reveal the concern that ontologies and
semantic resources, often developed by means of semantic Web technologies (RDFS,
OWL, SKOS) are naturally equipped with good findability, accessibility, and inter-
operability features (e.g., URIs for identifiers, HTTP for accessibility, W3C stan-
dards for knowledge representation, claim to use vocabularies, etc.) whereas they
lack reusability.

4 Candidate Metadata Properties for FAIR Ontologies

In the second phase of our work, we elicited candidate metadata properties that can be
used to encode information relevant for each FAIR sub-principle. Indeed, we found out
most sub-principles (about 93%) might be partially or totally implemented and assessed
with a series of metadata properties. In this section, we review candidate metadata
properties that could be used by anyone developing (i) an ontology or semantic resource
or (ii) a FAIRness assessment tool to obtain associated credits as listed in the previous
section.

4.1 Candidate Metadata Properties to Support FAIRness

Here, we reuse the MOD ontology metadata model (v1.4) [24] as a reference to pick
up metadata properties. MOD1.4 reviewed 346 metadata properties from 23 standard
metadata vocabularies (such as Dublin Core, DCAT, VoID, ADMS, VOAF, Schema.org,
etc.) to provide a list of 127 “aligned or crosswalked” properties that can be used to
describe an ontology or a semantic resource. MOD allows us to unambiguously identify
which property may be used; however, our grid could be implemented with any other
metadata standard or combination of standards that cover all the sub-principles.

The outcome of this process is a list of 58 candidate metadata properties that may
be used to support FAIRness assessment and assign some credits from our grid. These
metadata properties might help to assign 276 credits over a total of 478 (57%). We have
separated the metadata properties for any principles from the ones for F2, which has to
be treated apart. Indeed, F2 (“Data are described with rich metadata’) was assigned all
the properties that MOD1.4 has reviewed as relevant for ontologies that have not been
assigned to another sub-principle. We refer to the first group as core metadata properties
(Table 4) and to the second group as extra metadata properties (Table 5). The idea is
that any ontologies using some of the 69 extra metadata properties in addition to the
core 58 ones, will be “FAIRer”.

We identified that 46% of the FAIR principles (i.e., F2, I1, 12, R1, R1.1, R1.2, and
R1.3) are totally evaluable with metadata properties, 33% are partially evaluable (i.e., F1,
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Table 4. List of core metadata properties from MOD1.4 to help make an ontology FAIR.

Principle Credits Metadata properties
F F1 29 owl:ontologyIRI, owl:versionIRI, dct:identifier
F4 24 schema:includedInDataCatalog
A Al 36 owl:ontologyIRI, dct:identifier, sd:endpoint
A2 4 omv:status, owl:deprecated
I 11 44 omv:hasOntologyLanguage, omv:hasFormalityLevel,

omv:hasOntologySyntax, dct:hasFormat, dct:isFormatOf

12 22 owl:imports, voaf:hasEquivalenceWith, owl:priorVersion,
voaf:similar, voaf:metadataVoc, dct:relation, dct:isPartOf,
voaf:specializes, schema:translationOf Work, voaf:generalizes

R R1 8 mod:prefLabelProperty, mod:synonymProperty,
mod:definitionProperty, mod:authorProperty,
bpm:obsoleteProperty, mod:hierarchyProperty,
mod:obsoleteParent, mod:maxDepth

RI1.1 37 dct:license, dct:rightsHolder, dct:accessRights,
cc:morePermissions, cc:useGuidelines

R1.2 36 dct:creator, dct:ontributor, pav:curatedBy, schema:translator,
dct:source, prov:wasGeneratedBy, prov:waslnvalidatedBy,
dct:accrualMethod, dct:accrualPeriodicity, dct:accrualPolicy,
omv:versionInfo, vann:changes, dct:hasVersion,
omv:usedOntologyEngineeringTool,
omv:usedOntologyEngineeringMethodology,
omv:conformsToKnowledgeRepresentationParadigm,
omv:designedForOntologyTask, mod:competencyQuestion,
foaf:fundedBy

R1.3 36 mod:ontologyInUse, omv:endorsedBy, mod:group,
dct:accessRights

Total 276 58 metadata properties

F4,A1, Al1.2,and A2). Two principles for which we have not found any metadata property
are Al.1 (“The protocol is open, free, and universally implementable.”) and A1.2 (“The
protocol allows for an authentication and authorization where necessary.”) because they
are completely related to the evaluation of the communication protocol, not the ontology
persay. A sub-principle is not totally evaluable with metadata properties when it is about
an aspect independent of the ontology itself but related to the library/repository hosting
the ontology. For instance: F4 (“(Meta)data are registered or indexed in a searchable
resource.”) concerns also ontology repositories.

F3 (“Metadata clearly and explicitly include the identifier of the data they describe.”)
is excluded from Table 4 as MOD1.4 do not yet offer a property to establish the link
between an ontology and its metadata (necessary when metadata are not explicitly
included in the same file than the ontology itself). Such a property is currently being
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discussed in the FAIR Digital Object working group of GO FAIR that shall soon release
a new metadata vocabulary including £do:hasMetadata and f£do:metadataOf
properties. Even if 13 is totally evaluable with metadata, the currently proposed candi-
date metadata are not covering its evaluation. Here again, we need some extension to
MOD to enable encoding all information required by this principle (especially alignment
qualification). MOD is currently being extended as a new model compliant with DCAT2
within the RDA VSSIG and H2020 FAIRSFAIR.

Table 5. List of extra metadata properties from MOD1.4 to make an ontology FAIRer.

Principle

Credits

Metadata properties

F F2

27

omv:acronym, dct:title, dct:alternative, skos:hiddenLabel,
dct:description, foaf:page, omv:resourcelLocator,
omv:keywords, dct:coverage, foaf:homepage,
vann:example, vann:preferredNamespaceUri,
void:uriRegexPattern, idot:exampleldentifier,
dct:publisher, dct:subject, owl:backwardCompatibleWith,
door:comesFromTheSameDomain, mod:sampleQueries,
omv:knownUsage, dct:audience, doap:repository,
doap:bugDatabase, doap:mailing-list, mod:hasEvaluation,
mod:metrics, omv:numberOfClasses,
omv:numberOfIndividuals, omv:numberOfProperties,
mod:numberOfDataProperties,
mod:numberOfObjectProperties, omv:numberOfAxioms,
mod:numberOfLabels, mod:byteSize,
vann:preferredNamespacePrefix, dct:language,
dct:abstract, mod:analytics, dct:bibliographicCitation,
rdfs:comment, foaf:depiction, foaf:logo,voaf:toDoList,
schema:award, schema:associatedMedia,
owl:isIncompatibleWith, dct:hasPart,
schema:workTranslation, door:hasDisparateModelling,
voafiusedBy, voaf:hasDisjunctionsWith, omv:keyClasses,
void:rootResource, mod:browsingUI, mod:sampleQueries,
void:propertyPartition, void;classPartition,
void:dataDump, void:openSearchDescription,
void:uriLookupEndpoint, schema:comments, dct:created,
dct:modified, dct:valid, dct:dateSubmitted, pav:curatedOn,
omv:IsOfType

Total

27

69 metadata properties

4.2 FAIR or FAIRer: How FAIR is a Semantic Resource?

Qualifying the degree of FAIRness of a semantic resource or even comparing it with
other semantic resources necessarily implies the use of a metric delimiting the range
of values for each qualification (e.g., not FAIR, FAIR, or FAIRer). In that context, our
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proposed integrated quantitative grid allows for defining thresholds. For instance, the
median value of the resulting total credits can be considered a minimum threshold to
be FAIR. A semantic resource with a degree/score under this threshold will not be
considered FAIR. Similarly, a semantic resource might be considered as “FAIRer” if
it is described with extra metadata properties. In other words, answering the question:
“how much is a semantic resource FAIR?” becomes possible with such a metric. In our
grid, the total credits are 478, so the first threshold could be at 240 (478/2 + 1) and the
second threshold at 451 (478-27), as illustrated in Fig. 2.

extra metadata
core metadata

few metadata . 3 FAIRer

FAIR

: NotFAIR :

© Creame 240 orecute 451 orecetc (o o]

FAIRness score

Fig. 2. Not FAIR, FAIR, or FAIRer: using the metric of the integrated quantitative grid.

Clearly, using a metric and threshold is the first required step in making the FAIRness
assessment task machine-actionable and enabling the development of automatic FAIR-
ness assessment tools. We believe it will also be beneficial for researchers to quantify
the FAIRness degree of their semantic resources and compare them with other ones.

5 Conclusions and Perspective

In this paper, we proposed an integrated quantitative grid for assessing the level of
FAIRness of semantic resources and ontologies. Moreover, we provided a list of can-
didate metadata properties—from the MOD model v1.4-to enable FAIRness assessment
and possibly implement systems based on our grid. Our grid was realized by analyzing
existing related work (among others, the semantic Web community work before and
since the FAIR movement) and summarizing them into one coherent scheme. A distinct
feature of our grid is to propose a metric—and thus possible thresholds—for the qualifica-
tion of any semantic resource. The grid is conceived in a way that can be customized,
extended, or improved by other semantic experts in further studies. This work is a start-
ing point for developing machine-actionable FAIRness assessment tools in the semantic
Web context.

The motivation of this work was to go beyond the current recommendations to guide
semantic stakeholders for making their semantic resources FAIR: We consider these
recommendations, harmonize and integrate them to build a grid of 478 credits to assess
the 15 FAIR principles.
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Currently, we are using the grid to implement a FAIRness assessment tool in Agro-
Portal (http://agroportal.lirmm.fr/), a vocabulary and ontology repository dedicated to
agri-food and based on the generic and open source OntoPortal technology®. How-
ever, in the future, this work will need to be further tested in other FAIRness assessment
approaches and discussed within some international FAIR initiatives, for instance, RDA,
GO FAIR, or projects such as FAIRSFAIR.
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Abstract. Meteorological institutions produce a valuable amount of
data as a direct or side product of their activities, which can be poten-
tially explored in diverse applications. However, making this data fully
reusable requires considerable efforts in order to guarantee compliance
to the FAIR principles. While most efforts in data FAIRification are lim-
ited to describing data with semantic metadata, such a description is not
enough to fully address interoperability and reusability. We tackle this
weakness by proposing a rich ontological model to represent both meta-
data and data schema of meteorological data. We apply the proposed
model on a largely used meteorological dataset, the “SYNOP” dataset
of Météo-France and show how the proposed model improves FAIRness.

Keywords: Meteorological data - FAIR principles - Semantic
metadata

1 Introduction

Meteorology data is essential in many applications, including forecasts, climate
change, environmental studies, agriculture, health and risk management. Their
production is based on mathematical models that assimilate different data from
several sources including weather stations, satellites and weather radars. While
this data has been made available as open data through different portals, such as
governmental portals (e.g., MeteoFrance®, worldweather?), or associative or pri-
vate portals (e.g., infoclimat®, meteociel?), under open licenses, its exploitation
is rather limited: it is described and presented with properties that are rele-
vant for meteorology domain experts (data producers) but that are not properly

! https://donneespubliques.meteofrance.fr/.

2 http://worldweather.wmo.int /fr /home.html.
3 https://www.infoclimat.fr.

4 http://www.meteociel.fr.
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understood and reusable by other scientific communities. For the latter, one of
the challenges is to find relevant data among the increasingly large amount of
continuously generated data, by moving from the point of view of data produc-
ers to the point of view of users and usages. One way to reach this goal is to
guarantee compliance of data to the FAIR principles (Findability, Accessibility,
Interoperability, and Reusability) [21]. These principles correspond to a set of
15 recommendations to be followed in order to make data FAIR (Fig. 1). A
key step toward improving FAIRness of data is the use of semantic models (i.e.,
ontologies) for data and metadata representation [9].

While most efforts in data FAIRification are limited to describing data with
semantic metadata, such a description is not enough to fully address all FAIR
principles [12], in particular for promoting reuse of this data by other scientific
communities. We propose to overcome this weakness through a richer represen-
tation of the meaning of meteorological data in a formal model which allows for
sharing the semantic meaning with third-parties [13]. Contrary to existing works
involving ontology population [1,2,14,16,19], and due to the characteristics of
meteorological data, we do not transform all data into RDF but rather repre-
sent in a fine-grained way the data schema and its distribution structure. The
contributions of this paper are as in the following;:

— Proposing a semantic model representing both metadata and data schema of
meteorological observation data.

— Combining existing vocabularies that follow themselves the FAIR principles.

— Instantiating the proposed model with a real meteorological dataset provided
by Météo-France — the official weather service in France.

— Evaluating the FATRness degree of this dataset without and with the proposed
model showing how the proposed model improves the FATRness degree.

The paper is organized as follows. Section 2 introduces the meteorological
data specificities and presents the proposed model. Section 3 shows the instan-
tiation and Sect. 4 presents the evaluation. Section 5 discusses the related work
and Sect. 6 ends the paper.

2 Meteorological Semantic Model

In order to develop our model, we have followed the NeOn methodology scenario
3 “Reusing ontological resources” [20]: those cases in which ontology developers
have at their disposal ontological resources useful for their problem and that
can be reused in the ontology development. The methodology includes activities
related to the reuse of ontologies (ontology search, ontology assessment, ontol-
ogy comparison, ontology selection and ontology integration) in addition to the
main activities (specification, conceptualization, formalization, implementation).
For the sake of space, we focus here on the presentation of the model, without
describing in detail the different activities of the methodology. In the following,
we summarize the result of specification and knowledge acquisition in Sect. 2.1,
and the result of ontology selection and integration in Sect. 2.2.
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Findable

F1. (Meta)data are assigned a globally unique
and persistent identifier

F2. Data are described with rich metadata
F3. Metadata clearly and explicitly include the
identifier of the data they describe

F4. (Meta)data are registered or indexed in a
searchable resource

Accessible

« A1. (Meta)data are retrievable by their identifier
using a standardized communications protocol

« A1.1 The protocol is open, free, and universally
implementable

« A1.2 The protocol allows for an authentication
and authorization procedure, where necessary

« A2. Metadata are accessible, even when the

data are no longer available

Reusable

R1. Meta(data) are richly described with a
plurality of accurate and relevant attributes
R1.1. (Meta)data are released with a clear and
accessible data usage license

R1.2. (Meta)data are associated with detailed
provenance

R1.3. (Meta)data meet domain-relevant
community standards

Interoperable

I1. (Meta)data use a formal, accessible,
shared, and broadly applicable language for
knowledge representation.

12. (Meta)data use vocabularies that follow
FAIR principles

13. (Meta)data include qualified references to
other (meta)data

Fig. 1. FAIR principles [21].

2.1 Meteorological Data Characteristics

There exist different types of meteorological data: satellite data, model data that
are computed using statistical models such as weather forecast data, radar data,
etc. We focus on observation data referred to as “in situ” data. They are direct
measurements of various parameters (temperature, wind, humidity, etc.) taken
by instruments on the ground or at altitude from predefined locations:

Geospatial data: the measure values must be localised, otherwise it is not fully
exploitable. The localisation is usually defined using geospatial coordinates
(latitude, longitude and altitude). The interpretation of these coordinates
depends on the used coordinate reference system, hence the Coordinate Ref-
erence System (CRS) has also to be indicated.

Temporal data. Each measurement is made at a specific time that must be
noted with the measurement result (i.e., value). As for the geospatial, the
temporal localisation is essential to the right interpretation of measurements.
Large volume data: meteorological data are produced continuously. Within
each station, several sensors are installed (thermometer, barometer, etc.).
Each sensor generates multiple measure values with a frequency that differs
from one measure to another (hourly, trihoral, daily, etc.).

Conform to WMO guidelines: the measurement procedures, the types of sen-
sors to use, the quality standards, and many other specifications are defined by
the World Meteorological Organization (WMO). The latter provides detailed
guides, such as the guide to meteorological instruments and observation meth-
ods® where there is a chapter for each measure describing all details about it.
Nevertheless, to our knowledge, no semantic version of these guides exists.
Tabular data: observation data are usually published in tabular format
where measure values are organized according to spatio-temporal dimension.

5 https://library.wmo.int /doc_num.php?explnum_id=10179.
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According to a recent study made by Google, the tabular format is the most
widespread format for publishing data on the Web (37% of the datasets indexed
by Google are in CSV or XLS) [3].

2.2 Metadata and Data Representation

The proposed semantic model (Fig. 2) represents both metadata and data
schema of meteorological observation data, as described in the following. It has
been implemented in OWL® and its consistency has been verified with the dif-
ferent reasoners implemented in Protégé (Hermit, ELK, and Pellet).

Metadata Representation. Making data FAIR requires first and foremost the
generation of semantic metadata. Indeed, 12 out of the 15 FAIR principles refer to
metadata as described in [21] (Fig. 1). This metadata must remain accessible even
if the data itself is no longer accessible. These 12 principles provide guidance on the
categories of metadata: (i) descriptive metadata for data indexing and discovery
(title, keywords, etc.); (ii) metadata about data provenance; (iii) metadata about
access rights and usage licenses. Particularly for publishing data on the web, W3C
recommends three other categories of metadata: (i) version history; (ii) quality;
(iii) structure. Our goal is therefore to propose metadata model that covers these
different categories, thus ensuring adherence to the principle on rich metadata. For
metadata representation, our proposition relies on GeoDcat-AP, except structural
metadata that are covered by CSVW.

GeoDcat-AP. 1t is a specification of the DCAT-AP vocabulary which is a spec-
ification of the W3C DCAT (Data CATalog vocabulary) recommendation. The
choice of GeoDCAT-AP is motivated by the richness of the vocabulary meta-
data. In addition to allowing to describe data catalogs, it offers specific properties
required to correctly interpret spatial data such as the geographical area covered by
the data (dct:spatial), the reference coordinate system used (dct : conformsTo)
to be chosen from a list defined by the OGC7, as well as the spatial resolution
(dcat:spatialResolutionInMeters) of the data. GeoDCAT-AP is also recom-
mended by W3C/OGC to describe geospatial data on the Web [4].

CSVW. As pointed out in [12], it is essential for data reuse to represent the
internal structure of the data. Since observation data are mostly tabular data,
CSVW? is a suitable vocabulary. It resulted from the work of the W3C group
on publishing tabular data on the web. It allows to define the different columns
csvw:Column of a given csvw:Table (i.e., csv file) via the csvw:Schema concept.
Moreover, it represents the interdependence between two tables. Indeed, it allows
to represent if a column (or a set of columns) in a given csv file is a foreign key
csvw:ForeignKey that references a column (or columns) of another CSV file.

6 https://w3id.org/dmo.
" http://www.opengis.net/def/crs/EPSG/.
8 https://www.w3.org/ns/csvw.
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Web Annotation Ontology (oa). Tt is a W3C recommendation for represent-
ing data annotations. As discussed in Sect. 2.1, all WMO members (i.e.,
states) use the same guides developed by WMO. It is used here to annotate
parts of these guides that describe relevant metadata about measures. We use
mainly three classes: (i) oa:Annotation, (ii) oa:SpecificResource to repre-
sent the annotated document, and (iii) the document-part annotated via the
class oa:RangeSelector.

Data Representation. We have made the choice to not transform all data into
RDF because it is: (i) expensive: transforming the data archived for decades
requires human and physical resources, and (ii) not effective: it would result
in a huge RDF graph that would not be effective for querying and accessing
the data [11]. We rather represent the data schema and the RDF data cube
(gb) vocabulary has been considered for that. In addition to gb, we have reused
several domain and cross-domains ontologies for making explicit the semantics
of measures and dimensions using concepts from the meteorological domain. It is
worth to mention that we use CSVW to represent the syntactical structure of a
tabular dataset distribution, while we use RDF data cube and domain ontologies
to represent the semantics of the dataset independently of any data format.

RDF Data Cube (qb). It is a W3C vocabulary [4] dedicated to the represen-
tation of multi-dimensional data. gb is suitable in our case since observation
data is multi-dimensional data organized according to spatio-temporal dimen-
sions. It describes the multidimensional data schema using three subclasses
of gb:ComponentProperty: (i) measures gb:MeasureProperty, (ii) dimensions
gb:DimensionProperty according to which the measures are organized, and
(iii) attributes to represent metadata qb:AttributeProperty. The gb:concept
property allows to link a gb:ComponentProperty (i.e., measure, dimension or
attribute) to the corresponding concept to explicit its semantics. We use this
property to associate component properties to domain ontologies.

Domain Ontologies. Meteorological data refers to concepts from the meteorologi-
cal domain such as atmospheric parameters (e.g., temperature, wind speed), sen-
sors (e.g. thermometer, barometer), etc. For expliciting their semantics, the fol-
lowing domain and cross-domain ontologies are used: SOSA [10] (Sensor, Obser-
vation, Sample, and Actuator), the reference ontology to represent observations;
ENVO (Environment ontology) [5] and SWEET (Semantic Web Earth and Envi-
ronment Technology ontology) [17], to designate the atmospheric parameters
represented with gb as measurements; aws (ontology representing weather sen-
sors)!Y to designate the type of weather sensor used to measure each atmospheric
parameter; and QUDT, to specify the unit of measurement of each measurement.

2.3 New Entities

In order to be able to fully address the ontology requirements, we have introduced
the following entities:

9 https://www.w3.org/TR/eo-qb/.
10 https://www.w3.org/2005/Incubator/ssn/ssnx/meteo/aws.
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Fig. 2. Proposed modular ontology.

“:ObservationDataset” concept: given the continuous production of obser-
vation data, it is usually archived as fragments, where each fragment con-
tains data of a given period (day, month, etc.). gb allows to represent the
notion of a dataset (qb:Dataset) with multiples fragments (qb:Slice). How-
ever, GeoDCAT-AP offers only the possibility to represent a given dataset
as a whole (dcat:Dataset). Since it is the same dataset fragment that we
describe with GeoDCAT-AP and RDF data cube, we have defined a new
concept :0ObservationDataset that is a subclass of both gb:Slice and
dcat:Dataset.

“:CsvDistribution” concept: it represents distributions in csv format. It is a
subclass of both csvw:Table and dcat:Distribution.

“requires” property: when a dataset X requires another dataset Y to be
exploited, it is essential to enable the reuse of X to represent this dependency
relation. As GeoDCAT-AP does not offer the possibility of representing such
a relation between two datasets, we have added this new property.
“references” property: it allows to associate each csvw:Column to an gb com-
ponent property (i.e., gb:MeasureProperty or a gb:DimensionProperty):
Thus, we explicit the link between the structural components (i.e., columns)
and the data schema components (i.e., measures and dimensions). Moreover,
data schema components are associated to domain ontology concepts, thereby
explicit the semantic of each column too.
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Table 1. Extract from SYNOP data.

numer_sta | date pmer | ff t

7005 20200201000000 | 100710 | 3.200000 | 285.450000 | ...
7015 20200201000000 | 100710 | 7.700000 | 284.950000 | ...
7020 20200201000000 | 100630 | 8.400000 | 284.150000 | ...

3 Use Case: SYNOP Dataset from Météo-France

3.1 Overview of SYNOP Dataset

The SYNOP dataset is an open meteorological datasets provided by Météo-
France on its data portal. It includes observation data from international sur-
face observation messages circulating on the Global Telecommunication System
(GTS) of the World Meteorological Organization (WMO). The choice of this
dataset is motivated by the fact that this data is open and free, and it concerns
several atmospheric parameters measured (temperature, humidity, wind direc-
tion and force, atmospheric pressure, precipitation height, etc.). These parame-
ters are important for many scientific studies. The dataset!! is described by seven
items: (i) description: natural language summary that describes the content of
the dataset, (ii) conditions of access: Etalab license'? for the data, (iii) means of
access: specifies that the data can be accessed via direct download, (iv) down-
load: possibility offered to the user to download the data in csv format for a given
date, (v) download archived data: similar to the previous item, but for a given
month, (vi) station information: list of stations (station id, name) accompanied
by a map displaying the location of these stations, and (vii) documentation, links
to a data dictionary, to CSV and JSON files listing the meteorological stations
of Météo-France (id_station, name, latitude, longitude, altitude). Table 1 shows
an extract of the SYNOP data. The file contains 59 columns, the first two corre-
spond to the station number and the date of the measurements made, the other
57 columns to the meteorological measurements.

3.2 Model Instanciation

The SYNOP data archive consists of a set of monthly files since January 1996,
where each file covers only the observations made in one month. The data of
each monthly file corresponds to an instance of the :0bservationDataset.
:synop_dataset_feb20 is the instance corresponding to the SYNOP dataset of
February 2020 (Table 1). For sake of space, we present a fragment of the instanti-
ated model that show both metadata and data representation. It corresponds to

' https://donneespubliques.meteofrance.fr/?fond=produit&id_produit=90&:id_
rubrique=32.
12 https://www.etalab.gouv.fr /wp-content /uploads/2014/05 /Licence_Ouverte.pdf.
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Fig. 3. Representing Synop_20 distribution using GeoDCAT-AP and CSVW.

the representation of a distribution of the dataset: : synop_distribution_feb20
(:CsvDistribution), as shown in Fig. 3. This distribution is accessible
and downloadable via URLs specified with properties dcat:accessURL and
dcat:downloadURL; it is subject to an open license, the value of the dct:license
property. Finally, the columns (e.g., numer_sta and pmer) of this file are char-
acterized by their name (csvw:name), their label (csvw:title), their type
(csvw:datatype) from the schema :synop_file_schema (csvw:tableSchema),
etc. Note the representation of the foreign key :fk which connects the col-
umn “numer_sta” of the SYNOP data, to the column “ID” of the sta-
tion data (:station._distribution) by passing through the instance :tr of
csvw:TableReference.

In order to express the fact that all the monthly data are part of the same
SYNOP dataset, we represent it as an instance of gb:Dataset (Fig. 4). We
have defined one spatial dimension :station_dimension and three temporal
dimensions: :year_dimension, :month dimension, and :date_dimension. The
spatial or temporal nature of a dimension is specified using the concepts of
the qb4st vocabulary gqb4st:SpatialDimension and gb4st:TemporalProperty,
respectively. Note that the year and month dimensions do not refer to existing
columns, but are included in the date column. We have added them to instanti-
ate gb:Slice. Indeed, the instantiation of a gb:Slice requires the definition
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(gb:Dataset) (qb4st:SpatioTemporalDSD)
1 K

[ timePeriod:FEB |
qb:slice | (skos:Concept) | gb:component
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Fig. 4. Representing Synop_feb20 data using RDF data cube and domain ontologies.

of dimensions with fixed values, which are specified using the gb:SliceKey
concept. In our case, the fixed dimensions for a monthly dataset are the
year and the month, which have the values month:FEB and year:2020 for
the instance :synop_dataset_feb20. In addition, although the station dimen-
sion is not directly a geographic coordinate, it is defined as an instance of
gb4st:spatialDimension because it provides access to geospatial coordinates
contained in the station file. Each dimension or measure is associated with a
concept from domain ontologies via the gb:concept property. Thus, the mea-
sure :pmer _measure (the only one represented here while all 57 measures have
been instantiated) is associated to the concepts sosa:observableProperty and
sweet :SealevelPressure to explicit its meaning. Similarly, the measure t (see
Table 1) is associated to the concept ENVO:ENV0_09200001 which represents
the air temperature. We have defined two attributes attached to qb:Measure:
(i) :unit_of measure attribute associated to qudts:physicalUnit to repre-
sent the unit of measurement of each gb:Measure. This makes it possible to
specify that the unit of measurement of pmer measure is qudt:Pascal; (ii)
:method_of_measure_attribute associated to sosa procedure to represent the
procedure of measurement of each measure according to WMO guides that are
digital books.

4 Evaluation

To evaluate the degree of FAIRness, we have chosen the framework FAIR data
maturity model (FAIR data maturity model) proposed by the RDA [18]. For
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Level 0 Not FAIR Level 3 FAIR essential criteria + 100% important criteria
Level 1 FAIR essential criteria only Level 4  FAIR essential criteria + 100% important criteria+ 50% useful criteria

FAIR essential criteria + 50 % important Level 5 FAIR essential criteria + 100% of important criteria + 100% useful
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Fig. 5. Synop data evaluation: (A) without and (B) with semantic metadata.

sake of space, we briefly present the evaluation of the SYNOP dataset using
the FAIR maturity model using the 41 indicators that measure the level of a
digital resource according to a FAIR principle, and the Fail/Pass evaluation
method. Each indicator has a predefined priority: essential, important or recom-
mended. The indicators were applied first considering the original description of
the dataset, and then considering the instantiation of the proposed model. The
reader car refer to Zenodo'? for a detailed evaluation report.

The first evaluation of the SYNOP dataset consisted in evaluating its original
description (without the semantic model). This evaluation resulted in: i) level
0 for principles “F”, “A” and “R”, because at least one essential indicator was
not satisfied for each of them; ii) level 1 for principle “I”, because no indicator is
essential for this principle (Fig. 5(A)). As it stands, the SYNOP dataset is not
FAIR. The data has been re-evaluated after generating the semantic metadata
that describes it. This metadata significantly improves the FAIRness level, espe-
cially for the “I” and “R” principles (Fig. 5(B)). Although the re-evaluation of
the “F” principle did not show any improvement, the model allows representing
“rich” indexing metadata that satisfy “F2” principle. However, improving the
“F” and “A” degree requires satisfying essential indicators that are beyond the
abilities of any semantic model e.g., the generation of persistent and unique iden-
tifiers (“F1”), persistent metadata (“A2”), publishing metadata on searchable
resources (“F47), etc.

5 Related Work

Hereafter, we present a summary on works related to the main subjects addressed
in this work, focusing on works related to geospatial data.

Metadata Representation. The importance of sharing geospatial data and
describing them with rich metadata has been recognized for decades. Indeed,
in 1999, Kim has published a comparative analysis of eight already existing
metadata schemes for geospatial data. The INSPIRE (2007) directive defined

'3 doi.org/10.5281/zenodo . 4679704.
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a metadata schema, mainly based on the previous standards for describing the
European geospatial data on web portals. Later, with the emergence of semantic
web, semantic vocabularies have been developed to describe dataset metadata
such as Dublin core, VoID, schema.org and DCAT. DCAT-AP was designed
to ensure interoperability between European data portals. GeoDCAT-AP was
initially developed to enable interoperability between geospatial data portals
implementing the INSPIRE directive, and those implementing DCAT-AP, by
developing a set of mappings between the metadata schemes. In December 2020,
a new version of GeoDCAT-AP was released, making this vocabulary a full-
fledged specification for describing geospatial data catalogs on the Web'?.

Data Representation. Several works have focused on the semantic represen-
tation of geospatial data [1,2,14,16,19]. The proposed models are generally a
combination of a set of reference ontologies. In [14] the authors combined gb
and SOSA to represent 100 years of temperature data in RDF. Similarly, in [19],
the ontologies SOSA, GeoSPARQL, LOCN and QUDTS have been reused to rep-
resent a meteorological dataset with several measures (temperature, wind speed,
etc.). In our case, given the characteristics of the meteorological data (Sect. 2.1),
we did not transform Météo-France data into RDF. Representing all the data in
RDF generates a huge graph which is not effective for querying the data [11].
Moreover, such a choice would require Météo-France to convert all its archives
(some of them date back to 1872), which can turn out to be very expensive.
Close to ours, [13] propose the Semantic Government Vocabulary, based on the
different ontological types of terms occurring in the Open Government Data.
They show how the vocabularies can be used to annotate Open Government
Data on different levels of detail to improve “data discoverability”.

FAIR Principles and FAIRness Evaluation. As discussed in [8,15], seman-
tic web technologies are the most in compliance to the implementation of FAIR,
principles. Since the appearance of FAIR principles in 2016, several frameworks
have been proposed to evaluate the FAIRness degree of a given digital object.
In most cases, the evaluation is performed by answering a set of questions —
also called metrics or indicators in some works — or fill in a checklist'® such as
the “FAIR Data Maturity Model” [18] or “FAIRshake” [6]. Other works have
proposed automated approaches for FAIRness evaluation [7,22] based on small
web applications that test digital resources against some predefined metrics.

6 Conclusion

This paper has presented an ontological model to represent both metadata and
data schema of observational meteorological datasets. We have shown how the
proposed model improves the adherence to FAIR principles. This work is part of
an approach that aims to make meteorological data FAIR in general, and that of

miceu.github.io/GeoDCAT- AP /releases/2.0.0/.
15 https://fairassist.org/#!/.
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Métééo-France in particular. The next step is to study the specifics of the data
from the statistical models to enrich the current model if necessary. We plan as
well to use the final model to generate the metadata and index it in data portals.
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Abstract. Since their proposal in 2016, the FAIR principles have been largely
discussed by different communities and initiatives involved in the development
of infrastructures to enhance support for data findability, accessibility, interoper-
ability, and reuse. One of the challenges in implementing these principles lies in
defining a well-delimited process with organized and detailed actions. This paper
presents a workflow of actions that is being adopted in the VODAN BR pilot for
generating FAIR (meta)data for COVID-19 research. It provides the understand-
ing of each step of the process, establishing their contribution. In this work, we
also evaluate potential tools to (semi)automatize (meta)data treatment whenever
possible. Although defined for a particular use case, it is expected that this work-
flow can be applied for other epidemical research and in other domains, benefiting
the entire scientific community.

Keywords: FAIRification workflow - FAIR (meta)data - ETL4FAIR

1 Introduction

Since its publication in 2016 [1], the FAIR principles have been guiding best practices
on publishing scientific research data and their associated metadata to make them Find-
able, Accessible, Interoperable, and Reusable by humans and especially by machines.
The international GO FAIR! initiative aims at implementing the FAIR principles through
Implementation Networks (INs)Z, which operate as FAIR drivers, collaboratively involv-
ing communities, institutions, and countries. As a sense of urgency due to the rapidly
COVID-19 pandemic spread, the Data Together initiative involving the Committee on
Data for Science and Technology (CODATA)?, Research Data Alliance (RDA)*, World
Data System (WDS)?, and GO FAIR was established, including a joint effort, the Virus

1 https://www.go-fair.org/.

2 https://www.go-fair.org/implementation-networks/.
3 https://codata.org/.

4 https://rd-alliance.org/.

5 https://world-datasystem.org/.
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Outbreak Data Network IN (VODAN-IN®). The initial goal is to develop a federated
data infrastructure to support the capture and use of data related to epidemic outbreaks,
both for the current situation and future epidemics.

Initiatives such as VODAN-IN attempt to deliver FAIR data, in the original sense of
the acronym, but also in the sense of “Federated, AI—Ready”7 data, therefore readable
and machine actionable. The first IN of GO FAIR Brazil [2], GO FAIR Brazil Health®, is
a thematic network responsible for developing strategies for the implementation of the
FAIR principles in the health domain. VODAN BR? is the first pilot of GO FAIR Brazil
Health, aiming to collect and implement a data management infrastructure for COVID-19
hospitalized patients’ cases, according to the FAIR principles. The published scientific
research data and their associated metadata should be as open as possible and as closed
as necessary, to protect participant privacy and reduce the risk of data misuse.

The attempt of adopting the FAIR principles has led many scientific disciplines,
which value the importance of research data stewardship [3], to consider: “Which knowl-
edge is needed to make my data FAIR?” or “What solutions could be used?”. The process
of making data FAIR is called FAIRification and the VODAN BR pilot has been using the
FAIRification workflow [4] for the transformation and publication of FAIR (meta)data.
This general workflow describes a process that applies to any type of data and can be
extended, adapted, and reused in different domains. However, in the VODAN BR pilot,
we verified the need for specific actions to be defined in a more detailed FAIRification
process, as a basis for implementation choices that needed to be carried out to support
1t.

Based on the recommendations of the original FAIRification process, this paper
presents a practical approach for actions associated with the transformation of data and
metadata, which are being tested in the VODAN BR pilot to ensure the publication of
FAIR (meta)data on COVID-19. To systematize some of the established actions, we
experimented and analyzed potential solutions to support FAIRification.

The remainder of this paper is organized as follows: Sect. 2 presents an overview of
the FAIRification workflow; Sect. 3 describes the actions established for each step of the
workflow for the VODAN BR pilot; Sect. 4 presents support solutions analyzed during
the study of the steps, aiming at the systematization of the process; Sect. 5 presents
a discussion about the relevant aspects treated in this work and concludes with final
comments for future work.

2 FAIRification Workflow

The generic workflow proposed in [4] aims to facilitate the FAIRification process com-
prising three defined phases: pre-FAIRification, FAIRification and post-FAIRification.
The phases are further divided into seven steps: 1) identify the FAIRification objective;

6 https://go-fair.org/wp-content/uploads/2020/03/Data-Together-COVID-19-Statement-FINAL.
pdf.

7 https://www.go-fair.org/implementation-networks/overview/vodan/.

8 https://www.go-fair-brasil.org/saude.

9 https://portal.fiocruz.br/en/vodan-brazil.
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2) analyze data; 3) analyze metadata; 4) define semantic model for data (4a) and meta-
data (4b); 5) make data (5a) and metadata (5b) linkable; 6) host FAIR data; and 7) assess
FAIR data.

From these multiple steps, the authors describe how data and metadata can be pro-
cessed, which knowledge is required, and which procedures and tools can be used to
obtain FAIR (meta)data. The FAIRification workflow was defined based on discussions
and experimentations from a series of workshops (Bring your own device - BYOD) [5]
and is applicable to any kind of data and metadata.

FAlRification is in fact a complex process, requiring several areas of expertise and
data stewardship knowledge. Our adaptation follows the steps of the generic FAIRifica-
tion workflow and, according to our understanding, steps 6 and 7 have been renamed to
6) host FAIR data and metadata and 7) assess FAIR data and metadata. The reason is
to emphasize the importance of storing, publishing, and evaluating both FAIR data and
metadata.

In the literature review we found related studies and experiments discussing the
FAIRification process. In [6], a retrospective form of FAIRification approach is pre-
sented, using two related metabolic datasets associated with journal articles to curate
and re-annotate data and metadata using interoperability standards. However, the work
does not follow the generic FAIRification workflow approach.

The work of [7] details the FAIRification process'® proposed by GO FAIR, which
aims to facilitate the conversion of spreadsheets into FAIR databases, with the help of
the NMDataParser tool [8]. This tool supports data aggregation block levels, developed
to speed up the mapping of the original file into the eNanoMapper'! semantic model.

In [9], the authors present an architecture, following the GO FAIR FAIRification
process, and addressing identified gaps in the process when dealing with datasets from
the health domain. Another paper [10] proposes the De-novo FAIRification method,
based on an Electronic Data Capture (EDC) system, where the steps of the generic
FAIRification workflow are incorporated into the data collection process for a registration
or research project.

We verified that these related works present approaches with guidelines for FAIRifi-
cation proposed by the generic workflow and for the FAIRification process of GO FAIR.
However, none of the works present the detail of associated actions for the FAIRifica-
tion in a delimited and specific way, justifying implementation choices to support the
transformation and publishing of FAIR (meta)data.

3 Set of Actions for FAIRIfication

3.1 VODAN BR Pilot

The VODAN BR pilot has been using the adapted FAIRification workflow, in a platform
acting as a FAIR solution for COVID-19 clinical data. This platform is not only concerned
with the process of data transformation and metadata generation, but also with support
solutions to host and publish FAIR (meta)data. Figure 1 shows a diagram of the platform,

10 https://www.go-fair.org/fair-principles/fairification-process/.
11 https://search.data.enanomapper.net/.
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with the (meta)data flow from the original source to the target FAIR Data Point, associated
with the steps of the adapted FAIRification workflow.

For the pilot, the platform captures COVID-19 patients’ datasets, in CSV format
(1), applying the pre-FAIRification phase (a) steps. This dataset and the results of the
performed analyses are used in steps 4a and 4b of the FAIRification phase (b), estab-
lishing the semantic models. Following the actions specified by steps 5a and 5b, the
Extract, Transform and Load (ETL) process, designated in this work as ETL4FAIR (2),
is responsible for transforming data and metadata to the RDF representation.

Hosting of (meta)data follows step 6, with the linkable (meta)data published in a
triplestore (3). A triplestore Application Programming Interface (API) can be made
available for access to (meta)data. The metadata schemas for the dataset and its distri-
butions are provided in a FAIR Data Point (5). The distribution metadata schemas can
provide an URL to download the RDF file published in the repository (4) and/or an
SPARQL endpoint to the triplestore.

Finally, step 7, intended for the assessment of FAIR (meta)data, in the post-
FAlRification phase (c), allows the (meta)data FAIRness evaluation and verifying the
suitability of the established platform.
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Fig. 1. VODAN BR pilot platform, with associated steps of the adapted FAIRification workflow.

3.2 Phases, Steps and Actions

In the platform, we transformed the recommendations from each step of the adapted
FAlRification workflow into a practical set of actions enabling the implementation of
the FAIR principles, improving the FAIRness evaluation and, consequently, the reuse
of (meta)data. Representing a continuous evolution for the FAIRification workflow, this
approach can be used as a reference framework. The set of delimited actions is presented
below according to each phase of the FAIRification workflow.

Pre-FAIRification Phase

The actions established for step 1 (Identify FAIRification Objective) seek to propose a
view of the expected results to be achieved through FAIRification. It requires access to
data, followed by a preliminary analysis of data and associated metadata. Based on these,
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it is possible to set goals for the treatment to be performed, identifying the objectives
to obtain FAIR (meta)data and defining a set of competency questions that allows it to
validate the FAIRification process.

For step 2 (Analyze Data), the actions aim to analyze the data representation accord-
ing to their format and semantics, the FAIRness evaluation, to check the FAIR maturity
level, for example, according to RDA [11], and, finally, to define a relevant subset of the
analyzed data for FAIRification.

The actions for step 3 (Analyze Metadata) analyze the metadata associated with the
relevant subset of data defined in the previous step and their FAIRness evaluation. It is
important to identify the provenance metadata that should be collected for each step of
the adapted FAIRification workflow. Figure 2 presents the set of associated actions, for
each step of the Pre-FAIRification phase.
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Fig. 2. Set of associated actions for each step of the Pre-FAIRification phase.

FAIRification Phase

Steps 4a (Define Semantic Data Model) and 4b (Define Semantic Metadata Model) are
responsible for the specification of semantic models for data and metadata by identifying
and evaluating whether any semantic models already exist and could be reused for them.
For cases where no semantic model is available, a new one should be created for the
representation of data or metadata.

In steps 5a (Make Data Linkable) and 5b (Make Metadata Linkable), the actions
highlight the importance of choosing an RDF framework, as a major step to make
(meta)data interoperable and machine-accessible with the association of the semantic
models defined in step 4. In step 5b, it is worth mentioning the importance of representing
and transforming provenance metadata into a machine-readable and actionable language.

For step 6 (Host FAIR Data and Metadata), the actions make data and metadata
available for human and machine use, through various interfaces, such as the adoption
of a triplestore for RDF triples and also a FAIR Data Point for metadata storage. The
FAIR Data Point adoption facilitates transparent and gradually controlled access over
the metadata through four different hierarchical layers: starting with metadata from the
FAIR Data Point itself, followed by metadata from the catalog, from the datasets, and
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from the distributions [12]. Figure 3 presents the set of associated actions for each step
of the FAIRification phase.
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Fig. 3. Set of associated actions for each step for the FAIRification phase.

Post-FAIRification Phase

Finally, the actions of step 7 (Assess FAIR Data and Metadata) contemplate the assets of
the Post-FAIRification process, verifying the objectives and answering the competence
questions defined in step 1. Another relevant aspect refers to the assessment of the
FAIRness evaluation of data and metadata after the completion of all actions in the
adapted FAIRification workflow. Figure 4 shows the set of associated actions for each
step in the Post-FAIRification phase.

Post-FAIRification Phase

0 Action 7.1 Action 7.2 Action 7.3 Action 7.4
Evaluation of Analysis of Analysis of the Evaluation if the
compliance with the m) AR WP FAR(na) W Action 1.4
(final) status status of the questions have
Action1.3 objectives

of the data metadata been answered

Fig. 4. Set of associated actions for each step for the Post-FAIRification phase.

4 Solutions to Support the FAIRification Phase

During this study, we investigated solutions capable of supporting and systematizing the
FAlRification process, aiming to reduce human errors. The analysis of them helped to
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understand the recommendations associated with the steps (4a, 4b, 5a, 5b, and 6) of the
FAIRification phase. The solutions contributed to validate the actions, promoting the
automated support of some steps in the workflow.
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Fig. 5. Analyzed solutions and possible integrations.

The solutions experimented and analyzed are presented below, emphasizing their
potential to support the steps of the FAIRification phase. Figure 5 presents a summary of
the heterogeneous solutions used in the VODAN BR pilot and the possible integrations
through their APIL.
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Fig. 6. Schematic representation of a patient’s outcome using the COVIDCRFRAPID semantics.
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For the experiments and analyses of the solutions, we considered the transformation
of (meta)data referring to the questions presented in the WHO Case Record Form (CRF-
WHO) [13], using the COVIDCRFRAPID semantic model. CRF-WHO was developed
by experts to collect relevant anonymous information related to patients with COVID-
19. It has three modules: the first one collects the patient’s data on the admission day
to the health center; the second one, the follow-up, collects daily information such as
ICU admission and laboratory results; and the last one summarizes the medical care
and collects the outcome information. Figure 6 highlights: (a) the CRF-WHO outcome
questions present in “Module3: Complete at discharge/death™; and (b) the semantic
model excerpt that handles these questions, associated with instances (example).

4.1 ETL4LOD+ Framework

The ETLALOD+!? framework provides data cleansing and triplification solutions in
the context of Linked Open Data. The framework is an extension of the Pentaho Data
Integration (PDI) tool, also known as Kettle, widely used in data ETL processes. This
framework provides searching and selecting terms of ontologies and interlinks to other
data.

According to our experiments and analyses ETL4LOD+ assists the FAIRification
process contributing to the systematization of steps 5a and 5b. Figure 7 shows an example
using ETL4LOD+ to transform a patient’s outcome data as shown in Fig. 6(b). The
framework components organize data obtained from the sources into triple (RDF format),
according to the respective semantic model, connecting to vocabularies or ontologies
(which can be imported).
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Fig. 7. Triplification extract for outcome questions using ETL4LOD+.

To create triplified data, ETL4LOD+ provides several components. In the process
depictedin Fig. 8, to generate the required URI, we use the “Formula - fx” (1) component.
Then, data are annotated with the CRF-OMS ontology. The “Data Property Mapping
- Dm” (2) component deals with literal values related to the answers. We also use the
“Object Property Mapping - Om” (3) component for other ontology-related items. After
mapping, the “NTriple Generator - N3” (4) component serializes the data in N-triples
format. Finally, the serialized data is unified in a file through the “File Output” (5)
component.

12 https://github.com/Grupo-GRECO/ETL4LODPlus.
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In step 5b, the tool can collect metadata related to the data processing, using solutions
such as the Provenance Collector Agent (PCA) (detailed in Sect. 4.2). The associated
metadata are obtained in triple format. Furthermore, the tool gathers and organizes other
metadata such as the FAIR Data Point dataset and distribution metadata schemas, both
generated by the CEDAR tool (detailed in Sect. 4.3), employing the “REST Client” PDI
step. In step 6, the tool contributes to the last part of the ETL process, enabling automatic
loading of triplified data into a triplestore (currently Virtuoso'?) or generating an output
in files with RDF data serialized in N-Triples. These files can be published in different
triplestores.

4.2 ETLA4LinkedProv Approach

The purpose of the ETL4LinkedProv'# approach is to manage the collection and pub-
lication of provenance metadata with distinct provenance granularity as Linked Data.
The approach uses ETL workflows and employs the Provenance Collector Agent (PCA)
component, capturing prospective and retrospective provenance metadata. To support
the semantic publication of provenance, ETL4LinkedProv approach uses a set of existing
ontologies as PROV-0O'>, OPMW !¢ and COGS!”7 [14].

Through initial analyses and simulation working with the ETL4LOD+ framework,
the PCA showed potential to collect provenance metadata associated with an ETL work-
flow. Our simulation was not as detailed as it was planned due to the version mismatch
between ETL4LinkedProv and ETL4LOD+ framework used in the VODAN BR pilot.
Therefore, an update of ETL4LinkedProv is currently under development to experiment
with the FAIRification process.

As shown in Fig. 8, PCA could contribute to steps 5b and 6, capturing prospective
and retrospective provenance metadata at different granularity levels and supporting
the assessment of the quality and reliability of FAIR provenance metadata. Thus, at
the step 6, the captured provenance metadata, as RDF triples semantically annotated
using existing provenance ontologies, could be available in a triplestore for SPARQL!'®
queries.

4.3 Center for Expanded Data Annotation and Retrieval (CEDAR) Workbench

CEDAR Workbench'® provides a suite of Web-based tools that allows users to build and
populate metadata templates, generate high-quality metadata, and share and manage
these resources through an API based environment [15]. This solution can assist steps
5b and 6 with respect to metadata schemas established for the FAIR Data Point [12].
Through CEDAR, itis possible to create metadata schemas as templates. These templates

13 https://virtuoso.openlinksw.com/.

14 https://github.com/rogersmendonca/provenance_collector.
15 http://www.w3.0rg/TR/2013/REC-prov-0-20130430/.

16 https://www.opmw.org/model/OPMW/.

17 http://vocab.deri.ie/cogs.

18 https://www.w3.org/TR/rdf-sparql-query/.

19 https://metadatacenter.org/.
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Fig. 8. ETL4LinkedProv approach representing the provenance metadata in steps 5a, 5b and 6.

must be instantiated with the metadata for the dataset and distribution to be generated. The
generated metadata schemas, in RDF N-Quad or JSON-LD, can be accessed directly or
through the API and published in the FAIR Data Point. Our experiment used the “REST
Client” PDI with CEDAR to collect the metadata schemas of the COVID-19 dataset and
its RDF distribution that will be published on the FAIR Data Point.

4.4 Prov Python (Prov 2.0.0)

According to our metadata provenance analyses, it was observed the importance of also
capturing the provenance of the macro process. For the study of this high-level prove-
nance, the Prov.2.0.0%" was selected. Prov Python is a library for the implementation
of the W3C PROV Data Model?!, with support for serialization in PROV-O (RDF),
PROV-XML and PROV-JSON [16].

The experiment and analysis identified a potential solution for steps 5b and 6. In
step Sb, the solution provided provenance information, capturing provenance of each
step, and it could even collect details of the actions themselves. Figure 9 illustrates a
representation of provenance metadata of the step 5b obtained with Prov Python. In
step 6, the provenance workflow can be published in a repository or accessed by the
ETL4LOD+ tool and joined with the triples of the data file.
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Fig. 9. An extract from the provenance metadata for step 5b with Prov Python. (Color figure
online)

20 https://openprovenance.org.
21 https://www.w3.org/TR/prov-dm/.
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Figure 9, due to space limitations, only shows an extract of the workflow provenance
metadata based on PROV-O Model, generated by Prov Python. This extract highlights
the solutions, represented as software agents (orange pentagons), used in step Sb, the
activity (blue rectangle), for metadata generation, and the entities (yellow ovals).

5 Discussion and Conclusion

In the VODAN BR pilot, we verified the need for specific actions to be defined in a
more detailed FAIRification process, justifying implementation choices of the domain.
The rapid spread of the COVID-19 pandemic accelerated the discussion on technology
support to publish FAIR (meta)data, although there are still many questions and open
issues, especially in the context of metadata management and support. Complementary,
it is important to consider a set of best practices from a great number of projects experi-
menting with the FAIRification process of (meta)data related not only to virus outbreaks,
but to life sciences data in general.

This work analyzed the recommendations proposed by the generic workflow for
FAIRification and it established an approach inspired by a group of well-delimited
actions to support researchers and data stewardship in the generation of FAIR (meta)data.
This proposal is being tested in the VODAN BR pilot to guarantee the publication of
FAIR data and metadata about COVID-19 hospitalized patients’ cases with the support
provided by the ETL4FAIR framework. The framework promotes integration between
heterogeneous tools to support the process, providing a (semi-)automated workflow for
users and reducing error-prone situations.

The first lesson learned along this work is that FAIRification is a complex process
in which a multidisciplinary team involvement is extremely important. FAIRification
requires several areas of expertise as well as domain knowledge to support each step
of the process. Establishing roles and responsibilities for the mapped actions is also
important. The second lesson learned is that transforming data and metadata aligned with
the FAIR principles is not an easy task. Identifying, choosing, and adapting appropriate
data and metadata semantic models are critical actions, as there are many standards
disseminated on the Web. Finally, the actions analyzed in this work emphasized the
existence of different categories of metadata (for data, data transformation process,
and applied process) that can be presented at different granularity levels, contributing to
reuse and interoperability. These metadata should be captured throughout a FAIRification
process, supported by appropriate tools, whenever possible.

From the exposed context, the importance of establishing actions to define and dis-
cuss implementation choices aligned with FAIRification is observed. This contributes to
a better organization and maturity of a process that could be assisted by a group of het-
erogeneous but interoperable solutions. In the near future, we are considering improving
the actions proposed in this paper, applying them in different domains.
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Abstract. Itis introduced a platform for quality control and monitoring of Cuban
scientific publications named Sceiba. To this end, it needs to collect scientific
publications comprehensively at the national level. Metadata quality is crucial
for Sceiba interoperability and development. This paper exposes how metadata
quality is assured and enhanced in Sceiba. The metadata aggregation pipeline is
worked out to collect, transform, store and expose metadata on Persons, Organiza-
tions, Sources, and Scientific Publications. Raw data transformation into Sceiba’s
internal metadata models includes cleaning, disambiguation, deduplication, entity
linking, validation, standardization, and enrichment using a semi-automated app-
roach aligned with the findability, accessibility, interoperability, and reusability
principles. To meet the requirements of metadata quality in Sceiba, a three-layer
structure for metadata is used, including 1) discovery metadata, which allows the
discovery of relevant scientific publications by browsing or query, 2) contextual
metadata, which allows a) rich information on persons, organizations and other
aspects associated with publications, b) interoperation among common metadata
formats used in Current Research Information Systems, journals systems or Insti-
tutional Repositories; 3) detailed metadata, which is specific to the domain of
scientific publication evaluation. The example provided shows how the metadata
quality is improved in the Identification System for Cuban Research Organizations,
one of Sceiba’s component applications.

Keywords: Current research information system - Metadata quality - Scientific
publication quality

1 Introduction

Metadata topics, usually understood as data about data, are receiving a lot of attention
in the realm of Information Systems research. Metadata can be defined as “structured,
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encoded data that describe characteristics of information bearing entities to aid in the
identification, discovery, assessment, and management of the described entities” [8].

The use of metadata models and standards are key to Current Research Information
Systems (CRIS), especially in achieving higher levels of interoperability with internal
and external systems. At the same time, it is needed to assure metadata quality in this
endeavour. Wiley [11] and Allen [1] define metadata quality criteria: completeness,
accuracy, consistency, standardization, machine-processable, and timely. Also, FAIR
(Findability, Accessibility, Interoperability, and Reusability) principles [12] must be
considered since they are crucial for metadata quality in CRIS.

Empirical studies [2—4] state that metadata quality should be enhanced by cleaning,
disambiguation, deduplication, enrichment and validation of metadata. These processes
are related to metadata curation that should be carried out after metadata collection. The
peril of ignoring metadata standards and its quality in a CRIS have several implications in
the performance of research organizations [9]. Even research assessment can be affected
by metadata quality due to the need for all institutional research outputs to be collected
and described in a standardized way in a single system [3] at regional, national and
institutional levels.

A VLIR-UOS' Joint project entitled “Improving quality control and monitoring of
scientific publications on national and institutional levels” was launched to address this
and other issues related to scientific publications. The project is developed through the
cooperation of six universities from Cuba, Belgium and Peru: University of Havana,
University of Pinar del Rio, National Agrarian University of La Molina, University
of San Ignacio Loyola, Hasselt University and Antwerp University. With the general
objective of “Enhancing the quality of scientific publications as part of the research
output”, in Cuba the project faces the problem of setting up a system capable of gathering
comprehensively the research output metadata at national level. The Sceiba? platform
aims to be the answer to this problem. Metadata quality is a key element to consider by
the platform.

This paper introduces the Sceiba platform, focusing on the processes by which meta-
data quality is assured. Section 2 gives a general description of the structure, the metadata
model and the metadata aggregation pipeline of Sceiba. Section 3 exposes how metadata
quality is ensured and enhanced in Sceiba, using as an example the application Identifi-
cation System for Cuban Research Organizations. Final considerations, main challenges
and further developments are presented in Sect. 4.

2 Sceiba Structure, Pipeline and Metadata Model

The Sceiba platform is powered by Invenio?, an open-source framework to build reposito-

ries. It follows the next-generation repositories principles from COAR*. Sceiba emerges

! Vlaamse Interuniversitaire Raad - Universitaire Ontwikkelingssamenwerking’ (VLIR-UOS),
more information about the project can be found in https://www.vliruos.be/en/projects/project/
227pid=4202.

2 Sceiba is a word that arises from the combination of the Latin “sci” and Ceiba, a leafy tree
considered sacred by several Cuban traditions.

3 https://invenio.readthedocs.io/en/latest/.

4 https://www.coar-repositories.org/news-updates/what-we-do/next-generation-repositories/.


https://www.vliruos.be/en/projects/project/22?pid=4202
https://invenio.readthedocs.io/en/latest/
https://www.coar-repositories.org/news-updates/what-we-do/next-generation-repositories/

108 E. Arencibia et al.

as an open system, acting as a framework to build applications for evaluating and mon-
itoring scientific publications. The platform collects and manages scientific publica-
tion metadata and metadata linked to identification systems for organizations and per-
sons. Metadata standardization relies on using controlled vocabularies and persistent
identifiers where possible.

Sceiba is divided into the following components:

Sceiba Core: manages scientific publications and main sources.

Organizations Identification System: manages research organizations profiles.
Persons Identification System: manages research related persons’ profiles.

System for Controlled vocabularies: manages vocabularies related to research data
and metadata.

Tools for monitoring and evaluation

Sceiba applies a three-layer Metadata Architecture, as proposed by Jeffery [6], to
ensure the quality of metadata. Sceiba’s feeding sources use heterogeneous metadata
standards and schemas like DCMI (DC terms), Qualified DC, CERIF or ontologies.
Others, like domestic developed systems, do not assume international and recognized
standards. The metadata standards used in the discovery metadata (first layer) have the
advantage of enabling the easy linkage of large numbers of scientific publications. How-
ever, they insufficiently describe the relationships between those publications, persons
and organizations involved in publications as research outputs. “The syntax of flat meta-
data standards is often insufficiently formal, the semantics presented are rudimentary,
they do not handle multilingualism well, they do not respect referential integrity, and
they do not handle temporal relationships well” [13].

Because of the disadvantages of flat metadata standards, it was chosen to add contex-
tual metadata (second layer) that offers structured relationships inspired by the CERIF
[7] and GRID models®, mainly based on persistent identifiers usage (see Fig. 1). The
contextual metadata allows rich information on many publications’ aspects, including
the required metadata fields about the context, provenance, organizations, and persons.
Also, detailed metadata from the domain (third layer) is needed, with the use of rich
semantics in the contextual metadata layer and the ability to crosswalk from one seman-
tic term to another. The domain metadata layer is oriented, but not limited to, the quality
of scientific publications or criteria related to their visibility and impact.

The three-layer metadata architecture and metadata quality have a significant
impact on the metadata aggregation process implementation. Therefore, an aggregation
metadata pipeline (see Fig. 2) is in development with four general stages:

e Collection of data from primary and secondary sources with heterogeneous metadata
models and standards.

e Transformation of raw data into Sceiba’s internal metadata models. This stage includes
processes like cleaning, disambiguation, deduplication, entity linking, validation,
standardization, and enrichment using a semi-automated approach aligned to FAIR
principles.

3 https://grid.ac/format.
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Fig. 1. Identifiers in Sceiba

e Storing the metadata considering the most probable scenarios for recovering by per-
sistent identifiers, text fields, and relationships between publications and other entities
included metadata model (see Fig. 3).

e Exposure of metadata using standards to guarantee interoperability and reusability.
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Fig. 2. Sceiba metadata aggregation pipeline

The Sceiba metadata model involves entities like Persons, Organizations, Sources,
and Scientific Publications (see Fig. 3). Sceiba Core works as an aggregator at the national
level and therefore requires, in each metadata record, additional source information from
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the original content providers to be encoded. Provenance-related metadata also ensures
compatibility with OpenAIRES.

All records of each entity have persistent identifiers, brought from original sources
if they exist or added in the enrichment processes. In addition, Sceiba also assigns
unique identifiers intended to be persistent as long as the platform lives. By working in
this way, an instance with different identifiers in different sources is unified in Sceiba.
Relationships are established using Sceiba ID (See Fig. 1 for an example of the persistent
identifiers used in different sources that are incorporated into Sceiba).
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Fig. 3. Main entities in Sceiba platform.

Note: Fields with an asterisk (*) are those following other standards than the main
used for each entity.

3 Enhancing the Metadata Quality in Sceiba Organizations

Sceiba includes the development of an Identification System for Cuban Organizations
called Sceiba Organizations (see Sceiba components in Sect. 2). It aims to enable con-
nections between organization records in various systems. This application component
only includes officially registered research organizations as listed by the National Office
of Statistics and Information of Cuba (ONEI, Spanish acronym). The data is collected

6 https://guiasopenaire4.readthedocs.io/es/latest/use_of_oai_pmh.html#formato-de-los-met
adatos.
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automatically from public Microsoft Excel documents, and cross-walked into the Sceiba
datamodel. There are several types of organizations in the official ONEI registry (primary
and authority source), so those that are of interest in the context of scientific publications
are selected by a cleaning process.

Constraints emerge from the use of the ONEI source: although the data is accessed
openly, international metadata standards or internationally recognized persistent iden-
tifiers are not used. Besides, its structure is not intuitive and is dispersed over several
files. Because of these and other issues, it was needed to add a contextual metadata layer.
This second layer was developed using the GRID data model, the Cuban organizations
context and the wikidata registries. The project is considering the integration of ROR’s
data®, as GRID is passing the torch to ROR. Both are a great inspiration for this Sceiba’s
component application.

Disambiguation has been more labour intensive for organizations’ metadata of com-
ing from ONEI and GRID, because of the initial absence of persistent identifiers in
the ONEI metadata. The enrichment will come from other sources such as Wikidata,
ROR and ISNI. Wikidata is gaining popularity in libraries as an open and collaborative
global platform for sharing and exchanging metadata [10]. The Sceiba organizations
identification system is able to collect data from every Cuban research organization, and
with more options possible when a Wikidata ID is available. For instance, the Sceiba
integration with Wikidata allows to expose statistical graphs with data from Wikipedia
about the organizations and link them to more details in Scholia’ website.

Enrich metadata through curation is a process that can’t be fully automated, therefore,
to put a human in the loop, user interface was designed to allow actions such as duplicate
detection, disambiguation and enrichment of records. The user interface allows selecting
a master organization, searches for possible duplicates and disambiguates and merges
fields when applicable.

The algorithms for duplicate detection are based on external identifiers. In case of any
match they are considered as the same organization. Sceiba keeps ONEI codes, already
transformed into URIs and links unequivocally with common persistent identifiers used
internationally for organizations identification (see Fig. 1), when possible. Offering this
way a service to identify them more easily henceforth. Therefore, if reviewers find
inconsistency they can correct them through the curation user interface.

The project is working on an approach which combines rule-based, machine learning
and manual approach to connect heterogeneous author affiliations in scientific publica-
tions to known research organizations. Thus, possible duplicates of organizations will
be detected applying the parametrized finite-state graphs method proposed by Gélvez &
Moya-Anegoén [5] and through human processing. Using this mixed disambiguation
method would reduce the amount of manual reviewing to the most difficult cases, increase
the precision of disambiguation in organization-scientific publication relationships and
facilitate more accuracy in control and monitoring of scientific publication at institutional
and national levels.

7 https://grid.ac/.
8 https://ror.org/.
9 https://scholia.toolforge.org/.
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Updating organization information and managing organizational hierarchies is a
challenging issue during enrichment processes. Subordination relationships are repre-
sented between organizations already included in the ONEI registry. How to get a deeper
and comprehensive representation of organizational hierarchy is a pending task in the
project. Much more work needs to be done to clarify workflows and methods.

Also, the self-update procedure by organizations to improve the content curation of
metadata is still in development. Sceiba proposes a follow-up report on the completeness
of organizations’ metadata. Organizations will be required to complete the mandatory
and recommended metadata according to the Sceiba metadata model on a periodic basis.

The quality control process in the transformation of the data, seeks to ensure not
only that it is complete but also that its syntactic and semantic value, and its overall
compliance with the aforementioned quality metadata criteria and FAIR principles (e.g.
the use of the OpenAire validator to confirm that it complies with OpenAire guidelines)
is realized. Thanks to the use of international standards and this FAIRification workflow,
quality metadata related to Cuban organizations will be reusable, looking for improving
records in domestic systems and feeding other organization identification systems (e.g.
ROR) to improve Cuban organizations visibility on those international databases.

4 Challenges and Further Work

The paper focuses on the challenges about metadata quality. Improving the quality of
metadata will always be essential to achieve Sceiba’s objectives. It means the further
development of the Sceiba metadata model to include other entities such as projects
and other research outputs besides scientific publications, going deeper on details in the
domain of research systems, the improvement of curation and transformation operations
of metadata and the exposure of metadata for reuse in the context of open data and open
science. Crucial in this process will be cooperation with data creators on improving
records and metadata.

The project is also developing policies and workflows for quality control and mon-
itoring of scientific publications, taking in account the specificity of Spanish-speaking
countries like Cuba and Peru, with a large scientific production that is not taken in account
in the international citation databases. A vision has been worked out about policy and
guidelines to ensure the sustainability and adoption of Sceiba principles for quality con-
trol and monitoring of Cuban scientific publications at the national and institutional
levels. The policy and guidelines will be the subject of another paper.

The challenges for the project will be to address the development of the platform,
with a strong focus on metadata standards and quality, while implementing the specific
policies and workflows developed by Sceiba.
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Abstract. Realizing a data-driven application or workflow, that con-
sumes bulk data files from the Web, poses a multitude of challenges
ranging from sustainable dependency management supporting automatic
updates, to dealing with compression, serialization format, and data
model variety. In this work, we present an approach using the novel
Databus Client, which is backed by the DBpedia Databus - a data asset
release management platform inspired by paradigms and techniques suc-
cessfully applied in software release management. The approach shifts
effort from the publisher to the client while making data consumption and
dependency management easier and more unified as a whole. The client
leverages 4 layers (download, compression, format, and mapping) that
tackle individual challenges and offers a fully automated way for extract-
ing and compiling data assets from the DBpedia Databus, given one com-
mand and a flexible dependency configuration using SPARQL or Databus
Collections. The current vertical-sliced implementation supports format
conversion within as well as mapping between RDF triples, RDF quads,
and CSV/TSV files. We developed an evaluation strategy for the format
conversion and mapping functionality using so-called round trip tests.

Keywords: Data dependency management - Data compilation + Data
release management platform - Metadata repository - ETL

1 Introduction

With the growing importance of transparent, reproducible, and FAIR publishing
of research results as well as the rise of knowledge graphs for digital twins in cor-
porate and research environments in general, there is on t