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Abstract. Due to the lack of motion information, action recognition in
still images is considered a challenging task. Previous works focused on
contextual information in the image, including human pose, surrounding
objects, etc. But they rarely consider the relation between the local pose
and the entire human body, so that poses related to the action are not
fully utilized. In this paper, we propose a solution for action recognition
in still images, which makes complete and effective use of pose infor-
mation. The multi-key points calculation method is carefully designed
for generating pose regions that explicitly includes possible actions. The
extensible Pose-Enhanced Relation Module extracts the implicit rela-
tion between pose and human body, and outputs the Pose-Enhanced
Relation Feature which owns powerful representation capabilities. Sur-
rounding objects information is also applied to strengthen the solution.
Through experiments, it can be found that the proposed solution exceed
the state-of-the-art performance on two commonly used datasets, PAS-
CAL VOC 2012 Action and Stanford 40 Actions. Visualization shows
that the proposed solution enables the network to pay more attention to
the pose regions related to the action.
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1 Introduction

Action recognition is a core task in the field of computer vision, and it has a num-
ber of applications in real life like video surveillance and motion sensing games.
In the study of the task, still images based action recognition tends to receive
less attention, since still images don’t have motion or temporal information like
videos, which makes it difficult to capture useful features. In order to fully dig
out the information in still images, the researchers set their sights on contextual
cues other than the human body. At present, poses and surrounding objects
are usually used like in [12,19]. Due to the development of pose estimation and
object detection technology, it’s not difficult to obtain these features.

However, while applying these contextual features, the further relation
between them and human body features is seldom considered in existing meth-
ods. For surrounding objects, the situation is slightly better, because the interac-
tion between human body and objects is generally obvious; but for pose feature,
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since its relation with the human body is not obvious, it is processed in an inde-
pendent branch in most cases [4]. And addition or concatenate is performed to
simply fuse it before classification. Applying these methods sometimes leads to
incorrect predictions, especially when there is no object information to assist.

Applauding Jumping

Right Hand: Up

Fig. 1. An example of “similar pose, different action”. The actions of the characters
on the left/right are different (applauding/jumping), but the local poses (such as the
right hand) show higher similarity.

An example that may lead to a false prediction is shown in Fig. 1: Although
the people in two images perform different actions, the pose of a certain part may
be similar. In this case, the local pose feature becomes a misleading item, and
the entire body feature is needed for correct predictions. This reveals that the
partial pose and the entire human body are not isolated, and the combination
of the two may be able to better eliminate misleading information.

The self-attention mechanism provides a good foundation for dealing with
this situation. Self-attention is widely used in deep learning works. It emerged
from natural language processing [15] and soon impacted computer vision tasks
like object detection [10]. Its main function is to learn the correlation between
features, which is exactly what we need. In the action recognition scenario, self-
attention mechanism can be applied to model the correlation between the con-
textual features and the human body feature.

Inspired by self-attention mechanism and its application in action recogni-
tion, we propose a solution for action recognition in still images. The contribu-
tions of this work can be summarized as follows:

– The multi-key points calculation method is designed to convert pose key
points into bounding box format pose regions. The generated pose regions
include the actions that may be reflected by the joints, which is helpful to
establish the connection between the actual action and the pose region.

– We propose a novel Pose-Enhanced Relation Module to model the relation
between the local pose and the entire human body. This relation is implicit
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in the Pose-Enhanced Relation Feature output by the module. To the best of
our knowledge, the proposed method is the first one to focus on this relation.
Moreover, the Pose-Enhanced Relation Module can be easily extended.

– The proposed solution has obtained competitive results in experiments. The
results reach new state-of-the-art performance on the Stanford 40 Actions [18]
test set and the PASCAL VOC 2012 Action [3] validation set. Ablation study
and visualization illustrate the effectiveness of the proposed solution.

2 Related Work

2.1 Action Recognition in Still Images

Consistent with many computer vision tasks, action recognition in still images
has undergone a transition from traditional methods to deep learning methods.
But what remains the same is the idea of assisting the task with contextual
information. Traditional solutions usually use hand-crafted features and combine
them with machine learning methods [17]. The neural network doesn’t need to
manually design features, so researchers pay more attention to the use of features
and the mining of deep-level features. Gkioxari et al. [8] mainly captures the key
areas in the image, and doesn’t care about its specific meaning. Zhao et al. [19]
and Fang et al. [4] use pose features explicitly to assist action recognition. New
discoveries in computer vision have also been introduced to the task, such as the
attention mechanism [16]. Due to the lack of motion information in still images,
there is even a way to generate hallucinated motion information for images [6].

2.2 Pose Estimation

Pose estimation is an important pre-work for action recognition. It aims to obtain
the key points corresponding to human joints and connect them. Pose estimation
has also entered the era of deep learning, and its methods can be roughly divided
into top-down methods like [2] and bottom-up methods like [13]. The former
relies on the pre-generated human part, and the latter starts from the joints.
Generally, the top-down methods perform better in accuracy, while the bottom-
up methods control the inference time better in multi-person pose estimation.

Multi-person pose estimation is more challenging because both the inference
speed and the accuracy between different people should be considered. Related
method [5] is used in the pose regions generation section of this paper.

3 Approach

In this section, we will show the pose regions generation method and pose-
enhanced relation module.
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Fig. 2. The overall framework of the proposed method.

3.1 Framework Overview

The overall framework of the proposed method is presented in Fig. 2. The image,
human bounding box, objects bounding boxes, and pose regions are taken as
inputs, and the final output is the probabilities of each action. Among three kinds
of bounding box formatted information, human body bounding box is provided
by datasets, objects bounding boxes can be detected by Faster R-CNN [14], and
pose regions will be generated by the method that will be introduced later.

The image will be sent to the feature extractor first. Here we choose
ResNet [9] because of its efficiency. It can be replaced with other backbones
since it’s not the key part. ROI Pooling [7] is applied to obtain the instance fea-
ture map. Here the input includes the three kinds of bounding boxes introduced
earlier. Therefore, the ROI Pooling layer will output 3 branches. They are sent
to the ResNet Block5 and an FC layer, which will generate the basic features
on human body, pose and objects. Then these basic features are input into the
Pose-Enhanced Relation Module and the enhanced relation features will yield.
Finally, the relation features are fused with the basic features and participate in
the final prediction.

3.2 Pose Regions Generation

The concept of pose regions has been mentioned in Sect. 3.1. The pose estimation
network can recognize the human pose, but its output format is the key points,
which is difficult to use directly, so further transformation is required. In brief,
it takes two steps to complete this process. First, the pose estimation network
is applied to generate pose key points. Then a certain number of pose regions
are calculated through the combination of key points. The final format of pose
regions is the coordinate form consistent with the bounding box.
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Fig. 3. The process of pose region generation.

The process of generating pose regions is shown in Fig. 3. Specifically, the
first step should be cropping the required person according to its bounding box.
Then AlphaPose [5] which can handle multi-person scene is applied to estimate
poses, and finally 10 pose regions are calculated through key points.

There are two details to pay attention to: First, although most irrelevant
characters have been removed by cropping, it is still possible to recognize multiple
poses. If this happens, only the pose with the highest confidence will be chosen.
In addition, AlphaPose cannot estimate the pose for a few images. There are
many reasons, such as: the image is too small, the image is too blurry, or the
human body is severely occluded. One solution is to use blank regions instead,
but this may adversely affect the recognition results. In the proposed method, if
this happens, the human bounding box will be divided into 16 parts, and then
one or more (up to 4) parts will be randomly allocated to each pose region. In
this way, there are always useful regions being sent to the network.

In order to better reflect the actions embodied by the pose in pose regions,
when calculating the coordinates of pose regions, we try to avoid the situation
where only one key point is used to calculate a region. For example, the “right
elbow” region in Fig. 3 contains information about the bending of the elbow,
and 3 key points are used to calculate it. We call it multi-key points calculation
method. The key points for calculating each region are illustrated in Table 1.

Table 1. 10 pose regions and corresponding key points.

Region Key points

Head Nose, Left/Right ear

Body Left/Right shoulder, Left/Right hip

Left hand Left wrist, Left elbow

Right hand Right wrist, Right elbow

Left elbow Left wrist, Left elbow, Left shoulder

Right elbow Right wrist, Right elbow, Right shoulder

Left foot Left knee, Left ankle

Right foot Right knee, Right ankle

Left knee Left knee, Left ankle, Left hip

Right knee Right knee, Right ankle, Right hip
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3.3 Pose-Enhanced Relation Module

As mentioned in Sect. 1, the structure which deals with contextual features
should be easy to extend and has strong learning capabilities. Therefore, inspired
by [12], the Context-Enhanced Relation Structure shown in Fig. 4 is applied. It
can be seen that the structure is symmetrical. The main advantage of such
structure is that it not only considers appearance information, but also cap-
tures position information through location encoding which uses trigonometric
functions to handle the relative position of the bounding boxes.

Human Feature Contextual Feature

Wh Wc

Whc

Scaled Dot

Human BBox Context BBox

WR

Wloc Wloc

Location 
Encoding

Location 
Encoding

WR

Contextual-Enhanced 
Relation Feature

Human-Enhanced 
Relation Feature

Mat MultiplyMat Multiply

Fig. 4. Details of context-enhanced relation structure.

The final relation feature shown in Fig. 4 can be computed as follows:

fR = fc(
∑

(WR · fh or c)) (1)

Here, WR is the relation weight, which contains attention information from both
location and appearance (reflected in Wloc and Whc respectively ). fc is a fully
connected layer. h, c in the subscript represent human and context.

Context-Enhanced Relation Structure is powerful, but it can only handle two
types of contextual features. In the proposed solution, the pose regions generated
in Sect. 3.2 are added to enhance this module. This is different from [12].

There are two main considerations for adding pose regions:
First, which features need to be combined with the pose feature? Only com-

bining human body feature, or combining both human body feature and objects
feature? Our choice is the former. The reason is that the relation between objects
and poses is not obvious, and it may have been implicit in the human-object fea-
ture. So it’s redundant to repeat learning and add useless parameters.

Second, when there are only two types of relation features, the weights of
them can be set to 1 for symmetry. However, the addition of the pose feature
creates two more relation features. How should the ratio of these relation features
be set? In the proposed solution, the final ratio for each relation feature is:

fho : fhp : foh : fph = 1 : 1 : 2 : 2 (2)
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Here h, o, p represent human/object/pose. Larger weights are set on the latter
two, mainly to force the network to pay more attention to contextual cues. The
structure of the pose-enhanced relation module is shown in Fig. 5. fho and fhp
are merged, so the module outputs 3 types of relation features.

In addition, the idea of Multi-head Attention [15] is also applied in the pro-
posed solution. As presented in Fig. 5, multiple pose-enhanced relation modules
(the actual number is 16) are employed to accept different part of the features.
The advantage is that different modules can focus on the learning of its own
input part, so as to better capture the features of different part in the input.
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Fig. 5. Details of pose-enhanced relation module and its multi-head form.

3.4 Score Fusion and Loss Function

As shown in Fig. 5, 3 types of relation feature are generated finally. They will be
added to the corresponding basic feature and then input into a fully connected
layer to obtain the final classification score. For each action a, the score is:

Score(a) = Scoreahuman + maxa
object 1...m + maxa

pose 1...10 (3)

Here m equals to the number of the surrounding objects, and the max operation
selects the highest score of multiple objects/poses for action a. After getting the
classification score, softmax is used to convert it to probability and compute
the loss. For convenience, cross entropy loss is applied, whose expression is:

loss = −log(
exp(Score((agt)))∑

a exp(Score(a))
) (4)

4 Experiments

In this section, we introduce some experimental details and evaluate the proposed
solution on two public datasets.
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4.1 Experiment Settings

Consistent with what was mentioned above, we use ResNet50 as the backbone
network and, like most computer vision tasks, initialize the parameters with the
pre-trained weights on ImageNet. In terms of the optimizer, we use the SGD
optimizer, set the momentum to 0.9 and the weight decay to 5× 10−4. In terms
of the learning rate, we use cosine annealing method to control the attenuation of
the learning rate so that it can be reduced from 3×10−5 to 1×10−6 in 20 epochs.
The collection of three kinds of bounding boxes has been introduced earlier, that
is, human bounding boxes are provided by the datasets, objects bounding boxes
are detected by Faster R-CNN, and pose regions are generated using the method
proposed in Sect. 3.2. All experiments are done on an NVIDIA TESLA K80 GPU,
and the deep learning implementation framework is MXNET [1].

4.2 Comparison with Other Methods

PASCAL VOC 2012 Action and Stanford 40 Action are two classic public
datasets for action recognition in still images, and both datasets provide human
bounding box annotations. Therefore, the proposed solution is evaluated on
them.

PASCAL VOC 2012 Action. Due to the limitation of the test set, we choose
to evaluate the proposed solution on PASCAL VOC 2012 validation set which
is fully public. The results are shown in Table 2.

Table 2. Average precision (%) on the PASCAL VOC 2012 validation set.

Method Jumping Phoning Playing
instrument

Reading Riding
bike

Riding
horse

Running Taking
photo

Using
computer

Walking mAP

R*CNN [8] 88.9 79.9 95.1 82.2 96.1 97.8 87.9 85.3 94.0 71.5 87.9

Attention [16] 87.8 78.4 93.7 81.1 95.0 97.1 96.0 85.5 93.1 73.4 87.1

Part action [19] 89.6 86.9 94.4 88.5 94.9 97.9 91.3 87.5 92.4 76.4 90.0

Object relation [12] 89.2 89.8 96.5 87.6 98.2 99.1 92.3 91.6 95.2 79.2 91.9

Ours 92.3 91.4 96.9 89.1 97.2 99.0 92.1 90.8 95.5 78.9 92.3

According to the results in Table 2, the proposed solution has achieved new
state-of-the-art performance on the PASCAL VOC 2012 validation set. In terms
of specific actions, jumping, reading and phoning gain the largest increase (at
least 1.5 AP%), which directly drives the growth of the overall mAP. For the
two actions of playing instrument and using computer, the proposed solution
still maintains the lead, but the advantage is smaller. For the two actions of
walking and riding horse, although the proposed solution is not optimal, it is
extremely close to the state-of-the-art. The remaining few actions lag behind
the state-of-the-art by more than 0.8 AP%. To sum up, the proposed solution
obtains excellent classification results on the PASCAL VOC 2012 validation set.
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Stanford 40 Action. Stanford 40 Action is a larger dataset than PASCAL
VOC 2012 Action. Its training set has 4000 images while the test set has 5532.
The results of the proposed solution on the Stanford 40 Action test set are shown
in Table 3. Since the dataset has 40 classes, it’s impossible to list them all here.

Table 3. Mean average precision (%) on the Stanford 40 Action test set.

Method mAP

Human mask loss [11] 91.1

Part action [19] 91.2

Object relation [12] 93.1

Ours 93.2

In the experiment on the Stanford 40 Action test set, the proposed solution
has surpassed the current state-of-the-art, and it has a more considerable increase
compared with the previous method using pose features. It should be noted that
we reproduced the experimental results on the source code of [12], and the best
result is 92.8% mAP. The proposed solution is built on this source code, and
when similar settings are employed, it can reach 93.2% mAP. Therefore, the
proposed solution may be able to surpass the current state-of-the-art more if
implementation differences are considered.

In addition, the above comparisons are all performed under ResNet50, and
stronger backbone is not used here. According to the result of [12], applying a
stronger backbone may further improve the result.

Ablation Study, Visualization and Analysis. In general, the proposed solu-
tion has added two parts compared with previous methods: one is to apply the
pose regions generated by the key points, and the other is to fuse the pose
regions with the human body feature through relation module. In order to ver-
ify the effectiveness of these two parts, ablation experiments were conducted on
the PASCAL VOC 2012 validation set, and the results are reported in Table 4.
It should be noted that the baseline of the experiment is exactly the scheme
in [12]. The solution of directly adding pose features to the classifier and fusing
pose features with the relation module will be verified.

Table 4. Ablation study on the PASCAL VOC 2012 validation set.

Method Jumping Phoning Playing
instrument

Reading Riding
bike

Riding
horse

Running Taking
photo

Using
computer

Walking mAP

- 89.2 89.8 96.5 87.6 98.2 99.1 92.3 91.6 95.2 79.2 91.9

+pose 91.9 89.5 96.2 87.8 97.3 98.9 92.2 90.7 95.5 76.3 91.6

+pose, +relation 92.3 91.4 96.9 89.1 97.2 99.0 92.1 90.8 95.5 78.9 92.3
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According to the results, it can be found that if the pose feature is just
simply added to the classifier, the overall mAP would be lower than the group
without the addition. From the perspective of a single action, the group of simply
adding pose feature has a drop in the classification results of almost all actions,
but jumping and using computer are exceptions. Take a look at the example in
Fig. 1, we guess that pose information may be helpful for classifying actions that
are not related to objects, but it is limited to certain actions, because the result
of the walking action has declined. Obviously, the way of fusing pose information
with human body feature through the relation module is more effective.

(a) Applauding (b) Waving hands (c) Drinking

(d) Holding an umbrella (e) Phoning (f) Smoking

Fig. 6. Some visualization results on the Stanford 40 Action dataset. The green box is
the human bounding box. The red box is the pose region with the highest pose relation
weight. The yellow box is the pose region with the lowest pose relation weight. The
relation weight value is marked on the top of the pose region. (Color figure online)

We analyze the role played by the pose through visualizing the pose relation
weight. In general, the proposed solution makes a certain pose region get the
focus of the network, and usually this region is the key to action classification
from the perspective of human intuition. If there is no interaction with the object,
the network will pay attention to the pose region where the action is performed,
as shown in Fig. 6 (a)(b); if the action is associated with objects, the network
will pay attention to the pose region related with the object, as shown in Fig. 6
(c)–(f). Correspondingly, the pose region which is not related to the action gets
a lower pose relation weight, consistent with the expectation.

In order to further explore what type of action the proposed solution is
suitable for, the top 3 and bottom 3 of the results on the Stanford 40 Action
test set are listed in Table 5.

From the results, it can be seen that the classification results are generally
better for images with clear objects and pose information. The result is relatively
poor for actions like Waving Hands which has no surrounding objects. Such
action may be confused with others. For the other two actions with poor results,
we guess that it is because they don’t follow a fixed action pattern. For example,
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Table 5. Top 3/bottom 3 classification results on the Stanford 40 Action test set.

Top3 AP Bottom3 AP

Playing violin 99.9 Pouring liquid 77.9

Holding an umbrella 99.7 Waving hands 79.6

Riding a horse 99.9 Taking photos 82.6

when pouring liquid, the hand movement may be upward or downward, which
may cause misclassification. How to make the network adapt to such variability
is still a problem that needs further exploration.

5 Conclusion

In this paper, we propose a solution that makes full use of various contextual
features especially pose to assist action recognition in still images. By generating
pose regions with action cues and fusing them with the human body feature in
the Pose-Enhanced Relation Module, the proposed solution solves the problem of
insufficient pose information usage in previous methods, and has achieved leading
results on public datasets. Based on the analysis of the action classification
results, adapting the solution to different action patterns may be a problem
worth studying in the future.
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