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Abstract. Present study aims at evaluating the performance of versatile machine
learning techniques such as Support Vector Machine, Bagged trees, Boosted trees
and RUSBoosted trees in classification of the strength of concrete blocks into three
classes: low, medium and high. Ten-fold cross validation was performed on the
dataset to classify the concrete strength. The algorithms were compared in terms
of ROC (area under the curve) and accuracy of classification. The bagging ensem-
ble method outperformed all other methods. Among the SVM methods, the cubic
SVM performed better when compared to quadratic and medium Gaussian meth-
ods. This study will be highly beneficial in classification of concrete under limited
input dataset without going through the drudgery of performing the physical tests
on the concrete blocks.
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1 Introduction

The combination of aggregate, cement, and water is a composite construction material
which is popularly known as concrete. It is a commonly used manufactured item world-
wide for construction purpose which has varied properties (Lomborg 2001). Depending
on the need of the work the strength and appearance of concrete will be attained by
the selection of concrete mix and the same has been decided by local legislation and
building codes. The main considerations while designing any concrete mix layout are (i)
the required strength, and (ii) the exposed weather condition while in service (Castelli
et al. 2013). Particularly for concrete, the compressive strength is deliberated as one of
the most significant characteristics remarkable for designing the proper mix of ingre-
dients as well as for ensuring quality control. Even more, forecasting the strength of
concrete is crucial in any concrete-based building construction. In order to envisage

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
J. A. Fonseca de Oliveira Correia et al. (Eds.): ASMA 2021, STIN 19, pp. 179-193, 2022.
https://doi.org/10.1007/978-3-030-98335-2_12


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-98335-2_12&domain=pdf
https://doi.org/10.1007/978-3-030-98335-2_12

180 N. Natarajan et al.

the required strength of concrete, many strategies are attempted by various researchers.
Abram’s exponential mathematical model is a well-known methodology to examine
the concrete strength. It is additionally useful for concrete mix design and also quality
assurance of concrete. This model connects the volumetric ratio of water to cement,
to assess the strength of concrete in a typical 28 days period for testing (Gupta et al.
2006). The continuous concrete strength improvement can be checked using maturity
meter and this examination gives a reliable outcome on keeping track the strength of
concrete (Luke et al. 2002). Further, researchers have suggested different techniques for
forecasting the concrete strength (Hwang et al. 2004; Kim et al. 2004). The strength-
porosity design suggested by Balshin and gel-space ratio equations proposed by Power
are widely employed to approximate the compressive strength of foam concrete in its
various forms such as paste, mortar and regular mix (Nambiar and Ramamurthy 2008).
Nonetheless, these techniques have considered only a few criteria such as maturation of
concrete as well as concrete mix proportions. Normally, these standard approaches have
actually been developed with restricted data.

As one of the versatile predictive tools in machine learning, Artificial Neural Net-
work (ANN) excels in several engineering applications. Researchers have accomplished
a sensible level of success making use of ANN in civil engineering applications. ANNs
applications have been anticipate to predict the settlement of superficial foundations in
geotechnical problems (Shigidi et al. 2003), structural engineering (Rogers et al. 1994),
as well as forecast of concrete strength with mix design (Kasperkiewicz et al. 1995; Oh
et al. 1999). Concrete strength prediction has been obtained by Lai and Serra (1997)
using neural networks. Guang and Zong (2000) proposed multi-layer feed-forward neu-
ral network (MFNN) for its application in predicting compressive strength of concrete
based on 28-day test results. Sanad and Saka (2001) have extended the application of
neural networks to deep beams with reinforced concrete for predicting the ultimate
shear strength. Lee (2003) has introduced another smart application called I-PreConS
(Intelligent PREdiction system of Concrete Strength) using ANN. Kim et al. (2005)
utilized probabilistic neural networks for a range of concrete mix proportions to forecast
the compressive strength. Gupta et al. (2006) have introduced a neural expert system
to forecast the concrete strength which takes inputs such as proportioning of concrete,
adopted methodology and duration for curing, physical dimensions of the specimen (size
and shape), and the prevailing environmental conditions (relative humidity, temperature,
wind speed etc.). The compressive strength data from ultrasonic pulse velocity measure-
ments has been analysed with multiple regression analysis as well as artificial neural
networks (Kewalramani and Gupta 2006). ANN has been efficiently used in modelling
the correlation between these velocity measurements and strength of concrete (Topcu
et al. 2008). Sobhani et al. (Sobhani et al. 2010) have reported that the prediction of 28-
day-based compressive strength with neural network models and ANFIS models were
a lot more possible than traditional regression models.

Chou et al. (2011) have compared various data-mining techniques such as ANN,
support vector machines (SVM), multiple regression, multiple additive regression trees
and bagging regression trees to optimize the prediction accuracy of compressive strength
of concrete. These approaches were also found to be effective for predicting concrete
strength when prepared with foreign materials such as fly ash (Yu et al. 2018) and silica
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fume (Ozcan et al. 2009) as additives as well as for recycled aggregate concrete (Duan
et al. 2013). Further, the elastic modulus of different types of concrete (normal as well
as high strength) was also successfully predicted by ANN (Demir 2008) and fuzzy logic
(Demir 2005). ANN has been further extended to apply in mineral admixture concrete
to predict the strength (Atici 2011). The result exposes that prediction of compressive
strength using ANN is better than multiple regression analysis. However, Chou et al.
(2011) found that multiple additive regression trees performed better in compressive
strength estimation especially when the variations in admixture composition are high.

The research has been further diversified into development of more specific machine
learning techniques for the prediction of compressive strength of concrete. A genetic
programming (GP) method with geometric semantic genetic operators was found to be
ideal for prediction of compressive strength of high performance concrete (Castelli et al.
2013). Yuan et al. (2014) have used hybrid models with genetic based algorithms and
ANTFIS for the same purpose. The combination of artificial neural network and evolution-
ary search protocols such as genetic algorithms, together called evolutionary artificial
neural networks (EANNSs), are successfully implemented by Nikoo et al. (2015) and
Chopra et al. (2016) for predicting the strength of concrete. The recent trends in employ-
ing hybrid approach for predicting structural performance of special types of concrete
can be summarised as: optimized self-learning method for high performance concrete
(Yuetal. 2018); variable analytical approach (a combination of ANN and GP) for soil-fly
ash geo-polymer (Leong et al. 2018); support vector machine for cement-based materials
exposed to sulphate attack (Chen et al. 2018); ANN and SVM for bentonite/sepiolite
concrete (Ghanizadeh et al. 2018); ANN for concrete based on agricultural and build-
ing construction wastes (Getahun et al. 2018); relevance vector machine and emotional
neural network for concrete (Biswas et al. 2019); hybrid ultrasonic-neural prediction
method for eco-friendly concrete screeds with high volume of waste quartz mineral dust
(Sadowski et al. 2019); and hybrid machine learning model with standalone models
for normal concrete (Cook et al. 2019). Though it is evident that several studies have
been conducted on prediction of compressive strength of concrete using various machine
learning techniques, but none of the studies have explored the possibility of classification
of concrete based on the predicted compressive strength.

The determination of the compressive strength of concrete is a time taking cum-
bersome process. If we can build a classifier which can classify the concrete into low,
medium or high strength only on the basis of selected input parameters, it will be very
helpful for the construction engineers to choose the correct type of concrete for the
intended strength requirements without actually testing the concrete which can save
huge amount of time, energy and material resources. In this study, an attempt has been
made for the first time to apply the classification algorithm on the compressive strength
of concrete to attribute as low, medium and high strength. The main focus of this study
is to determine the best classification algorithm which can group the concrete based
on the various input parameters such as presence of coarse aggregate, fine aggregate
such as cement, additives such as blast furnace slag, super-plasticizer and water; time
of concrete testing and manual classifiers such as low, medium and high. It should be
noted that the machine learning experiments were carried out only for the classified data
and not the actual compressive strength data.
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2 Machine Learning Methods

The dataset containing 1005 records of compressive strength of concrete was collected
from the UCI repository. Based on the range of the reported compressive strength values,
it was sorted into three classes as low (<20 MPa), medium (20 to 50 MPa) and high
(>50 MPa). After the manual classification, 196 records belonged to low strength, 616
records belonged to medium strength and 193 belonged to high strength concrete. A
brief description of the selected machine learning methods provides closer insights for
comparing their performance.

2.1 Support Vector Machine

Support Vector Machines is a learning method for prediction and classification of data
where a dataset point is conceived as an n-dimensional vector (Chou et al. 2011). The
basic concept of SVM is to determine a hyperplane that divides the n-dimensional dataset
perfectly into two classes. A brief description of the SVM classifiers used in this study
is given below in Table 1.

Table 1. Description of SVM classifiers

Classifier type Prediction speed | Memory usage Interpretability | Model flexibility

Quadratic SVM Binary: Fast Binary: Medium | Hard Medium
Multiclass: Slow | Multiclass: Large

Cubic SVM Binary: Fast Binary: Medium | Hard Medium
Multiclass: Slow | Multiclass: Large

Medium Gaussian | Binary: Fast Binary: Medium | Hard Medium

SVM Multiclass: Slow | Multiclass: Large

2.2 Bagging Algorithm

The bagging algorithm comprises of classifiers produced by various bootstrap (statistical)
samples (Rogers 1994). Given a standard training set, the bootstrap sample can be
generated by sampling m instances uniformly with replacement (Oh et al. 1999). After
generating a series of T bootstrap samples (B, B>... Bt), individual classifier function
(Cj) can be built from each B;. This can be further evaluated in combination (Cy, C;
...Cr) to identify the final classifier (C™) which is used to define the output class in terms
of its sub-classifiers.
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2.3 Boosting Algorithm

Unlike the Bagging algorithm which defines the classifiers parallel, the adaptive boost-
ing (AdaBoost) algorithm sequentially produces classifiers. The AdaBoost algorithm
essentially tweaks the subsequent weak learners by modifying the input weights of the
training instances, thus adapting in favour of the instances where the data were misclas-
sified by the previously constructed classifiers. This enforces the inducer to converge to
a strong learner by reducing much of the expected and repeating errors among the vari-
ous input distributions. The construction of AdaBoost algorithm consists of producing
a series of T weighted training sets (S1, Sz, ...ST) and T classifiers (Cy, C2, C3... . Cr) in
sequence where T is an integer indicating the number of trials. The final classifier (C*)
is defined as an output of a weighted voting scheme where a certain weight is assigned
to each sample at every iteration. Since the assigned weight of each classifier indicates
the associated error at that stage, the construction of the decision tree can be made in
favour of set of samples with higher weights which indicates better performance.

2.4 RUSboosted Method

RUSBoost is a combination of random under-sampling (RUS) and AdaBoost algorithm
which can handle class imbalance problems in discrete datasets by removing samples
from majority class. At the end of each iteration, the weights are reassigned based on
the estimated errors, and the best class will be identified based on weighted majority.
In order to accurately model the minority classes, the model is allowed to under-sample
the over-represented sample during each iteration.

3 Results and Discussion

In this study, we have employed SVM, and Boosting and Bagging classifiers to clas-
sify the concrete according to its compressive strength as low, medium and high. The
outcomes from each classifier analysis were verified using a tenfold cross-validation
technique.

Quadratic SVM

The quadratic SVM method has achieved 86.4% accuracy in classifying the concrete
strength into low, medium and high. It is observed in Fig. 1 that 136 out of the 193 high
strength samples have been accurately classified. Similarly, 165 out of the 196 low
strength samples, and 567 out of the 626 medium strength samples have been accurately
classified. Figure 2 shows that 96% of the area is under the curve.

Cubic SVM

The cubic SVM method has achieved 87.8% accuracy in classifying the concrete
strength into low, medium and high. It is observed in Fig. 3 that 154 out of the 193
high strength samples have been accurately classified. Similarly, 169 out of the 196 low
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Fig. 1. Confusion matrix obtained using quadratic SVM.
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Fig. 2. Receiver operating characteristic curve (ROC) obtained using quadratic SVM.
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Fig. 3. Confusion matrix obtained using cubic SVM.
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strength samples, and 559 out of the 626 medium strength samples have been accurately
classified. It is interesting to note that cubic SVM has classified high strength and low
strength concrete samples more accurately compared to the medium strength concrete
samples. Figure 4 shows that the area under the curve is 95%. Thus cubic SVM has
outperformed quadratic SVM.
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Fig. 5. Confusion matrix obtained using medium Gaussian SVM.
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Fig. 6. Receiver operating characteristic curve (ROC) obtained using medium Gaussian SVM.



Concrete Classification Using Machine Learning Techniques 187

The accuracy of this method is only 81.3% which is much lower compared to the
other two SVM methods. The same is evident from Fig. 5 where the number of samples
classified as low, medium and high is lower in comparison with quadratic and cubic
SVM. Also, the ROC shows that only 95% of the area is under the curve (Fig. 6). Thus,
it can be concluded that among the SVM methods, cubic SVM performance is the best.

Bagging Method
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Fig. 7. Confusion matrix obtained using bagging method.

The accuracy of this method is 88.4% which is marginally higher when compared to
cubic SVM method. It is observed in Fig. 7 that 147 out of the 193 high strength samples
have been accurately classified. Similarly, 166 out of the 196 low strength samples, and
575 out of the 626 medium strength samples have been accurately classified. Figure 8
shows that the area under the curve is 97%. This method has achieved the highest
accuracy of 88.4% when compared to other classification methods.

Boosting Method

The accuracy of this method is only 86.7% which is marginally lower when compared
to bagging method. It is observed in Fig. 9 that 142 out of the 193 high strength samples
have been accurately classified. Similarly, 157 out of the 196 low strength samples, and
572 out of the 626 medium strength samples have been accurately classified. Figure 10
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Fig. 10. Receiver operating characteristic curve (ROC) obtained using boosting method.

shows that the area under the curve is 97%. Although the ROC curve shows that 97% of
the area is under the curve the accuracy is lower when compared to bagging method.

RUSBoosted Method

This method shows an accuracy of 81.5% which is lowest among all the methods
used in this study to classify the concrete as low, medium and high strength. From Fig. 11,
it can be observed that 160 out of the 193 high strength samples have been accurately
classified. Similarly, 169 out of the 196 low strength samples, and 490 out of the 626
medium strength samples have been accurately classified. Figure 12 shows that the area
under the curve is 97%. The ROC curve shows that only 95% of the area is under the
curve, which is very much similar to the medium Gaussian ROC curve.
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Fig. 11. Confusion matrix obtained using RUSboosted method.
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Fig. 12. Receiver operating characteristic curve (ROC) obtained using RUSboosted method.
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The comparison of the classification of the different methods adopted in this study
is shown in Table 2 below.

Table 2. Accuracy of classification of various methods

S. No. Classification method Accuracy (%)
1 Quadratic SVM 86.4
2 Cubic SVM 87.8
3 Medium Gaussian SVM 81.3
4 Bagging method 88.4
5 Boosting method 86.7
6 RUSboosted method 81.5

It can be concluded from Table 2 that among the SVM methods, the performance of
Cubic SVM is the best. Among the ensemble methods, bagging method has outperformed
boosting and RUSboosted methods.

4 Conclusion

In this study, we classified the concrete as high, medium and low strength using various
classification algorithms. The output from the algorithms was compared with each other
using the classification accuracy. Based on the accuracy, the bagging ensemble method
has outperformed all other classification methods. Among the SVM methods, the cubic
SVM performs better than quadratic and medium Gaussian SVM methods. This classi-
fication study can be used to classify the concrete strength based on the input parameters
without actually performing the laboratory experiment.
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