
Chapter 4
Flag Matroids: Algebra and Geometry
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Abstract Matroids are ubiquitous in modern combinatorics. As discovered by
Gel’fand, Goresky, MacPherson and Serganova there is a beautiful connection
between matroid theory and the geometry of Grassmannians: representable matroids
correspond to torus orbits inGrassmannians. Further, as observed byFink andSpeyer,
generalmatroids correspond to classes in the K -theory ofGrassmannians. This yields
in particular a geometric description of the Tutte polynomial. In this review we
describe all these constructions in detail, and moreover we generalise some of them
to polymatroids. More precisely, we study the class of flag matroids and their rela-
tions to flag varieties. In this way, we obtain an analogue of the Tutte polynomial for
flag matroids.
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4.1 Introduction

The aim of this article is to present beautiful interactions among matroids and alge-
braic varieties. Apart from discussing classical results, we focus on a special class
of polymatroids known as flag matroids. The ultimate result is a definition of a Tutte
polynomial for flag matroids. Our construction is geometric in nature and follows
the ideas of Fink and Speyer for ordinary matroids [16]. The audience we are aim-
ing at is the union of combinatorists, algebraists and algebraic geometers, not the
intersection.

Matroids are nowadays central objects in combinatorics. Just as groups abstract
the notion of symmetry, matroids abstract the notion of independence. The interplay
of matroids and geometry is in fact already a classical subject [21]. Just one of such
interactions (central for our article) is the following set of associations:

matroids/flag matroids/polymatroids → lattice polytopes → toric varieties.

We describe these constructions in detail. They allow to translate results in com-
binatorics to and from algebraic geometry. As an example we discuss two ideas due
to White:

1. combinatorics of basis covers translates to projective normality of (all maximal)
torus orbit closures in arbitrary Grassmannians—Theorem 40;

2. White’s conjecture about basis exchanges (Conjecture 38) is a statement about
quadratic generation of ideals of toric subvarieties of Grassmannians.

Although the idea to study a matroid through the associated lattice polytope is
certainly present already in the works of White and Edmonds, the importance of
this approach was only fully discovered by Gel’fand, Goresky, MacPherson and
Serganova [21]. The construction of associating a toric variety to a lattice polytope
can be found in many sources, we refer the reader e.g. to [9, 17, 49].

The object we focus on is one of the main invariants of a matroid: the Tutte
polynomial. It is an inhomogeneous polynomial in two variables. On the geometric
side it may be interpreted as a cohomology class (or a class in K -theory or in Chow
ring) in a product of two projective spaces.

The applications of algebro-geometric methods are currently flourishing. A
beautiful result of Huh confirming a conjecture by Read on unimodality of chro-
matic polynomials of graphs is based on Lefschetz theorems [28]. This led fur-
ther to a proof of the general Rota-Heron-Welsh conjecture [1]—which we state in
Theorem 93. Although the latter proof is combinatorial in nature, the authors were
inspired by geometry, in particular Lefschetz properties. We would like to stress that
the varieties and Chow rings studied by Adiprasito, Huh and Katz are not the same
as those we introduce in this article. Still, as the focus of both is related to the Tutte
polynomial it would be very interesting to know if their results can be viewed in the
setting discussed here.
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We finish the article with a few open questions. As the construction of the Tutte
polynomial we propose is quite involved it would be very nice to know more direct,
combinatorial properties and definitions.

Note 1 E will always denote a finite set of cardinality n.P(E) is the set of all subsets
of E , and

(E
k

)
is the set of all subsets of E of cardinality k. We use [n] as a shorthand

notation for the set {1, 2, . . . , n}. We will denote the difference of two sets X and Y
by X − Y . This does not imply that Y ⊆ X . If Y is a singleton {e}, we write X − e
instead of X − {e}.

4.2 Matroids: Combinatorics

For a comprehensive monograph on matroids we refer the reader to [43].

4.2.1 Introduction to Matroids

There exist many cryptomorphic definitions of a matroid—it can be defined in terms
of its independent sets, or its rank function, or its dependent sets, amongst others.
One of the most relevant definitions for us is that of the rank function:

Definition 2 A matroid M = (E, r) consists of a ground set E and a rank
function r : P(E) → Z≥0 such that, for X,Y ∈ P(E), the following conditions hold:

R1. r(X) ≤ |X |;
R2. (monotonicity) if Y ⊆ X , then r(Y ) ≤ r(X); and
R3. (submodularity) r(X ∪ Y ) + r(X ∩ Y ) ≤ r(X) + r(Y ).

We write r(M) for r(E). When r(X) = |X |, we say that X is independent,
and dependent otherwise. A minimal dependent set is called a circuit. A matroid
is connected if and only if any two elements are contained in a common circuit. It
can be shown that “being contained in a common circuit” is an equivalence relation
on E ; the equivalence classes are called connected components.

If |X | = r(X) = r(M) we call X a basis of M . We can use bases to provide an
alternative set of axioms with which to define a matroid. We present this as a lemma,
but it can just as well be given as the definition. The diligent reader can check that
each set of axioms implies the other.

Lemma 3 A matroid M = (E,B) can be described by a set E and a collection of
subsets B ⊆ P(E) such that:
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B1. B 	= ∅; and
B2. (basis exchange) if B1, B2 ∈ B and e ∈ B1 − B2, there exists f ∈ B2 − B1 such

that (B1 − e) ∪ f ∈ B.
A reader new to matroid theory should not be surprised by the borrowed termi-
nology from linear algebra: matroids were presented as a generalisation of linear
independence in vector spaces in the paper by Whitney [57] initiating matroid the-
ory. Matroids also have a lot in common with graphs, thus explaining even more
of the terminology used. For instance, very important matroid operations are that
of minors. These are analogous to the graph operations of the same names. As there,
deletion is very simple, while contraction requires a bit more work.

Definition 4 (Deletion and Contraction)

1. We can remove an element e of a matroid M = (E, rM) by deleting it. This yields
a matroid M\e = (E − e, rM\e), where rM\e(X) = rM(X) for all X ⊆ E − e.

2. We can also remove an element e of amatroidM = (E, rM) by contracting it. This
gives amatroidM/e = (E − e, rM/e)where rM/e(X) = rM(X ∪ e) − rM({e}) for
all X ⊆ E − e.

Remark 5 More generally, if M = (E, rM) is a matroid and S is a subset of E , we
can define the deletion M\S (resp. contraction M/S) by deleting (resp. contracting)
the elements of S one by one. We have that rM\S(X) = rM(X) for all X ⊆ E − S
and rM/S(X) = rM(X ∪ S) − rM(S) for all X ⊆ E − S.

We will now give two examples of classes of matroids which show exactly the
relationship matroids have with linear algebra and graph theory. The first one plays
a central role in our article.

Definition 6 Let V be a vector space, and φ : E → V a map that assigns to every
element in E a vector of V . For every subset X of E , define r(X) to be the dimen-
sion of the linear span of φ(X). We have that (E, r) is a matroid, which we say
is representable.

Remark 7 Our definition differs slightly from the one found in literature: typically
one identifies E with φ(E). Our definition does not require φ to be injective; we can
take the same vector several times. We also note that the matroid represented by φ :
E → V only depends on the underlying map φ : E → P(V ), assuming φ(E) ⊂
V \{0}.

If V is defined over a field F, we say that M is F-representable.We can describe
the bases of a representable matroid: X ⊆ E is a matroid basis if and only if φ(X)

is a vector space basis of the linear span of φ(E).

Example 8 (The non-Pappus matroid) Here is an example of a non-representable
matroid: consider the rank-3 matroid R on [9], whose bases are all 3-element subsets
of [9] except for the following (see also Fig. 4.1):
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Fig. 4.1 The non-Pappus
matroid
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{1, 2, 3}, {4, 5, 6}, {1, 5, 7}, {1, 6, 8}, {2, 4, 7}, {2, 6, 9}, {3, 4, 8}, {3, 5, 9}.

If R were representable over a field F, there would be a map [9] → P
2
F

: i → pi
such that pi , p j , pk are collinear if and only if {i, j, k} is not a basis of R. Now, the
classical Pappus’ Theorem precisely says that this is impossible: if the non-bases are
all collinear, then so are p7, p8, p9.

Definition 9 Let G = (V, E) be a graph. The graphic (or cycle) matroid M of G is
formed by taking E(M) = E(G), and setting the rank of a set of edges equal to the
cardinality of the largest spanning forest contained within it.

It is easy to see that connectedness of the graph G is not equivalent to connectedness
of the matroid M(G). However, there is a correspondence with higher graph connec-
tivity. We say that a graph G is k-connected if we cannot disconnect G by removing
less than k vertices. Now, M(G) is connected if and only if G is 2-connected.

4.2.2 The Tutte Polynomial

Further matroid definitions will be given later, but we have covered enough to give
the major object of our interest in this paper, namely the Tutte polynomial. This
is the most famous matroid (and graph) invariant, and, like matroids themselves,
has multiple definitions. These will be mentioned where relevant. Here, we give
the corank-nullity formula, two terms which will be defined below.

Definition 10 Let M = (E, r) be a matroid with ground set E and rank function r :
P(E) → Z≥0. The Tutte polynomial of M is

TM(x, y) =
∑

S⊆E

(x − 1)r(M)−r(S)(y − 1)|S|−r(S).

The term r(M) − r(S) is called the corank, while the term |S| − r(S) is called
the nullity. Readers familiar with matroid theory should be careful not to confuse
a mention of corank with dual rank, given the usual naming convention of dual
objects. By identifying the rank function of a matroid with the connectivity function
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of a graph in an appropriate way, one can pass between this formula and the original
formulation of the Tutte polynomial which was given for graphs.

Example 11 For the (matroid of the) complete graph K4, there are four subsets with
three elements of rank 2 and all the other subsets with three elements have rank 3.
In this case, the Tutte polynomial is

TM(K4)(x, y) = x3 + 3x2 + 2x + 4xy + 2y + 3y2 + y3.

Readers interested in seeing what the Tutte polynomial looks like for a range of
different classes of matroids should consult [36].

The prevalence of the Tutte polynomial in the literature is due to the wide range
of applications it has. The simplest of these occurs when we evaluate the polynomial
at certain points, these being called Tutte invariants. For instance, T (1, 1) gives the
number of bases in the matroid (or the number of spanning trees in a graph). In this
way we can also count the number of independent sets in a matroid or graph, and
the number of acyclic orientations of a graph, as well as some other such quantities.
Beyond numerics, the Tutte invariants also include other well-known polynomials,
appearing in graph theory (the chromatic polynomial, concerned with graph colour-
ings; see also Theorem 93) and network theory (the flow and reliability polynomials).
Extending to further disciplines, one can find multivariate versions of the Tutte poly-
nomial which specialise to the Potts model [55] from statistical physics and the Jones
polynomial [52] from knot theory. In this paper, we will be looking at the classical
Tutte polynomial from an algebraic point of view.

We noted that there aremultiple definitions of the Tutte polynomial. One is both so
useful and attractive that we would be remiss to not include it. It states that, instead of
calculating the full sum above, we can instead simply form a recurrence over minors
of our matroid, which can lead to faster calculations. Note that a coloop is an element
of E which is in every basis of M , while a loop is an element which is in no basis.

Lemma 12 ([7]) Let TM(x, y) be the Tutte polynomial of a matroid M = (E, r).
Then the following statements hold:

1. TM(x, y) = xTM/e(x, y) if e is a coloop;
2. TM(x, y) = yTM\e(x, y) if e is a loop;
3. TM(x, y) = TM\e(x, y) + TM/e(x, y) if e is neither a loop nor a coloop.

The Tutte polynomial is in fact universal for such formulae: any formula for
matroids (or graphs) involving just deletions and contractions will be an evaluation
of the Tutte polynomial. There are numerous proofs of this in the literature, and also
extensions to related classes of objects. One such reference is [13, Sect. 4].
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4.2.3 The Base Polytope

We will now give two more axiom systems for matroids. The first one, via base
polytopes, will play a fundamental role in this paper.

We first define what the base polytope of a matroid is: letB be the set of bases of a
matroidM = (E, r).Wework in the vector spaceR

E = {(ri | i ∈ E)}, where ri ∈ R.
For a set U ⊆ E , eU ∈ R

E is the indicator vector of U , that is, eU is the sum of the
unit vectors ei , for all i ∈ U . Note that e{i} = ei .

Definition 13 The base polytope of M is

P(M) = conv{eB | B ∈ B}.

Note that this is always a lattice polytope. Its dimension is equal to |E | minus the
number of connected components of the matroid [15, Proposition 2.4]. We also note
that the vertices of P(M) correspond to the bases of M . In particular: given P(M) ⊂
R

E , we can recover M .
The following theorem gives a characterisation of which lattice polytopes appear

as the base polytope of a matroid. It can be used as an axiom system to define
matroids:

Theorem 14 ([12], see also [21, Theorem 4.1]) A polytope P ⊂ R
E is the base

polytope of matroid on E if and only if the following two conditions hold:

P1. every vertex of P is a 0, 1-vector; and
P2. every edge of P is parallel to ei − e j for some i, j ∈ E.

More generally the description of faces of matroid base polytopes is provided in [15,
30]. The base polytope is a face of the independent set polytope of M , which is the
convex hull of indicator vectors of the independent sets of M .

4.2.4 Definition via Gale Orderings

Wemove on to another axiom system: via Gale orderings. This definition is orginally
due to Gale [20]; our formulation is based on lecture notes by Reiner [45].

Definition 15 Let ω be a linear ordering on E , which we will denote by ≤. Then
the dominance ordering ≤ω on

(E
k

)
, also called Gale ordering, is defined as follows.

Let A, B ∈ (E
k

)
, where

A = {i1, . . . , ik}, i1 < · · · < ik

and
B = { j1, . . . , jk}, j1 < · · · < jk .
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Then we set
A ≤ω B if and only if i1 ≤ j1, . . . , ik ≤ jk .

Theorem 16 ([20]) Let B ⊆ (E
k

)
. We have that B is the set of bases of a matroid if

and only if for every linear ordering ω on E, the collectionB has a maximal element
under the Gale ordering≤ω (i.e. there is a unique member A ∈ B such that B ≤ω A,
for all B ∈ B).

In Sect. 4.6.1, we will introduce a generalisation of matroids, called flag matroids,
via Gale orderings. This will generalise the above characterisation of matroids. In
this paper, theywill arise quite naturally when generalising our geometric description
of matroids given in Sect. 4.5.

4.2.5 The Matroid Union Theorem

Next we present one of the central theorems in matroid theory.

Theorem 17 (Thematroid union theorem) Let M1, . . . , Mk bematroids on the same
ground set E with respective families of independent sets l1, . . . , lk and rank func-
tions r1, . . . , rk . Let

l := {I ⊂ E : I =
k⋃

i=1

Ii for Ii ∈ li }.

Then l is also a family of independent sets for a matroid, known as the union
of M1, . . . , Mk. Further, the rank of any set A ⊂ E for the union matroid is given
by:

r(A) = min
B⊂A

{|A\B| +
k∑

i=1

ri (B)}.

The proof can be found e.g. in [43, 12.3.1]. The following corollary is essentially
due to Edmonds.

Corollary 18 Let M1, . . . , Mk be matroids on a ground set E with rank functions
respectively r1, . . . , rk . E can be partitioned into independent sets, one for each
matroid, if and only if for all subsets A ⊂ E we have |A| ≤ ∑k

i=1 ri (A).

Proof The implication ⇒ is straightforward.
For the other implication let U be a matroid that is the union of M1, . . . , Mk . We

compute the rank of E in U , applying the matroid union Theorem 17:

rU (E) = min

{

|E | − |B| +
k∑

i=1

ri (B)

}

.
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By assumption, for any B ⊂ E we have |E | − |B| + ∑k
i=1 ri (B) ≥ |E |. Further,

equality holds for B = ∅. Hence, rU (E) = |E |. Thus, E is an independent set ofU .
By definition it is a union of k independent sets, one in each of the Mi ’s. �

4.3 Polymatroids: Combinatorics

Consider what happens if we drop one of the rank axioms, namely that which
states r(X) ≤ |X |.What object do we get, andwhat relation does it have tomatroids?
This object was originally studied by Edmonds [12] (although in a different guise,
see Definition 23), and dubbed a polymatroid. The class of polymatroids includes,
naturally, the class of matroids, and is greatly important in the field of combinatorial
optimisation.

Definition 19 A polymatroid M = (E, r) consists of a ground set E and a rank
function r : P(E) → Z≥0. The rank function r satisfies conditionsR2 (monotonicity)
and R3 (submodularity) of Definition 2, while condition R1 is relaxed to r(∅) = 0.

A polymatroid is called a k-polymatroid if all singletons have rank at most k. In
particular, a matroid is a 1-polymatroid.

Remark 20 Aswe assume that our rank function take only integral values, the object
we defined is sometimes referred to in the literature as a discrete polymatroid [27].

One vital difference between matroids and polymatroids is that polymatroids do
not have well-defined properties of deletion and contraction.

One problem behind this is the following. Take any element e in the ground set of
a given matroid. All the bases not containing e are bases in the deletion of e, while
all the bases containing e exactly correspond to bases in the contraction of e. There is
no such partition of bases among minors in a polymatroid. In consequence, the Tutte
polynomial is not directly applicable to polymatroids. In restricted cases, this can be
somewhat solved: this is done by Oxley and Whittle [44] for 2-polymatroids, where
the corank-nullity polynomial is still universal for a form of deletion-contraction
recurrence. In [11], the authors strengthen the notion of “deletion-contraction invari-
ant” to more general combinatorial objects via the use of coalgebras, and compare
their results to that of Oxley and Whittle. In their strengthening, the corank-nullity
polynomial is indeed still universal, and furthermore, out of the polynomials found
in [44], the corank-nullity one is optimal, under the norms used in [11].

Cameron and Fink [8] construct a version of the Tutte polynomial for all poly-
matroids which specialises to an evaluation of the classical Tutte polynomial when
applied to a matroid. This will be discussed below. In order to describe it, we first
have to explain bases and base polytopes for polymatroids.

Definition 21 LetM = (E, r) be a polymatroid. An integer vector x ∈ Z
E≥0 is called

an independent vector if x · eU ≤ r(U ) for all U ⊆ E . If in addition x · eE = r(E),
then x is called a basis.
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Analogously to the matroid case, we can give an axiom system for polymatroids in
terms of their bases.

Lemma 22 ([27, Theorem 2.3]) A nonempty finite set B ⊂ Z
E≥0 is the set of bases

of a polymatroid on E if and only if B satisfies

1. all u ∈ B have the same modulus (sum of entries); and
2. if u = (u1, . . . , un) and v = (v1, . . . , vn) belong to B with ui > vi then there

is j ∈ E with u j < v j such that u − ei + e j ∈ B.
Definition 23 LetM = (E, r) be a polymatroid. LetI ⊆ Z

E≥0 be the set of indepen-
dent vectors, andB ⊆ Z

E≥0 be the set of bases. We have the independent set polytope,
which is also referred to as the extended polymatroid of r :

EP(M) = convI = {x ∈ R
E
≥0 | x · eU ≤ r(U ) for all U ⊆ E}.

This is in fact what was originally defined to be a polymatroid, by Edmonds [12].
We also have the polymatroid base polytope:

P(M) = convB = EP(M) ∩ {x ∈ R
E | x · eE = r(E)}.

As before, the base polytope is a face of the extended polymatroid. When the
polymatroid considered is a matroid, these definitions coincide exactly with those
from Sect. 4.2.3.

Theorem 14 generalises to the case of polymatroids, giving us another equivalent
definition of polymatroids in terms of their base polytopes:

Theorem 24 ([27, Theorem 3.4]) A polytope P ⊂ R
n is the base polytope of a

polymatroid on [n] if and only if the following two conditions hold:

1. every vertex of P has coordinates in Z≥0; and
2. every edge of P is parallel to ei − e j , for some i, j ∈ [n].
IfM is a polymatroid, then the bases (resp. independent vectors) ofM are precisely
the lattice points of P(M) (resp. EP(M)). The following proposition describes
which bases of M correspond to vertices of P(M).

Proposition 25 ([12], see also [27, Proposition 1.3]) Let M = ([n], r) be a poly-
matroid and assign an ordering S to the ground set [n]. Let Si be the first i elements
according to this ordering. Every possible S corresponds (not necessarily uniquely)
to a vertex of P(M); x = xS, where x = (x1, . . . xn), and

xi = r(Si ) − r(Si−1).

In particular, a polymatroid base polytope has at most n! vertices.
We finish by slightly generalising the ideas of White [56]. As we will see later in

Theorem 40 the statement below has geometric consequences. It was proven in [46,
Corollary 46.2c] using different methods.
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Theorem 26 Let M1, . . . ,Mk be polymatroids on a ground set E with respec-
tive polytopes P(M1), . . . , P(Mk). Then every lattice point p ∈ P(M1) + · · · +
P(Mk) is a sum p = s1 + · · · + sk , where each si is a lattice point of P(Mi ).

Proof Proceeding by induction on k, it is enough to prove the theorem for k = 2.
Let us choose r large enough, so that M1 and M2 are r -polymatroids. We

define a matroid M̃1 (resp. M̃2) on E × [r ] as follows. Let π1 : E × [r ] → E be
the projection. A subset A ⊂ E × [r ] is independent in M̃1 (resp. M̃2) if and only
if for every subset B ⊂ π1(A) we have r1(B) ≥ |A ∩ (B × [r ])| (resp. r2(B) ≥
|A ∩ (B × [r ])|), where r1 (resp. r2) is the rank function of the polymatroid M1

(resp.M2). Intuitively, an independent set in M̃ j is an independent set I inM j where
we replace one point in E by as many points as the rank function dictates. We have
natural surjections, P(M̃ j ) → P(M j ) and P(M̃1) + P(M̃2) → P(M1) + P(M2),
coming from the projection π1. Thus, it is enough to prove the statement for two
matroids. From now on we assume that M1 and M2 are matroids.

Let p ∈ P(M1) + P(M2) be a lattice point.We know that p= ∑
i λi ti + ∑

j μ j q j

with
∑

λi = 1,
∑

μ j = 1, for λi , μ j ∈ Q≥0, and that ti (resp. q j ) are lattice points
of P(M1) (resp. P(M2)). After clearing the denominators we have

dp =
∑

i

λ′
i ti +

∑

j

μ′
j q j ,

where
∑

λ′
i = d,

∑
μ′

j = d and λ′
i , μ

′
j ∈ Z≥0.

By restricting the set E we may assume that all coordinates of p = (p1, . . . , pn)
are nonzero (i.e. pi ∈ {1, 2}), where we identify E with [n]. Dually, by contracting
the elements of E that belong to all bases corresponding to any ti and q j , we may
assume p = (1, . . . , 1).

We want to prove that the ground set E is covered by a basis of M1 and a basis
of M2. Hence, by Corollary 18 it is sufficient to prove the following:

For any A ⊂ E we have |A| ≤ rM1 (A) + rM2 (A).

We define a matroid N1 (resp. N2) on the ground set EN := {(i, j) : i ∈ E, 1 ≤
j ≤ d}. In other words we replace any point of E by d equivalent points. A sub-
set {(i1, j1), . . . , (is, js)} ⊂ EN is independent in N1 (resp. N2) if only if

1. all iq ’s are distinct, and
2. {i1, . . . , is} is an independent set in M1 (resp. M2).

We have a natural projectionπ : EN → E given by forgetting the second coordinate.
We note that rN j (π

−1(A)) = rMj (A) for j = 1, 2. As the point dp is decomposable
we know that the set EN can be covered by d bases of N1 and d bases of N2. Hence,
for any B ⊂ EN we have: |B| ≤ drN1(B) + drN2(B). Applying this to π−1(A) we
obtain:

d|A| = |π−1(A)| ≤ d · rN1(π
−1(A)) + d · rN2(π

−1(A)) = d · (
rM1(A) + rM2(A)

)
.

After dividing by d we obtain the statement we wanted to prove. �
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4.3.1 The Tutte Polynomial for Polymatroids

The Tutte polynomial for polymatroids is not nearly as well-studied as in the matroid
case. We gave two examples of where it was considered in certain classes of poly-
matroids. We will now go into detail about one suggestion how to construct Tutte
polynomial in full generality.

As mentioned, Cameron and Fink [8] form a polynomial having Tutte-like prop-
erties for polymatroids, which specialises to an evaluation of the Tutte polynomial
when applied only tomatroids. This is a construction which takes a polytopal, lattice-
point-counting, approach as opposed to a straight combinatorial one. It is motivated
by an alternative definition of the Tutte polynomial to those we have discussed so
far.

Definition 27 Take a matroid M = (E, r), and give E some ordering. Let B be a
basis of M .

1. We say that e ∈ E − B is externally active with respect to B if e is the smallest
element in the unique circuit contained in B ∪ e, with respect to the ordering
on E .

2. We say that e ∈ B is internally activewith respect to B if e is the smallest element
in the unique cocircuit in (E − B) ∪ e.

A cocircuit is a minimal set among sets intersecting every basis. We will not be
using this notion again in the article.

We will denote the number of internally active elements with respect to B
with I (B) and the number of externally active elements by E(B). Then we have
the following result.

Theorem 28 ([53])
TM(x, y) =

∑

B∈B
x I (B)yE(B).

Activity was generalised to hypergraphs by Kálmán in [29], where he proved
that a formula similar to the one above does not hold for hypergraphs. This is
due to the above sum not being independent of the edge ordering chosen, as is
the case for matroids. The one-variable specialisations are, however, consistent.
That is, T (x, 0), T (0, y) can be written in terms of activity generating functions
for hypergraphic polymatroids. In [8], the authors show that this behaviour extends
to all polymatroids given their own Tutte-like polynomial for polymatroids. Their
construction is as follows.

Let � be the standard simplex in R
E of dimension equal to |E | − 1, and ∇ be

its reflection through the origin. Construct the polytope given by the Minkowski
sum P(M) + u� + t∇ where M = (E, r) is any polymatroid and u, t ∈ Z≥0.
By [35, Theorem 7], the number of lattice points inside the polytope is a poly-
nomial in t and u, of degree dim(P(M) + u� + t∇) = |E | − 1. This polynomial is
written in the form
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QM(t, u) := #(P(M) + u� + t∇) =
∑

i, j

ci j

(
u

j

)(
t

i

)
.

Changing the basis of the vector space of rational polynomials gives the polynomial

Q′
M(x, y) =

∑

i j

ci j (x − 1)i (y − 1) j

As mentioned, this specialises to the Tutte polynomial:

Theorem 29 ([8, Theorem 3.2]) Let M = (E, r) be a matroid. Then we have

Q′
M(x, y) = x |E |−r(M)yr(M)

x + y − 1
· TM

(
x + y − 1

y
,
x + y − 1

x

)

as an identification of rational functions.

Formulae can be given for Q′
M under the polymatroid generalisation of many

standard matroid operations such as direct sum and duality, and in many cases the
results are versions of those true for the Tutte polynomial. Most importantly, this
polynomial also satisfies a form of deletion-contraction recurrence.

Theorem 30 ([8, Theorem 5.6]) Let M = (E, r) be a polymatroid and take a ∈
E(M). LetNk be the convex hull of {p ∈ P(M) | pa=k} for some k ∈ {0, . . . , r(M)},
and Q′

N the polynomial formed by replacing the M in the above definition by N .
Then

Q′
M(x, y) = (x − 1)Q′

M\a(x, y) + (y − 1)Q′
M/a(x, y) +

∑

k

Q′
Nk

(x, y).

Remark 31 We mention another approach of generalising the Tutte polynomial to
polymatroids. In the proof of Theorem 26, we explained how to associate to an r -
polymatroidM on E a matroid M on E × [r ]. We could define the Tutte polynomial
of M to be simply the usual Tutte polynomial of M . Of course, the result might
depend on the chosen r . Still, it is natural to ask if there is any relation between this
construction and the one described above.

One possible strategy for getting rid of this dependence on r is as follows: There is
an action of Sr permuting the second factor of E × [r ], and the sum inDefinition 10 is
constant on orbits, so the whole polynomial can be enriched to an Sr -representation.
Our hope is that as r increases, this representation stabilises in some way, removing
the dependency on r .
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4.4 Flag Varieties: Geometry

In this section, we always work over the field of complex numbers.

4.4.1 Representations and Characters

We begin by fixing notation regarding the representation theory ofGLn . We refer the
reader to [50, Chap.4] for a brief introduction to the representation theory of GLn ,
or to [19] for a more detailed account.

The (polynomial) irreducible representations of GLn are in bijection with Young
diagrams λ with at most n rows. We write λ = (a1, . . . , ak) for the Young diagram
with rows of length a1 ≥ a2 ≥ . . . ≥ ak > 0. The associated GLn-representation is
called aWeyl module of highest weight λ, and will be denoted by S

λV (here V refers
to the natural representation of GLn , i.e. an n dimensional vector space with the
linear GLn = GL(V ) action). The usual construction of Weyl modules goes via
Young symmetrisers, which we will not recall here. For readers not familiar with
them, it suffices for now to know that S(a)V = SaV , the a-th symmetric power of the
natural representation, and that S

(1,...,1)V (where 1 appears a times) is the exterior
power

∧a V . We will give a full description later: see after Example 33.
In this article we will be interested in the action of a maximal torus T ⊂ GL(V )

on flag varieties. Such a torus T � (C∗)n may be identified with the diagonal non-
degenerate matrices, after fixing a basis of V . We recall that a torus T acting on any
vector space W induces a weight decomposition:

W =
⊕

c∈Zn

Wc,

where (t1 . . . , tn) ∈ T acts on v ∈ Wc by scaling as follows:

(t1, . . . , tn)v = t c11 · · · t cnn v.

In particular, an action of the torus T on a one-dimensional vector space C may be
identified with a lattice point in Z

n . We call Z
n = M the lattice of characters of T .

An element (a1, . . . , an) ∈ M is a character identified with the map:

T � (t1, . . . , tn) �→ ta11 · · · tann ∈ C
∗.

Any irreducible GL(V )-representation W = S
c1,...,cn V decomposes as above

under the action of T with a one-dimensional component Wc1,...,cn ; moreover all
other components have a lexicographically smaller weight. This explains the name
“Weyl module of highest weight (c1, . . . , cn).”
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4.4.2 Grassmannians

A basic example of a flag variety is a Grassmannian G(k, V ), which as a set param-
eterises k-dimensional subspaces of an n-dimensional space V . A point in G(k, n)

can be represented by a full-rank k × n matrix A, where our k-dimensional subspace
is the row span of A. Two matrices A and B represent the same point in G(k, n) if
and only if they are the same up to elementary row operations.

G(k, n) can be realised as an algebraic variety as follows:

G(k, n) = G(k, V ) = {[v1 ∧ . . . ∧ vk] ⊂ P(

k∧
V )}.

Here, v1, . . . , vk are the rows of the aforementioned matrix A, and thus a point
of G(k, n) is identified with the subspace 〈v1, . . . , vk〉. The embedding presented
above is known as the Plücker embedding and the Grassmannian is defined by
quadratic polynomials known as Plücker relations [34]. Explicitly, in coordinates,
the map associates to the matrix A the value of all k × k minors. We refer the readers
not familiar with algebraic geometry, and in particular Grassmannians, to a short
introduction in [39, Chap.5].

ThePlücker embeddingmaybe identifiedwith avery ample line bundle onG(k, n),
which we will denote byO(1). Other very ample line bundles on G(k, n) are the d-th
tensor powersO(d). They can be realised as a composition of the Plücker embedding
with the d-th Veronese map P(

∧k V ) → P(Symd ∧k V ).

Remark 32 A reader not familiar at all with very ample line bundles may think
about them as maps into projective spaces. Let us present this with the example
of the projective space P

n (which also equals G(1, n + 1)). We have an identity
map P

n → P
n , which corresponds to O(1). The r -th Veronese map embeds P

n in a
larger projective space P(n+r

n )−1 by evaluating on a point all degree r monomials. The
associated map is given by O(r). For n = 1 and r = 2 we get:

P
1 � [x : y] → [x2 : xy : y2] ∈ P

2.

It will follow from Proposition 34 that the embedding of G(k, n) by O(d) spans
a projectivisation of an irreducible representation Vλ0 of GLn . The Young dia-
gram λ0 = (d, . . . , d) consists of k rows of length d.

4.4.3 Flag Varieties

More generally, for any irreducible representation Vλ of GLn the projective space
P(Vλ) contains a unique closed orbit, known as a homogeneous variety or more
precisely a flag variety. To describe it, let us fix a sequence of s positive integers 0 <

k1 < · · · < ks < n. The flag variety is defined as follows:



88 A. Cameron et al.

Fl(k1, . . . , ks; n) = {V1 ⊂ · · · ⊂ Vs ⊂ V : dim Vi = ki }
⊂ G(k1, V ) × · · · × G(ks, V ).

Hence, flag varieties are in bijection with (nonempty) subsets of {1, . . . , n − 1},
while Grassmannians correspond to singletons.

From now on we will abbreviate the tuple (k1, . . . , ks) to k, and the flag vari-
ety Fl(k1, . . . , ks; n) to Fl(k, n). A point in Fl(k, n) can be represented by a full-
rank n × n-matrix A: the row span of the first di rows is Vi . (Although note that
only the first ks rows of the matrix are relevant.) As with Grassmannians, different
matrices can represent the same point in Fl(k, n). More precisely, if we partition the
rows of A into blocks of size k1, k2 − k1, . . . , n − ks , then we are allowed to do row
operations on A, with the restriction that to a certain row we can only add a multiple
of a row in the same block or a block above. Another way to think about this is the
following: let Pk ⊂ GLn(C) be the parabolic subgroup of all invertible matrices A
with Ai j = 0 if i ≤ kr < j, for some r . Then two n × n matrices represent the same
flag if and only if they are the same up to left multiplication with an element of Pk.
Hence Fl(k, n) can also be described as the quotient Pk\GLn(C) (a homogeneous
variety).

Just as for Grassmannians we may study different embeddings of flag varieties.
The natural one is given by the containment

G(k1, V ) × · · · × G(ks , V ) ⊂ P(

k1∧
V ) × · · · × P(

ks∧
V ) ⊂ P(

k1∧
V ⊗ · · · ⊗

ks∧
V ),

where the last map is the Segre embedding. The representation
∧k1 V ⊗ · · · ⊗ ∧ks V

in general is reducible—a precise decomposition is known by Pieri’s rule (or more
generally by the Littlewood-Richardson rule), see for example [19, Proposition
15.25]. As we will prove below, the flag variety spans an irreducible representation
with the corresponding Young diagram with s columns of lengths ks, ks−1, . . . , k1
respectively.

Other embeddings can be obtained as follows. We replace the Segre map by the
Segre–Veronese, i.e. we first re-embed a Grassmannian with a Veronese map. Thus,
a flag variety with an embedding can be specified by a function:

f : {1, . . . , n − 1} → Z≥0.

To abstractly obtain a flag variety from f we first consider a subset {a ∈ [n − 1] :
f (a) > 0}. The Segre–Veronese map is specified by the values of the function f—
the case f (a) = 1 corresponds to the usual Segre. The irreducible representation
we obtain has an associated Young diagram with f (a) columns of length a. Before
proving all these statements we present an example.

Example 33 Let us fix n = 4 and a function f that on 1, 2, 3 takes values 2, 1, 0
respectively. The corresponding flag variety equals Fl(1, 2; 4), i.e. it parameterises
one-dimensional subspaces, l, inside two-dimensional subspaces, S, in a fixed four-
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dimensional space, V . The line l corresponds to a point in a projective space P(V ) =
G(1, V ) and the space S to a point in G(2, V ). If we suppose l = [v1], then we may
always find v2 ∈ V such that S = 〈v1, v2〉. Hence

Fl(1, 2) = {[v1] × [v1 ∧ v2] ∈ P(V ) × G(2, V )}.

Wenowpass to the embedding.As f (1) = 2wehave to consider the secondVeronese
map P(V ) → P(S2(V )) given by [v] → [v · v]. We obtain

Fl(1, 2) = {[v1 · v1] × [v1 ∧ v2] ∈ P(S2V ) × G(2, V )} ⊂ P(S2V ⊗
2∧

V ).

By Pieri’s rule, we have a decomposition of GL(V ) representations:

S2V ⊗
2∧

V = S
3,1V ⊕ S

2,1,1V .

Hence, S
3,1(V ) corresponds to the Young diagram with the first row of length three

and the second row of length one. We note that this diagram indeed has 2 columns
of length 1, 1 column of length 2, and 0 columns of length 3.

The flag variety is always contained in the lexicographically-first (highest weight)
irreducible component—cf. Proposition 34 below; in our example this is S

3,1(V ). In
particular, we may realise the representation S

3,1(V ) as a linear span of the affine
cone over the flag variety:

〈
F̂l(1, 2) = {(v1 · v1) ⊗ (v1 ∧ v2) : v1, v2 ∈ V }〉 ⊂ S2V ⊗

2∧
V .

For readers not familiar with the construction of S
λV , this can be taken as a def-

inition. For a proof that this definition is equivalent to the usual construction, see
Proposition 34 below.

The function f is often represented on a Dynkin diagram as shown in Fig. 4.2.
For Example 33 this would be as shown in Fig. 4.3.

We note that if f is positive we obtain a complete flag variety, i.e. the variety
parametrizing complete flags:

Fig. 4.2 The Dynkin
diagram for the function f f(n-2) f(n-1)f(2)f(1) ...

n-1

Fig. 4.3 The Dynkin
diagram for Example 33

2 1 0
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V1 ⊂ V2 ⊂ · · · ⊂ Vn−1 ⊂ C
n.

The complete flag variety maps to any other flag variety, simply by forgetting the
appropriate vector spaces. We note that all our constructions are explicit and only
use exterior (for Grassmannians), symmetric (for Veronese) and usual (for Segre)
tensor products, as in Example 33.

We are now ready to prove a special case of the Borel-Weil-Bott Theorem relating
representations and embeddings of flag varieties.

Proposition 34 (Borel-Weil) Any flag variety Fl(k1, . . . , ks; n) with an embedding
given by a function f spans the irreducible GL(V )-representation S

λV , where the
Young diagram λ has f ( j) columns of length j .

Proof Fix a basis e1, . . . , en of V . Let us consider the flag of subspaces

〈e1, . . . , ek1〉 ⊂ 〈e1, . . . , ek2〉 ⊂ · · · ⊂ 〈e1, . . . , eks 〉

and the corresponding point p ∈ Fl(k1, . . . , ks). Under the embedding specified by f
it is mapped to

(e1 ∧ · · · ∧ ek1)
◦ f (k1) ⊗ · · · ⊗ (e1∧ · · · ∧ eks )

◦ f (ks )

⊂ S f (k1)(

k1∧
V ) ⊗ · · · ⊗ S f (ks )(

ks∧
V ).

The GL(V )-decomposition of the ambient space is highly non-trivial. However,
looking directly at the T decomposition we see that, up to scaling, the image of p
is the unique lexicographically-highest vector. Hence, in particular, the image of p
belongs to S

λV , as all other GL(V )-representations appearing in the decomposition
have strictly smaller highest weights. Furthermore, the flag variety is an orbit under
the GL(V )-action—one can explicitly write a matrix mapping any flag to any other
given flag. Thus, if one point is contained in the irreducible representation, the whole
variety must be contained in it.

It remains to show that the span of the flag variety is indeed the whole irreducible
representation. This is true, as the flag variety is GL(V )-invariant, and thus its linear
span is a representation of GL(V ). As S

λV is irreducible, the linear span must
coincide with it. �

The above theorem may be regarded as a realisation of irreducible GL(V )-
representations as spaces of sections of a very ample line bundle on a flag variety.
A more general Borel-Weil-Bott theorem provides not only a description of global
sections—zeroth cohomology—but also higher, arbitrary cohomology.

Later on, we will denote a flag variety together with the embedding given by f
as Fl(k; n), where k = (k1, . . . , ks) satisfies 0 < k1 ≤ . . . ≤ ks < n and has f (a)

entries equal to a, for all a ∈ [n − 1]. For example, the embedding of Example 33
will be written as Fl(1, 1, 2; 4).
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4.5 Representable Matroids: Combinatorics and Geometry

Let us consider a representable matroid M given by n = |E | vectors spanning a k-
dimensional vector space V . By fixing a basis of V we may represent this matroid
as a k × n matrix A. On the other hand the matrix A may be regarded as defining
a k-dimensional subspace of an n-dimensional vector space, i.e. a point in G(k, n).
Since applying elementary rowoperations to A does not changewhich of themaximal
minors of A vanish, the matroid M only depends on the k-dimensional subspace,
and not on the specific matrix A representing our subspace. In this way we have
associated to any point p ∈ G(k, n) a representable rank-k matroid Mp on [n].
Remark 35 In the literature, the correspondence between points in G(k, n) and
vector arrangements in C

k is known as the Gel’fand-MacPherson correspondence.
The way we just constructed it is very explicit, but has the disadvantage of not being
canonical (it depends on a chosen basis of C

n). There are several ways to fix this.
One way of obtaining a more intrinsic construction is to replace the Grassman-

nian G(k, n) by the Grassmannian G(n − k, n). If A represents a surjective linear
map from C

n to V , then to A one can associate the (n − k)-dimensional kernel of
this map, i.e. a point in G(n − k, n). As this construction requires dual matroids we
decided to present the one above in coordinates.

A different (but closely related) intrinsic constructionwould be to defineG(k, C
n)

as the space of k-dimensional quotients of C
n (instead of k-dimensional subspaces).

Then A maps the standard basis of C
n to n vectors in a smaller space V ∈ G(k, C

n);
these n vectors represent a matroid.

A third solution would be to talk about hyperplane arrangements instead of vector
arrangements.

The vector space C
n comes with the action of a torus T = (C∗)n . We have associ-

ated a point p ∈ G(k, C
n) to a representation of amatroid. If we change the represen-

tation by rescaling the vectors we do not change the matroid and the associated point
belongs to the orbit T p. Hence, the intrinsic properties of the matroid Mp should be
related to the geometry of T p—a feature we will examine in detail throughout the
article. The closure T p is a projective toric variety. For more information about toric
geometry we refer to [9, 17, 38, 49].

Remark 36 Of course it can happen that different torus orbits give rise to the same
matroid: there are only finitely many matroids on [n], but if 1 < k < n − 1 there
are infinitely many torus orbits in G(k, n). In fact, the set of all points in G(k, n)

giving rise to the same matroid forms a so-called thin Schubert cell or matroid
stratum, which typically is a union of infinitely many torus orbits. Thin Schubert
cells were first introduced in [21]. Thin Schubert cells are badly behaved in general:
for fixed k ≥ 3 the thin Schubert cells of G(k, n) exhibit arbitrary singularities if n
is large enough. This is a consequence of Mnëv’s theorem [41]. See [31, Sect. 1.8]
for a more detailed discussion.

Theorem 37 ([21]) The lattice polytope representing the projective toric variety T p
described above is equal to P(Mp).
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Proof Let A be the matrix whose rows span the space corresponding to p. The
parameterisation of T p is given by:

φ : T → P(

k∧
C

n).

The coordinates of the ambient space are indexed by k-element subsets of the n
columns of the matrix A. The Plücker coordinate indexed by I of φ(t1, . . . , tn)
equals

∏
i∈I ti times the k × k minor of A determined by I , which we will denote

by det(AI ). In other words, the map φ in Plücker coordinates is given as follows:

φ(t1, . . . , tn) = (det(AI ) ·
∏

i∈I
ti )I∈([n]

k )
.

The I -th coordinate is nonzero if and only if I is a basis of Mp. Hence, the ambient
space of T p has coordinates indexed by basis elements of Mp. After restricting
to this ambient space and composing with the isomorphism inverting the nonzero
minors det(AI ), our map can be written as

φ(t1, . . . , tn) =
(

∏

i∈I
ti

)

I∈P(Mp)

.

This is exactly the construction of the toric variety represented by P(Mp). �

It is a major problem to provide the algebraic equations of T p. This is equivalent to
finding integral relations among the basis of a matroid. We point out that matroids
satisfy a ‘stronger’ property then one could expect from the basis exchange axiom
B2 of Lemma 3. Precisely, for any two bases B1, B2 ∈ B and a subset A ⊂ B1 − B2,
there exists A′ ⊂ B2 − B1 such that (B1 − A) ∪ A′ and (B2 − A′) ∪ A are inB [26].
This exactly translates to a binomial quadric (degree 2 polynomial) in the ideal of T p:
xB1xB2 − x(B1−A)∪A′x(B2−A′)∪A, where, as in the proof of Theorem 37, we label each
coordinate by a basis of the matroid. Further, if |A| = 1 we obtain special quadrics
corresponding to exchanging one element in a pair of bases. The following conjecture
due to White provides a full set of generators for any matroid M .

Conjecture 38 The ideal of the toric variety represented by P(M) is generated by
the special quadrics corresponding to exchanging one element in a pair of bases.

We note that it is unknown whether the ideal of this toric variety is generated by
quadrics, or that all quadrics are spanned by the special quadrics described above.
However, it is known that the special quadrics define the variety as a set (or more
precisely as a projective scheme) [32, 33].

The combinatorial methods can be used to prove geometric properties of torus
orbit closures in Grassmannians. Below we recall a definition of a normal lattice
polytope.
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Definition 39 A lattice polytope P , containing 0 and spanning (as a lattice) the
lattice N , is normal if and only if for any k ∈ Z≥0 and any p ∈ kP ∩ N we have p =
p1 + · · · + pk for some pi ∈ P ∩ N .

Normality of a polytope is a very important notion as it corresponds to projective
normality of the associated toric variety [9, Chap. 2], [49] (less formally, the associ-
ated toric variety is not very singular and is embedded in a particularly nice way in
the projective space).

Theorem 40 (White) For any matroid M the polytope P(M) is normal. In partic-
ular, any torus orbit closure in any Grassmannian is projectively normal.

Proof This is a special case of Theorem 26, where we take all Mi equal to M . �

4.6 Introduction to Flag Matroids

In Sect. 4.5 we explained a correspondence between torus orbits in a Grassman-
nian (geometric objects) and representable matroids (combinatorial objects). We
will generalise this correspondence in different ways. For instance, on the geometry
side, we can replace Grassmannians with flag varieties. On the combinatorics side,
this naturally leads to the notion of a (representable) flag matroid. Flag matroids first
arose as a special case of the so-called Coxeter matroids, introduced by Gel’fand
and Serganova [22, 23]. In this section we first give a combinatorial introduction
to flag matroids. Afterwards, we explain how they are related to flag varieties. The
exposition is largely based on [3, Chap. 1].

4.6.1 Flag Matroids: Definition

We start by defining flagmatroids in the way they are usually defined in the literature:
using Gale orderings.

Definition 41 Let 0 < k1 ≤ . . . ≤ ks < n be natural numbers. Let k = (k1, . . . , ks).
A flag F of rank k on E is an increasing sequence

F1 ⊆ F2 ⊂ · · · ⊆ Fs

of subsets of E such that |Fi | = ki for all i . The set of all such flags will be denoted
by F k

E .

Let ω be a linear ordering on E . We can extend the Gale ordering ≤ω to flags:

(F1, . . . , Fs) ≤ω (G1, . . . ,Gs) if and only if Fi ≤ω Gi for all i .
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Definition 42 A flag matroid of rank k on E is a collection F of flags in F k
E , which

we call bases, satisfying the following property: for every linear ordering ω on E ,
the collection F contains a unique element which is maximal in F with respect to
the Gale ordering ≤ω.

If F is a flag matroid, the collection {Fi | F ∈ F } is called the i -th constituent of F .
This is clearly a matroid (of rank ki ).

Remark 43 In the literature it is usually required that we have strict inequali-
ties 0 < k1 < · · · < ks < n. From a combinatorial point of view this does not make
a difference, but when we later consider flag matroid polytopes this restriction would
appear artificial. This is also the reason why in Sect. 4.4.3 we did not just consider
flag varieties, but also their Veronese re-embeddings.

Next, we want to describe which tuples of matroids can arise as the constituents of
a flag matroid. In order to give this characterisation, we first need to recall matroid
quotients.

4.6.2 Matroid Quotients

Definition 44 Let M and N be matroids on the same ground set E . We say that N
is a quotient of M if one of the following equivalent statements holds:

1. every circuit of M is a union of circuits of N ;
2. if X ⊆ Y ⊆ E , then rM(Y ) − rM(X) ≥ rN (Y ) − rN (X);
3. there exists a matroid R and a subset X of E(R) such that M = R\X and N =

R/X ;
4. for all bases B of M and all x /∈ B, there is a basis B ′ of N with B ′ ⊆ B and such

that {y : (B ′ − y) ∪ x ∈ B(N )} ⊆ {y : (B − y) ∪ x ∈ B(M)}.
For the equivalence of 1, 2 and 3, we refer to [43, Proposition 7.3.6]. Part 4 is left to
the reader.

Here are some basic properties of matroid quotients:

Proposition 45 Let N be a quotient of M.

1. Every basis of N is contained in a basis of M, and every basis of M contains a
basis of N .

2. rk(N ) ≤ rk(M) and in case of equality N = M.

Proof Both statements can be easily deduced by plugging in Y = E or X = ∅ in
Definition 44 2. �

The next result will be essential for defining representable flag matroids. It also
explains where the term “matroid quotient” comes from—below we think of W as a
vector space quotient of V .
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Proposition 46 ([6, Proposition 7.4.8 (2)]) Let V and W be vector spaces and ψ :
E → V be a map. Furthermore, let f : V → W be a linear map. Consider the
matroid M represented by ψ , and the matroid N represented by f ◦ ψ . Then N is a
matroid quotient of M.

Example 47 If R is a representable matroid on E and X is a subset of E ,
then M := R\X and N := R/X are representable matroids, and there is a linear
map as in Proposition 46. Indeed, if R is represented by ψ : E → V , then con-
sider the projection π : V → V/〈ψ(X)〉. It is not hard to see that M is represented
by ψ

∣
∣
E−X and that N is represented by π ◦ ψ

∣
∣
E−X .

Example 48 The converse of Proposition 46 is false: we nowgive an example (taken
from [3, Sect. 1.7.5]) of two representablematroidsM and N such that N is a quotient
of M , but there is no map as in Proposition 46.

Let M be the rank-3 matroid on [8] represented by the following matrix

⎛

⎝
1 0 1 0 1 1 0 1
0 1 1 0 2 2 2 1
0 0 0 1 1 2 1 1

⎞

⎠

and let N be the rank-2 matroid on [8] whose bases are all 2-element subsets except
for {2, 6} and {3, 5}. It is easy to see that N is a representable matroid: just pick
six pairwise independent vectors in the plane, and map 2 and 6, as well as 3 and 5,
to the same vector. Now N is a matroid quotient of M , since the matroid R from
Example 8 satisfies M = R\9 and N = R/9. However, it is not possible to find
representations V (resp. W ) of M (resp. N ) such that there is a map f : V → W as
in Proposition 46. Roughly speaking, the problem is that the “big” matroid R is not
representable. For a more precise argument, see [3, Sect. 1.7.5].

4.6.3 Representable Flag Matroids

We now come to the promised characterisation of constituents of flag matroids. In
fact, it will turn out we can use it as an alternative definition of flag matroids.

A collection (M1, . . . , Ms) of matroids is called concordant if, for every
pair (Mi , Mj ), either Mi is a quotient of Mj or vice versa. Note that this is equivalent
to the fact that they can be ordered in such a way that Mi is a quotient of Mi+1,
because “being a quotient of” is transitive.

Theorem 49 ([3, Theorem 1.7.1]) A collection F of flags in F k
E is a flag matroid if

and only if the following three conditions hold:

1. every constituent Mi := {Fi | F ∈ F } is a matroid;
2. the matroids M1, . . . , Ms are concordant;
3. every flag B1 ⊆ . . . ⊆ Bs, with Bi a basis of Mi , is in F .
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In other words, flag matroids on E are in one-to-one correspondence with tuples of
concordant matroids on E .

We can now define representable flag matroids: let 0 � V1 ⊆ · · · ⊆ Vs � C
n

be a flag of subspaces of C
n . Then, viewing Vi as a point in G(ki , n), it holds

that (MV1 , . . . , MVs ) is a concordant collection ofmatroids byProposition 46. Indeed:
if Vi ⊆ Vj , we can pick a k j × n matrix A j representing Vj such that the first ki rows
of A j span Vi . Then the columns of Ai are obtained from the columns of A j by
deleting the last k j − ki entries.

Definition 50 The representable flag matroid F (V1 ⊆ · · · ⊆ Vs) is the unique flag
matroid whose constituents are MV1 , . . . , MVs .

Remark 51 Example 48 shows that it can happen that all constituents of a flag
matroid are representable matroids, but still the flag matroid is not representable
(because the matroid representations are “not compatible”).

4.6.4 Flag Matroid Polytopes

Definition 52 Given a flag F on [n], we can identify each constituent with a 0, 1-
vector and then add them all up to a vector eF ∈ Z

n
≥0. In this way we have identified

the flags in [n] of rank k with integer vectors with k1 entries equal to m, k2 − k1
entries equal to m − 1, …, ki+1 − ki entries equal to m − i , …, ks − ks−1 entries
equal to 1, and n − ks entries equal to 0. We will refer to such vectors as rank-k
vectors. In other words, if we think of k as a partition of length s, we can consider
the conjugate partition k∗ of length ≤ n. Then a rank-k vector is a vector v ∈ Z

n
≥0

obtained from k∗ by adding 0’s and permuting the entries.

Definition 53 The base polytope of a flag matroid F on [n] is the convex hull of
the set {eF | F ∈ F } ⊂ R

n .

Example 54 Let F be the rank (1, 2) flag matroid on [3] whose bases are 1 ⊆
12, 1 ⊆ 13, 2 ⊆ 12 and 3 ⊆ 13. Then its base polytope is the convex hull of the
points (2, 1, 0), (2, 0, 1), (1, 2, 0), (1, 0, 2). Its constituents are the uniform rank 1
matroid on [3], and the rank 2matroid with bases 12 and 13. The base polytope of this
flag matroid is depicted in Fig. 4.4. F is a representable flag matroid: a representing
flag is for example 〈e1 + e2 + e3〉 ⊂ 〈e1, e2 + e3〉 ⊂ C

3.

Theorem 55 ([3, Theorem 1.11.1]) A lattice polytope P ⊂ R
n is the base polytope

of a rank-k flag matroid on [n] if and only if the following two conditions hold:

1. every vertex of P is a rank-k vector;
2. every edge of P parallel to ei − e j for some i, j ∈ [n].
Theorem 56 ([3, Corollary 1.13.5]) The polytope of a flag matroid is the Minkowski
sum of the matroid polytopes of its constituent matroids.
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Fig. 4.4 A flag matroid base
polytope

(2,1,0)

(2,0,1)

(1,0,2)

(1,2,0)

Thus, each flag matroid defines a polytope that is a base polytope of a polymatroid.

Remark 57 It follows from Theorem 26 and the previous theorem that the lat-
tice points of a flag matroid polytope correspond to tuples (not necessarily
flags) (B1, . . . , Bs), where Bi is a basis of Mi . For example point (1, 1, 1) in Fig. 4.4
corresponds to a basis of a polymatroid, but not to a flag, i.e. not to a basis of the flag
matroid.

4.6.5 Flag Matroids and Torus Orbits

Consider the flag variety Fl(k, n), as described in Sect. 4.4. The action of the
torus T = (C∗)n on C

n induces an action of T on Fl(k, n). A point p ∈ Fl(k, n)

gives rise to a representable flag matroid M on [n], as in Definition 50. All points
in the orbit T p give rise to the same flag matroid. This last statement follows easily
from the analogous fact for matroids and the fact that a flag matroid is determined
by its constituent matroids. The analogue of Theorem 37 holds:

Theorem 58 The lattice polytope representing the toric variety T p is equal to the
flag matroid polytope of M.

Proof The proof is a straightforward generalisation of the proof of Theorem 37, with
the parameterisation of T p given by:

φ : T → P(

k1∧
C

n) × · · · × P(

ks∧
C

n).

4.7 Representable Polymatroids

Representable polymatroids generalise representable matroids, replacing vectors
with subspaces. While they do not appear as frequently in pure mathematics as
matroids, one of the possible references for an interested reader is [4, Sect. 3].

We start by giving a precise definition.

Definition 59 Let V be a vector space and denote by S(V ) the set of all subspaces
of V . Suppose we have a map φ : E → S(V ) and assume, without loss of generality,
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that
∑

e∈E φ(e) = V . The representable polymatroid M(φ) is defined by the rank
function: for A ⊆ E , define r(A) as the dimension of φ(A) := ∑

a∈A φ(a).

Example 60 Consider the map φ : [3] → S(C3) defined by φ(1) = 〈e1, e2〉
and φ(2) = φ(3) = 〈e1, e3〉. Then M(φ) is a rank 3 polymatroid on [3] with 5
bases: (2, 1, 0), (2, 0, 1), (1, 2, 0), (1, 0, 2), (1, 1, 1). Its base polytope is given in
Fig. 4.4.

Now we want to define the polymatroid analogue of a matroid associated to a
subspace. For this, we fix a number r ∈ Z>0, and we consider the vector space C

rn ,
with a fixed basis indexed by [r ] × [n]. If we consider a full rank k × rn matrix A,
it represents a k-dimensional subspace of C

rn . Moreover, the r columns indexed
by (i, j) for some fixed j span a subspace Wj of C

k . Then the map [n] → S(Ck) :
j → Wj defines a representable polymatroid. Note that this is an r -polymatroid, and
that every representable r -polymatroid can be obtained in this way.

As before, applying elementary row operations to A does not change the poly-
matroid. Hence, we have described how to associate an r -polymatroid M(W ) to a
subspace W of C

rn .

Remark 61 If we defined Grassmannians via quotients instead of subspaces, we
could present this storymore invariantly, as follows: LetV be a vector space of dimen-
sion rn, with a fixed collection of n independent r -dimensional subspaces V1, . . . Vn .
Then any k-dimensional quotient φ : V → W gives rise to an r -polymatroid via the
map [n] → S(W ) : i �→ φ(Vi ).

We consider the action of T = (C∗)n on C
rn , where t = (t1, . . . , tn) acts by

multiplying the (i, j)-th coordinate by t j . If we consider the action of T = (C∗)n
on G(k, C

rn) induced by the action on C
rn , then every point in the orbit T p gives the

same polymatroid. This is very similar to the situation for representable matroids, so
it should be no surprise that we also have an analogue of Theorem 37 in this setting:

Theorem 62 The lattice polytope representing the projective toric variety T p
described above is equal to the base polytope of the polymatroid M.

Proof It is a straightforward generalisation of the proof of Theorem 37. �

4.7.1 Comparison Between Polymatroids and Flag Matroids

A flag matroid polytope is a special case of a polymatroid polytope, by Theorem 55.
It is tempting to think about flag matroids as a special case of polymatroids, but we
need to be careful when doing this: the notion of a basis of a flag matroid is not
compatible with the notion of a basis for a polymatroid. More precisely, the bases
of a polymatroid are all lattice points of its base polytope, while the bases of a flag
matroid are only the vertices of the associated polytope—cf. Remark 57 and Fig. 4.4.

For a flag matroid F , let M(F ) be the associated polymatroid.
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The definitions of representable flag matroid and representable polymatroid look
unrelated at first sight, but there is a connection.

Proposition 63 If F is a representable flag matroid, thenM(F ) is a representable
polymatroid.

Proof For this proof we will use the more intrinsic definition of representable
flag matroids and polymatroids using quotients. Let F be the flag matroid repre-
sented by the flag of quotients C

n → V1 → · · · → Vr . Then the quotient C
kn →

V1
⊕ · · ·⊕ Vr represents a polymatroidM on [n]. We need to argue that F andM

have the same base polytope.
Bases of F correspond to flags [n] � F1 ⊇ . . . ⊇ Fr such that Fi gives a basis

of Vi . On the other hand, choosing a basis ofM corresponds to choosing for every i
a subset Fi

� [n] such that Fi gives a basis of Vi . From this it follows that every
vertex of P(F ) is a lattice point of P(M), and (using Remark 57) that every lattice
point of P(M) is a lattice point of P(F ). So P(M) = P(F ) as desired. �

Remark 64 Thinking again about flag varieties in terms of subspaces, we have that
if F is represented by a flag V1 ⊆ . . . ⊆ Vr � C

n , then M(F ) is represented by a
subspace V1 ⊕ · · · ⊕ Vr � C

rn . Geometrically, this construction corresponds to an
algebraic map

Fl(k1, . . . , kr ; n) → G(
∑

i

ki , rn).

Remark 65 The converse of Proposition 63 is not true: given a representable poly-
matroid that is also a flag matroid, it is not always a representable flag matroid.
One way to construct a counterexample is as follows. If M1, M2 are representable
matroids with corresponding base polytopes P1, P2, then P1 + P2 corresponds to a
representable polymatroid, by the same argument as in the proof of Proposition 63.
However, Example 48 gives an example of two such (concordant) matroids such
that P1 + P2 corresponds to a flag matroid that is not representable.

4.8 Equivariant K -theory

Wehave presented a correspondence between representablematroids and torus orbits
in Grassmannians, and generalisations of this correspondence to representable flag
matroids and representable polymatroids. We would like to drop the word “repre-
sentable” from all of those. As we will see, one way to do this is by replacing “torus
orbits” with “classes in equivariant K -theory”. This was done for matroids by Fink
and Speyer [16]. In this section, we review their construction, and consider gen-
eralisations to flag matroids. We start with an introduction to non-equivariant and
equivariant K -theory.



100 A. Cameron et al.

4.8.1 A Very Brief Introduction to K-theory

This section is based on [18, Sect. 15.1].
Let X be an algebraic variety. We define K 0(X) to be the free abelian group gen-

erated by vector bundles on X , subject to relations [E] = [E ′] + [E ′′] whenever E ′
is a subbundle of E , with quotient bundle E ′′ = E/E ′. The group K 0(X) inherits a
ring structure from the tensor product: [E] · [F] = [E ⊗ F].

Similarily, we can define K0(X) to be the free abelian group generated by iso-
morphism classes of coherent sheaves on X , subject to relations [A] + [C] = [B]
whenever there is a short exact sequence 0 → A → B → C → 0. There is an inclu-
sion K 0(X) ↪→ K0(X). From now on, we will always assume that X is a smooth
variety. In this case, the inclusion is an isomorphism, allowing us to identify K 0(X)

and K0(X).
Let f : X → Y be a map of (smooth) varieties. Then there is a pullback map f ∗ :

K 0(Y ) → K 0(X) defined by f ∗[E] = [ f ∗E] (where E is a vector bundle on Y ).
If f is a proper map, there is also a pushforward map f∗ : K0(X) → K0(Y ) given
by f∗[A] = ∑

(−1)i [Ri f∗A]. Here Ri f∗ are right derived functors of the push-
forward. An interested reader is advised to find the details in [18, Sect. 15]. In this
paper, wewill not be using the formal definitions of K 0(X), f ∗ or f∗. Instead, wewill
refer to explicit descriptions of those in the cases that we need, each time providing
a theorem we build upon.

Remark 66 In all the cases we study the ring K 0(X) is isomorphic to the cohomol-
ogy ring and to the Chow ring (after tensoring with Q). Note however that the map
from K 0(X) to the Chow ring is nontrivial and given by the Chern character.

Example 67 Consider the projective space P
n . The (rational) Chow ring is A(Pn) =

Q[H ]/(Hn+1). Here one should think about H as a hyperplane inP
n and Hk as a codi-

mension k projective subspace. The most important line bundle is O(1). The Chern
character ch : K 0(Pn) → A(Pn) sends [O(1)] to ∑n

i=0 H
i/ i !. Note that K 0(Pn) can

be written asZ[α]/(αn+1), where α = 1 − [O(−1)] is the class of the structure sheaf
of a hyperplane. As a special case, the K -theory of a point is Z.

If X is a smooth variety equipped with an action of a torus T , we can define
its equivariant K -theory K 0

T (X) ∼= KT
0 (X). The construction and properties are

exactly the same as in the previous paragraphs, if we replace “vector bundles” and
“coherent sheaves” by “T-equivariant vector bundles” and “T-equivariant coherent
sheaves”.

For later reference, we describe the equivariant K -theory of a point: K 0
T (pt) =

Z[Char(T )], where Char(T ) = Hom(T, C
∗) is the lattice of characters of T .

Here Z[Char(T )] is the group ring of Char(T ), i.e. as a module over Z it has a
basis given by Char(T ), and multiplication is induced from addition in Char(T ). It
is the ring of Laurent polynomials in dim T variables. Explicitly, a T -equivariant
sheaf on pt is just a vector space W with a T -action. We may decompose W =
⊕c∈Char(T )Wc as in Sect. 4.4.1. The corresponding element of Z[Char(T )] is the
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character (also called Hilbert series) Hilb(W ) := ∑
c∈Char(T )(dimWc)c. We point

out that even for infinite-dimensional T -modules, Hilb(W ) makes sense as a formal
power series, as long as Wc is finite-dimensional for all c.

We finish this section by describing the relation between ordinary and T -
equivariant K -theory:

Theorem 68 ([37, Theorem 4.3]) Let X be a smooth projective variety with an
action of a torus T . Let S ⊆ T be a subtorus. Then the natural map

K 0
T (X) ⊗Z[Char(T )] Z[Char(S)] → K 0

S(X)

is an isomorphism. In particular, taking S to be the trivial group, the natural map

K 0
T (X) ⊗Z[Char(T )] Z → K 0(X)

is an isomorphism.

We note that the map Z[Char(T )] → Z above is given in coordinates by sending
each generator ti of T to 1.

4.8.2 Explicit Construction via Equivariant Localisation

Let X be a smooth projective variety over C, and T a torus acting on it. If X has only
finitely many torus-fixed points, we can use the method of equivariant localisation
to give an explicit combinatorial description of classes in K 0

T (X). Our exposition
here is largely based on the one in [16]. The following theorem is central to our
discussion.

Theorem 69 ([42, Theorem 3.2], [16, Theorem 2.5] and references therein) If X is
a smooth projective variety with a torus action, then the restriction map K 0

T (X) →
K 0

T (XT ) is an injection.

From now onwewill always assume that X has only finitely many torus-fixed points.
In this case K 0

T (XT ) is simply the ring of functions from XT to Z[Char(T )]. In other
words, we can describe a class in K 0

T (X) just by giving a finite collection of Laurent
polynomials in Z[Char(T )].
Remark 70 In the literature, a variety X for which K 0

T (X) is a free Z[Char(T )]-
module, and has a Z[Char(T )]-basis that restricts to a Z-basis of K 0(X), is
called equivariantly formal. This notion was first introduced in [24]. In [2, Sect. 2.4],
it is noted that smooth projective varieties with finitely many T -fixed points are
equivariantly formal.

We now explicitly describe the class of a T -equivariant coherent sheaf on X . We will
do this under the following additional assumption (which is not essential but makes
notation easier and will hold for all varieties of interest):
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Definition 71 A finite-dimensional representation of T is called contracting if all
characters lie in an open halfspace, or equivalently if the characters generate a pointed
cone (see Sect. 4.8.3). The action of T on a variety X is contracting, if for every torus-
fixed point x ∈ X , there exists an open neighbourhood Ux isomorphic to A

N such
that the action of T on Ux is a contracting representation.

Let E be a T -equivariant coherent sheaf on X . We will construct a map [E]T :
XT → Z[Char(T )]. For every x ∈ XT , we have an open neighbourhood Ux as in
Definition 71. Let χ1, . . . , χN be the characters by which T acts on Ux (so O(Ux )

is a polynomial ring multigraded by T in the sense of [40, Definition 8.1], with
characters χ−1

1 , . . . , χ−1
N ). Our sheaf E , restricted to Ux , corresponds to a graded,

finitely generated O(Ux )-module E(Ux ).
Since E(Ux ) is a graded module over the polynomial ring O(Ux ), which is multi-

graded by T , it follows from [40, Theorem 8.20] that E(Ux ) is a T -module, and its
Hilbert series is of the form

K (E(Ux ), t)
∏N

i=1 (1 − χ−1
i )

, (4.1)

for some K (E(Ux ), t) ∈ Z[Char(T )].
Definition 72 For E a T -equivariant coherent sheaf on X , we define [E]T to be the
map that sends x ∈ XT to K (E(Ux), t) ∈ Z[Char(T )], the numerator in (4.1).

Theorem 73 ([16, Theorem 2.6]) The map [E]T defined above is the image of the
class of E under the injection K 0

T (X) ↪→ K 0
T (XT ) of Theorem 69.

Example 74 Let X = P
n , equipped with the natural torus action t · [a0 : . . . : an] =

[t−1
0 a0 : . . . : t−1

n an]. Then O(d) is a T -equivariant sheaf. The torus action on P
n

has n + 1 fixed points, namely pi = [0 : . . . : 1 : . . . : 0], where the 1 is at position i .
We use equivariant localisation to describe the class [O(d)]T .

Every pi has an open neighbourhood Ui = Spec Ai , where

Ai = C[x0, . . . , x̂i , . . . , xn]

is multigraded by T via deg(x j ) = t−1
i t j . The Ai -module O(d)(Ui ) is a copy of Ai

generated in degree tdi . So its Hilbert series is t
d
i /

∏
j (1 − t−1

i t j ). Hence [O(d)]T can
be represented by the map (Pn)T → Z[Char(T )] : pi �→ tdi .

We can describe the image of the map from Theorem 69 explicitly, if we impose
an additional condition on X .

Theorem 75 ([54, Corollary 5.12], [16, Theorem 2.9] and references therein) Sup-
pose X is a projective variety with an action of a torus T , such that X has finitely
many T -fixed points and finitely many 1-dimensional T -orbits, each of which has
closure isomorphic to P

1. Then a map f : XT → Z[Char(T )] is in the image of the
map K 0

T (X) → K 0
T (XT ) of Theorem 69 if and only if the following condition holds:

For every one-dimensional orbit, on which T acts by character χ and for which x
and y are the T -fixed points in the orbit closure, we have
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f (x) ≡ f (y) mod 1 − χ .

Example 76 (Example 74 continued) Note that P
n has only finitely many one-

dimensional torus orbits: for every pair pi , p j of T -fixed points, there is a unique T -
orbit whose closure contains pi and p j . Furthermore, T acts on this orbit with
character t−1

j ti . We see that tdi ≡ tdj mod 1 − t−1
j ti , so that the class [O(d)]T indeed

fulfills the condition of Theorem 75.

We also can describe pullback and pushforward in the language of equivariant
localisation. Let π : X → Y be a T -equivariant map of smooth projective varieties
with finitely many T -fixed points, then for [E]T ∈ K 0

T (Y ), its pullback can be com-
puted by

(π∗[E]T )(x) = [E]T (π(x)) (4.2)

for x ∈ XT .
Describing the pushforward of [F]T ∈ K 0

T (X) is a bit more complicated. Sup-
pose that X and Y are contracting. For every point x ∈ XT (resp. y ∈ Y T ), we
pick as before an open neighbourhood Ux (resp. Vy) on which T acts by charac-
ters χ1(x), . . . , χr (x) (resp. η1(y), . . . , ηs(y)). Then the pushforward of [F]T is
determined by the formula

(π∗[F]T )(y)
∏

(1 − η j (y)−1)
=

∑

x∈π−1(y)∩XT

[F]T (x)
∏

(1 − χi (x)−1)
. (4.3)

Remark 77 Wecan use Theorem68 to obtain a description of the ordinary K -theory
using equivariant localisation. However, one should be careful when using this for
computations in practice. Here is a toy example: let X = P

2 with the usual action
of (C∗)2. Then XT = {[1 : 0], [0 : 1]}, and we can write the elements of K 0

T (XT ) ∼=
Maps(XT , Z[t±0 , t±1 ]) � f as pairs ( f ([1 : 0]), f ([0 : 1])). Then (t0 − t1, 0) satisfies
the condition from Theorem 75, hence it gives a class in K 0

T (X). It is tempting to do
the following computation in K 0(X) ∼= K 0

T (X) ⊗Z[Char(T )] Z:

(t0 − t1, 0) ⊗ 1 = (1, 0) ⊗ (1 − 1) = 0

but this is wrong! Indeed, (1, 0) does not satisfy the condition from Theorem 75,
hence is not in K 0

T (X). In fact, one can check that (t0 − t1, 0) is the equivariant class
of the torus-fixed point [1 : 0] ∈ P

2.

4.8.3 A Short Review on Cones and Their Hilbert Series

For more details about the topic of this subsection we refer to [9, Sect. 1.2] and [48,
Sect. 4.5]. Recall that a convex polyhedral rational cone is a subset of R

n of the
formC = cone(S) := {∑u∈S λuu | λu ∈ R≥0}, where S ⊂ Z

n ⊂ R
n is finite. A cone
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is called pointed if it does not contain a line. If C is a pointed rational cone, then
every one-dimensional face ρ contains a unique lattice point uρ that is closest to the
origin. It is not hard to see that MG(C) := {uρ | ρa one-dimensional face ofC} is
a minimal generating set of C . If the minimal generators are linearly independent
over R, we call C simplicial. If they are part of a Z-basis of Z

n , we call C regular.
For a pointed cone C in R

n , we define its Hilbert series Hilb(C) by:

Hilb(C) :=
∑

a∈C∩Zn

ta.

This is always a rational function [48, Theorem 4.5.11] whose denominator is equal
to

∏
u∈MG(C) (1 − tu). If C is a regular cone, then its Hilbert series is easy to com-

pute: Hilb(C) = ∏
u∈MG(C) 1/(1 − tu). If C is a simplicial cone, we can compute

its Hilbert series as follows. First compute the finite set DC := {b ∈ C ∩ Z
n : b =∑

b∈MG(C) λuu | 0 ≤ λu < 1}. Then

Hilb(C) =
⎛

⎝
∑

b∈DC

tb

⎞

⎠
∏

u∈MG(C)

1

1 − tu
.

For a general rational polyhedral cone, we can compute its Hilbert series by
triangulating it.

4.8.4 Matroids and the K-theory of Grassmannians

In this subsectionwecompute the class in equivariant K -theoryof a torus orbit closure
in a Grassmannian. We then note that this class only depends on the underlying
matroid, and give a combinatorial algorithm to get the class in K -theory directly
from the matroid. This algorithm can then be used as a definition to associate a class
in K -theory to an arbitrary (not necessarily representable) matroid. This was first
done by Fink and Speyer [16].

Let us first fix the following sign conventions. The torus T = (C∗)n acts on C
n as

follows: t · (x1, . . . , xn) = (t−1
1 x1, . . . , t−1

n xn). The action of T onG(k, n) is induced
from this action. Explicitly, if p ∈ G(k, n) has Plücker coordinates [PI ]I∈([n]

k )
, then t ·

p has Plücker coordinates [(∏i∈I t
−1
i )PI ]I∈([n]

k )
.

We begin by describing the T -equivariant K -theory of the Grassmannian G(k, n)

using equivariant localisation.
The torus-fixed points of G(k, n) are easy to describe: for every size k sub-

set I ⊂ [n], we define the k-plane VI = span({ei | i ∈ I }) ⊂ C
n , and denote the

corresponding point in G(k, n) by pI . In Plücker coordinates, pI is given by PJ = 0
if J 	= I . It is easy to see that the

(n
k

)
points pI are precisely the torus-fixed points

of G(k, n).
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We can also describe the one-dimensional torus orbits: there is a (unique) one-
dimensional torus orbit between pI and pJ if and only if |I ∩ J | = k − 1. In this
case, we write I − J = {i}, J − I = { j}. If we identify the one-dimensional orbit
from pI to pJ with A

1\0 in such a way that the origin corresponds to the torus-fixed
point pI (and so pJ corresponds to the point at infinity), then T acts on the orbit with
character t−1

j ti .
Let us now check that the action of T is contracting. We fix a torus-fixed point pI ,

and consider the open neighbourhood UI given by PI = 1. Then UI
∼= A

k(n−k).
For p ∈ UI , we will denote its coordinates with (ui, j )i∈I, j /∈I , where ui, j = PI−i∪ j

PI
.

Then t · p has coordinates (t−1
j ti ui, j )i∈I, j /∈I . Thus, T acts on this space with char-

acters t−1
j ti , where i ∈ I, j /∈ I . Identifying ta11 · · · tann with (a1, . . . , an), all these

points lie in the open halfspace defined by
∑

i∈I ai > 0.

Example 78 We compute the class ofO(1). The sheafO(1) on G(k, n) was already
mentioned in Sect. 4.4.2: it is the pullback of O(1) on P(nk)−1 via the Plücker embed-
ding. We can also describe O(1) as

∧k S∨, where S is the tautological vector bundle
on G(k, n) whose fiber over a point is the corresponding k-plane.

We can apply Theorem 68 to the result from Example 74 to replace the torus
action there with a different torus action, induced from the action on the Plücker
coordinates. By applying pullback formula (4.2), we find that the class [O(1)]T in
equivariant K -theory is the map

[O(1)]T : Gr(k, n)T → Z[Char(T )] : pI �→ ti1 · · · tik ,

where we wrote I = {i1, . . . , ik}.
Let p be a point inGr(k, n) andM = Mp be the correspondingmatroid. Then T p

is a closed subvariety of Gr(k, n); in particular, it is given by a coherent sheaf.
We want to compute its class in T -equivariant K -theory, which is a map [T p]T :
Gr(k, n)T → Z[Char(T )]. As above, let pI ∈ Gr(k, n)T be the torus-invariant point
given by PJ = 0 for J 	= I , and let UI be the affine open neighbourhood UI of pI
defined by PI = 1.

If I is not a basis of M , then T p does not intersect UI , hence [T p]T (pI ) = 0.
Hence, we will assume that I is a basis of M , i.e. that p ∈ UI .

The coordinate ring of T p ∩UI is isomorphic to C[s−1
i s j ], where s−1

i s j is a gen-
erator if and only if (I − i) ∪ j is a basis ofM .Wewill denote this ring by RM,I . This
ring should be viewed as a T -module, with t · s−1

i s j = t−1
i t j s

−1
i s j . The Hilbert series

of RM,I is a rational function with denominator dividing
∏

i∈I
∏

j /∈I (1 − t−1
i t j ).

Thus, by (4.1),
[T p]T (pI ) = Hilb(RM,I )

∏

i∈I

∏

j /∈I
(1 − t−1

i t j ). (4.4)

Definition 79 For any lattice polytope P and v a vertex of P , we define conev(P)

to be the cone spanned by all vectors of the form u − v with u ∈ P . For I ∈ ([n]
k

)
,
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we write coneI (M) := coneeI (P(M)) if I is a basis of M , and coneI (M) := ∅

otherwise.

Since coneI (M) is the positive real span of all vectors eJ − eI , where J ∈ B(M),
we find that Hilb(RM,I ) = Hilb(coneI (M)). So (4.4) can also be written as

[T p]T (pI ) = Hilb(coneI (M))
∏

i∈I

∏

j /∈I
(1 − t−1

i t j ). (4.5)

We note that (4.5) only depends on the matroid M and not on the chosen point p
or even the torus orbit T p. Moreover, the formulas make sense even for non-
representablematroids. Thuswe can use them as a definition for the class in K -theory
for a matroid:

Definition 80 ([16]) For any rank k matroid M on [n], we define y(M) :
Gr(k, n)T → Z[Char(T )] by

y(M)(pI ) = Hilb(coneI (M))
∏

i∈I

∏

j /∈I
(1 − t−1

i t j ).

Theorem 81 ([16, Proposition 3.3]) The class y(M) ∈ K 0
T (Gr(k, n)T ) satisfies the

condition of Theorem 75, and hence defines a class in K 0
T (Gr(k, n)).

4.8.5 Flag Matroids and the K-theory of Flag Varieties

In this section, we generalize the results from the previous section replacing
“matroids” by “flag matroids” and “Grassmannians” by “flag varieties”.

We first describe the equivariant K -theory of a flag variety Fl(k, n). The torus-
fixed points are given as follows: for every (set-theoretic) flag F = (F1 ⊆ . . . ⊆ Fs)

of rankk on [n], we define a (vector space) flag V1 ⊆ . . . ⊆ Vs by Vi = span({e j | j ∈
Fi }). We will denote the corresponding point in Fl(k, n) by pF . The Plücker coor-
dinates of pF are given by PS = 1 if S is a constituent of F and PS = 0 otherwise.
Here, the Plücker coordinates of a point in Fl(k, n) are the ones induced from the
embedding Fl(k, n) ↪→ ∏

G(ki , n).
We can also describe the one-dimensional torus orbits: let pF be a torus-fixed

point. We define S(F) to be the set of all pairs (i, j) ∈ [n] × [n] for which there
exists an 
 such that i ∈ F
 and j /∈ F
. For every (i, j) ∈ S(F), we define a new
flag F ′ = Fi→ j by switching the roles of i and j .More precisely: if i ∈ Fr but j /∈ Fr ,
then F ′

r := (Fr − i) ∪ j ; in any other case F ′
r := Fr . Then there is a unique one-

dimensional torus orbit between pF and pF ′ , and all one-dimensional torus orbits
arise in this way. The torus T acts on this orbit with character t−1

j ti .

Lemma 82 The action of T on Fl(k, n) is contracting.
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Proof For every torus-fixed point pF , we consider the open neighbourhood UF

given by PFr 	= 0 for all r . Then UF
∼= A

N , where N = dim(Fl(k, n)) =∑s
i=1 ki (ki+1 − ki ) (here ks+1 := n). We will denote the coordinates of a point q

in UF by (ui, j )(i, j)∈S(F), where ui, j = PFr−i∪ j

PFr
for any r which satisfies i ∈ Fr

and j /∈ Fr . Then t · q has coordinates (t−1
j ti ui, j )(i, j)∈S(F). So T acts on UF with

characters t−1
j ti , (i, j) ∈ S(F). As before, identifying ta11 · · · tann with (a1, . . . , an),

all these characters lie on the open halfspace
∑s

r=1

∑
i∈Fr ai > 0. �

Let p be a point in Fl(k, n), and let F be the corresponding flag matroid. We
want to compute the T -equivariant class of T p, which is amap [T p]T : Fl(k, n)T →
Z[Char(T )]. We fix a point pF ∈ Fl(k, n)T , and consider the affine neighbour-
hood UF described above.

If F is not a basis of F , then T p does not intersect UF , hence [T p]T (pF ) = 0.
Thus, we will assume that F is a basis of F , i.e. that p ∈ UF .

The coordinate ring of T p ∩UF is isomorphic to k[s−1
i s j ], where s−1

i s j is a
generator if and only if Fi→ j ∈ F .Wewill denote this ring by RF ,F . This ring should
be viewed as a T -module, with t · s−1

i s j = t−1
i t j s

−1
i s j . The Hilbert series of this T -

module is a rational functionwith denominator dividing
∏

(i, j)∈S(F)(1 − t−1
i t j ). Thus,

by (4.1),
[T p]T (pF ) = Hilb(RF ,F )

∏

(i, j)∈S(F)

(1 − t−1
i t j ). (4.6)

Definition 83 Wedefine coneF (F ) to be the cone coneeF (P(F )), as inDefinition79.

As before, we find that Hilb(RF ,F ) = Hilb(coneF (F )). Hence, (4.6) can also be
written as

[T p]T (pF ) = Hilb(coneF (F ))
∏

(i, j)∈S(F)

(1 − t−1
i t j ). (4.7)

As before, (4.7) only depends on the flag matroid F and not on the chosen point p
or even the torus orbit T p. Moreover the formulas make sense even for non-
representable flag matroids. Thus we can use them as a definition for the class
in K -theory for a flag matroid:

Definition 84 For any rank k flag matroidF on [n], we define y(F ) : Fl(k, n)T →
Z[Char(T )] by

y(F )(pF ) = Hilb(coneF (F ))
∏

(i, j)∈S(F)

(1 − t−1
i t j ).

Proposition 85 The class y(F ) ∈ K 0
T (Fl(k, n)T ) satisfies the condition of

Theorem 75, and hence defines a class in K 0
T (Fl(k, n)).

Proof The proof is a straightforward generalisation of the proof of [16, Proposition
3.3]. �
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Fig. 4.5 The class
in K -theory of a flag matroid

Example 86 Let F be the flag matroid of Example 54. We first com-
pute y(F )(pF ), where F is the flag 2 ⊆ 12 (so eF = (1, 2, 0)). From Fig. 4.4,
it is clear that coneF (F ) = cone((1,−1, 0), (0,−1, 1)), which has Hilbert
series 1

(1−t−1
2 t1)(1−t−1

2 t3)
. Furthermore, we have S(F) = {(2, 1), (2, 3), (1, 3)}. We find

that y(F )(pF ) = 1 − t−1
1 t3. We can do the same for the other torus-fixed points. The

result is summarised in Fig. 4.5.

4.8.6 The Tutte Polynomial via K-theory

In [16], a geometric description of the Tutte polynomial of a matroid is given. Con-
sider the following diagram, where all the maps are natural projections or inclusions:

Fl(1, k, n − 1; n)

G(k, n) Fl(1, n − 1; n)

P
n−1 × P

n−1 � G(1, n) × G(n − 1, n)

πk

π1(n−1)

Generalising Example 67, one can show that K 0(Pn−1 × P
n−1) ∼= Z[α, β]/(αn, βn),

where α and β are the structure sheaves of hyperplanes.

Theorem 87 ([16, Theorem 7.1]) The following equality holds:

(π1(n−1))∗π∗
d (Y (M) · [O(1)]) = TM(α, β),

where Y (M) is the class associated to thematroid M in the non-equivariant K-theory
of the Grassmannian.

In other words, the Tutte polynomial of a matroid can be viewed as a Fourier-Mukai
transform of its associated class in K -theory.

We can now generalize this construction to get a definition of the Tutte polynomial
of a flag matroid.

Definition 88 Consider the following diagram.
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Fl(1, k, n − 1; n)

Fl(k; n) Fl(1, n − 1; n)

P
n−1 × P

n−1

πk

π1(n−1)

Let F be a flag matroid on [n] of rank k, and let Y (F ) ∈ K 0(Fl(k; n)) be its class in
non-equivariant K -theory, as inDefinition 84. Then the K-theoretic Tutte polynomial
of F is defined to be

TF (α, β) := (π1(n−1))∗π∗
d (Y (F ) · [O(1)]).

We computed the Tutte polynomial for some small examples using Sage [51],
Macaulay2 [25], and Normaliz [5]. Our code is available at [47]. The program first
computes the equivariant class (π1(n−1))∗π∗

d (y(M) · [O(1)]) ∈ K 0
T (Pn−1 × P

n−1)

using equivariant localisation, and then computes the underlying non-equivariant
class.

Remark 89 Afterwefinished the articleChristopherEur implemented the algorithm
in Macaulay2 [14].

Example 90 We consider again the flag matroid of Examples 54 and 86. We
first compute y(F ) · [O(1)], which is displayed in Fig. 4.6. The two projec-
tions from Fl(1, k, 2; 3) = Fl(1, 1, 2, 2; 3) to Fl(1, 2; 3) are isomorphisms, hence
pulling back and pushing forward along them does nothing. Next we need to push our
class X = y(F ) · [O(1)] ∈ K 0

T (Fl(1, 2; 3)) to a class Y ∈ K 0
T (Pn−1 × P

n−1), using
formula (4.3).

The T -fixed points of P
n−1 × P

n−1 are given by pairs p = (
, H), where 
 ∈
G(1, 3)T = {〈e1〉, 〈e2〉, 〈e3〉} and H ∈ G(2, 3)T = {〈e1, e2〉, 〈e1, e3〉, 〈e2, e3〉}.
If 
 	⊂ H , then Y (p) = 0. If 
 ⊂ H , then p ∈ Fl(1, 2; 3) ⊂ P

2 × P
2. Since we

are pushing forward along an embedding, the formula (4.3) has a simple form: we
can find characters χ1, χ2, χ3, η and open neighbourhoods p � U1 ⊂ Fl(1, 2; 3)
and p � U2 ⊂ P

2 × P
2, such that T acts onU1 with characters χ1, χ2, χ3, and onU2

with characters χ1, χ2, χ3, η. Then (4.3) becomes:

Y (p) = (1 − η−1)X (p).

Fig. 4.6 y(F ) · [O(1)]
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Consider for example p = (〈e1〉, 〈e1, e2〉). Then p ∈ Fl(1, 2; 3) has an open
neighbourhood where T acts by characters t2t

−1
3 , t1t

−1
3 , t1t

−1
2 , while p ∈ P

2 × P
2

has an open neighbourhood where T acts by characters t2t
−1
3 , t1t

−1
3 , t1t

−1
3 , t1t

−1
2 . We

compute that

Y ((〈e1〉, 〈e1, e2〉)) = t21 t2(1 − t−1
1 t3)(1 − t−1

1 t3) = t2(t1 − t3)
2.

Similarily, we find that

Y ((〈e1〉, 〈e1, e3〉)) = t3(t1 − t2)
2

Y ((〈e3〉, 〈e1, e3〉)) = t3(t1 − t2)(t3 − t2)

Y ((〈e2〉, 〈e1, e2〉)) = t2(t1 − t3)(t2 − t3)

and Y (p) = 0 in all other cases.
Finally, we need to find the underlying class in non-equivariant K -theory. This

is quite tedious to do by hand, so we just refer to the algorithm provided at [47] for
this. In the end, we find that

TF (x, y) = x2y2 + x2y + xy2 + x2 + xy.

Example 91 As another example, consider the uniform flag matroid U(2,3);5
of rank (2, 3) on [5] (that is, the constituents of U(2,3);5 are the uniform
matroidsU2,5 andU3,5). Using our program, we find that its K -theoretic Tutte poly-
nomial TU(2,3):5(x, y) equals

x3y3 + 2x3y2 + 2x2y3 + 3x3y + 8x2y2 + 3xy3 + 4x3+
8x2y + 8xy2 + 4y3 + 2x2 + 4xy + 2y2.

After the preprint of the article appeared Christopher Eur found an example of
a K -theoretic Tutte polynomial TU(1,3):5(x, y) with a strictly negative coefficient.

4.9 Open Problems

Our definition of the Tutte polynomial of a flag matroid is admittedly quite involved.
It is natural to wonder whether there is an easier definition, avoiding geometry:

Problem 92 Is there a purely combinatorial description of the K -theoretic Tutte
polynomial of a flag matroid? In particular, can one obtain the K -theoretic Tutte
polynomial from the Tutte polynomials of the constituents?

For matroids, one can define the characteristic polynomial (also called chromatic
polynomial, as it generalises the chromatic polynomial of a graph) by
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χM(λ) = (−1)r(M)TM(1 − λ, 0).

In 2015, Adiprasito, Huh and Katz proved the following conjecture by Rota-Heron-
Welsh:

Theorem 93 ([1]) Let wi (M) be the absolute value of the coefficient of λr(M)−i in
the characteristic polynomial of M. Then the sequence wi (M) is log-concave:

wi−1(M)wi+1(M) ≤ wi (M)2 for all 1 ≤ i < r(M).

Since we now have a definition for the Tutte polynomial of a flag matroid, we can
define the characteristic polynomial of a rank k flag matroid F by

χF (λ) = (−1)r(F )TF (1 − λ, 0),

where r(F ) := |k| := ∑
ki .

Conjecture 94 Theorem 93 holds for the characteristic polynomial of an arbitrary
flag matroid.

In Examples 90 and 91, the characteristic polynomials are −λ2 + 2λ − 1 and 4λ3 −
14λ2 + 16λ − 6, respectively. Thus, we see that Conjecture 94 holds for these exam-
ples.

Flag matroids are a special class of Coxeter matroids. Hence, another possible
direction of research would be:

Problem 95 Explore how our constructions and results could be generalised to arbi-
trary Coxeter matroids.

Flag matroids can also be viewed as a special class of polymatroids. In particular,
we can apply the construction of Sect. 4.3.1 to them.

Problem 96 Is there a connection between the Tutte polynomial of a polymatroid,
as defined by Cameron and Fink, and our construction of the Tutte polynomial of
flag matroid? How about the construction from Remark 31?

Next, we note that by Sect. 4.7 we know how to associate to a rank k representable
r -polymatroid on [n] a class in K 0

T (G(k, rn)).

Problem 97 Can we associate a class in K 0
T (G(k, rn)) to a non-representable

r -polymatroid? Can this be used to define a K -theoretic Tutte polynomial for
r -polymatroids?

Another possible generalisation, brought to our attention by Alastair Craw after we
wrote the article, would be the class of quiver flag varieties [10]. We have not yet
pursued this direction.

Finally, we could apply the construction of Sect. 4.8.6 to any subvariety of a
Grassmannian (or even a flag variety), not just to torus orbits. It could be interesting
to study the properties of this invariant.



112 A. Cameron et al.

Acknowledgements We would like to thank Christopher Eur for useful comments and sharing
with us interesting examples.We thankAlastair Craw and the anonymous reviewers for their careful
reading and suggestions to improve the manuscript. The third author was supported by the Polish
National Science Centre grant no. 2015/19/D/ST1/01180.

References

1. Adiprasito, K., Huh, J., Katz, E.: Hodge theory for combinatorial geometries. Ann. Math.
188(2), 381–452 (2018)

2. Anderson, D.: Introduction to equivariant cohomology in algebraic geometry. In: Contributions
to Algebraic Geometry, EMS Series of Congress Reports, pp. 71–92. European Mathematical
Society, Zürich (2012)

3. Borovik, A.V., Gel’fand, I.M., White, N.: Coxeter Matroids, Progress in Mathematics, vol.
216. Birkhäuser Boston Inc, Boston, MA (2003)

4. Brändén, P.: Obstructions to determinantal representability. Adv. Math. 226(2), 1202–1212
(2011)

5. Bruns, W., Ichim, B.: Normaliz: algorithms for affine monoids and rational cones. J. Algebra
324(5), 1098–1113 (2010)

6. Brylawski, T.: Constructions. In: Theory of Matroids, The Encyclopedia of Mathematics and
its Applications, vol. 26, pp. 127–223. Cambridge University Press, Cambridge (1986)

7. Brylawski, T.,Oxley, J.: TheTutte polynomial and its applications. In:MatroidApplications, the
Encyclopedia ofMathematics and ItsApplications, vol. 40, pp. 123–225.CambridgeUniversity
Press, Cambridge (1992)

8. Cameron, A., Fink, A.: The Tutte polynomial via lattice point counting (2018).
arXiv:1802.09859

9. Cox, D.A., Little, J.B., Schenck, H.K.: Toric Varieties, Graduate Studies in Mathematics, vol.
124. American Mathematical Society, Providence, RI (2011)

10. Craw, A.: Quiver flag varieties and multigraded linear series. Duke Math. J. 156(3), 469–500
(2011)

11. Dupont, C., Fink,A.,Moci, L.:Universal Tutte characters via combinatorial coalgebras.Algebr.
Comb. 1(5), 603–651 (2018)

12. Edmonds, J.: Submodular functions, matroids, and certain polyhedra. In: Combinatorial Struc-
tures and their Applications (Proc. Calgary Internat. Conf., Calgary, Alta., 1969), pp. 69–87.
Gordon and Breach, New York (1970)

13. Ellis-Monaghan, J.A., Merino, C.: Graph polynomials and their applications I: the Tutte poly-
nomial. In: Structural Analysis of Complex Networks, pp. 219–255. Birkhäuser/Springer, New
York (2011)

14. Eur, C.: Webpage. https://github.com/chrisweur
15. Feichtner, E.M., Sturmfels, B.: Matroid polytopes, nested sets and Bergman fans. Port. Math.

(N.S.) 62(4), 437–468 (2005)
16. Fink, A., Speyer, D.E.: K -classes for matroids and equivariant localization. Duke Math. J.

161(14), 2699–2723 (2012)
17. Fulton, W.: Introduction to Toric Varieties, Annals of Mathematics Studies, vol. 131. Princeton

University Press, Princeton, NJ (1993). The William H. Roever Lectures in Geometry
18. Fulton, W.: Intersection theory, Ergebnisse der Mathematik und ihrer Grenzgebiete. 3. Folge.

A Series of Modern Surveys in Mathematics [Results in Mathematics and Related Areas. 3rd
Series. A Series of Modern Surveys in Mathematics], vol. 2, 2nd edn. Springer, Berlin (1998)

19. Fulton, W., Harris, J.: Representation Theory, Graduate Texts in Mathematics, vol. 129.
Springer, New York (1991). A first course, Readings in Mathematics

20. Gale, D.: Optimal assignments in an ordered set: an application of matroid theory. J. Comb.
Theory 4, 176–180 (1968)

http://arxiv.org/abs/1802.09859
https://github.com/chrisweur


4 Flag Matroids: Algebra and Geometry 113

21. Gel’fand, I.M., Goresky, R.M.,MacPherson, R.D., Serganova, V.V.: Combinatorial geometries,
convex polyhedra, and Schubert cells. Adv. Math. 63(3), 301–316 (1987)

22. Gel’fand, I.M., Serganova, V.V.: Combinatorial geometries and the strata of a torus on homo-
geneous compact manifolds. Uspekhi Mat. Nauk 42(2(254)), 107–134, 287 (1987)

23. Gel’fand, I.M., Serganova, V.V.: On the general definition of a matroid and a greedoid. Dokl.
Akad. Nauk SSSR 292(1), 15–20 (1987)

24. Goresky, M., Kottwitz, R., MacPherson, R.: Equivariant cohomology, Koszul duality, and the
localization theorem. Invent. Math. 131(1), 25–83 (1998)

25. Grayson, D.R., Stillman, M.E.: Macaulay2, a software system for research in algebraic geom-
etry. http://www.math.uiuc.edu/Macaulay2/

26. Greene, C.: A multiple exchange property for bases. Proc. Am. Math. Soc. 39, 45–50 (1973)
27. Herzog, J., Hibi, T.: Discrete polymatroids. J. Algebr. Combin. 16(3), 239–268 (2002, 2003)
28. Huh, J.: Milnor numbers of projective hypersurfaces and the chromatic polynomial of graphs.

J. Am. Math. Soc. 25(3), 907–927 (2012)
29. Kálmán, T.: A version of Tutte’s polynomial for hypergraphs. Adv. Math. 244, 823–873 (2013)
30. Kim, S.: Flag enumerations of matroid base polytopes. J. Combin. Theory Ser. A 117(7),

928–942 (2010)
31. Lafforgue, L.: Chirurgie Des Grassmanniennes. CRM Monograph Series, vol. 19. American

Mathematical Society, Providence, RI (2003)
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