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Abstract Cyberattacks have become a nightmare for businesses, often having to
spend time and resources identifying one or mitigating another. The current research
is an effort to develop an artificial intelligence-based security solution that can meet
the SME demands of providing a security solution capable of detecting cyberattacks
in real-time before they eventually become a crisis for the business. The proposed
solution uses multiple layers of deep neural networks using ReLu activation func-
tion and Adam algorithm as an optimizer to provide the detection capabilities. While
Wireshark provides the model with powerful network monitoring capabilities, Weka
fulfils the data pre-processing role to provide the AI module with a clean and struc-
tured dataset. The solution is tested for its ability to study the network patterns and
capability to distinguish between the regular and malicious traffic. The proposed
model is tested using two different datasets, a dataset created in a virtual lab envi-
ronment, and an IoT-23 dataset. The performance of the proposed AI model is
tested on the metrics of ‘accuracy’ and ‘loss’. The model performed well in distin-
guishing the network traffic on both the datasets. Themodel will provide the required
augmentation capabilities for SMEs to better handle cyber threats.

Keywords Deep neural networks · Rectified linear unit · ReLu · AI ·
Cyberattack · Adam algorithm ·Weka

1 Introduction

Cyberattacks are a buzzword in the world of IT, and to maintain a safe and secure IT
infrastructure is often complex, challenging, and requires time, resources, and expert
knowledge, all of which are at a premium for Small andMediumEnterprise’s (SME).
With a natural shortage of resources and dedicated IT personnel, SMEs typically lack
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continuous network monitoring leading to a delayed response to security threats. A
clear reverse trend is seen in the recent times, as IT Security became a focus area
for SMEs. More and more businesses are investing resources in the security domain,
but with the current market flooded with variety of security tools, applications, and
solutions to deal with various concepts of security, implementing a robust security
solution is often unfeasible. To maintain an enterprise grade security, SMEs had to
invest in multiple security solutions and still fails to identify an attack.

A network architecture in a business typically involves multiple end user devices
surrounding one ormore server machines and network devices. The security function
is often handled by the individual end-user devices with the network devices often
using the pre-configured or default settings. While some businesses use a complete
security solution that handles all the devices within the network, most of the networks
lack continuous monitoring and had to rely on the alerts produced by the security
products. Without a dedicated security personnel monitoring the network activities,
these networks infrastructures are prone to malicious attacks. The damage caused
by these attacks have more impact on the small and medium businesses than large
organisationswith 60%of SMEs often close their businesswithin 6months following
an attack [15]. The research aims to design anAImodel capable of predicting network
attacks by continuously monitoring the network for anomalies. By utilising the deep
learning capabilities of AI, the proposed model monitors the network activity and
provide an alert when the traffic matches any previously learnt patterns.

2 Literature Review

Artificial Intelligence has the potential to become a revolution in solving problems
for a variety of sectors such as healthcare, transport, agriculture, marketing, banking,
finance etc. According to Marr [21], the influence of AI in augmenting human
capabilities can be seen in all facets of human life. “Artificial Intelligence (AI) is
going to change the world more than anything in the history of mankind. More than
electricity”, says Dr. Kai-Fu Lee [28].

The importance of artificial intelligence in the field of Cybersecurity has been
discussed by Kurpjuhn [19] who emphasises the importance of adding ‘intelligent
security capabilities’ to a business’s security infrastructure to counter the ‘prolif-
erating malware and cyberthreats’. The author strongly believes that understanding
the vital components that makeup a reliable and robust security solution is key to
effectively integrate AI into business IT security rather than mere automation of
the security tasks. The author explained about how traditional sandboxing can be
boosted by adding AI, to continually analyze and learn from the network traffic,
thereby providing robustness to the entire security infrastructure. The author ascer-
tains that importance of up-to-date information that needs to be consistently fed to
the security system to maintain ground against zero-day threats which could only be
possible by using AI based security solutions. While the author did not provide any
practical implementation, he strongly maintained a strong belief that the efficiency
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of security solutions in future will largely depend upon the effective integration of
artificial intelligence.

The efficiency andneed for the use ofAI in cybersecurity is discussed byHofstetter
et al. [13]. The authors proposed a hybrid approach of using AI andmachine learning
to detect malicious activities within a business network. Unlike a fully automated AI
solution, the hybrid system adds human input to provide the necessary insights, which
according to the authors, not only improves the accuracy and performance but also
adds a ‘policing aspect’ which helps with accountability. A two-phase approach is
discussed with (i) phase one dedicated to developing a data-tree with the application
of several learningmodels and human input and (ii) online testing phase two inwhich
the system will provide with a suitable detection plan for a business based on the
data-tree. Even though the authors solution is novel, it requires a constant input from
human experts to train the system and the accuracy of the system entirely depends
on the data-tree which is based on the learning models.

According to Chan et al. [8], the three main benefits of AI in cybersecurity are the
detection of false positives, predictive analysis, and the development of an immune
system. With the use of Neural Networks and Expert Systems, the authors states that
a sophisticated system that can function like human brain while finding solutions
from learning models and past data, can be developed. The authors discussed the
case studies of Illumio, Blue Talon identify the key requirements of data protection
and access and to explain the benefits of using artificial intelligence in such business
scenarios. While the AI based cybersecurity systems currently being used are not
entirely failsafe with potential ethical concerns, lack of expertise in unsupervised
learning etc., the authors state that use of AI in cybersecurity will attain a state where
they will be widely accepted and will be more applicable and accessible too.

More thorough research on the capabilities of AI in cybersecurity was put forward
by Zeadally et al. [36]. The authors attributed the dire need for improving the
current cybersecurity solutions owing to the lack of cyber governance skills, harness
the potential of new technologies and fragmented cybersecurity frameworks. The
authors discussed the traditional cyberthreats and the legacy security solutions being
used to mitigate those threats. The concept of machine learning techniques such as
NaïveBayes,Decision trees,K-nearest neighbours (k-NN), SupportVectorMachines
(SVMs), Artificial Neural Networks (ANNs), Self-Organising Maps (SOMs) etc.
were discussed in-depth about their suitability for use in cybersecurity. The appropri-
ateness and application of the above techniques at various domains such as Internet,
Botnets, IOTs, critical infrastructure etc. were critically discussed to explain how the
potential of AI in cybersecurity. The authors believe that with further advances in the
technology, AI can provide innovative solutions to detect and mitigate sophisticated
cyberthreats. The authors statement that AI based machines thinking humanly in
future is not overstated.

A framework capable of automatically analysing the patterns of a cyberattack to
identify a potential threat to critical infrastructure is proposed as far back as in 2008
by Flammini et al. [11]. The DETECT (Decision Triggering Event Composer and
Tracker) framework, developed by the authors allows for triggering a focussed and
fully automated response when a threat is detected. By training the system using the
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experts knowledge base, improved probability of detection (POD) and situational
awareness can be achieved while reducing false positive rates. The authors used Java
programming to develop Event Trees in Scenario GUI to detect a threat and trigger
a predefined automated response and proved the efficacy of the proposed system
using a subway terrorist attack example. While the system appears to be efficient,
the practicality in terms of critical infrastructure solely depends on the amount of data
that can be analysed at a given point of time and the depth of the security knowledge
base that is fed into the framework.

The impact of using Automated Decision Systems (ADS) in cybersecurity was
analysed in-depth by Chamberlain et al. [7]. They analysed the ADS systems based
on the decision, autonomy, and impact levels. The authors provided comparisons
between autonomous systems, AI, and other new technologies such as data science,
and states that while AI based systems works well with specialized tasks, they do
need human insights and skillset to identify the broader impact and risk. According
to the authors, the current level of AI decision systems works primarily based on
the analytical parameters, while humans can provide the necessary intuition while
making critical decisions. The authors used Stacey’s complexity model to identify
the relationship between AI and autonomous systems, decisions by humans and
machines and considers that AI can augment humans but not completely replace
them in the decision making.

A contrasting research of how Artificial Intelligence and Machine Learning can
be used both offensively and defensively is carried out by Kamoun et al. [16]. The
authors briefly discussed the use of AI/MLS as a defensive mechanism for intrusion
detection, network traffic identification, threat detection, digital forensics, botnet
and spam detection etc., while the main focus was placed on the offensive uses
of AI. By using a System-Fault-Risk (SFR) framework, the authors categorized
the cyberattacks as Probe, Scan, Spoof, Flood, Misdirect, Execute and Bypass, and
discussed how AI/MLS systems can be used to carry out offensive activities. The
authors expressed recommendation that the misuse of AI/MLS models should be
proactively anticipated and be considered while developing future solutions. The
research discussed the potential of AI systems being used in distinctive sides but
lack any practical implementations or recommendations.

Sapavath et al. [30] developed an AI based model to detect cyberthreats and
conducted practical tests and evaluations in a virtualized wireless network. The
authors used Bayesian network model to develop the test network and used three
different data sets to train the model to ensure accuracy of the threat detection. The
transmitting power of a user device is taken into consideration to differentiate a mali-
cious user from legitimate users. Whenever the transmitted power is higher than the
predefined threshold, the system will generate an alarm and will trigger automated
actions to investigate the activity from the specific user. The parameters of Accuracy
Score, Recall, Precision, MCC, False-positive rate and G-mean were used to analyze
the results. The authors conducted multiple tests and achieved an accuracy of 99.8%
in detecting a cyberattack and the proposed model. They compared the results with
Deep Neural Network (DNN) and Random Forest models and concluded that their
proposed model performed better and used less learning time and achieved better
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accuracy levels. The proposed model presents a great start but the performance in a
real network needs to be evaluated along with other input parameters alongside the
transmitting power.

Thaseen et al. [33] proposed a network traffic classification mechanism without
performing decryption of data packets. The proposed approach captures network
traffic usingWireshark tool to create a dataset and performs data pre-processing using
Weka tool to extract the classification factors necessary for the application ofmachine
learning algorithms. By implementing multiple machine learning algorithms such
as NB (naïve bayes), RF (random forest), KNN (KNearest Neighbors) and SVM
(support vector machine) the model is tested for predicting and analysis of malicious
traffic. The results proved that RF algorithm has the best accuracy in identifying
a packet as one of a normal, malicious, normal encrypted or malicious encrypted
packet. The authors future work consists of using deep learning models to improve
the general performance and classification of network traffic.

One of the comprehensive reviews of using Artificial Intelligence (Deep Learning
Methods) in cybersecurity is carried out by Macas and Wu [20]. The authors stated
that Deep Learning (DL) models can be highly effective in solving complex cyberse-
curity problems and set out to review various Deep Learningmodels while proposing
a DL framework of their own. The authors discussed how DL techniques such as
RNNs, CNNs, DBNs, DBM, AEs, and GANs can aid in intrusion detection, malware
analysis, IoT defence systems etc. The authors proposed a framework with a series
of steps involving data collection, pre-processing, feature extraction, evaluation,
training and validation, and model selection. The authors state that the input data
quality and feature selection play a key role in developing predictors which is vital
for machine learning. By dividing the data set into training, validation and a test set,
multiple DL models can be tested with the data set with multiple algorithms and
specific parameters. The validation set accuracy will help in identifying the ideal
model for the network. The chosen model will then be trained using all the available
data with the best possible parameters, and will be periodically evaluated to ensure
the system can predict zero day attacks. The authors did a commendable work in
evaluating various DL models but left several key aspects of data collection, feature
extraction, model suitability etc. to the experts who plan to use the framework.

Another key research in identifying the information required to explain the deci-
sions made by AI systems is conducted by Jaigirdar et al. [14]. The authors stressed
the importance of identifying the factors that led the AI system to reach a decision,
to ensure the system’s transparency and accountability. The authors tried to answer
four key questions of (i) What information is required to understand a decision made
by the AI system, (ii) possibilities of checking solutions accuracy and the decision-
making steps to ensure transparency, (iii) adding security-based evidence to detect
‘misrepresentation, deliberate bias, safety-mismatch or backdoor’, (iv) possibilities
of adding parameters to ensure and justify ethical and policy issues. The authors
felt the need for inducing a governance and policy factors into AI based systems to
ensure complete transparency of the decision making. The authors used PROV-DM
data model as a base and developed a ‘Six Ws’ framework to identify the attributes
required to present explainable AI properties. The authors put the framework into
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action by using a sample scenario of bank loan processing to find the justification to
the decision made by the AI based decision making system. The authors stressed the
need for linking the input parameters to the output decisions and deriving an expla-
nation as to why a particular decision is made. The authors came to a conclusion that
it is essential to maintain the ‘transparency and explainability’ in AI systems along
with the addition of security and legal attributes and the proposed framework could
act as a steppingstone.

An open-ended review and research on identifying the capabilities of intelli-
gent attack detection techniques using artificial intelligence is conducted by Aljabri
et al. [3]. The authors started by identifying several classic network attack clas-
sification techniques such as port-based, payload-based, Deep packet inspection
(DPI), behavioural techniques, rationale-based, Bag of Flow (BoF) etc., all of which
dependedprimarily on the database of pre-defined attack signatures to detect an attack
and their shortcomings due to lack of intelligence. The authors prime the importance
of intelligent techniques such as machine learning (ML) and Deep learning (DL) and
their statistical capabilities in learning and analysing network traffic, thereby identi-
fying network anomalies at amuch faster rate compared to non-intelligent techniques.
According to the authors, the ability to learn attack scenarios and patterns from a
wide variety of sources to train these intelligent systems makes them promising
for the future. The authors analysed the current research in Intelligent systems for
network attack mitigation using wide variety of techniques based on logistic regres-
sion (LR), random forest (RF), decision trees (DT), ensemble of DT, support vector
machine (SVM), naïve Bayes (NB), K-nearest neighbor (KNN), K-means clustering
etc. The authors identified the trend of using the up-to-date and advanced Machine
Learning and Deep Learning techniques of artificial neural network (ANN), recur-
rent neural network (RNN), convolutional neural network (CNN) and deep neural
network (DNN), in network traffic analysis and threat mitigation. The authors cate-
gorised all the current research according to the threat type and the possible futuristic
solutions. Another important part of the research by Aljabri et al. was to identify the
current research trends based on the various datasets available for researchers. The
authors stressed the complexity of identifying the right technique along with the
right dataset to develop a highly accurate model and agreed that finding a model that
works for all types of threats could be a silver bullet if at all one could develop one.

A flow-data based approach to detect and classify malicious network traffic is
proposed by Abuadlla et al. [1]. The ease of capturing data from any network device
and the scalability offered by aggregated traffic metrics, biased the authors to use
flow-data for their proposed model. In a critical anomaly detection phase, malicious
traffic is differentiated from normal network traffic and in stage two, the detection
and classification module identifies the attack characteristics and classifies the type
of attack. To test the proposed IDS system two different neural network methods are
chosen, MLFF (Multilayer Feedforward neural network) and RBFN (Radial Basis
Function Network). By using multiple training algorithms (Radial Basis Function
net, Levenberg-Marquardt and Resilient Backpropagation) the authors were able to
achieve a detection rate of 94.2% in anomaly detection phase and a detection rate
of 99.42% in classification phase. The model was able to achieve 100% in detecting
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DoS and land attacks, and 99.9% in port-scan attacks which shows better perfor-
mance compared to similar models using large datasets. Although falling behind
the multifunction feedforward neural networks in its classification abilities, RBFN
neural networks were more suited to real-time networks owing to its simple archi-
tecture and hybrid learning capabilities. The authors plan to continue the research of
developing a more accurate model with minimal features and less training time.

Yuan et al. [35] sought the use of advanced deep learning techniques to counter
DDoS, one of the most harmful network attacks. Called DeepDefense, the authors
developed a recurrent neural network learn patterns from the network traffic and to
automatically extract high-level features to achieve powerful representation and trace
network attack activities. Using the ISCX2012 dataset, the authors selected multiple
numerical, Boolean and text fields and used binary, BoW conversions techniques to
extract the required features. By designing a Bidirectional Recurrent Neural network
and comparing the selected traffic fields against attack vectors the authors were able
to differentiate malicious traffic. The authors tested the DeepDefense approach using
different RNN models (LSTM, CNNLSTM, GRU, 3LSTM) and concluded that the
DeepDefense approach is highly capable in learning from historic network traffic,
effective in detecting DDoS and offers better performance in terms of generalization
compared to shallowMLmodels. The use of CNN, RNN, Long Short-TermMemory
Neural Network (LSTM) and Gated Recurrent Unit Neural Network (GRU) proved
beneficial while training large datasets and helped reduce the error rates by 39 as
much as.69% in some scenarios.

Mohammad et al. [24] conducted several experiments using artificial neural
networks to identify phishing attacks. Identifying a phishing attack is extremely
complicated given the dynamic nature of the websites and hence requires a model
that necessitates a constant improvement in the prediction capabilities. The authors
automated the network structuring process and conducted experiments that showed
resilience against noisy data and fault tolerance while achieving high accuracy. The
authors used 17 different features such as ip address, long URL, server form handler,
DNS record, age of domain etc., to represent the neurons from a dataset of 1400
phishing and legitimate websites. The research is based on the principle that Phishing
detection is a classification problem, and the selected fields were given the values
of either “phishy” or “legitimate”. The authors used a neural network with one
hidden layer called multi-layered perceptron, in which the number of neurons can
be changed to adapt to the complicated relationship between the input and output
variables. Although a bit complex, the authors firmly believe that their model will
automate the network restructuring processwith fewer user inputs and can be adapted
to any future updates.

A focus on mitigating zero-day threats using machine learning is carried out by
Beaver et al. [6] who states that the ability of machine learning tools to accommodate
complex and huge data sizes facilitates a strong combination of data analysis and
human augmentation. In the work, they used AdaBoost (adaptive boost) ensemble
learner to reliably differentiatemalicious network traffic, in a simulationwith network
settings that mimics a real-time operational network. The model was tested with four
levels of decision-making: (1) top-level wrapper placing a cap on training data’s
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false-positive rates, a maximum false-positive rate was imposed to 0.01; (2) internal
level consisting of AdaBoost ensemble with 1000 rounds of boosting; (3) internal
level implementing a decision tree, and (4) an anomaly detection algorithm to identify
whether the traffic is normal. Over the 18 experimental runs, the system was able to
achieve 94%malicious traffic detection rate and 1.8% false-positive rates. Themodel
was able to detect 89% of the attacks on which the system was not trained which
proves the ability to detect zero-day threats. In future, the authors plan to introduce
more parallelism to the entire architecture and thereby be able to reach real-time
machine learning NIDS capability at 1Gbps.

In a similar research focussing on identifying zero-day botnet attacks in real-time,
Ahmed et al. [2] evaluated the accuracy of DNNs (Deep neural network) and deter-
mined the capabilities of DNNs by applying the algorithm to a CTU-13 dataset. The
proposal was divided into two parts, the first part using a feed-forward back propaga-
tionANN (artificial neural network) and the second part using aDNN, to compare the
botnet detection capabilities between deep learning models and traditional machine
learning models. By running several experiments with input consisting of multiple
feature set, an accuracy of over 99.6% were achieved by using deep learning ANN
model with a total loss of 0.54. The accuracy of the deep learning model in detecting
a botnet attack is higher than other machine learning models using SVM, Decision
Tree and NB. The authors would like to examine the efficacy of the model on alter-
nate datasets and plans to apply deep learning model to detecting other threat types
such as DDoS in a future study.

Chou et al. [9] used deep learning algorithms using opensource software tools
to develop a system capable of classifying malicious traffic from normal traffic.
The research used a deep neural network (DNN) forward propagation algorithm on
an NSL-KDD dataset to classify DoS and probing attacks. The model was able to
achieve an accuracy of 98.99% in detecting DoS attacks and 97.65% in detecting a
probing attack. While the model’s performance was as expected on some attacks, it
performed poorly in accurately classifying attacks such as U2R (User to Root) and
R2L (Remote to Local), which the authors believe is down to monotonous nature
of the training dataset causing over-learning. For future, the authors aim to improve
upon the training characteristics of the model to overcome the current limitations.

Dutta et al. [10] discussed the issues in anomaly detection in Intrusion Detec-
tion Systems using traditional ML models and proposes a stacked generalization
approach to achieve reliable classification of outliers. The proposed method utilizes
deep models such as DNN, LSTM (Long Short-Term Memory) and meta-classifier
(logistic regression) to improve the anomaly detection. The proposed model involves
two stages: (1) a data pre-processing stage utilizing a Deep Sparse AutoEncoder
(DSAE) which uses a sigmoid instead of neural activation functions; (2) classi-
fier modelling using stacked ensemble (DNN, LSTM) to eliminate bias towards a
particular dataset. An assessment of the proposed model is against multiple hetero-
geneous datasets (IoT-23, LITNET-2020 and NetML-2020) resulted in improved
performance compared to other techniques such as RF (Random Forest) and SVM
(Support Vector Machine). When validated using pre-specified datasets, the authors
found significant improvement in evaluation metrics and can provide the required
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accuracy in detecting anomalous behaviour in a network. The authors plan to carry
out experiments on sophisticated datasets use advanced computational methods such
as Apache Spark to enhance the scalability to cater large network traffic data.

A novel deep learning self-taught learning (STL) based intrusion detection system
is proposed by Al-Qatf et al. [4] which helps with dimensionality reduction and
feature learning. The model utilizes sparse autoencoder algorithm to improve unsu-
pervised feature learning which reduces the training and testing times and boosts the
prediction accuracy. Themodel is tested using NSL-KDD dataset, the non-numerical
features of the dataset are encoded using 1-n system to suit the proposedmodel before
being normalized to map all features. The STL based model proved to be extremely
accurate in classifying malicious traffic with significant improvement is training and
testing times. In a direct comparison against shallow classification techniques such
as J48, naïve Bayesian, RF and SVM, the proposed model showed higher accuracy
rate particularly under two-category (normal and attack) and five-category (normal
and five attacks) classification. In future research the authors plan to use multiple
stages of STl with a hybrid model for better feature representation.

To counter the high false-positive rates which are often accompanied with high
accuracy rates in traditional models, considering the spatial and temporal features
in the data, Wu and Guo [34] proposed a hierarchical neural network LuNet. LuNet
consisted of several layers of convolutional neural networks (CNN) and recurrent
neural networks (RNN) which learn in sync from the training data. The CNN +
RNN synergy along with increased learning granularity can be utilized to effectively
extract spatial and temporal features. CNN often aims at spatial features while RNN
targets temporal features and over multiple levels feature extraction becomes spatial
oriented. The authors overcame the challenge by introducing a LuNet block which
combines both the CNN and RNN blocks at each level thereby retaining all the
necessary features. Themodel is tested on two different non-redundant datasets NSL-
KDDandUNSW-NB15 and the designmaintained significantly lower false-positives
while offering high validation accuracies and detection rates. LuNet makes use of
cross-validation scheme to tackle the imbalanced distribution of NSL-KDD dataset.
The performance ofLuNet is categorized as: (1)BinaryClassification inwhichLuNet
distinguishes normal trafficwith attack traffic; (2)Multi-ClassClassification inwhich
LuNet classifies the traffic as normal or belonging to one type of attack provided in
the dataset. In Binary Classification, detection rates of 99.42% and 98.18%, accuracy
rates of 99.24%and97.4%and false-positive rates of 0.53%and3.96%were achieved
forNSL-KDDandUNSW-NB15datasets. InMulti-ClassClassification, the accuracy
rates of LuNet averages at 99.05%and 84.98%, detection rates at 98.84%and 95.96%
and false-positive rates of 0.65% and 1.89% for the two different datasets. The
inefficiency of LuNet in attack classification to some attacks such as backdoors and
worms is primarily down to the lack of sufficient samples in the training data and
will become a part of authors future work.

The competency of deep learning techniques in detecting cyberattacks was
brought to mobile cloud environment by Nguyen et al. [26]. A novel framework
was proposed leveraging deep learning algorithms to train a neural network which
can detect cyberattacks with high accuracy. All the user requests in the network are
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sent through an attack detection module which classifies the traffic and forwards any
suspicious packets to the security control module which then verifies the suspicious
packet to take appropriate action of either allowing the packet or to block it. By using
feature analysis and dimension reduction in the deep learning model, the required
features to train the model are extracted. The model is tested on three different
datasets NSL-KDD, UNSW-NB15 and KDDcup 1999 to evaluate the performance
of the model on the metrics of accuracy, precision and recall, and compare them
to other machine learning algorithms such as K-means, RF (random forest classi-
fier), Gaussian Naïve Bayes, Multilayer Perceptron (MLP) etc. The proposed model
was able to achieve best performance metrics compared to all other models with an
accuracy rate of 90.99%, 95.84 and 97.11% for three datasets. The other evaluation
parameters of precision and recall also achieved optimal metrics which demonstrates
the stability, robustness, and flexibility of the proposed model. The authors aim to
take themodel real-time, testing the accuracy on real devices to evaluate the detection
times and the power consumption rates.

Mohammad and Alsmadi [23] emphasized the importance of feature selection
as a critical component to any AI classification model regardless of the internal
algorithm. The efficiency of the selected feature set determines the performance of
the classification model; hence the authors proposed an innovative algorithm for
feature selection called HW (the Highest Wins). HW uses a statistical approach
of measuring the distance between the observed and expected probability values,
which is similar to other feature selection algorithms such as X2 (chi-square) and IG
(information gain), but is more robust, simple and easy to comprehend. To test the
generalization ability of the newmethod, ten datasetswith varying input featureswere
used, and the results showed significant improvement in reducing the dimensionality
over other classificationmodels. The evaluationmetrics of recall, accuracy, precision
and F1 score showed better results using features selected by HW technique, while
class imbalance was still an issue similar to X2 and IG. In a second experiment, two
versions of NSL-KDD datasets, binary and multiclass, were used. The experiment
resulted in performance boost not only in all the evaluation metrics but also in the
classification time and number of rules produced. The authors left the class imbalance
issue for future work along with identifying advanced search techniques to improve
the process of feature selection.

3 Research Methodology

The aim for the research is to identify the feasibility of using artificial intelligence
based intrusion detection system in a real-time network. There has been ample
amount of research happening in the past few years to develop a fully functional
AI model capable of predicting cyberattacks. While most of the research efforts
were successful in a way or other, a fully functional model is yet to be designed, or
at least is not released publicly as an open source. Most of the researchers focussed
on finding the right AI model for implementation across network architectures of
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diverse magnitude, which is why the past models are tested using various gener-
alized datasets to identify the threat detection capabilities. There was no research
dedicated upon the implementation of AI tailored to the requirements of small and
medium scale businesses (SMEs). The current research tries to bridge the gap by
introducing an AI component to the traditional security practices used in SMEs as a
way to better detect malicious threats. The research tries to follow and utilize some
of the methodologies and practices used by other researchers to reach up to speed
with the current trends in machine learning implementations. Artificial Intelligence
is a broad field of science that comes in various flavours and subsets such as machine
learning, natural language processing, expert systems etc. The current research uses
a Neural Network (NN) to develop a threat detecting model to cater the needs of an
SME.

The research follows a quantitative approach of measuring the performance of the
proposed system using multiple evaluation metrics. The research works on the prin-
ciple that the deep learningmodel can be integrated to the current security topology in
an SME network and is fed with data that flows through the network. The proposed
model continuously evaluates the network traffic and triggers an alert whenever
the traffic pattern matches a pre-learnt pattern or when the accuracy levels reach a
pre-defined threshold.

The research relies on the fact that malicious traffic often exhibits features that are
often unique from other traffic and can be identified by carefully choosing the feature
set from any given dataset. For example, features such as packet entropy values
from source ip address, average arrival time, source bytes can provide the required
information to identify a DoS attack [18]. Feature selection plays an important role
in a machine learning model in accurately detecting an attack.

3.1 Neural Networks

Neural networks are computing networks consisting of artificial neurons simulating
the neurons in human brain that are capable of processing and learning from large
amount of data. The arrangement and interconnection between these neurons deter-
mine the characteristics of the neural network and its logical problem solving abili-
ties. Neural networks can learn from complex and nonlinear data and can be trained
to classify data, identify relationships and patterns, generalize and reason, generate
predictions, etc., and the efficiency and accuracy of a neural network relies on the
training data that is input to the model.

A typical neural network consists of an input layer, one or more hidden layers,
and an output layer. These layers consist of a large number of nodes which are
interconnected and have a threshold and weight value. An activation function is used
to change the output value beyond the threshold which activates the node and data is
passed on to the next level. Abstraction is key as the input data is passed on to several
hidden layers where the data processing is performed based on the weight function
before passing the data to the output layer. A learning function defines the weight
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value which can be increased or decreased to achieve the desired output. Various
algorithms exist to understand and correlate the communication between these layers
such as Feedforward neural network, convolutional neural network (CNN),Recurrent
neural network (RNN) etc.

A simple feedforward neural network technique is used for the current research
consisting of multiple hidden layers which are adjusted according to the quantity of
the input data.

• Model Topology

The research makes use of multiple tools and technologies to develop and implement
an artificial intelligence model capable of detecting malicious threats in an SME
environment. The key phases in the whole model are:

• Network monitoring

As the name infers, the network monitoring phase involves data monitoring and
capturing. Network monitoring is a critical component in a typical IT network to
monitor the network performance and fault tolerance. The research assumes that the
network has sensors or monitoring points located at key locations such as servers,
firewalls, routers etc. within the network to capture traffic in real-time. The captured
data is then fed to the proposed AI model for training and analysis.

• Data pre-processing

A critical aspect of the proposedAImodel is data pre-processingwhich is the process
of converting raw data to clean data and is often the first step in working with
data. According to Press [29], data scientists often spend around 80% of their time
collecting and organising the data. The data collected from the network often unstruc-
tured and consists of huge amount of information such as files, audio, video, scripts
etc., and machine learning models do not have the required capabilities to under-
stand and process the data. Data pre-processing is critical as incorrect formatting or
cleaning often causesmore harm than good, andwell-organised data ismore valuable
than the powerful algorithms of machine learning [22].

There are three key aspects of data pre-processing which are:

1. Data cleaning

Raw data can be incomplete, unorganised, and hugely complex for the machine
learning models to process. The amount of missing, incomplete and noisy data often
adds up to the processing time and accuracy of the proposed model. The data is
cleaned of unwanted text, symbols, duplicates, missing data, blanks, etc. in the data
cleaning stages.

2. Data transformation

The traffic data captured from the network consists of several fields such as ip
addresses, data and time stamps, protocols, packets sizes, number of packets, etc.
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There will be large columns of data that are often divided as numerical or categorical.
The performance and accuracy of a machine learning model depends entirely on the
feature selection, features that are important for the machine learning model. The
selected features often dictate the algorithm accuracy, and the data processing time.

The research uses multiple features such as source address, destination address,
protocol, source and destination ports, label, label detail and threat as its dataset
features.

3. Data reduction

Typical data processing consisting of lot of features costs huge amount of computing
resources and time. Data reduction reduces the amount of amount of data in a dataset
while maintaining the integrity of the data, i.e., keeping a minimum set of features
required for data analysis. Data reduction can be achieved by feature selection and
extraction, removing non-essential features, deriving new features by combining
existing ones etc. Dimensionality reduction using PCA (Principal component anal-
ysis) is one of a key technique where new features are derived from large set of
variables.

The current research uses the following principal features: source address, source
port, protocol, label, and label_detail.

3.2 Building and Training of the Model

The final part of the proposed model is the area of actual building, training, and
testing of the AI model. This part splits the pre-processed data into three types of
data: training, validating, and testing data. The model identifies patterns, generates
insights, and learn from the training data and validates its knowledge using the
validation data. The entire skillset is then tested against the testing data to predict
the accuracy level of the model.

In the current research there are two different datasets used for evaluation, a
network traffic dataset created in a virtual environment consisting of a server and
two other machines, one of them acting as an attacker, and the second dataset is an
IoT-23 dataset [12], used to validate the performance and efficiency of the proposed
model.

3.3 Tools and Virtual Environments

The research makes use of various open-source tools to design and implement an AI
model capable of predicting malicious attacks. The virtual environment is designed
using virtual machine program Virtualbox with multiple virtual machines using
different flavours of Linux. The test network is as shown in the figure below. The
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network consists of a server that is configured to act as a DNS and DHCP roles.
The attacker machine is used to carry out malicious tasks while network activity is
captured using Wireshark software. For the research simple scan attacks using nmap
are performed (Fig. 1).

Some of the other key tools are detailed below.

• TensorFlow/TensorBoard

TensorFlow is an open-source ecosystem of tools, libraries and resources for building
and deploying machine learning applications. With a comprehensive set of low-level
and high-level APIs (Application Programming Interface), capability of running
multiple CPUs or GPUs or mobile platforms, TensorFlow is highly scalable and is
an end-to-end platform for developing deep neural network models. TensorFlow is
typically programmed using Python, but can be used with a variety of programming
languages such as Java, C, C++, R, Matlab etc. TensorFlow provides several pre-
trained models and datasets for multiple platforms and these models are suitable for
production use which makes it very appealing and well used in various sectors such
as healthcare, automobile, image, and face recognition systems, virtual assistant etc.
[32].

TensorBoard provides additional capabilities toTensorFlowbyproviding the visu-
alisations, graphs and measurements needed during a machine learning application
workflow. The evaluation metrics used in TensorFlow such as accuracy, loss etc. can
be tracked efficiently using TensorBoard.

• Wireshark

Wireshark is a network monitoring and analysis tool that provides customizable in-
depth monitoring, auditing, and performance capabilities to organisations. Although
being an open source allowing unrestricted use, Wireshark is adaptable, highly
stateful, and provides extensive high-fidelity logs for network measurement and
analysis. Unlike other monitoring tools, Wireshark offers powerful filters to identify
the network issues with ability to use in either graphical mode or TTY mode using

Fig. 1 Virtual lab setup
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Tshark utility. Wireshark also provides support with decryption for many protocols
such as WPA/WPA2, WEP, IPsec, SSL/TLS etc. The network can be monitored
irrespective of the end-devices using wired (Ethernet), wireless (802.11), Bluetooth,
frame relay etc.

• IoT-23 Dataset

With a goal of offering large and real dataset for researchers to develop machine
learning applications, IoT-23 dataset was captured at Stratosphere Laboratory in
Czech Republic. With support from cybersecurity software firm Avast, network
traffic from three real IoT devices (Smart LED lamp, Intelligent personal assis-
tant, and a Smart door lock) was captured over a period of two years. The dataset
was divided into 23 captures with twenty captures of malicious network traffic and
three captures of genuine network traffic. By executing specific malware samples in
a controlled environment, the malicious activities were captured, categorised, and
labelled accordingly. IoT-23 is a comprehensive dataset with 20 scenarios of data
offering more than 280 million flows of malicious data traffic belonging to multiple
attack categories such as horizontal port scans, DDoS, Okiru malware etc. With
three benign traffic captures providing authentic traffic data to test, IoT-23 presents
researchers with excellent resources to conduct machine learning experiments.

3.4 Ethical/Social/Legal Issues

Artificial intelligence is one of the most promising technologies deeply embed with
human life and is widely used in various fields such as healthcare, finance, banking,
automobiles etc. While AI definitely provide answers to several critical questions of
this generation, the ethical, social and legal issues surrounding the use of AI needs
more transparency.

• Ethical Issues

The role of ethics in AI is discussed by Anderson and Anderson [5] that AI machines
should follow an ethical principle set while making decisions about the actions and
procedures to follow, and such as system would find more acceptance than the one
without. Ethical issues with AI based systems are often classified depending on
whether the systems are considered as subjects or objects [25]. When considering AI
as a tool some of the key concerns are data privacy, manipulation, bias, transparency,
employment, and autonomy issues, and when AI is considered as a subject has issues
with machine ethics and moral agency. Some of other ethical concerns includes
misuse, questionable design, and unintended consequences which might determine
the effectiveness of AI models in real-time scenarios.
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• Social Issues

Oneof themost delicate and complexquestionswith artificial intelligence is the appli-
cation of AI with human like decision-making abilities. Human intelligence often
holds reasoning and responsibility at its core and the decisions often include social
implications in mind. The social functions applicable to humans such as respon-
sibility, accountability, predictability, incorruptibility transparency etc. needs to be
integrated into the already complex AI algorithms and even then, proper governance
is required to oversee the implementation. An AI system should be able to gain
public trust on its performance and handling which largely depends on maintaining
a clear view of responsibility/liability and transparency regarding the accountability.
According to Ouchchy et al. [27], providing accurate information access to the public
through value statements, factsheets often improve the public trust factor for an
enhanced AI adoption.

• Legal Issues

The adaption of AI into the society always begs the question of rationale behind the
decision-making process followed by a particular algorithm. The implementation of
AI also brings various legal issues surrounding the data protection and privacy, which
would have huge implications on the society. A lack of transparency to inspection is
a key problem in AI implementations and is often questioned in the face of law.

While the proposed system doesn’t have any social, ethical and legal issues might
still be applicable with respect to the huge amount of data collected and fed into the
model. The information collected from the network will be transformed into binary
values to avoid any potential misuse and incorrect representation. Biased feature set
selection might become an issue if the design is not governed properly.

3.5 Limitations

The research to develop AI based threat model to detect network attacks is performed
completely on virtual environment and, while the performance is as expected and in
linewith the requirements, the performancewhen integratedwith real networks needs
more experimentation and might require considerable changes and testing before it
can realize the true capabilities. The use of IoT-23 dataset provides the evaluation
metrics to measure the performance even when the AI model is not being used in
real-time.

4 Data Analysis and Critical Discussion

The project aims to build an AI tool suitable for SMEs that can detect anomalies in
the network traffic. The proposed system can be integrated into a real network system
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with data input fed from multiple locations in the network. The tool continuously
analyses the network traffic and by using past knowledge learnt from training and
testing, predicts whether the traffic is malicious and generates alerts for the security
experts. The proposedAI system can bemanuallymonitored or configured to operate
automatically according to the recommendations of the AI system.

The performance of the system can be characterized on two important criteria:
(a) efficiency of data pre-processing and (b) accuracy and loss metrics of the AI
module. There are multiple parameters in each phase of the model that will provide
authenticity that the performance of the proposed model is in line with the targeted
requirements of the given network. It is equally important to analyse and understand
the logical process of the AI model to better gauge the efficiency of the proposed
model. The factors that the system is based on are detailed in the following sections.

4.1 Data Pre-processing

The proposedmodel uses TensorFlowmachine learning tool to analyze the data from
a csv file, uses its analytical capabilities to measure and compare the new data against
the data that was used to train the AI system. Data pre-processing is a key process
for the AI model to be effective as the model works entirely based on the data that
was fed into the system. The type and quality of data, number of features, size of the
dataset etc., forms the core of the data processing stage which in turn affects the AI
model’s resourcefulness.

• Data Capturing

In the data pre-processing stage, the network traffic is captured using Wireshark
network scanning tool. Wireshark allows for traffic analysis at the connection level
and can be configured to monitor for activity based on the protocol such as ICMP
(Internet Control Message Protocol), TCP (Transmission Control Protocol), UDP
(User Datagram Protocol) etc. The network designed in the virtual environment has
a server and multiple client machines and the Wireshark tool is run on the attack
machine.

The AI tool TensorFlow reads data from files with extension of CSV (Comma
Separated Values) and hence the data captured by the Wireshark tool is saved as a
CSV file enabling the AI model to extract the data contained in the file.

Data Formatting and Organizing
The pcap files that are captured holds various fields of data such as source and
destination addresses, protocols, time stamps, etc. The details of a pcap file converted
into csv are as shown in Fig. 2.

The same information for a data file from an IoT-23 dataset is as shown in Fig. 3.
The IoT-23 dataset shown is already cleaned, organised, and labelled. As seen in
the figure below, the dataset contains many featured columns which can provide
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Fig. 2 Traffic capture in VM dataset

Fig. 3 Traffic capture in IoT-23 dataset

additional information regarding the network but are not appropriate for the current
research.

The csv file after removing unwanted columns and changing the labels for the
IoT-23 dataset is shown in Fig. 4. The total number of columns are reduced and the
label set is completely redone to provide a clear understanding and ease of use while
working further on the dataset.

• Feature Selection

The csv file consists of multiple fields of data organised using the tools described
above. The csv files are structured, labelled and tab-organized and ready for the AI
model to be trained upon. The final part of the data pre-processing is the feature
selection which is the key for the AI model to identify malicious activity accurately.
The features must be relevant, fit the purpose and is often considered the core of the
machine learning [31].

Fig. 4 Modified traffic capture csv file in IoT-23 dataset
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The feature selection process reduces the unnecessary columns in the dataset
which have little or no impact on the model’s output and are often considered as
noise. The feature selection can be automated using feature selection algorithms such
as filter methods, wrapper methods, and embedded methods. A good pre-processed
dataset improves accuracy, reduces overfitting and training time.

The feature or attribute selection for the current model is carried out using Weka,
a tool which has the tools for data preparation for AI models. The csv file generated
in the previous section is loaded into theWeka tool which allows for several machine
learning algorithms to be implemented on the data. The ‘ClassifierAttributeEval’
algorithm for attribute classifier with ‘Ranker’ search method is used to identify the
best feature set in the dataset. The process can be seen in Fig. 5.

As seen in the figure above the attributes that makes a difference in the AI model’s
performance are identified according to their ranking order. As identified above,
the label_detail holds the utmost value which identifies whether the given packet
belongs to a malicious traffic or genuine network traffic. Weka allows for several
algorithms to be tested on the data before concluding on a suitable algorithm for the
given network requirement, and for the current model the ‘ClassifierAttributeEval’
algorithm provides the best result.

Fig. 5 ClassifierAttributeEval algorithm using Weka
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4.2 Artificial Intelligence System

During the data pre-processing phase, the network traffic data is collected, organized
structurally into tab-separated CSV (Comma Separated Values) files. Depending on
the amount of network traffic, the data is fed into the TensorFlow as a single csv file
or multiple csv files. The system reads the data, carries out the functions defined in
the TensorFlow code, and calculates the accuracy which is the measure against the
pre-learnt knowledge from the training data.

• TensorFlow Code

TensorFlow allows for the creation of AI models with several layers of neural
networks and is capable of processing large amounts of data within these neural
network layers. The entire process is extremely resource intensive and requires the
use of dedicated computing infrastructure capable of running extremely complex
parallel processes. The current model is hence compiled using Google Colab, a
cloud environment that gives developers access to high-end computing resources.

The code used for TensorFlow AI model is programmed using Python language
and is as shown in the picture in Fig. 6. The initial part of the code deals with
importing the required python libraries that are needed for running the TensorFlow
model. The next part deals with mounting a cloud drive which stores all the csv files
generated during the pre-processing stage. The model is capable and coded to learn
from a single csv file or from multiple csv data files. The features set from the csv
files are then organised and categorised according to the selected feature set.

Fig. 6 Python code for VM dataset, Part-1
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Fig. 7 Python Code output for VM dataset

The output for the TensorFlow code above is shown in Fig. 7. The code shows
the feature imported by the program from the csv data files along with the column
types and other information in the data file.

The second part of the code is when the artificial intelligence is put to work on
the data imported from the csv data files. The code is detailed in the figure below
which startswith splitting the large amount of data intomultiple categories of training,
testing and validation. The key for this model is the ‘Threat’ column, which identifies
the traffic as benign or malicious and learns the characteristics of such threat type by
looking at data from other feature columns in the same row. The dataframe works by
reading line by line data and studying the type of information contained in the fields
for the corresponding benign or malicious traffic type (Fig. 8).

The last part of the code builds, compiles, and trains a sequential AI model using
TensorFlow functions. An activation function called ReLU (Rectified Linear Unit)
is used to create a network with multiple layers, the details of the layers are shown
below in the figure. The model uses a stochastic optimizer algorithm ‘Adam’ [17] to
test the model in ‘accuracy’ and ‘loss’ metrics. A stream of continuous data is input
to the system and higher value of accuracy determines that the network traffic data is
malicious. The model is run for five iterations or epochs to determine the accuracy
levels.

Figure 9 shows the neural network layers for the proposed AI model.
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Fig. 8 Python Code for VM Dataset, Part-2
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Fig. 9 Neural network layers

4.3 AI Model Analysis

The AI model proposed in this research is tested on a network simulation in a virtual
environment and the model’s performance is verified using alternate IoT-23 dataset.
The results of the AI system are discussed below:

Analysis of AI model using VM dataset
The dataset from the virtual machine setup is tested on the AI system and the output
is as shown in Fig. 10.

The dataset contains a total of 1,008,750 flows of data which are captured while
performingmalicious networks acts from the attack machine. The dataset is split into
645,600 samples of training data, 161,400 examples of validation data and 201,750
flows of data acting as test examples. The AI model uses the training data to generate
insights and acquire knowledge which is validated using the validation samples. The
system tests the knowledge acquired using the test dataset before calculating the
accuracy and loss parameters.

The proposed system reached an accuracy level of 46.74% with an average loss
of 0.69% over 5 epochs. The low accuracy level can be attributed to the similar

Fig. 10 AI Model performance for VM dataset
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numbers of malicious and benign traffic packets. The dataset consists of a smaller
number of threat samples compared to regular network traffic which affected the
accuracy levels. Better accuracy levels are possible when the model is trained with
more malicious samples with diverse training samples and attack versions.

The AI model performed satisfactorily for the given virtual environment, but
the accuracy levels are nowhere close to make any sound decisions in terms of the
malicious nature of the network traffic, especially in a real-time network. The model
is hence tested using another dataset captured using real devices with diverse attacks
and over several years, which is IoT-23 dataset. The working of the mode using a
diverse and large dataset such as IoT-23 is discussed below.

4.4 Analysis of AI Model Using IoT-23 Dataset

The IoT-23 dataset consists of traffic captures from 3 real IoT hardware devices
connected to a networkwith access to the internet. The data is captured in 20 different
scenarios using 20 differentmalware samples, and the entire dataset is clearly labelled
with the malware types used within the respective scenarios. The IoT-23 dataset used
in the current research makes use of 8 scenarios of data consisting of millions of data
traffic flows.

The IoT-23 dataset is input to the proposedAImodel to test the performance of the
model and to ascertain its capabilities in predicting malicious traffic. Figures 11 and
12 shows the python code changed to adapt to the multiple csv files from the IoT-23
dataset. Unlike the AI model that is run in a virtual environment for the first part of
the performance analysis, the AI model is run on a Google Colab cloud environment
due to the processing power required to handle the large number of data flow samples
in the IoT-23 dataset.

Figure 13 shows the computational graph that shows the data flow through the
layers in the AI model. The graph shows how the optimizer and other metrics are
used.

The performance of the AI model on the IoT-23 dataset is shown in Fig. 14.
As seen in the output window, the proposed TensorFlowmodel achieved excellent

results in terms of accuracy and loss.When given a large dataset with enough samples
to train and test, the model consistently showed accuracy levels of over 99% with
loss values confined to 0.0093%. The model performed exceptionally showing the
capabilities of the proposed model when given a large dataset with enough data
samples.
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Fig. 11 Updated
TensorFlow Code for IoT-23
Dataset, Part 1

4.5 Performance Analysis Using TensorBoard

The artificial intelligence model’s performance is analysed further to identify the
performance concentrations over the processing period. To perform additional anal-
ysis, it is important to track and evaluate model, the process flow, hence advanced
analytical view of the whole is essential. TensorFlow comes with an add-on web
application called TensorBoard which provides the necessary visualisations to keep
track of the model’s metric such as learning rate, loss etc.

TensorBoard is an external process and hence needs to be called by theTensorFlow
machine learning process. Once called, TensorBoard runs simultaneously along with
TensorFlow process and logs all the events, LogDirs, execution summaries, process
values etc., which are then presented in a variety of ways such as distributions,
graphs, histograms etc. The python code for the proposed AI model is modified to
accommodate the TensorBoard calling process.

The following figure shows the Scalars in TensorBoard which shows the key
metrics of accuracy and loss and their performance over each of the epochs (iter-
ations). As seen in the figure the trend of validation data is upwards which proves
that the model is learning well, but at epoch 3 and 9, the model is slightly overfit-
ting which needs to be weight adjusted. Typically, an AI model is run for several
hundreds of epochs as the machine learning curve increases by running the model for
more iterations which holds true to the current model. The training and validation are
expected to reach a steady upward curve by running the algorithm for more epochs.
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Fig. 12 Updated TensorFlow Code for IoT-23 dataset, Part 2
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Fig. 13 TensorBoard Graph showing AI code flow
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Fig. 14 TensorFlow Output for IoT-23 dataset

Figure 15 also shows the loss metric over each epoch. As themodel is runmultiple
times the loss value decreased substantially within 4 epochs before settling at the
bottomwith rates close to 0.006%, which is close to the bareminimum of lose values.

Figures 16 and 17 shows the TensorBoard distributions and histograms i.e., the
statistical distributions of the tensors over time. The distributions identify the weight
changes in the model over the entire processing period.

Data Analysis
The aim of the current research is to develop a malicious traffic identifying Artificial
Intelligence tool that can be integrated to a real network. The proposed AI model
produced the results that look promising in achieving the goal of accurately iden-
tifying malicious traffic in a network. While the current model is yet to be tested
on a real network, the accuracy levels achieved using the current model does look
assuring for implementing in a real network.

The key phase of theAImodel is the data pre-processing duringwhich the network
traffic captured is cleaned, optimized, and structured to befit machine learning
model’s input requirements. The current dataset was captured with more than 25
columns of data but was reduced to 8 featured columns holding the key attributes
of source and destination address, source and destination port, protocol, label and
label detail and threat. To verify the attributes and their effectiveness, the Weka tool
is run with multiple algorithms such as ‘CorrelationAttributeEval’, ‘GainRatioAt-
tributeEval’,’WrapperSubsetEval’ etc. before finalising on ‘ClassifierAttributeEval’
algorithm which is better suited to the current AI model design. The attributes are
ranked giving the AI model a head start in identifying the key features for the AI
model to generate the best possible evaluation metrics.

TheAImodel achieved lowaccuracywhile implemented on adataset created using
a virtual lab environment. TheVMdata set containsmultiple fieldswith the necessary
features such as source and destination addresses, protocols etc., and contains traffic
for port scanning, information gathering attacks. While the dataset is fairly large, the
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Fig. 15 AI Model performance analysis using TensorBoard Scalars

Fig. 16 AI Model performance analysis using TensorBoard Distributions
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Fig. 17 AI Model performance analysis using TensorBoard Histogram

dataset needed more traffic flows with malicious traffic for the model to learn from
and probably more variation in the attack types as well. A similar dataset IoT-23 has
large number of traffic flow with the model able to learn from more than 745,000
flows of data with most of it being malicious. With large number of flows to test and
validate the system, the AI model was able to achieve accuracies of over 99% while
the accuracy was limited to just 46% for the VM dataset. A similar trend continues
with the loss values where the VM dataset posted values of 0.69% while the IoT-23
dataset which features more columns of data, variations in data resulted in very little
data loss value of 0.0093%.

The AI model proposed in this research will improve the effectiveness of traffic
monitoring in a network and would suit the security requirements of SMEs. The
model handles the process of network monitoring and can automatically take appro-
priate response actions relevant to a particular scenario. The traffic in a network
will be continuously analysed by the AI model, and the anomalous traffic will be
identified leading to an alert or appropriate action. The lack of dedicated security
analysts is neutralised with the AI model’s ability to handle automation of alerts and
appropriate actions. The use of AI model answers the security challenges in an SME
environment by placing emphasis on continuous monitoring and analysis for mali-
cious patterns before a threat can be executed. By setting optimum threshold levels
in malicious traffic resemblance with the trained data, a threat can be neutralised at
the roots before transforming to a large-scale attack leading to business losses.

The performance metrics of ‘accuracy’ and ‘loss’ defines the model’s suitability
in an SME environment. With well-structured dataset an accurate AI model can be
designed, and the performance of the current research model ascertains the same.
The functions of ReLU (Rectified Linear Unit) and Adam optimizer can be adjusted
to any network’s requirement to achieve better results.
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5 Conclusions and Future Work

The research aims to support and improve security standards in SMEs (Small and
Medium Enterprise) by developing an artificial intelligence based malicious traffic
detection system. SMEs often lack enough knowledge, infrastructure, and resources
to implement a security system capable of actively analysing the network traffic for
malicious activity. A system capable of automatically identifying threats and acting
upon them simultaneously is unusual and out of bounds for SMEs, which is the
motivating factor for the current research.

The project is set with a goal of developing an AI based tool capable of detecting
threats in an SME network which is achieved by training an AI model to learn from
training data consisting of attack traffic and regular traffic. Once themodel has gained
enough knowledge, it can analyse the network traffic for anomalies and provide alerts
or appropriate response actions to mitigate the threat from becoming a reality.

The proposedAImodel recorded an average performancewith an accuracy level of
46%when tested using a dataset created in a virtual lab environment. To compare the
model through various scenarios, further testswere carried out using alternate dataset,
the IoT-23. The model performed exceptionally well with the evaluation parameters
of accuracy achieving consistently more than 99% underlining the proposed model’s
performance. The sub-par performance with the primary dataset can be attributed to
the lack of large number of malicious data flows within the VMdataset which limited
the learning factor for the proposedmodel. The test using the IoT-23 dataset produced
more commendable performance by topping the evaluation metrics of 99% accuracy
and 0.0068% loss. The model indicates that the AI model provides the security boost
necessary for SMEs to thwart any potential cyberattacks.

While the proposed model potentially brings invaluable augmenting capabilities
in an SME environment, there are few hurdles that needs to be overcome to realize
the true potential of AI system. The primary issue is with integrating the AI system
to the current network infrastructure which might require additional infrastructure
to aid the processing requirement of artificial intelligence. An effective integration
mechanism of theAImodel needs to be defined according to the network architecture
with adequate securitymeasures placed for themodel itself as it processes every bit of
information in the entire network. Another important factor would be the knowledge
requirement to data pre-processing which directly affects the performance of the
model. An incorrect feature extraction can lead to more damage as the system is
based on the key features of the dataset. While there still exists some unknowns in
the whole research due to the lack of real-time implementation, it is expected to
provide additional security capabilities to an existing network architecture and could
perfectly augment in making an informed decision about security incidents.

• Future Work

While the current model performed well in the experimental tests carried out in this
research, the implementation in a real network is desirable which will be a part of
future work. The AI model’s learning patterns needs more analysis by running the
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model for more iterations (100 epochs at the least). Future work will be a complete
end-to-end fully integrated tool capable of analysing network traffic on the fly.
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