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Chapter 3
Impact of Internet of Health Things (IoHT) 
on COVID-19 Disease Detection and Its 
Treatment Using Single Hidden Layer 
Feed Forward Neural Networks (SIFN)

S. Murugan, K. Vijayakumar, V. Sivakumar, R. Manikandan, 
Ambeshwar Kumar, and K. Saikumar

Abstract  COVID-19 endemic has made the entire world face an extraordinary 
challenging situation which has made life in this world a fearsome halt and demand-
ing numerous lives. As it has spread across 212 nations and territories and the 
infected cases and deaths are increased to 5,212,172 and 334,915 (as of May 22 
2020). Still, it is a real hazard to human health. Severe Acute Respiratory Syndrome 
cause vast negative impacts economy and health populations. Professionals involved 
in COVID test can commit mistakes when testing for identifying the disease. 
Evaluating and diagnosing the disease by medical experts are the significant key 
factor. Technologies like machine learning and data mining helps substantially to 
increase the accuracy of identifying COVID. Artificial Neural Networks (ANN) has 
been extensively used for diagnosis. Proposed Single Hidden Layer Feedforward 
Neural Networks (SLFN)-COVID approach is used to detect COVID-19 for disease 
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detection on creating the social impacts and its used for treatment. The experimental 
results of the proposed method outperforms well when compared to existing meth-
ods which achieves 83% of accuracy, 73% of precision, 68% of Recall, 82% of 
F1-Score.

Keywords  COVID-19 · Machine learning · Single Hidden Layer Feed forward 
Neural Networks

3.1  �Disease Detection Using IoHT

The IoT has changed the way we live, work and take choices. In several industries, 
including health care, it has already had a substantial and positive influence. A huge 
revolution has begun in the health sector with the impact of IoT. A new layer in 
health care infrastructure, Internet of Health Things (IoHT), has been created by 
rapid developments in sensor-based applications and Internet technologies [1]. 
IoHT is a term that represents internet-connected identifiable devices and which can 
be employed in the medical sector. Through medical attention and detection errors, 
these technologies promote safety. The data collected by gadgets are analysed and 
medical consultations are remotely conducted. The Web of Things has changed the 
world already. The life and work of people has been influenced.

In big data, essential source is healthcare. There is a strong need for early identi-
fication of disease for accurate review of healthcare data. Viruses are small organ-
isms that only reproduce within an organism’s living cells. In living species, 
coronaviruses are one of most common families of viruses that cause different 
respiratory diseases. In Wuhan, China, an increasing number of rare cases of pneu-
monia were recorded in December of 2019. A novel coronavirus, known as 
COVID-19, was quickly determined to be cause of this epidemic.

Coronaviruses, a kind of viruses, causes severe sickness and disorders in human 
health. This sickness was burst only at the end of December 2019. This new virus 
which has spread worldwide is very infectious. WHO (World Health Organization), 
on 30th January 2020, declared this as a PHEIC (Public Health Emergency of 
International Concern) because it spread around eighteen nations. On 11th of 
February 2020, WHO named this outbreak as “COVID-19”.Apart from China, , as 
there was a tremendous increase in COVID-19 cases which was about thirteen times 
than earlier, which was more than 118,000 in 114 countries and caused 4000 deaths, 
on March 11th 2020, WHO announced this a pandemic [2].

COVID-19 along with ARDS, SARS (Severe Acute Respiratory Syndrome) is a 
family of viruses. WHO mentions that this virus which is transmitted through the 
respiratory tract affects an individual who is in contact with the infected individual 
[3]. The symptoms are observed from the 2nd day till 14th day, which is the devel-
opment duration of MERS, and SARS.  Specialist face fundamental difficulties 
while sharing the information during disorder recognizing and to give treatment [4]. 
Individual with COVID symptoms are keenly observed. Specifically, no treatment 
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has been yet found as on April 10th 2020 to prevent this dreadful virus, and thus 
patients are given treatment based on their symptoms. Medicines, namely hydroxy-
chloriquine, anti-virals, antipyretic are used for treatment. But some preventive 
measures are being followed like frequently washing hands with soap for a mini-
mum of 20 seconds, avoiding very closer contact among individuals thereby main-
taining a distance of about 1 meter, wearing mask which covers nose and mouth 
which is believed that there are chances to reduce the infection being spread [5]. In 
brief, reliable and fast early detection of confirmed COVID-19 cases plays vital role 
in prompt quarantine and medical care, which is also of great significance for patient 
prognosis, disease prevention, and public health protection. If this continuous, India 
could possibly face more than 65 million cases by the end of September 2020. 
COVID-19 has rapidly grown in India as illustrated in Fig. 3.1.

Apart from the procedures followed by clinics, machine learning offers more 
support to recognize the disease by processing textual and image information of 
individuals but requires enormous data. Moreover, the nature of the virus can also 
be predicted and classified. Supervised machine learning approaches requires anno-
tated data to classify text or image data. Algorithms based on this approach are used 
in various critical projects. Outbreak of pandemic of COVID-19 has brought many 
countries to a halt. Based on number of affected nations, cases and applied digital 
measures around world, COVID-19 pandemic can be distinguished. Restricted 
information is also accessible about how digital interventions can help to contain a 
global pandemic. Current pandemic situation has kindled several researchers world-
wide to overcome this problem. Internet of Things (IoT) is a networked device/
operation system that complies with all network aspects, for example hardware, 
software and network connectivity, as well as all other essential electronic/computer 
systems. If we talk a little more about IoT, it goes beyond a notion which builds the 

Fig. 3.1  Growth of COVID-19 in India
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entire architectural context that allows data to be integrated and exchanged effec-
tively between the data subjects and providers. Most of the problems arise in current 
typical situation as the non-effective reachability of patients, which after concern 
about vaccine development is second most significant difficulty. Utilisation of IoT 
concept makes it quite valuable for patients to be accessible, which ultimately helps 
them to receive considerable care to get out of sickness. This work is arranged as: 
Sect. 3.2 describes the background study, Sect. 3.3 discusses methodology, Sect. 3.4 
depicts performance analysis and concludes with Sect. 3.5.

3.2  �State of Art Methods

Iwendi Celestine et  al. 2020 introduced improved Random Forest approach 
enhanced by the AdaBoost approach. This model used travel, geographical, demo-
graphic, and health information of the persons infected by COVID-19 virus for 
predicting the severity and recovery [6].

Tuli et al. 2020 designed a better mathematical model for predicting and analyz-
ing development and threat of COVID-19  in nations globally. When iterative 
weighting to fit Generalized Inverse Weibull distribution was involved, a best fit was 
achieved for developing a prediction model which was deployed on a cloud plat-
form in order to obtain more precise and real-time prediction results [7].

Sujath et  al. 2020 developed useful method for forecasting spread of COVID 
virus. For additional processing in the future, details of the patients should be per-
sistently maintained [8]. Jiang et al. 2020 implemented a machine learning approach 
which predicted an individual who was infected by COVID virus and there was a 
possibility for developing ARDS. An accuracy of 80% was obtained [9].

Abdani et  al. 2020 suggested and implemented a lightweight deep learning 
approach to accurately detect the risk of COVID-19 [10]. This model was designed 
such that it can be deployed on different platforms like tablets, mobiles, and normal 
computers with no distress of memory capacity. This approach was developed by 
integrating modified spatial pyramid pooling (SPP) model [11] with convolutional 
neural network (CNN). Through the use of modified SPP called SPP-COVID-Net, 
numerous inputs were processed simultaneously [12] with a total parameters of 
862,331with not more than 4 MB of storage. The multi-scale facility of this model 
paved way for identifying COVID patients with different severity levels. This SPP-
COVID-Net achieved the average accuracy of about 0.946. In [13], an online health-
care surveillance model is proposed that is capable of evaluating patient health data 
in order to negotiate occurrence of death. This collects associated patient informa-
tion required by sensing and healthcare instruments for investigation.

Olivera et al. 2019 [14] model based on the probabilistic principle of Bayesian 
Monte Carlo to forecast distribution of infectious diseases is suggested. Big down-
side to this strategy is that it is impacted by collection of past as well as subsequent 
probabilities. Aayush Jaiswal et  al. [15] use of pre-trained deep learning 
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architectures to classify and diagnose COVID-19 in chest CT as an automated tool. 
By utilizing its own trained weights on ImageNet dataset along with a convolution-
ary neural structure, proposed model is used to extract functions.

Tushaar Gangavarapu et al. [16] To achieve most discriminative and instructive 
function subspace, developed novel filter-wrapper hybrid ensemble feature selec-
tion technique depends on weighted incidence frequency and penalty method. 
Longxi Zhou et al. [17] propose fully automated, fast, precise, and machine-agnostic 
system that can segment and calculate CT scans from various sources to the infec-
tion regions.

Shreyas Setlur Arun et al. [18] prediction of spread of COVID19 disease is pre-
sented and scale of pandemic, recovery rate and fatality rate are expected. Yujin Oh 
et  al. [19] patch-based method with a comparatively small number of trainable 
COVID-19 diagnostic parameters for CNN is proposed. Our statistical analysis of 
possible imaging biomarkers of CXR radiographs inspires suggested method.

Vasilis Z. Marmarelis [20] A novel method, each defined by a Riccati equation 
with adaptively approximate parameters, was proposed based on data-guided iden-
tification and concatenation of infection waves. Barabas J et  al. [21] presents a 
device that encapsulates all of above features through readily accessible compo-
nents (both hardware as well as software) and is again improved with preliminary 
acquisition of RTLS data, enabling identification of person-to-person communica-
tion detected after symptoms to identify potential vectors of infection and mitigate 
their further spread via smart quarantine.

Deng-Ping Fan et al. [22] to automatically classify contaminated regions from 
chest CT slices, a novel COVID-19 Inf-Net (Lung Infection Segmentation Deep 
Network) was proposed. Yanfang Ye et al. [23] propose and develop an AI-driven 
system called alpha-satellite) to include as an initial providing a dynamic COVID-19 
risk assessment in United States. More precisely, device would automatically have 
risk indices associated with it in a hierarchical way (e.g., state, county, POI) pro-
vided a point of interest (POI) to encourage citizens to pick acceptable safeguard 
actions while mitigating everyday life disturbances. Loveleen Gaur et al. [24] is a 
realistic method for detection of COVID-19 from chest radiographs and for differ-
entiating from normal and Viral Pneumonia affected by DCNN. In this work, trans-
fer learning evaluates three pretrained models of CNN (EfficientNetB0, VGG16 and 
InceptionV3). A balance of precision and efficiency with fewer parameters ideal for 
mobile applications justifies adopting this specific models. Data collection utilised 
for study is accessible to public and compiled from many sources.

3.3  �System Model

The proposed method is used to detect the COVID and diagnoses the disease. The 
original data is collected from the database, the data is preprocessed by using 
smoothing method. Once the data is preprocessed then it can be forwarded to fea-
ture extraction process. GLCM based feature extraction is used, the classifier input 
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is extracted features that can be SLFN COVID evaluate system. Parameters used to 
evaluate system is accuracy, recall, F1-Score and precision. Flow of method pro-
posed is depicted in Fig. 3.2.

3.3.1  �Preprocessing Using Smoothing

It is tedious to process a raw image. Hence, prior to processing, some operations has 
to be performed like noise removal and ignoring unnecessary portions of the image. 
This process is termed as preprocessing which further helps to process the image 
successfully. Moreover, the image quality is improved by smoothing. After this pro-
cess, noise is reduced, enhanced and the image is reconstructed for extracting salient 
features to process further. This process is necessary before feature extraction and 
analysis.

3.3.2  �Grey Level Co-occurrence Matrix (GLCM) Based 
Feature Extraction

GLCM is formed with several statistical features obtained from a grey scale image. 
It is a square matrix given as G(i, j) which involves four directions namely horizon-
tal, vertical, left and right cross directions for partitioning G into the normalized 
typical matrices. For every adjacent direction, evaluation is performed. These tex-
ture features are described as correlation, angular secondary moment, inverse differ-
ence moment, contrast, sum of squares, sum average, variance, sum and difference 
variance, auto correlation, entropy, sum and difference entropy, information mea-
sures of correlation 1 and correlation 2, inverse difference, cluster shade and promi-
nence, dissimilarity, and maximum probability.

Fig. 3.2  Flow of proposed method
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3.3.3  �Classification

The classification using artificial neural network that can be discussed below.

3.3.4  �Back Propagation Artificial Neural Network (BPANN)

Currently most common NN model in use is BP neural network [25]. In 1986, 
Rumelhart and Mcllelland proposed BP algorithm that solved weight adjustment 
issues of nonlinear continuous function in multilayer FFNN area well. It is a stan-
dard error algorithm for back propagation [26, 27]. After advent of BP neural net-
work, a lot of research has been performed on activation function selection, structure 
parameter design, and network defect improvement. Grossberg discovered in 1973 
that sigmoid function is very analogous to working conditions of biological neu-
rons, so he began researching relationship between properties of sigmoid function 
and integrity of NN.  He marketed feature to become most commonly deployed 
BP-NN activation feature.

Core principle of BP method is to break learning process into two steps i.e. con-
structive signal signalling and error back-propagation. Data is collected from input 
layer to output layer via hidden layer at point of constructive communication [28]. 
In output side, output signal forms. In course of sending signal forward network 
weights are fixed. State of neurons of every layer only influences state of next layer 
neurons. If it is not feasible to produce desired output in output layer, so error signal 
can spread again. In back propagation process, step by step, error signal that failed 
to fulfil accuracy criterion spreads forward and all units of each layer share error. 
Based on error signal, connection weights are adjusted dynamically. In loop of for-
ward and back change, weight attribute of neurons keeps correcting. Learning 
ceases until the output signal error meets the precision requirement [29].

3.3.4.1  �Topology Structure of BP Neutral Network

As is seen in Fig. 3.3, simplest BPNN has three layers. Input layers, Hidden layers 
and output layers are used. Number of nodes in input layer is equal to n-input vector 
dimension. In output layer, number of nodes is proportional to form of output mod-
ule q. In hidden layer p, number of nodes is correlated with a particular programme 
that is normally chosen by best.

W1, which is defined as a formula (3.1), is relation weight matrix between input 
layer nodes and hidden layer nodes. Similar to this relation weight matrix can be 
specified as W2 between hidden layer nodes and output nodes. For hidden layer and 
output layer nodes, threshold matrix is θ1 and θ2, respectively:

3  Impact of Internet of Health Things (IoHT) on COVID-19 Disease Detection…
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(3.1)

3.3.4.2  �Learning Algorithm of BP Network

BP network learning method is split into 2 steps which are propagated forward and 
back. It is a gradient descent method which can make error of per connection 
weights of NN reduce. Assign random numbers in [−1,+1] set to relation weight 
matrices W1−, W2 and threshold matrices of hidden layer and output layer nodes θ1 
and θ2 at beginning of learning.

3.3.4.3  �Forward Operation

Next, enter {X, T} learning samples, where X is learning samples’ input vector and 
T is corresponding output vector:

	
X x x x x k nk n= … …( ) ≤ ≤1 2 1, ,

	
(3.2)

Fig. 3.3  Topology structure of BPNN
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T T T T T m qm q= … …( ) ≤ ≤1 2 1, ,

	
(3.3)

N is number of input layer nodes; q is number of output layer nodes.
Forward data propagates through input layer and hidden layer to output layer. 

Created weight value is learning outcome of classification of performance patterns. 
They primarily contain following measure.

Step 1: (Output value estimation of hidden layer nodes). Nodes value in hidden 
layer is

	
i w x j pj

k

n

kj k1
1

1 1= ≤ ≤
=
∑ ,

	
(3.4)

If n is number of nodes of input layer, p is number of nodes of hidden layer, w 1kj 
is relationship weight, and x k is input vector component.

Nodes output value is

	
h f ij j j= +( )1 1θ 	

(3.5)

Where threshold of node j is θ1j .
Sigmoid function given by Rumelhart is activation function f used:

	
f i

e
j i j

1

1

1 1
( ) =

+ −
	

(3.6)

Step 2: (Calculating output value of output layer nodes). Input values for output 
layer nodes m are

	

i w h m jm
j

p

jm j2
1

2 1= ≤ ≤
=
∑ ,

	

(3.7)

Node m output value is

	
O f im m m= +( )2 2θ 	

(3.8)

Where θ2m is output layer node threshold m and f is activation function specified by 
sort (3.5).

3.3.4.4  �Back Operation

Evaluate output value error and predicted output layer value error. From output 
layer, back propagation error via hidden to input layer. Values of connection weight 
are adjusted. Steps are as follows.
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Step 1: (Calculation of output error of output layer nodes). Error between Om learn-
ing value of output layer m node and output value of Tm learning samples is

	
εm m mO T= −

	
(3.9)

Step 2: (learning error testing). ε0 is maximum learning error, which is set by user 
in [0,1] interval.

When max(εm) ≤ ε0, enter next learning sample. Network weights are adjusted and 
original learning samples are reentered. When all learning samples fulfill above 
criteria, learning process is terminated.

Step 3: (evaluate learning error in output layer nodes). Nodes output layer m, learn-
ing error is

	
d O O O Tm m m m m2 1= −( ) −( ) 	

(3.10)

Step 4: (evaluate learning error of hidden layer nodes). Hidden layer j learning 
error is

	
d h h w dj j j

m

q

jm m1
1

2 21= −( )
=
∑

	
(3.11)

Step 5 (revise value of connection weights matrix w2). Set weight value as modified 
current weight value at time t+1; then set new weight value.

	
w t w t d h w t w tjm jm m j jm jm2 2 2 2 21 1+( ) = ( ) + + ( ) − −( ) η α

	
(3.12)

where learning rate is η and momentum factor is α. In scope [0,1], both α and η 
exists. Using alpha will speed up learning speed and help to solve common BP 
algorithm’s local minimum problem.

Step 6: (revise value of connection weight matrix w2). Consider,

	
w t w t d x w t w tkj kj j k kj kj1 1 1 1 11 1+( ) = ( ) + + ( ) − −( ) η α

	
(3.13)

Step 7: (revise threshold θ2). Output node layer threshold is

	
θ θ η α2 2 2 2 21 1m m m j jm jmt t d h w t w t+( ) = ( ) + + ( ) − −( )  	

(3.14)

Step 8: (revise threshold θ1). Hidden layer threshold layer is

	
θ θ η α θ θ1 1 1 1 11 1j j j j jt t d t t+( ) = ( ) + + ( ) − −( )  	

(3.15)
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3.3.4.5  �Run the BP Neural Network

Following learning, run BPNN and carry out pattern recognition for input vector 
I. BP learning algorithm’s forward operation is used. Steps are as follows.

Step 1: Assign BP learning algorithm’s updated value to relation weight matrices w1 
and w2 and threshold matrices θ1 and θ2.

Step 2: Input input vector I that requires recognized.
Step 3: To measure output of hidden layer, apply formulas (3.3), (3.4), and (3.5).
Step 4: To measure output of output layer, that is, classification result of input vector 

I, use formulas (3.5), (3.6), and (3.7).

3.3.5  �Proposed Classification Using SLFN-COVID

Several attempts are made to overcome the flaws of Back Propagation Artificial 
Neural Network (BPANN). It revealed that SLFN with a maximum of hidden nodes 
was able to evaluate function for m various vectors present in the dataset used for 
training.

For m samples in D = {(x(k), t(k)) | x(k) ϵ Rn, t(k) ϵ Rp, k = 1,.., m} where x(k) = [x1
(k), 

x2
(k), …., xn

(k)]T and t(k) = [t1
(k), t2

(k), …., tp
(k)]T represents features and target respec-

tively in the training dataset. SLFN having M hidden nodes with activation function 
g(x) as well as linear activation function in output nodes it is shown in Eq. 3.16 as:

	 i

M

i i
k

i

M

i i
k

i
kg x g w x b o K m

=

( )

=

( ) ( )∑ ∑( ) = +( ) = = …
1 1

1β β . , , ,
	

(3.16)

Where, wiϵ Rn gives the weights of input and ith hidden nodes in Eq. 3.17

	
wi i i inw w w= …[ ]1 2, , ,

T
,
	

(3.17)

βiϵ Rp is the weights of ith hidden and output nodes in Eq. 3.18

	
ββi i i ip= … β β β1 2, , ,

T
,
	

(3.18)

wi∙ x(k), bi, o(k) ϵ Rp represents the inner product of wi and x(k), bias of ith hidden node 
and output of NN for kth vector respectively.SLFN estimates m vectors i.e., wi, βi, 
and bi exists such that in Eqs. 3.19 and 3.20:

	 o tk k( ) ( )− = 0 	 (3.19)

	 i

M

i i
k

i
kg w x b t k m

=

( ) ( )∑ +( ) = = …
1

1β . , , ,
	

(3.20)
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This equation can also be represented as: Hβ = T
where, HєRmxM is hidden layer output matrix of NNs.
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(3.21)

βєRMxp specifies weights of output and hidden layers.
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T є Rmxp represents target values of m vectors in training dataset
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(3.23)

In each iteration of conventional gradient descent based learning approach, the 
weights wi that connected input and hidden layers and biases bi has to be initialized 
and adjusted. This was the main reason for making the training process often time 
consuming and hence the training model at times fails to obtain global minima. But, 
the minimum norm least-squares used in SLFN avoided tuning those parameters. In 
the training process in Eq. 3.24, SLFN with fixed wi and bi was identical for esti-
mating the least square solution β̂  of Hβ = T

	
H w w b b T H w w b b TM M M M1 1 1 1, , , , , , , , , , ,… …( ) − = … …( ) −ˆ minβ ββ 	

(3.24)

with the smallest value ˆ †β = H T
where, H† was Moore-Penrose generalized inverse of matrix H. Basic significant 

properties of this solution are less training error, unique solution and smallest weight 
norms. Less norm least-square solution provided for SLFN is termed as ELM which 
involves the following steps during training process:

•	 wi and bi, for i= 1,…,M were set randomly.
•	 H, the matrix of the hidden layer output, was computed
•	 β̂  was determined
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To conclude, three major differences between BPANN and ELM-ANN were identi-
fied which are as follows:

•	 BP-ANN has to tune parameters like learning rates, momentum, number of hid-
den nodes, and terminating norm. But, ELM-ANN avoid these operations and 
defines only the number of hidden nodes.

•	 It is operated on differentiable activation functions only whereas ELM-ANN 
uses both type of functions.

•	 Both BP-ANN and ELM-ANN obtain their trained model with minimum train-
ing error. The difference is that the former possibly reaches local minima while 
the latter additionally obtains smallest norm of weight thereby providing better 
improved generalized model and reaches global minima.

3.3.5.1  �Dataset

COVID-19was declared as Health Emergency by WHO and thus hospitals and 
researchers gave open access to the data related to this virus. The dataset employed for 
an analysis in this study was developed by Hannah Ritchie [30] which is regularly 
updated with the reports of WHO [31]. The additional information related to this data-
set can be obtained from https://ourworldindata.org/coronavirus-source-data.

3.4  �Experimental Analysis

The parameters used for analysis are Accuracy, F1 score, recall and precision, 
Notations TP, FN TN and FP represented in equations denote True Positive, False 
Negative, True Negative and False Positive.

Accuracy  This is ratio of true predictions to total data predicted by the classifier. 
This significant measure is used to evaluate the classification model is given by in 
Eq. 3.25:

	
Accuracy =

+
+ + +
TP TN

TP TN FP FN 	
(3.25)

Precision  This is ratio of samples that are aptly identified to the sum of identified 
samples which is given below in Eq. 3.26:

	
Precision

TP

TP FP
=

+ 	
(3.26)
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Recall  This is ratio of correctly identified samples to sum of samples that are TP 
and FN which is shown in Eq. 3.27:

	
Recall

TP

TP FN
=

+ 	
(3.27)

F1 Score  It provides a perfect evaluation of classifying model which is computed 
in Eq. 3.28:

	
F Score1 2= ×

×
+

Precision Recall

Precision Recall 	
(3.28)

The Table 3.1 analyzes the accuracy of existing and proposed methods.
Figure 3.4 illustrates the comparative analysis of accuracy for existing and pro-

posed methods. X axis and Y axis provides number of samples and Accuracy in 

Table 3.1  Accuracy analysis

No. of 
samples

ML based improved model 
[7]

SPP-COVID-Net classifier 
[10]

SLFN-COVID 
classifier

100 54 60 67
200 61 69 78
300 67 76 84
400 78 84 89
500 86 89 95

Fig. 3.4  Comparison of accuracy
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percentage respectively. Green, teal and violet color indicates ML based Improved 
Model, SPP-COVID-Net classifier and SLFN-COVID Classifier respectively. The 
proposed method achieves 83% of accuracy. The Table 3.2 shows analysis of preci-
sion with existing and proposed techniques.

Figure 3.5 presents comparative analysis of precision for existing and proposed 
methods. X axis and Y axis provides number of samples and precision in percentage 
respectively. Green, teal and violet color indicates ML based Improved Model, SPP-
COVID-Net classifier and SLFN-COVID Classifier respectively. The proposed 
method achieves 73% of precision. Table 3.3 analyzes recall of the existing and 
proposed methods.

Figure 3.6 illustrates comparative analysis of recall for existing and proposed 
methods. X axis and Y axis provides number of samples and recall in percentage 
respectively. Green, teal and violet color indicates ML based Improved Model, SPP-
COVID-Net classifier and SLFN-COVID Classifier respectively. When compared 
to existing methods, proposed method achieves 68% of recall. The Table 3.4 shows 
analysis of F1-Score with existing and proposed techniques.

Table 3.2  Precision analysis

No. of 
samples

ML based improved model 
[7]

SPP-COVID-Net classifier 
[10]

SLFN-COVID 
classifier

100 47 51 59
200 51 62 68
300 58 68 71
400 65 70 79
500 71 75 89

Fig. 3.5  Comparison of precision
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Figure 3.7 compares F1 score obtained for existing and proposed methods. X 
axis and Y axis provides number of samples and F1-Score in percentage respec-
tively. Green, teal and violet color indicates ML based Improved Model, SPP-
COVID-Net classifier and SLFN-COVID Classifier respectively. Proposed method 
achieves 82% of F1-Score. Table 3.5 presents overall performance of existing and 
proposed techniques.

Figure 3.8 compares overall performance of existing and proposed methods. X 
axis provides parameters used for analysis and their corresponding values in per-
centage in Y axis. The pink, lavender and violet color indicates ML based Improved 
Model, SPP-COVID-Net classifier and SLFN-COVID Classifier respectively. When 
compared to the existing methods, proposed method achieves good results.

Table 3.3  Recall analysis

No. of 
samples

ML based improved model 
[7]

SPP-COVID-Net classifier 
[10]

SLFN-COVID 
classifier

100 38 39 56
200 41 47 65
300 49 51 69
400 56 60 72
500 61 68 78

Fig. 3.6  Comparison of recall
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Table 3.4  F1-score analysis

No. of 
samples

ML based improved model 
[7]

SPP-COVID-Net classifier 
[10]

SLFN-COVID 
classifier

100 54 56 69
200 62 67 75
300 68 71 86
400 72 78 89
500 79 83 92

Fig. 3.7  Comparison of F1-score

Table 3.5  Overall Performance of the existing and proposed methods

Parameters
ML based improved model 
[7]

SPP-COVID-Net classifier 
[10]

SLFN-COVID 
classifier

Accuracy 69% 76% 83%
Precision 58% 65% 73%
Recall 49% 53% 68%
F1-Score 67% 71% 82%

3.5  �Conclusion

Several approaches like GAN, RNN, LSTM, and ELM are developed for diagnos-
ing COVID-19. The major issues related to COVID-19 are high-risk people, geo-
graphical issues, and radiology and recognizing which have been analyzed and 
described in this work. The proposed SLFN-COVID Classification method is used 

3  Impact of Internet of Health Things (IoHT) on COVID-19 Disease Detection…



48

for detection and diagnosing the disease based on the patient COVID-19 dataset 
which create the social impacts and its helps for treatment. The experimental results 
achieved are 83% of accuracy, 73% of precision, 68% of recall, and 82% of 
F1-Score. The SLFN-COVID classifier exceeds prior approaches. It is concluded 
that the the future effort is to focus on the growth of health services which led to an 
increase in data generation causing problems in the design of data access and data 
structures. An additional effort must therefore be undertaken to address the com-
plexity and diversity of healthcare system data. In addition, a uniform standard of 
heterogeneous data management is necessary because of the diversity of data 
sources; for the diversity of the data content, a single programing interface is 
required for several data analytics modules.
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