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Abstract. The common mean of Gaussian distributions is a parameter
of interest when analyzing medical data. In practice, the population coef-
ficient of variation (CV) is unknown because the population mean and
variance are unknown. In this study, the common mean of Gaussian dis-
tributions with unknown CVs is considered and four new interval estima-
tors for it using generalized confidence interval (GCI), large sample (LS),
adjusted method of variance estimates recovery (adjusted MOVER), and
standard bootstrap (SB) approaches are proposed. Furthermore, the pro-
posed interval estimators are compared with a previously reported one
based on the GCI approach. Monte Carlo simulation was used to evalu-
ate the performances of the interval estimators based on their coverage
probabilities and average lengths, while, medical datasets were used to
illustrate the efficacy of these approaches. Our findings show that the
interval estimator based on the GCI approach for the common mean
of Gaussian distributions with unknown CVs provided the best perfor-
mance in terms of coverage probability for all sample sizes. However, the
adjusted MOVER and SB approaches can be considered as an alternative
when the sample size is large (ni ≥ 100).

Keywords: Adjusted MOVER approach · CV · GCI approach ·
Mean · SB approach

1 Introduction

The population coefficient of variation (CV), which is free from a unit of measure-
ment, is defined as the ratio of the population standard deviation to the popula-
tion mean, τ = σ/μ, and has been widely applied in many fields, e.g., agriculture,
biology, and environmental and physical sciences. Estimating a known CV has
been suggested by many scholars. For example, Gerig and Sen [1] used Canadian
migratory bird survey data from 1969 and 1970 while assuming that the CV for
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each province was known. Meanwhile, estimating the mean of Gaussian distri-
butions with a known CV has also been studied extensively (e.g., Searls [2] and
Niwitpong [3]). However, the CV is unknown when the population mean and
variance have been estimated and thus, needs to be estimated too. Srivastava [4]
and Srivastava [5] proposed an estimator for the normal population mean with
an unknown CV and indicated that it is more efficient than a previously reported
sample mean estimator. He later presented a uniformly minimum variance unbi-
ased estimator of the efficiency ratio and compared its usefulness to estimate
an unknown CV with an existing estimator (Srivastava and Singh [6]). Sahai [7]
provided an estimator for the normal mean with unknown CV and studied it
along the same lines as Srivastava [4] and Srivastava [5] estimators. Meanwhile,
Thangjai et al. [8] presented confidence intervals for the normal mean and the
difference between two normal means with unknown CVs. In addition, Thang-
jai et al. [9] proposed the Bayesian confidence intervals for means of normal
distributions with unknown CVs.

In practice, samples are collected at different time points, and the problem of
estimating common parameters under these circumstances has been widely stud-
ied by several researchers. Krishnamoorthy and Lu [10] proposed the generalized
variable approach for inference on the common mean of normal distributions.
Lin and Lee [11] developed a new generalized pivotal quantity based on the best
linear unbiased estimator for constructing confidence intervals for the common
mean of normal distributions. Tian [12] presented procedures for inference on the
common CV of normal distributions. Tian and Wu [13] provided the generalized
variable approach for inference on the common mean of log-normal distribu-
tions. Thangjai et al. [14] investigated a new confidence interval for the common
mean of normal distributions using the adjusted method of variance estimates
recovery (adjusted MOVER) approach. Finally, the estimator of Srivastava [4]
is well established for constructing confidence intervals for the common mean of
Gaussian distributions with unknown CVs.

Interval estimators for the common mean of Gaussian distributions with
unknown CVs have been proposed in several medical science studies, such as
the common percentage of albumin in human plasma proteins from four sources
(Jordan and Krishnamoorthy [15]) and quality assurance in medical laborato-
ries for the diagnostic determinations of hemoglobin, red blood cells, the mean
corpuscular volume, hematocrit, white blood cells, and platelets in normal and
abnormal blood samples (Tian [12] and Fung and Tsang [16]).

Herein, the concepts in Thangjai et al. [8] and Thangjai and Niwitpong [17]
are extended to k populations to construct new interval estimators for the com-
mon mean of Gaussian distributions with unknown CVs. The approaches to con-
struct these interval estimators: the generalized confidence interval (GCI), large
sample (LS), adjusted MOVER, and standard bootstrap (SB) are compared with
the GCI approach of Lin and Lee [11]. The GCI approach first introduced by
Weerahandi [18] has been used successfully to construct interval estimators (e.g.,
Krishnamoorthy and Lu [10], Lin and Lee [11], Tian [12], Tian and Wu [13], Ye
et al. [19]). The LS approach using the central limit theorem (along with a GCI
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approach) was first proposed by Tian and Wu [13] to construct confidence inter-
vals for the common mean of log-normal distributions. The adjusted MOVER
approach motivated by Zou and Donner [20] and Zou et al. [21] was extended
by Thangjai et al. [14] and Thangjai and Niwitpong [17] to construct an interval
estimator for a common parameter.

2 Preliminaries

In this section, the lemma and theorem are explained to estimate the interval
estimators for common Gaussian mean with unknown CVs.

Let X = (X1,X2, ...,Xn) be a random variable from the Gaussian distribu-
tion with mean μ and variance σ2. The population CV is τ = σ/μ. Let X̄ and
S2 be sample mean and sample variance for X, respectively. The CV estimator
is τ̂ = S/X̄.

Following Srivastava [4] and Thangjai et al. [8], the Gaussian mean estimator
when the CV is unknown, θ̂, is

θ̂ =
nX̄

n + S2

X̄2

. (1)

According to Thangjai et al. [8], the mean and variance of the mean estimator
with unknown CV are
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Consider k independent Gaussian distributions with a common mean with
unknown CVs. Let Xi = (Xi1,Xi2, ...,Xini

) be a random variable from the i-th
Gaussian distribution with the common mean μ and possibly unequal variances
σ2

i as follows: Xij ∼ N(μ, σ2
i ); i = 1, 2, ..., k, j = 1, 2, ..., ni.
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For the i-th sample, let X̄i and x̄i be sample mean and observed sample mean
of Xi, respectively. And let S2

i and s2i be sample variance and observed sample
variance of Xi, respectively. According to Thangjai et al. [8], the estimator of
Srivastava [4] is well established. The estimator is given by

θ̂i =
niX̄i

ni + S2
i

(X̄i)2

; i = 1, 2, ..., k. (4)

This paper is interested in constructing confidence intervals for the common
Gaussian mean with unknown CVs, based on Graybill and Deal [22], defined as
follows:

θ̂ =
k∑

i=1

θ̂i

Ṽ ar
(
θ̂i

)
/

k∑
i=1

1

Ṽ ar
(
θ̂i

) , (5)

where Ṽ ar
(
θ̂i

)
denotes the estimator of V ar

(
θ̂i

)
which is defined in Eq. (3)

with μi and σ2
i replaced by x̄i and s2i , respectively.

2.1 GCI

Definition 1. Let X = (X1,X2, ...,Xn) be a random variable from a distri-
bution F (x|δ), where x = (x1, x2, ..., xn) be an observed sample, δ = (θ, ν) is
a unknown parameter vector, θ is a parameter of interest, and ν is a nuisance
parameters. Let R = R(X;x, δ) be a function of X, x and δ. The random quan-
tity R is called a generalized pivotal quantity if it satisfies the following two
properties; see Weerahandi [18]:

(i) The probability distribution of R is free of unknown parameters.
(ii) The observed value of R does not depend on the vector of nuisance param-

eters.

The 100(α/2)-th and 100(1−α/2)-th percentiles of R are the lower and upper
limits of 100(1 − α)% two-sided GCI.

Following Thangjai et al. [8], the generalized pivotal quantities of σ2
i , μi, and

θi based on the i-th sample are defined as follows:

Rσ2
i

=
(ni − 1) s2i

Vi
. (6)

Rμi
= x̄i − Zi√

Ui

√
(ni − 1) s2i

ni
(7)

and
Rθi

=
niRμi

ni +
R

σ2
i

(Rμi
)2

, (8)
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where Vi denotes a chi-squared distribution with ni − 1 degrees of freedom, Zi

denotes a standard normal distribution, and Ui denotes a chi-squared distribu-
tion with ni − 1 degrees of freedom.

According to Tian and Wu [13], the generalized pivotal quantity for the com-
mon Gaussian mean with unknown CVs is a weighted average of the generalized
pivotal quantity. That is given by

Rθ =
k∑

i=1

Rθi

RV ar(θ̂i)

/
k∑

i=1

1
RV ar(θ̂i)

, (9)

where RV ar(θ̂i)
is defined in Eq. (3) with μi and σ2

i replaced by Rμi
and Rσ2

i
,

respectively.
Hence, the Rθ is the generalized pivotal quantity for θ and is satisfied the

conditions (i) and (ii) in Definition 1. Then the common Gaussian mean with
unknown CVs can be constructed from Rθ.

Therefore, the 100(1 − α)% two-sided confidence interval for the common
Gaussian mean with unknown CVs based on the GCI approach is

CIGCI = [LGCI , UGCI ] = [Rθ (α/2) , Rθ (1 − α/2)], (10)

where Rθ (α/2) and Rθ (1 − α/2) denote the 100(α/2)-th and 100(1 − α/2)-th
percentiles of Rθ, respectively.

2.2 LS Confidence Interval

According to Graybill and Deal [22] and Tian and Wu [13], the LS estimate of
the Gaussian mean with unknown CV is a pooled estimated estimator of the
Gaussian mean with unknown CV defined as in Eq. (5), where θ̂i is defined
in Eq. (4) and Ṽ ar

(
θ̂i

)
denotes the estimator of V ar

(
θ̂i

)
which is defined in

Eq. (3) with μi and σ2
i replaced by x̄i and s2i , respectively.

The distribution of θ̂ is approximately Gaussian distribution when the sam-
ple size is large. Then the quantile of the Gaussian distribution is used to con-
struct confidence interval for θ. Therefore, the 100(1−α)% two-sided confidence
interval for the common Gaussian mean with unknown CVs based on the LS
approach is

CILS = [LLS , ULS ]

= [θ̂ − z1−α/2

√
√
√
√
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where z1−α/2 denotes the (1−α/2)-th quantile of the standard normal distribu-
tion.
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2.3 Adjusted MOVER Confidence Interval

Now recall that Z is a standard normal distribution with the mean 0 and variance
1, defined as follows:

Z =
X̄ − μ√
Ṽ ar

(
θ̂
) ∼ N(0, 1). (12)

The confidence interval for mean of Gaussian distribution is

CIμ = [l, u] = [x̄ − z1−α/2

√
Ṽ ar

(
θ̂
)
, x̄ + z1−α/2

√
Ṽ ar

(
θ̂
)
]. (13)

For i = 1, 2, ..., k, the lower limit (li) and upper limit (ui) for the normal
mean μi based on the i-th sample can be defined as

li = x̄i − z1−α/2

√
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)
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and
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)
, (15)

where Ṽ ar
(
θ̂i

)
denotes the estimator of V ar

(
θ̂i

)
which is defined in Eq. (3)

and z1−α/2 denotes the (1−α/2)-th quantile of the standard normal distribution.
According to Thangjai et al. [14] and Thangjai and Niwitpong [17], the com-

mon mean with unknown CVs is weighted average of the mean with unknown
CV θ̂i based on k individual samples. The common mean with unknown CVs
has the following form

θ̂ =
k∑

i=1

θ̂i

V̂ ar
(
θ̂i

)
/

k∑
i=1

1

V̂ ar
(
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where θ̂i is defined in Eq. (4), V̂ ar
(
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)
= 1
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2

z2
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2
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), and li and ui

are defined in Eqs. (14) and (15), respectively.
Therefore, the 100(1 − α)% two-sided confidence interval for the common

Gaussian mean with unknown CVs based on the adjusted MOVER approach is

CIAM = [LAM , UAM ]
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where θ̂ is defined in Eq. (16), and zα/2 and z1−α/2 denote the (α/2)-th and
(1 − α/2)-th quantiles of the standard normal distribution, respectively.
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2.4 SB Confidence Interval

Let X∗
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According to Graybill and Deal [22], the common Gaussian mean with
unknown CVs is a pooled estimated unbiased estimator of the Gaussian mean
with unknown CVs based on k individual samples. The common Gaussian mean
with unknown CVs is defined by

θ̂∗ =
k∑

i=1

θ̂∗
i

Ṽ ar
(
θ̂∗

i

)
/

k∑
i=1

1

Ṽ ar
(
θ̂∗

i

) , (20)

where θ̂∗
i is defined in Eq. (18) and Ṽ ar

(
θ̂∗

i

)
is the estimator of V ar

(
θ̂∗

i

)
which

is defined in Eq. (19) with μ∗
i and σ2∗

i replaced by x̄∗
i and s2∗

i , respectively.
The B bootstrap statistics are used to construct the sampling distribution for

estimating the confidence interval for the common Gaussian mean with unknown
CVs. Therefore, the 100(1 − α)% two-sided confidence interval for the common
Gaussian mean with unknown CVs based on the SB approach is

CISB = [LSB , USB ] = [ ¯̂
θ∗ − z1−α/2Sθ̂∗ ,

¯̂
θ∗ + z1−α/2Sθ̂∗ ], (21)

where ¯̂
θ∗ and Sθ̂∗ are the mean and standard deviation of θ̂∗ defined in Eq. (20)

and z1−α/2 denotes the 100(1 − α/2)-th percentile of the standard normal dis-
tribution.

Next, we briefly review the GCI of Lin and Lee [11] for the common mean
of Gaussian distributions. The generalized pivotal quantity based on the best
linear un-biased estimator for the common Gaussian mean μ is
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Rμ =

k∑
i=1

nix̄iUi

vi
− Z

√
k∑

i=1

niUi

vi

k∑
i=1

niUi

vi

, (22)

where Z denotes the standard normal distribution, Ui denotes a chi-squared
distribution with ni − 1 degrees of freedom, and vi = (ni − 1)s2i .

Therefore, the 100(1 − α)% two-sided confidence interval for the common
Gaussian mean based on the GCI approach of Lin and Lee [20] is

CLL = [LLL, ULL] = [Rμ(α/2), Rμ(1 − α/2)], (23)

where Rμ(α/2) and Rμ(1 − α/2) denote the 100(α/2)-th and 100(1 − α/2)-th
percentiles of Rμ, respectively.

3 Simulation Studies

Monte Carlo simulation was used to estimate the coverage probabilities (CPs)
and the average lengths (ALs) of all confidence intervals; those constructed via
the GCI, LS, adjusted MOVER, and SB approaches are denoted as CIGCI , CILS ,
CIAM , and CISB , respectively, while the GCI of Lin and Lee [20] is denoted as

CILL. The CP of the 100(1 − α)% confidence level is c ± zα/2

√
c(1−c)

M , where c

is the nominal confidence level and M is the number of simulation runs. At the
95% confidence level, the best performing confidence interval will have a CP in
the range [0.9440,0.9560] with the shortest AL.

Each confidence interval was evaluated at the nominal confidence level of 0.95.
The number of populations k = 2; and the sample sizes within each population
n1 and n2 were given in the following table. Without loss of generality (Thangjai
et al. [8]), the common mean of Gaussian data within each population was μ =
1.0. The population standard deviations were set at σ1 = 0.5, 1.0, 1.5, 2.0 and
σ2 = 1.0. The CVs were computed by τi = σi/μ, where i = 1, 2. Hence, the ratio
of τ1 to τ2 was reduced to σ1/σ2.

The result of simulations with the number of simulation runs M = 5,000 is
reported in Table 1. Only CIGCI obtained CPs greater than 0.95 in all cases
whereas those of CILS , CIAM , CISB , and CILL were under 0.95. However, the
CPs of CILS , CIAM , and CISB increased and became close to 0.95 when the
sample size was increased. For ni ≤ 50, the CPs of CILS , CIAM , and CISB

tended to decrease when σ1/σ2 increased. Moreover, the CPs of CIGCI did not
change when σ1/σ2 was varied. Hence, CIGCI is preferable for most cases, while
CIAM and CISB, which are easy to use in practice, can be used when the sample
size is large (ni ≥ 100).

As the sample case (k) increased, CIGCI is preferable when the sample size
is small. For a large sample size, CIGCI , CIAM , CISB , and CILL performed
similarly in terms of CP but the ALs of the CIAM , CISB, and CILL were
shorter than that of CIGCI .
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Table 1. The CPs and ALs of 95% two-sided confidence intervals for the common
mean of Gaussian distributions with unknown CVs: 2 sample cases.

n1 n2 μ σ1/σ2 CP (AL)

CIGCI CILS CIAM CISB CILL

30 30 1.0 0.5 0.9532 0.9338 0.9432 0.9412 0.9450

(0.3586) (0.3176) (0.3313) (0.3299) (0.3277)

1.0 0.9608 0.9350 0.9506 0.9476 0.9460

(0.6305) (0.5297) (0.5526) (0.5498) (0.5136)

1.5 0.9580 0.9232 0.9456 0.9526 0.9492

(0.7689) (0.6473) (0.6744) (0.7130) (0.6065)

2.0 0.9574 0.8822 0.9140 0.9480 0.9474

(0.8126) (0.6707) (0.6953) (0.8183) (0.6563)

50 50 1.0 0.5 0.9496 0.9388 0.9478 0.9418 0.9460

(0.2706) (0.2474) (0.2536) (0.2501) (0.2515)

1.0 0.9642 0.9480 0.9562 0.9474 0.9480

(0.4506) (0.4075) (0.4177) (0.4061) (0.3962)

1.5 0.9524 0.9426 0.9544 0.9496 0.9430

(0.5505) (0.5020) (0.5145) (0.5110) (0.4658)

2.0 0.9508 0.9116 0.9340 0.9506 0.9428

(0.6042) (0.5269) (0.5388) (0.6109) (0.5024)

100 100 1.0 0.5 0.9540 0.9478 0.9512 0.9490 0.9504

(0.1882) (0.1751) (0.1772) (0.1755) (0.1764)

1.0 0.9588 0.9520 0.9554 0.9498 0.9492

(0.2980) (0.2832) (0.2867) (0.2806) (0.2786)

1.5 0.9506 0.9570 0.9586 0.9496 0.9494

(0.3623) (0.3494) (0.3536) (0.3363) (0.3279)

2.0 0.9568 0.9550 0.9622 0.9580 0.9506

(0.3892) (0.3748) (0.3793) (0.3831) (0.3536)

200 200 1.0 0.5 0.9500 0.9476 0.9500 0.9476 0.9482

(0.1322) (0.1239) (0.1247) (0.1240) (0.1244)

1.0 0.9498 0.9478 0.9498 0.9462 0.9474

(0.2030) (0.1984) (0.1997) (0.1972) (0.1968)

1.5 0.9488 0.9490 0.9514 0.9418 0.9428

(0.2543) (0.2415) (0.2430) (0.2334) (0.2310)

2.0 0.9592 0.9616 0.9638 0.9542 0.9566

(0.2649) (0.2625) (0.2641) (0.2547) (0.2485)
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4 Empirical Application

Empirical application of the proposed confidence intervals to real data were
presented and compared with CILL.

The dataset reported by Fung and Tsang [16] and Tian [12] and used here
comprises hemoglobin, red blood cells, the mean corpuscular volume, hematocrit,
white blood cells, and platelet values in normal and abnormal blood samples
collected by the Hong Kong Medical Technology Association in 1995 and 1996.
The summary statistics for 1995 are x̄1 = 84.1300, s21 = 3.3900, and n1 = 63,
and those for 1996 are x̄2 = 85.6800, s22 = 2.9460, and n2 = 72. The means
of the Gaussian distributions with unknown CVs are θ̂1 = 84.1294 and θ̂2 =
85.6795 for 1995 and 1996, respectively, while the common mean of the Gaussian
distributions with unknown CVs is θ̂ = 85.1962.

The two datasets fit Gaussian distributions. The 95% two-sided confi-
dence intervals for CIGCI , CILS , CIAM , and CISB were [84.1099,85.8884],
[61.4262,108.9661], [60.9972,109.3992], and [84.4604,85.6013] with interval
lengths of 1.7785, 47.5399, 48.4020, and 1.1409. For comparison, CILL provided
[84.6502,85.3635] with an interval length of 0.7133. Thus, CILL had the shortest
interval length, while CISB performed the best out of the proposed approaches
as its interval length was shorter than those of the other three for k = 2.

Therefore, these results confirm our simulation study in the previous section
in term of length. In simulation, the GCI of Lin and Lee [20] is the shortest aver-
age lengths, but the coverage probabilities are less than the nominal confidence
level of 0.95. Furthermore, the coverage probability and length in this example
are computed by using only one sample, whereas the coverage probability and
average length in the simulation are computed by using 5,000 random samples.
Therefore, the GCI of Lin and Lee [20] is not recommended to construct the
confidence intervals for common mean of Gaussian distributions with unknown
CVs.

5 Discussion and Conclusions

Thangjai et al. [8] proposed confidence intervals for the mean and difference of
means of normal distributions with unknown coefficients of variation. In addi-
tion, Thangjai et al. [9] presented the Bayesian approach to construct the con-
fidence intervals for means of normal distributions with unknown coefficients
of variation. In this paper, we extend the work of Thangjai et al. [8,9] to con-
struct confidence intervals for the common mean of k Gaussian distributions
with unknown CVs.

Herein, GCI, LS, adjusted MOVER, and SB approaches to construct interval
estimators for the common mean of Gaussian distributions with unknown CVs
are presented. Their CPs and ALs were evaluated via a Monte Carlo simulation
and compared with the confidence interval based on the GCI approach of Lin
and Lee [11]. The results of the simulation studies indicate that the confidence
intervals performed similarly based on their CPs for large sample sizes (i.e.,
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ni ≥ 100). However, the CP of CIGCI was more satisfactory than those of the
other confidence intervals. Moreover, the CPs of CIAM , CISB , and CILL were
close to 0.95 and their ALs were slightly shorter than CIGCI when the sample
size was large (i.e., ni ≥ 100). Thus, CIAM and CISB can be considered as an
alternative to construct an interval estimator for the common mean of Gaussian
distributions with unknown CVs when the sample size is large whereas CILS is
not recommended for small sample sizes (i.e., ni < 100) as its CP is below 0.95.
Further research will be conducted to find other approaches for comparison.
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