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Preface

We are delighted to introduce the proceedings of EAI CROWNCOM 2021 - the
16th EAI International Conference on Cognitive Radio Oriented Wireless Networks.
This conference brought together researchers, developers, and practitioners around the
world who are leveraging and developing cognitive radio systems. The theme of EAI
CROWNCOM 2021 was “innovations and applications with cognitive-based solutions
in the context of 5G and beyond”.

The technical program of EAI CROWNCOM 2021 consisted of 18 full papers,
including six invited papers, in oral presentation sessions at the main conference tracks.
The 18 full papers were selected from 44 submissions during a rigorous double-blind
review process, with a minimum of three reviews per paper, and the invited papers
underwent the same process as the regular papers. Aside from the high-quality technical
paper presentations, the technical program also featured a keynote speech given by Guo
Qing from the Harbin Institute of Technology, China.

Coordination with the steering chair, Imrich Chlamtac, was essential for the success
of the conference. We sincerely appreciate his constant support and guidance. It was
also a great pleasure to work with such an excellent organizing committee team for their
hard work in organizing and supporting the conference. In particular, we are grateful to
the Technical Program Committee (TPC), led by TPC Co-chairs Qianbin Chen, Qinyu
Zhang, and Guo Qing, who completed the peer-review process for technical papers
and put together a high-quality technical program. We are also grateful to Conference
Manager Jacqueline Sirotova for her support and all the authors who submitted their
papers to the EAI CROWNCOM 2021 conference.

We strongly believe that EAI CROWNCOM provides a good forum for all
researchers, developers, and practitioners to discuss all science and technology aspects
that are relevant to cognitive radio. We also expect that the future EAI CROWNCOM
conferences will be as successful and stimulating as this year’s, as indicated by the
contributions presented in this volume.

Huilong Jin
Chungang Liu
Shaoru Zhang
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Preface

We are delighted to present the proceedings of the 14th edition of the European Alliance
for Innovation (EAI) International Wireless Internet Conference (WiCON 2021). This
conference brought together the researchers, developers, and practitioners around the
world who are developing wireless technologies for Internet Communications.

The technical program of WiCON 2021 had a total of seven full papers, including
two invited papers, in oral presentation sessions at the main conference tracks. The
papers were selected based on a rigorous double-blind review process, with a minimum
of three reviews per paper, and the invited papers underwent the same process as the
regular papers. Aside from the high-quality technical paper presentations, the technical
program also featured one keynote speech and one tutorial. The keynote speaker was
Nguyen H. Tran from the School of Computer Science, University of Sydney, Australia.
The tutorial presenter was LeandrosMaglaras from the School of Computer Science and
Informatics, De Montfort University, UK.

Coordination with the steering committee, comprising, Imrich Chlamtac and
Der-Jiunn Deng, was essential for the success of the conference.We sincerely appreciate
their constant support and guidance. It was also a great pleasure to work with such an
excellent organizing committee team for their hard work in organizing and supporting
the conference. We are also grateful to the conference managers, Jacqueline Sirotová
and Aleksandra Sledziejowska, for their support and all the authors who submitted their
papers to the WiCON 2021 conference.

We strongly believe that this event provides a good forum for all researchers, develop-
ers, and practitioners to discuss various science and technology aspects that are relevant
to wireless Internet technologies. We expect that the future editions of WiCON will be
as successful and stimulating as this year’s, as indicated by the contributions presented
in this volume.

Al-Sakib Khan Pathan
Zubair Md. Fadlullah
Salimur Choudhury

Mohamed Guerroumi
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Spectrum Sensing Performance of Cognitive
Radio Optimized by Soft Decision Fusion

Threshold

Gefan Wang, Xuefei Sun, and Chungang Liu(&)

Hebei Normal University, Shijiazhuang, China
liuchungang@hebtu.edu.cn

Abstract. The study aims to obtain higher spectrum efficiency of the cognitive
radio system, effectively solve the hidden terminal problem caused by single
user spectrum sensing, and improve the spectrum sensing performance of
cognitive radio. Based on the analysis of the hard decision and soft decision
fusion threshold, the linear weighted cooperative sensing algorithm is used. The
purpose is to optimize the soft decision fusion cooperative spectrum sensing
threshold from the two perspectives of minimizing the error probability and
maximizing the average throughput of the cognitive network. The mathematical
function model of error probability and throughput sensing threshold is estab-
lished, the expression of the optimal threshold is derived, and the influence of
various spectrum sensing parameters on the optimal decision threshold is ana-
lyzed. It is found that: when the appropriate sensing threshold is selected,
compared with other algorithm models of radio spectrum sensing, the perfor-
mance of the optimized soft decision fusion model proposed is better. It can
reduce the error probability and improve the detection accuracy. When the
throughput capacity of the cognitive network reaches the maximum, the optimal
threshold obtained by the soft decision algorithm makes the detection proba-
bility higher up to 93.83%, and the overall performance of the cognitive system
is better. The results have specific practical significance and practical value for
the research of cognitive radio spectrum sensing.

Keywords: Cognitive radio � Soft decision fusion � Spectrum sensing �
Threshold optimization � Linear weighting algorithm

1 Introduction

With the rapid development of the economy and society, radio communication tech-
nology has developed rapidly, and the number of users of wireless networks has also
increased sharply. However, due to technical limitations, radiofrequency spectrum
resources have been severely restricted [1]. Therefore, on the one hand, continuously
investigating new technologies is necessary to develop new technologically advanced
spectrums. On the other hand, it is also necessary to fully improve the utilization rate of
the currently limited spectrum [2]. At present, ways to improve the utilization rate of
the spectrum are very common. The most commonly used method is using the most
advanced modulation encoder to increase the use efficiency of the spectrum and
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H. Jin et al. (Eds.): CROWNCOM 2021/WiCON 2021, LNICST 427, pp. 3–23, 2022.
https://doi.org/10.1007/978-3-030-98002-3_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-98002-3_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-98002-3_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-98002-3_1&amp;domain=pdf
https://doi.org/10.1007/978-3-030-98002-3_1


improve the orthogonal performance of the spectrum through three angles: time, space,
and frequency domain [3]. These technologies are adopted by many companies and
individuals; however, affected by the quantitative limit of Shannon’s capacity, these
technologies have limitations in improving the efficiency of spectrum utilization [4].
However, this is far from satisfying users’ demands for spectrum. Therefore, intelligent
radio frequency spectrum technology has been developed rapidly. The radio technol-
ogy is not restricted by time and space in propagation. It uses radio waves as the major
medium and utilizes frequency to transmit and receive signals [5]. Currently, radio
technology has become an inseparable component of life, which has been widely
accepted in many fields and has achieved good results [6]. The prerequisite and basis
for achieving the cognitive radio function are to quickly and accurately detect the valid
signals of authorized users in the target frequency band, learn and reason about the
information obtained by spectrum sensing, and make configuration decisions to ensure
that cognitive users can access the target frequency band without conflictions [7].
Therefore, studying the cognitive radio frequency spectrum is of great value for pro-
moting social development.

The radio spectrum solves the problem of low spectrum utilization caused by the
current static spectrum allocation strategy and greatly improves the utilization rate of
existing spectrum resources. Thus, spectrum sensing determines the overall perfor-
mance of cognitive radio [8]. On the one hand, the performance of spectrum sensing
reflects the ability of the cognitive radio to find a free spectrum. The higher the
performance of spectrum sensing, the freer spectrum recognized by the cognitive radio.
The more opportunities for the cognitive radio to access the free spectrum, the higher
the utilization rate of the spectrum [9]. On the other hand, the performance of spectrum
sensing reflects the ability of cognitive users to detect authorized users. The higher the
perception performance, the weaker the signals of authorized users that can be rec-
ognized by the cognitive radio. In this way, interference with authorized users can be
avoided [10]. Some unlicensed frequency bands can be used by cognitive users;
however, the premise is that they do not cause interference to other users, causing a
waste of spectrum resources in the time and space domains. Therefore, the purpose is to
obtain higher spectrum utilization efficiency of the cognitive radio system, solve the
hidden terminal problem caused by single-user spectrum sensing, and improve the
performance of cognitive radio spectrum sensing [11]. As an important foundation and
prerequisite for the cognitive radio to access the authorized frequency band, spectrum
sensing is the core technology to ensure the normal operation of the cognitive radio,
which plays an important role in the cognitive radio system [12]. Therefore, the focus is
on the spectrum sensing technology of the cognitive radio, emphasizing the joint
spectrum sensing algorithm of the cognitive radio.

Currently, soft decision fusion and hard decision fusion are common methods for
collaborative spectrum sensing. However, these two fusion criteria are less used to
study and analyze the performance of perception threshold optimization from the
aspects of minimum error probability and maximum throughput. Based on the analysis
of the hard decision and soft decision fusion thresholds, the linear weighted collabo-
rative sensing algorithm is used to minimize the error probability and maximize the
average throughput of the cognitive network. The soft decision fusion collaborative
spectrum sensing threshold is optimized, the mathematical function model of error

4 G. Wang et al.



probability and throughput sensing threshold is established, and the optimal threshold
expression is deduced. The obtained results can provide research ideas for cognitive
radio spectrum sensing.

2 Related work

2.1 Cognitive Radio Model

The access method of cognitive radio technology is opportunistic spectrum access.
Cognitive users perceive the dynamic spectrum environment through spectrum sensing
technology and get the opportunity to share authorized frequency bands with autho-
rized users, that is, primary users. Therefore, the improvement of spectrum sensing
performance is crucial in cognitive radio [13]. In this regard, different scholars have
established corresponding cognitive radio models. Wang et al. (2017) adopted a
practical nonlinear energy harvesting model to maximize the total throughput of sec-
ondary users and optimize parameters such as energy harvesting time, channel allo-
cation, and transmit power [14]. They gave the closed-form expressions of the optimal
transmit power and channel allocation. The simulation results showed a trade-off
between harvesting energy and the total throughput of secondary users. To improve
energy efficiency and spectrum efficiency, Wang et al. (2017) examined a non-
orthogonal multiple access cognitive radio network with wireless information and
power transmission under the actual nonlinear energy harvesting model. They proposed
a multi-target resource and optimized the problem to maximize the harvesting power of
each energy harvesting receiver [15]. Li et al. (2018) proposed a new machine learning-
based collaborative spectrum sensing model, which appropriately grouped cognitive
radio users before using energy data samples and support vector models for collabo-
rative sensing. They used the user grouping method to reduce collaboration overhead
and improve detection performance [16]. Based on the Deep Neural Network
(DNN) detection framework, Liu et al. (2019) used the sample covariance matrix as the
input of the Convolutional Neural Network (CNN) and proposed a spectrum sensing
algorithm based on the covariance matrix, which further improved the radio perception
performance [17]. Vimal et al. (2020) proposed a modern data communication security
scheme that used private key encryption and had sensing results. They introduced the
eclat algorithm and used the Advanced Encryption Standard (AES) algorithm to protect
data communication security in the Change Request (CR) network. Results found that
this model could effectively save resources and improve the security of the system [18].

2.2 Research Status of Spectrum Sensing

In the actual cognitive radio network, the cognitive radio spectrum sensing technology
must be able to avoid interference between control systems, adapt to complex and
changeable wireless environments, and meet the efficiency requirements of the system
itself to improve the speed and accuracy of spectrum sensing and optimize network
performance. Spectrum sensing is the core of the cognitive radio network, and the
research on spectrum sensing often focuses on local sensing and collaborative sensing
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[19]. Single-node energy-sensing is simple to implement. The first proposed local
sensing algorithm includes energy detection, matched filtering, and cyclostationary
feature detection [20]. Abbadi et al. (2018) proposed a method for sensing unknown
signals in the literature, acquiring signals according to Shannon’s sampling theorem,
giving the probability density distribution with signal energy as a statistic, and deriving
the expressions of false alarm probability and detection probability [21]. Due to the
limited perception of a single cognitive user, the detection performance is low due to
the influence of shadow fading and hidden terminals. To effectively compensate for the
impact of the shadow effect, people have studied the spectrum sensing technology of
multi-user collaboration [22]. Under the condition that the sum of false alarm proba-
bility and missed detection probability was the smallest, Best et al. (2018) found that
the optimal K value under K criteria and derived the optimal decision threshold for
single node perception under this optimal K value. The optimal number of cooperative
users was obtained when the effective throughput of the cognitive network reached the
maximum, and the number of cooperative users was optimized [23]. The spectrum
sensing performance in the Additive White Gaussian Noise (AWGN) channel and the
fading channel was analyzed using relevant criteria. At present, the optimization
problem of cooperative detection has also become a research hotspot [24]. Ni et al.
(2019) proposed the optimization problem of cooperative detection and studied the
optimization problem of the number of user nodes of cooperative spectrum sensing
based on hard decisions and criteria [25]. Muhammad et al. (2019) introduced linear
weighted fusion criteria based on detection statistics and gave several methods for
selecting weighting coefficients under the optimal criteria. The hard decision fusion and
soft decision fusion algorithms were simulated and analyzed, and the detection per-
formance of several algorithms was compared. Results suggested that both fusion
algorithms could improve the detection performance of a single sensor node. As the
number of sensor nodes increased, the detection performance got improved, and the
soft decision fusion algorithm had better detection performance than the hard decision
fusion algorithm [26].

3 Research Methodology

3.1 Spectrum Sensing Technology and Algorithm

According to the number of cognitive users participating in perception, many
researchers have classified spectrum sensing technology, which is divided into single-
user spectrum sensing and multi-user collaborative spectrum sensing, as shown in
Fig. 1. In single-user spectrum sensing, cognitive users do not need to coordinate and
exchange information. The advantage is that it is easier to design, more mature in
technology, and easier to implement. Multi-user cooperative sensing performs infor-
mation fusion of the detection results of multiple users and makes a comprehensive
decision, which can improve the detection probability of cognitive users and reduce the
probability of false alarms. At the same time, it can reduce the perception time and
enhance the flexibility of the communication network itself. In cooperative spectrum
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sensing, the same channel is monitored by multiple cognitive users; then, the sensing
information is sent to the fusion center for decision [27].

The focus is on the distributed and integrated spectrum sensing system. Distributed
collaborative spectrum sensing is to interact with the messages sensed by each cog-
nitive user independently with other cognitive users. The networking mode of each
cognitive user is equal. In this way, each cognitive user makes a fusion decision, and
finally, arrives at the decision result. Compared with centralized collaborative spectrum
sensing, this sensing method improves the detection performance of the system.
Because the detection sensitivity of a single sensing device is reduced, the cost of the
device and the difficulty of implementation are also decreased. However, corre-
spondingly, this is all at the cost of increasing network burden and system overhead,
and the real-time performance of the system is poor [28]. Figure 2 shows the dis-
tributed collaborative spectrum sensing model.
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awareness

Transmitter 

detection

Distributed 
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Interference-

based detection
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Energy 
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OR

AND

K

Linear merge

Fig. 1. Classification of spectrum sensing technologies
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(1) AND criteria: in the cognitive radio cooperative spectrum sensing system, when
all cognitive users’ decision results are H1, the system will make the final decision
of H1; otherwise, it will make the decision of H0. If one of the users’ decisions is
false, the system’s decision is false [29]. Assuming that M cognitive users par-
ticipate in the collaboration, in a system using AND criteria, the calculation
equations for the detection probability, false alarm probability, and missed
detection probability of the combined spectrum sensing are:

Qd ¼
YM
i¼1

pd;i ð1Þ

Qf ¼
YM
i¼1

pf ;i ð2Þ

Qm ¼ 1� Qd ¼ 1�
YM
i¼1

pm;i ð3Þ

In (1)–(3), pd,i refers to the detection probability, pf,i refers to the false alarm
probability, and pm,i refers to the missed detection probability. If the detection
performance of any cognitive user is very low, the final decision result is very
likely to incorrectly determine that there is a spectrum hole, indicating that while
increasing the spectrum utilization rate, a greater probability of conflict is needed
between the primary user and the cognitive user. Therefore, AND criteria are
rarely used as the decision criteria for spectrum sensing in actual radio systems.

Primary user

Secondary users

Malicious user

Fig. 2. Distributed collaborative spectrum sensing model
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(2) OR criteria: if the perception result reported by a cognitive user is H1, the system
will make the final decision of H1; otherwise, it will make the decision of H0.
When any cognitive user decides the main user signal, the final decision is the
main user; otherwise, it decides that the main user does not exist [30]. The OR
criteria detection probability, false alarm probability, and missed detection
probability are expressed as:

Qd ¼ 1�
YM
i¼1

ð1� pd;iÞ ð4Þ

Qf ¼ 1�
YM
i¼1

ð1� pf ;iÞ ð5Þ

Qm ¼ 1� Qd ¼
YM
i¼1

ð1� pm;iÞ ð6Þ

(3) K-rank criteria: for a system with M cooperative perception of cognitive users,
when the perception result reported by no less than K cognitive users is H1, the
fusion decision center will make the final decision of H1; otherwise, the decision
is H0. The obtained value is compared with the set threshold. If at least K user
decisions are true, the final decision of the fusion center is true [31]. Assuming
that the decision result reported by the i-th user is Di, the decision rule can be
expressed as:

XM
i¼1

Di � k;H1

XM
i¼1

Di � k;H0

8>>>><
>>>>:

ð7Þ

Assuming that there are independent decisions of M users, using the K rank
criteria fusion decision algorithm can get:

Qd ¼
XM
j¼K

Ci
M

YM
i¼1

pd;i
YM

i¼jþ 1

ð1� pd;iÞ ð8Þ

Qf ¼
XM
j¼K

Ci
M

YM
i¼1

pf ;i
YM

i¼jþ 1

ð1� pf ;iÞ ð9Þ

Qm ¼ 1� Qd ¼ 1�
XM
j¼K

Ci
M

YM
i¼1

pd;i
YM

i¼jþ 1

ð1� pd;iÞ ð10Þ
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3.2 Soft Decision Fusion Threshold Optimization

In the cognitive network, multiple cognitive users and the fusion center system form a
unity. In the system, M cognitive users participate in cooperative spectrum sensing.
Each cognitive user i uses an energy detection algorithm to sample the received signal
and obtain the energy statistics. After passing through the Gaussian channel and adding
channel noise, the energy statistics are sent to the system. The system weights and
accumulates the received energy statistics according to the weight distribution criteria,
sets a decision threshold in advance, and compares it with the accumulated energy
value to make the final decision [32]. The model of the weighted cooperative spectrum
sensing system is shown in Fig. 3.

H0/H1

Zn

W1

Cognitive userCognitive user

Weighted 

collaboration

Weighted 

collaboration

Weighted 

collaboration

Fusion Center FC

Decision

Z1 Z2

W2 Wn

Fig. 3. Weighted collaborative spectrum sensing model
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The system collects the energy statistics of M cognitive users, adopts the Signal-to-
Noise Ratio (SNR) method of weighted distribution weights, and linearly accumulates
these energy statistics to obtain the final decision statistics:

Zc ¼
XM
i¼1

xiZi ¼ xTz ð11Þ

xT ¼ SNRiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1

SNRi

s ð12Þ

In (11) and (12), xT represents the weight assigned by the fusion center to user
i based on SNR weighting, and Zi signifies a normal random variable whose linear
combination is also a normal random variable; thus, the mean of Zi is:

EðZcÞ ¼
lT0x;H0

lT1x;H1

(
ð13Þ

In (13), lT0 and lT1 represent the mean vectors in the case of 0 H and 1 H. There are
uncorrelated Gaussian variables in the space, and the mean variance is:

VarðZcÞ ¼

XN
i¼1

ðr2
0;i
þ d2

i
ÞxT

i ¼ xT
X
0

x;H0

XN
j¼1

ðr2
0;j
þ d2j ÞxT

j ¼ xT
X
1

x;H1

8>>>><
>>>>:

ð14Þ

In (14),
P

0 x;H0 and
P

1 x;H1 are diagonal matrices.

3.3 Model Performance Testing

(1) Minimum error probability: the detection probability, false alarm probability, and
missed detection probability based on weighted soft decision cooperative spec-
trum sensing can be expressed as [33]:

Qd ¼ Qð k� lT1xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xT

P
1 x

p Þ ð15Þ

Qf ¼ Qð k� lT0xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xT

P
0 x

p Þ ð16Þ

Qm ¼ 1� Qð k� lT1xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xT

P
1 x

p Þ ð17Þ

Spectrum Sensing Performance of Cognitive Radio Optimized 11



The overall error probability is:

Qe ¼ PðH0ÞQð k� lT0xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xT

P
0 x

p ÞþPðH1Þ 1� Qð k� lT1xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xT

P
1 x

p Þ
" #

ð18Þ

The goal of perception threshold optimization aims to minimize Qe by finding the
optimal threshold. The optimized function can be expressed as:

k ¼ argminQeðkÞ ð19Þ

The conversion of the mean and variance equations under the two assumptions
shows that the optimal detection threshold can be expressed as:

kout ¼ l0
2

þ l0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r21
4r20

þ r21
2l0ðl1 � l0Þ

lnðPðH0Þ
PðH0Þ �

r1
r0
Þ

s
ð20Þ

(2) Average throughput: the optimization goal of the perception threshold aims to find
the optimal threshold to maximize the average throughput of the cognitive radio
system. After optimization, the objective function [34] can be expressed as:

k ¼ argminRðkÞ ð21Þ

Since the Gaussian function is a monotonically decreasing function, the constraint
condition can be converted into a linear constraint condition:

k� kmax ð22Þ

kmax ¼ lT1xþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xT

X
1
x

q
Q�1ð1� eÞ ð23Þ

When the false alarm probability and the missed detection probability are both
low, it can be converted to a tractable convex optimization problem. The
Lagrangian algorithm [35] is used to solve this convex optimization problem, and
the Lagrangian function is established:

Lðk; lÞ ¼ RðkÞ � l½QmðkÞ � e� ð24Þ

In (24), l represents the Lagrangian multiplier factor, and the one-variant quad-
ratic equation can be obtained:

k2 � AkþB ¼ 0 ð25Þ

3.4 Model Parameter Settings

The number of sampling points N is = 512, the SNR of the main user transmitter
is = 20 dB, the SNRs of all cognitive users are = 6 dB, the noise variance is both 21,
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and the number of cognitive users participating in the collaboration is M = 5. The
probability of H0 is P(H0) = 0.7, and the probability of H0 is P(H0) = 0.3, where K in
the “K rank” fusion criteria is = 3.

4 Results and Analysis

4.1 Spectrum Sensing Performance Analysis

Figure 4A shows the detection performance analysis results of the three fusion criteria.
When the false alarm probability is less than 0.1, the detection probability using AND
criteria is relatively high. When the false alarm probability is greater than 0.1, the
detection probability usingOR criteria for the fusion decision is relatively high. Under the
same false alarm probability, the detection probability of K criteria among the three fusion
criteria is slightly lower. Figure 4B reveals the variation of the error probability with the
perception threshold in energy detection. The error probability is a downward convex
curve, and there is an optimal k value. With the increase in SNR, the error probability has
a downward trend, which suggests that SNR can reduce the error rate of spectrum sensing,
thereby increasing the perception performance. Figure 4C demonstrates how the
throughput of a single user changes with the sensing threshold. As the sensing threshold
increases, the throughput is also increasing. When the sensing threshold increases to 1.3,
the throughput of the system no longer changes, which explains that the threshold cannot
be too large; otherwise, the detection probability will be reduced.

Fig. 4. Spectrum sensing performance analysis
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4.2 Model Performance Analysis Under Different Criteria

Figures 5A–5C present the relations among the error probability, the number of users,
and the perception threshold under AND, OR, and K criteria, respectively. As the
number of perceived users increases, the minimum overall error probability of the three
fusion criteria decreases. Therefore, multi-user collaborative sensing can effectively
improve the detection performance of spectrum sensing. In K criteria, when K = M/2,
spectrum sensing performance is the best.

Figure 6A displays the trend of the error detection probability of the three fusion
criteria with the threshold. Under the same simulation conditions, the minimum value
of the overall error probability of the three fusion criteria is smaller than the error
probability perceived by a single user. Using K fusion criteria minimizes the overall
error probability of spectrum sensing. Figure 6B demonstrates the relationship between
the average achievable throughput of the system and the perception threshold under the
three decision fusion criteria. Compared with single-user detection, the perception
threshold when the average throughput of the cognitive network reaches the maximum
is smaller under AND criteria and K criteria but larger under OR criteria.

Fig. 5. Relationship between error probability and perception threshold under different criteria
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Figure 7 shows the relationship between the throughput of the cognitive radio
system and the perception threshold under AND, OR, and K criteria. When the average
throughput of the cognitive network reaches its maximum value, different fusion cri-
teria have different perception thresholds. In AND criteria, as the number of users
participating in collaboration increases, the perception threshold that maximizes
throughput decreases, and a smaller perception threshold can increase the detection
probability. Moreover, before the throughput reaches the maximum value, when the
threshold is perceived, the throughput increases with the increase in the number of

Fig. 6. Error detection probability and throughput results under different OR criteria

Fig. 7. Relationship between radio system throughput and perception threshold under different
criteria
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users, and the OR criteria is the opposite. In K criteria, as the value of K increases, the
perception threshold that maximizes the throughput gradually decreases. Besides,
before the throughput reaches the maximum, under the same perception threshold, the
greater the value of K, the greater the throughput.

4.3 Minimum Error Probability in Different Scenarios

Figure 8 shows the relationship between detection probability and false alarm proba-
bility under hard decision and soft decision fusion criteria. When the false alarm
probability is small, the detection probability of the soft decision fusion algorithm is
higher than that of the three hard decision algorithms. Compared with the hard decision
algorithm, the soft decision collaborative spectrum sensing collects a large amount of
information from authorized users, and the detection performance is relatively high.

Figures 9A and 9B show the comparative analysis of soft decision threshold
optimization and three hard decisions when the SNR and variance of each cognitive
user are the same under the conditions of scenario 1. When the cognitive user’s SNR
and noise variance are the same, the error probability corresponding to the optimal
threshold of the weighted soft decision is 0.002, which is smaller than the error
probability of the three hard decisions. At this time, the probability of correctly
detecting the primary user is 0.996, the detection probability is higher, and the
detection performance is better. Figures 9C and 9D compare and analyze the soft
decision threshold optimization and three hard decisions under the condition of sce-
nario 2. When the noise variance is the same, and the cognitive user’s SNR is different,
the optimal perception threshold of the weighted soft decision algorithm is 2.156, and
the detection probability at this time is 0.848, which is significantly higher than the
detection probability of the three hard decisions. Therefore, selecting this optimal
threshold can improve detection performance.
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Figures 10A and 10B are the comparative analysis of soft decision threshold
optimization and three hard decisions under the condition of scenario 3. When the
cognitive user SNR is the same and the noise variance is different, the optimal per-
ception threshold of the weighted soft decision algorithm is 4.138, and the detection
probability at this time is 0.9727, which is significantly higher than the detection
probability of the three hard decisions, proving the best detection performance. Fig-
ures 10C and 10D compare and analyze the soft decision threshold optimization and
three hard decisions under the condition of scenario 4. When cognitive users have
different SNRs and different noise variances, the optimal perception threshold of the
weighted soft decision algorithm is 5.056. The corresponding error probability is
0.0929, which is significantly lower than the error probability of the three hard deci-
sions, and the detection probability is 0.806. Choosing the optimal perception threshold
at this time can achieve the best detection performance.

Figure 11 shows the relations among the optimal perception threshold, noise
variance, and SNR. When the noise variance is the same, the greater the SNR, the
greater the optimal perception threshold; when the SNR is the same, the optimal
perception threshold increases as the noise variance increases.
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4.4 Different Spectrum Maximum Throughput

Figure 12A demonstrates the relationship between the soft decision fusion algorithm’s
cooperative spectrum sensing throughput and the sensing threshold. Cooperative
spectrum sensing can improve the performance of spectrum sensing. When the
throughput of the system reaches the maximum, the perception threshold of different
cooperative users is different. Figures 12B–12D illustrate the relations among the
cognitive radio system throughput, detection probability, and perception threshold
under the four fusion criteria. When the system throughput reaches the maximum, the
optimal perception thresholds of the four fusion criteria are different. Among the
detection probabilities corresponding to the merit value, the detection probability of
soft decision fusion criteria is about 0.938, which is significantly greater than the other
three hard decision fusion criteria. Therefore, the optimal perception threshold obtained
by soft decision fusion criteria can maximize the throughput and ensure that the
detection probability is large enough and the detection accuracy is high. Hence, soft
decision fusion criteria is the optimal criteria.
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Figure 13A demonstrates the relations among throughput, cognitive user SNR, and
noise variance when using soft decision fusion criteria. When the noise variance is
constant, as the SNR increases, the throughput first increases and then decreases to a
particular value. When the SNR is the same, the throughput decreases as the noise
variance increases. Figure 13B reveals the changing trend of throughput with the false
alarm probability Qf. The smaller the Qf, the greater the average throughput of the
system, and the better the system performance. Moreover, as the SNR increases, the
throughput continues to decrease.

5 Significance and Influence

Cognitive radio technology can share spectrum resources with authorized users without
interfering and alleviate the contradiction between the scarcity of spectrum resources
and the increasing demand for wireless services through cognition and reallocation. To
improve the performance of spectrum sensing, people have investigated the spectrum
sensing technology of multi-user collaboration from two aspects: error probability and
throughput. Moreover, the hard decision fusion and soft decision fusion criteria are
used to study the perception threshold optimization, bringing practical significance to
the research on cognitive radio spectrum sensing. The contributions are: (1) The
spectrum sensing threshold optimization for the three decision fusion algorithms is
analyzed in terms of minimum error probability and maximum cognitive network
throughput, which not only improves the spectrum sensing performance but also
increases the utilization of spectrum resources. (2) Through comparative research with
the hard decision algorithm, the accuracy of model detection is improved. When the
throughput of the cognitive network reaches the maximum, the optimal threshold
obtained by the soft decision algorithm makes the detection probability higher, and the
overall performance of the cognitive system is better, which is of great significance to
the research on cognitive radio spectrum sensing.

Fig. 13. Relationship between noise variance, false alarm probability, and throughput under
different SNR conditions
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6 Conclusion

The hard decision and soft decision fusion threshold algorithms are studied from the
aspects of minimum error probability and maximum cognitive network throughput. By
adopting the linear weighted cooperative sensing algorithm, the mathematical function
model of the error probability and the throughput sensing threshold is established, the
expression of the optimal threshold is deduced, and the influence of various spectrum
sensing on the threshold is analyzed. When an appropriate perception threshold is
selected, the performance of the soft decision algorithm is better, which can reduce the
overall error probability of cognitive radio spectrum sensing and improve the detection
accuracy. When the throughput of the cognitive network reaches the maximum, the
optimal threshold obtained by the soft decision algorithm makes the detection proba-
bility higher; at this time, the overall performance of the cognitive system is better.
Although the soft decision fusion threshold algorithm can be optimized, there are
several shortcomings. First, the channels of spectrum sensing are ideal Gaussian
channels. Whether the algorithm can achieve ideal performance in fading channels,
such as the Rayleigh fading channel and the Rice channel, remains to be studied.
Second, the involved single user uses energy sensing algorithms and does not include
matched filter detection, cyclostationary feature detection, or interference temperature
detection. Hence, these two aspects will be researched continuously in the future to
improve the optimization algorithm.
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Abstract. Wideband spectrum data can provide information on how large
portions of the spectrum are being used. Spectrograms are typically used to
visualize this data. The interpretation of the spectrogram (e.g., identification of
bands and patterns) is left to the user, requires significant domain knowledge
and is extremely time consuming. In this paper, we present a methodology for
combining quantitative and qualitative information to identify channels and
changes in spectrum occupancy. Channel identification and change detection
algorithms are applied to real spectrum data collected over several years on two
different measurement systems in Chicago. These analyses were then used to
formulate queries to a knowledge graph implemented on a neo4j graph database.
The results of the queries validated the channel identification and provided
validation and explanation of the changes detected. This methodology was
tested on measurement data from 470–698 MHz.

Keywords: Spectrum measurements � Knowledge graph � Graph database �
Change detection

1 Introduction

Wideband spectrum data can provide information on how large portions of the spec-
trum are being used. Spectrograms are typically used to visualize this data. The
interpretation of the spectrogram (e.g., identification of bands and patterns) is left to the
user, requires significant domain knowledge and is extremely time consuming. We seek
to combine the quantitative analysis of the data with qualitative information to enable
continuous, large-scale analysis and to make this type of analysis and interpretation
more accessible to those with limited domain knowledge.

Multiband spectrum measurements are spatiotemporal datasets that provide infor-
mation about spectrum utilization in space, frequency, and time. The characteristics
depend on how the frequency band has been allocated (i.e., what type of transmission is
legally permitted), how it is used in practice and where the measurements are taken
(i.e., what signals can be observed at the given measurement location). In order to
effectively characterize true dynamics of spectrum measurements, it is necessary to
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explore the underlying structure of the data and automatically provide a descriptive
depiction. The goal of characterization is to combine the analysis of the quantitative
measurements with qualitative information about how the spectrum is allocated and
used in time and space.

Wideband data spans a large number of frequency bands while narrowband usually
focuses on small frequency range. For example, one of the Illinois Tech wideband
measurement systems captures signals from 30 MHz to 6 GHz, resulting in the sam-
pling of approximately 240K frequencies. Since there are different rules that govern
each band, the data must first be separated into bands. Bands can be defined at different
levels of abstraction depending on the how the spectrum is allocated. Often bands are
subdivided into channels that may or may not have a common use and set of users.
Each frequency band has its own unique time-varying characteristics.

Spectrum occupancy measures the percentage of time that a given frequency band
or channel is utilized over a given time in each location. The measured utilization of
different bands can be found to range from highly utilized, through sporadically used,
to not used at all. For example, the TV band includes relatively stable signals coming
from transmitters that are stationary and continuously or near-continuously transmit-
ting. Bands that are allocated for Wi-fi and Land Mobile Radio (LMR) introduces
mobility plus spatiality. When interpreting the quantitative band occupancy calculation,
it is necessary to also consider qualitative or contextual information about the location
of potential transmitters and the physics of the signals transmitted. Some signals may
be out of range of the measurement system, and some may not be captured due to the
measuring system configuration. In this paper, we present a methodology for com-
bining quantitative and qualitative information to identify channels and changes in
spectrum occupancy.

2 Background and Related Work

2.1 Spectrum Measurements

Spectrum measurements play a key role in understanding how spectrum is utilized in
space, frequency, and time. The design and configuration of the measurement system
influences the quality and type of data collected. The Illinois Tech Spectrum Obser-
vatory has been using two measurement systems to collect long-term data on spectrum
use in Chicago. System 1 measures the spectrum from 30 MHz–6 GHz and System 2
measures the spectrum from 44–900 MHz. Both of the systems use energy detection
sensing with specific resolution bandwidths (RBW). The RBW is the bandwidth of a
single spectrum measurement obtained during a specific sampling interval. RBW
determines frequencies contributing channels based on channel widths. Each system is
configured through a band plan which partitions the measurement range into bands
where sampling resolution can be specified. The System 1 band plan configures 29
bands where there are 8001 frequencies sampled in each band. There are more than
240,000 frequencies sampled resulting in 93 MB of data per day. The System 2 band
plan configures 8 bands with high resolution sampling (1 kHz or 3 kHz) resulting in
approximately 200,000 frequencies sampled generating 23 GB of data per day. This
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work focuses on the analysis of measurements from 470–698 MHz collected from
System 1 and System 2. Given the different configurations of these systems as specified
above, the resulting data is quite different.

2.2 Analysis with Spectrograms

Analysis of spectrum data usually starts with spectrograms or waterfall charts which are
typically used to give a high-level view of spectrum occupancy data. For these charts,
time/sweep is represented on the y-axis, frequency is on the x-axis (MHz) and power
(dBm) is shown through color. The spectral occupancy is estimated based on noise
floor which is a threshold to determine if the measured power exceeds the threshold
indicating that a valid signal that was detected. For wideband measurements spanning
the 30 MHz to 6 GHz range, the noise floor fluctuates by several dB power levels.
Hence, different noise floors must be calculated and used in each sub-band.

Spectrograms allow for the visualization of channels, utilization, and changes/
patterns. Spectrograms at different time scales can help identify daily, weekly, and
yearly patterns and trends. Figure 1 shows a spectrogram of a band (406–698 MHz)
selected from the System 1 spectrum measurements from 2017. From the spectrogram,
the channels, and a general sense of occupancy (i.e., whether the channels are occupied
throughout the whole year or not) can be determined. This paper describes a
methodology to automatically extract this type of information.

2.3 Contextual Information

To interpret the visualization of the measurements, contextual information is needed.
For example, when looking at the spectrogram in Fig. 1, one is interested in knowing
not just that there are channels, but what the channels are used for. To do this one must
first find out how the frequencies of interest have been allocated. Since spectrum is a

Fig. 1. Spectrogram of 406–698 MHz during 2017.

26 V. Nagpure et al.



natural resource, each nation decides how the spectrum will be allocated and utilized
within its borders. Since this paper involves spectrum measurements collected in
Chicago, we focus on the United States spectrum allocation.

In the United States, the National Telecommunications and Information Adminis-
tration (NTIA) manages the federal spectrum and the Federal Communications Com-
mission (FCC) manages the non-federal spectrum. Figure 2 shows part of the
Frequency Allocation Chart. This chart gives a high-level view of how the spectrum is
allocated. One or more radio services are indicated in the chart. The narrow, colored
band along the bottom of the chart indicates whether the spectrum is federal exclusive
(red), non-federal exclusive (green) or federal/non-federal shared (black). Most
importantly, this tells us where (i.e., NTIA or FCC) we can find more detailed infor-
mation about the spectrum usage. In Fig. 2 we can see that the frequencies from 470–
512 MHz are reserved for non-federal use and are shared by three different radio
services, Broadcast Television, Land Mobile and Fixed.

A full table of frequency allocations in the US can be found at [1]. Frequency
allocations are done per band, where bands are contiguous A band plan defines various
characteristics related to the use of spectrum in a specific frequency range. The band
plan defines the frequency range to which it applies, parameters related to the use of the
spectrum, such as the width of channels, boundaries of sub-blocks within the band,
guard bands (if any), etc., and the applications that can use those channels and sub-
blocks. The band plans and table of frequency allocations shown in Fig. 3 encode
information regarding both what an individual frequency assignment means, as well as
the radio service to which it applies.

Fig. 2. Snapshot of 470–698 MHz band from the US frequency allocation chart.
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For non-federal spectrum, the FCC maintains data on authorized licenses and
publishes regulatory documents defining the proper usage of spectrum in a given geo-
temporal context. FCC databases are the primary source of information on current non-
federal spectrum allocations. Since the FCC is the regulating authority defining spec-
trum usage, the FCC periodically goes through a process of rule-making that defines
how frequency allocations will change and what regulations apply. Title 47 of the Code
of Federal Regulations (CFR) defines rules and regulations regarding telecommuni-
cations services in the United States. All rules and regulations pertaining to the FCC are
defined there. For example, the CFR contains information on how to calculate
parameters such as Height Above Average Terrain (HAAT) and Effective Radiate
Power (ERP).

Federal documents are a repository of spectrum information and invaluable in
understanding spectrum usage. However, in some cases, secondary sources can be
useful sources that provides the spectrum information in a semi-structured manner. For
example, spectrum in the 600 MHz to 700 MHz which was previously used for
broadcast TV was made available for other applications [2]. Following the incentive
auction TV, channels in the 600 MHz were moved down to lower frequencies to
channels that were vacated by other applications. Other channels in the sub-600 MHz
also changed as part of the band plan changes. This process overall was called the
Digital TV repacking.

Fig. 3. Snapshot of 470–698 MHz band from the US frequency allocation table.

Table 1. Chicago area broadcast digital TV repacking plan (channel changes).

Old channel
number

Old channel frequency
(MHz)

New channel
number

New channel frequency
(MHz)

20 506–512 26 542–548
27 548–554 23 524–530
29 560–566 33 584–590
31 572–578 24 530–536
32 578–584 18 494–500
34 590–595 28 554–560
35 596–602 32 578–584
36 602–608 21 512–518

(continued)
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While details of changes in the band plan due to Digital TV repacking are available
through the FCC, the information is fragmented across multiple documents and is often
buried in complex, verbose documents. In such a scenario, secondary sources can
provide the required information in a semi-structured fashion. The situation is further
complicated by there being different repacking plans in different markets. Rabbitears is a
website that provides the repacking information in a semi-structured format [3]. When
that information is correlated with other secondary sources—Over-the-air-Digital-TV
[4] and RadioReference [5]—a complete repacking band plan can be constructed for a
market area. Table 1 demonstrates the repacking changes in the Chicago market area [6].

2.4 Related Work

The majority of usable spectrum is allocated in the Unites States [1, 7] and across the
world [8, 9] at the same time that the demand for wireless spectrum continues to
expand rapidly. A great deal of recent work has been devoted to applying clustering
techniques towards spectrum analysis including real-time characterization of spectrum
states and spectrum prediction [10–17]. Our previous work [18, 19] has shown the
value of semantic information towards spectrum analysis studies. Spectrum occupancy
modeling continues to develop as a vibrant field [20, 21].

The TxMiner [22] system has been shown to have the capability to characterize
spectrum occupants in an unsupervised fashion using a learning algorithm called
Rayleigh-Gaussian Mixture Model (GMM). This gives a very basic but good way of
identifying active radio transmitters based on measurements. In [23], Agarwal et al.
investigate time series models for occupancy prediction of stationary bands like TV and
cellular bands. SpecInsight [24] is an intelligent wideband spectrum sensing and
analysis system that learns the characteristics of the signals in each frequency band and
adjusts the sensing parameters to maximize detection. A significant innovation is a
technique to detect both low and high occupancy signals. Although this system reduces
the knowledge necessary for configuration and analysis, a semantic framework could

Table 1. (continued)

Old channel
number

Old channel frequency
(MHz)

New channel
number

New channel frequency
(MHz)

38 614–620 35 596–602
39 620–626 20 506–512
40 626–632 27 548–554
43 644–650 34 590–596
44 650–656 22 518–524
47 668–674 25 536–542
21 512–518 Did not change
45 656–662 Did not change
49 680–686 Did not change
50 686–692 Did not change
51 692–698 Did not change
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increase the utility of both the data and the analysis results by facilitating linkage with
other spectrum measurements and analysis results as well as external data.

In the Dynamic Spectrum Access space there has been some research effort towards
modeling spectrum usage, but we do not consider the existing approaches to be aligned
with information modeling. While there has been considerable amount of research in
the information modeling and knowledge graph space [25–27], since the concept of a
knowledge graph was introduced originally by Google [28], to our knowledge,
knowledge graphs have not been applied towards getting a deeper understanding of
spectrum usage and analysis.

3 Approach

3.1 Quantitative Analysis

Wideband measurements will capture many bands which in turn may contain multiple
sub-bands or channels. When there is activity in bands and/or channels, it is quite easy
to grasp the organization of the band from a spectrogram as shown in Fig. 1. Along
with the structure of the band, we are interested in characterizing the dynamics of the
band and in particular identifying changes in the dynamics. Although both the structure
and changes can be identified from the visualizations, generating and inspecting
spectrograms manually is quite time intensive and is not feasible for continuous and/or
wideband measurements. This research seeks to automate the identification of the band
structure, characterization of usage, and identification of changes in the identified sub-
bands or channels. This paper focuses on identification of the structure and change
detection using the measurements from the frequency band 470–698 MHz.

To start with, we use a simple algorithm to determine the structure in the band.
Contiguous frequencies with similar measurements are grouped together to form a
channel. This is based on the assumption that frequency measurements within a
channel will have correlated activity. In this study, we used the mean energy in a
frequency over 24 h (one day) as the basis for grouping frequencies. For a given
frequency band, the range of mean energy values is divided into buckets based on a
threshold which is calculated based on the minimum and maximum value of the range.
Correlated frequencies will be grouped together in each bucket. The buckets can be
aggregated to give a coarse-grain characterization of the energy level of the correlated
frequencies. This roughly corresponds to the colors in the spectrogram. As shown in
the Table 2, given the number of correlated frequencies and the resolution bandwidth,
the width of the identified channels can be estimated.

Table 2. Snapshot of channels identified on 01-Jan-2017.

Start freq
(MHz)

End freq
(MHz)

Total
freq

RBW
(KHz)

Estimated channel width
(MHz)

500.06 505.974 163 36.5 5.9495
512.032 517.946 163 36.5 5.9495
536.086 541.962 162 36.5 5.913
614.014 619.963 164 36.5 5.986
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Once the channels have been identified and characterized, the focus is on getting a
general understanding of the channel dynamics. The first step in this process is to detect
when changes have occurred. Change detection techniques detect abrupt changes in
time series data by comparing the current measurements to established usual mea-
surements. In this work, an offline change detection mechanism is used [29]. Given the
estimates of the channels, we can focus on the center frequencies as a reasonable
representation of the channel. Therefore, we focus on the time series of energy mea-
surements of the center frequencies. The type of dynamics identified by the change
detection algorithm depends on the time-scale of the features used for change detection.
For example, when we use the daily mean energy as input, the minimum changes that
can be detected are on a daily basis. More precision can be attained by using finer grain
means (e.g., hourly) or by using an online change detection algorithm. There are many
possible reasons for changes in the measurements including changes in the spectrum
usage (scheduled or unscheduled), changes in allocation and problems with the mea-
surement system. For example, short-term dynamics are possible for TV stations that
turn off periodically and long-term dynamics can occur due to allocation changes.

3.2 Modeling of Qualitative Information

In our previous work [30], we proposed an architecture for unifying the different types
of spectrum information so that knowledge may be aggregated and reasoned over. This
architecture is based on knowledge graphs. A method for modeling various types of
information as knowledge graphs was developed. The knowledge graphs are imple-
mented in the Neo4j graph database platform [31]. One of the primary knowledge
graphs was implemented with data from the FCC License View API [32]. The FCC
License View API provides access to data contained in several FCC licensing databases
which collectively represent a majority of publicly available license information for
non-federal spectrum. This knowledge graph provides an easy mechanism for making
sense of spectrum data in a particular geographic, temporal, and application context.
The knowledge graph makes the task of querying and visualizing information much
easier than querying the datasets via existing web-based search tools and APIs.

3.3 Combining Quantitative Analysis Results with Qualitative
Information

To get an understanding of how the spectrum is being used, a combination of quan-
titative and qualitative information is needed. The measurements provide information
about how the spectrum is actually being used. This includes information about how
the measured frequencies are organized into channels as well as characterization of the
channel activity and dynamics. To validate and explain the results of the quantitative
analysis, qualitative is information is needed to provide the context needed for
understanding. The whole process is visualized in Fig. 4, starting with the observa-
tions. As seen from Fig. 4, observations include measurements along with configura-
tion parameters of the measurement system such as band plan and RBW. After the data
is analyzed to identify the channels, the knowledge graph in the graph database is
queried to validate the estimated channel identified. A similar process is used when the

Methodology for Characterizing Spectrum Data 31



analysis of the center frequencies within channels is used to detect changes. The
changes detected are then used to formulate queries to try to determine the cause of
changes detected. Given that our current knowledge graph is focused on licensing and
allocation information, the only changes that can be validated or explained at this time
are changes in licensing or allocation. As detailed earlier, this includes the repacking of
broadcast TV channels to provide more spectrum for cellular services.

4 Results

The research presented in this paper involved the analysis of the 470–698 MHz block
from system 1 and 470–700 MHz block from system 2. From Fig. 2, we can see that
this block is mostly allocated for broadcast TV. Thus, the channels identified are TV
channels. We chose to start in this band because TV transmission is generally con-
tinuous thus the channels can be easily detected. Even in this band, we found some
challenges and interesting dynamics with the repacking and reallocation. Table 3 shows
the channels identified from one day of data from the years 2017–2019 from system1
and from one day of data from 2021 from system 2. Channels with very low signal
strength are difficult to identify with our algorithm.

Fig. 4. Process flow diagram of methodology.

Table 3. Summary number of channels identified.

2017 2018 2019 2021

Actual-channels 25 21 19 16
Identified channels 22 21 17 13
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Table 4 gives an example of some of the channels identified based on the mea-
surements captured using system 1. The number of frequencies grouped is included in
the table and using the RBW, the minimum estimated channel width is calculated.
Table 5 gives an example of some of the channels identified based on the measure-
ments from system 2. Note that the RBW for system 2 is much smaller than the RBW
for system 1 so the sampled frequencies are much closer (only 3 kHz apart). The actual
TV channels are 6 MHz so these estimates are close. In Fig. 1, you can observe
variations in the channels across the frequencies and at the boundaries between
channels. Also, given that these estimates are based on how the systems are configured
to sample the frequencies, we do not expect to get an exact value, even in the best case.
We are looking for an estimate that we can compare to the response from the
knowledge graph.

Table 4. Example of channels identified using system 1 data

Start freq
(MHz)

End freq
(MHz)

Total
freq

RBW
(KHz)

Min. estimated channel width
(MHz)

488.052 493.928 162 36.5 5.913
500.06 505.974 163 36.5 5.9495
506.12 511.85 158 36.5 5.767
512.032 517.946 163 36.5 5.9495
536.086 541.962 162 36.5 5.913
542.108 547.876 159 36.5 5.8035

Table 5. Example of channels identified using system 2 data

Start freq
(MHz)

End freq
(MHz)

Total
freq

RBW
(KHz)

Min. estimated channel width
(MHz)

494.208 499.827 1785 3 5.355
500.148 505.875 1910 3 5.73
506.127 511.905 1911 3 5.733
512.115 517.882 1923 3 5.769
518.134 523.834 1874 3 5.622
524.083 529.96 1960 3 5.88

Fig. 5. Query on TV band for the channel frequency range and channel number.
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After identifying the channels, validation is done through the knowledge graph
implemented in the graph database. A Java code fragment including the query is shown
in Fig. 5. Since the frequency searched in this example is 491.008 MHz, we can look at
the spectrum allocations shown in Figs. 2 and 3 and see that the frequency falls within
a block that is shared by Broadcast TV, Fixed and Land Mobile Radio services. Since
we have implemented the digital TV band plan, we started by querying that knowledge
graph and found a match. The highlighted line shows that the channel, lower frequency
and upper frequency of the channel are returned when center frequency is searched
from the channel. The results confirm that the 491.008 MHz is part of a 6 MHz TV
channel from 488–494 MHz.

To determine changes in the identified channels, the change detection algorithm
was run on the sampled frequency nearest to the center of each channel. This algorithm
was run on 53 months of data from 01-Jan-2017 to 31-May-2021. The spectrogram in
Fig. 6 shows a comparison of one day of data from 2017–2019. The data from each day
is stacked to visualize the changes. When comparing the visualization from 2017 (on
the bottom) to the one from 2019 (on the top), it is evident that there are several
channels that are no longer active. There is one channel 524–530 MHz channel where
there is new activity in 2019. This stacked visualization gives a general idea of the what
changed, but does not provide any information about when the changes occurred. The
change detection algorithm identifies the day when the change happened. Figure 7
shows the date when channel 514.989 MHz changed.

Fig. 6. Spectrogram cascaded three days from 2017–2019

Fig. 7. Change detection for channel 514.989 MHz
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The TV band repacking began in 2018 and concluded by July 2020. Figure 8
shows the changes due to repacking. This process was initiated to free up the 600 MHz
band for the broadcast incentive auction. As a result of the repacking, the 600–
700 MHz band was reallocated to cellular and public safety use. The changes can be
seen from spectrogram shown on the right side of Fig. 8 and in Fig. 9. The new and
different activity in the 600 MHz band is evident.

Fig. 8. TV channel changes as a result of Digital TV repacking.

Fig. 9. Spectrogram of 470–700 MHz band in April 2021
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5 Conclusion and Future Work

This paper describes a methodology for combining quantitative and qualitative infor-
mation to characterize spectrum data. Channel identification and change detection
algorithms are applied to real spectrum data collected over several years on two dif-
ferent measurement systems in Chicago. These analyses were then used to formulate
queries to a knowledge graph implemented on a neo4j graph database. The results of
the queries validated the channel identification and provided validation and explanation
of the changes detected. This methodology was tested on measurement data from 470–
698 MHz. This block is comprised of mostly TV bands which are generally stationary
and have continuous transmission. Although this is a very straightforward case, there
are significant challenges to automate all of the steps. This result is a first, significant
step towards automated analysis of spectrum measurements incorporating both quan-
titative and qualitative information.

Ongoing work involves extending the methodology to more challenging cases
which can eventually span all types of bands. This includes expanding to consider more
complex features and also different time scales. Spectrum behavior is challenging to
interpret, and prediction of usage is driven by many factors such as planned and
unplanned events, weather and human protocols.
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Abstract. Wireless systems such as cellular networks have begun to
see proposals for increased operational flexibility through reuse of the
same hardware but with different signal standards. This paper presents
an approach to characterise a power amplifier (PA) for multiple sig-
nal standards. Following from this, behavioural modeling demonstrates
that the same coefficients trained for a single signal standard can be
effectively applied to multiple signal standards. This result is used to
design and implement a digital predistorter (DPD) capable of lineariz-
ing for different signal standards on a Field Programmable Gate Array
(FPGA). This implementation is experimentally validated on a state-
of-the-art RFSoC FPGA from Xilinx to correct for PA non-linearities
in the transmit chain using an efficient hardware design. Additionally
the behavioural modelling and DPD solutions have been validated using
distinctly different PAs to demonstrate the proposed look up table app-
roach is hardware agnostic and works when the appropriate dimensions
are set for the dynamic nonlinear structure in each case.

Keywords: Behavioural modeling · Pre-distortion · Memory
Polynomial · Software Defined Radio · FPGA

1 Introduction

Software Defined Radio (SDR) has been around for several decades, but the
implementations of such radios, despite including reconfigurable elements such as
Field Programmable Gate Arrays (FPGAs), are surprisingly static. Most SDRs
are configured to support one protocol and a specific design, once deployed,
is seldom changed. In previous work, researchers have addressed the issue by
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demonstrating the reception of multiple different protocols with the same front
end [11,18]. In this paper, we address the issue of handling multiple different
signal standards on the transmit side. The transmitter makes use of a power
amplifier (PA) and, to obtain maximum power efficiency, the PA is operated
near its saturation point, which leads to nonlinear distortion as well as significant
memory effects.

Pre-distortion or linearization of signals to compensate for the non-linearity
and memory effects of power amplifiers (PAs) is a broad area of research in
telecommunication systems [2,17,24]. The trend for linearization algorithms is
to apply increasingly complicated nonlinear structures such as artificial neural
networks [12] or vector-switched Volterra series [1] in order to pre-distort the
input signal. The nonlinear pre-distorter structures contain weights which must
be trained and it is this training operation that introduces the highest computa-
tional cost. Look-up tables have been implemented in the past to provide coeffi-
cients for the pre-distorter [22], however these solutions have not previously been
applied for use with multi-standard radios. A compelling objective for modeling
these systems is to identify the most computationally efficient structure which
can accurately characterise the PA behaviour and estimate the output signal. A
structure that encompasses memory effects, various bandwidths and nonlinear-
ity is the Volterra series, however the number of coefficients used in a Volterra
series increases rapidly with increasing nonlinear order or memory depth. More
compact memory models can be achieved using the memory polynomial and
generalised memory polynomial.

A limitation associated with behavioural modeling of power amplifiers has
been that a model trained with one standard of input and output signals is not
typically applicable to other signal standards, and thus the resulting behavioural
models are traditionally limited to a single protocol. This is in direct contraven-
tion to the ethos expected of a software defined radio. Ideally the radio should
be capable of transmitting multiple standards; in this research we focus on 3G,
4G and 5G cellular network communications. Wideband Code Division Mul-
tiple Access (WCDMA) is widely used in 3G networks [16], while Orthogonal
Frequency-Division Multiplexing (OFDM) is utilised in 4G and 5G networks.
5G offers a wider range of configurations for the construction of signals and as a
result different signal formats can be generated compared to 4G. In this paper we
propose a strategy to model the behaviour of the PA such that the necessary coef-
ficients can be used across these different signal modulation schemes. This struc-
ture is then extended to the practical case of providing a digital Pre-Distorter
(DPD). The contribution of this paper is describing how the same trained model
or DPD coefficients to be used across different signal standards. The result is
a look-up-table (LUT) based DPD implementation for multi-standard cognitive
radios. The DPD is implemented on a state-of the-art Xilinx RFSoC FPGA
which integrates an embedded ARM processor, FPGA fabric, and RF frontend
in a single package. In this paper LUT refers to the storage of coefficients for
the DPD implementation and not the look up tables that are part of the FPGA
fabric.
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In Sect. 2 we introduce the background information about power amplifier
non-linearity, behavioural modeling, and related work. The two main areas for
validation of this work cover behavioural modelling and DPD. In both cases
experimentally measured results for power amplifier operation with different
input signal standards are collected as described in Sect. 3.1. From these mea-
surements, power level matching between standards can be achieved and the cor-
responding sets of coefficients applied to different standards, first for behavioural
modelling as described in Sect. 3, and next for predistortion as described in
Sect. 4. Results of the DPD experiments using signals from different signal stan-
dards are presented in Sect. 5. Conclusions from this work are summarised in
Sect. 6.

2 Background

2.1 Nonlinear Power Amplifiers with Memory Effects

Power amplifiers perform a critical function in wireless communication systems,
which is to transfer the supplied power to a modulated signal at high frequency
in order to transmit it over greater distances. Unfortunately, in order to operate
the power conversion of the power amplifier efficiently, the resulting PA output
signal suffers distortion in the form of dynamic and non-linear behaviours. In
particular, Gallium Nitride (GaN) power amplifiers have become the technology
of choice for high power applications such as cellular network basestations and
satellite communications. This is as a result of GaN devices having a higher
breakdown field allowing them to operate at higher output voltages compared
to other semiconductor substrates. Additionally electrons on GaN have a higher
saturation velocity and large charge capability which allow high current density.
GaN devices however demonstrate non-linear behaviour when operated in effi-
cient modes and can experience charge trapping which is more difficult to char-
acterise than for other semiconductor technologies. GaN PAs may be modelled
using non-linear digital filters with sufficient order of nonlinearity and number
of memory taps.

Fig. 1. PA model training

The operation of a digital filter is to take input signal samples x(n), combine
the current sample and previous samples, weight all of them and sum the result-
ing products. A nonlinear filter contains weights H(n), which are multiplied by
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various combinations of the input samples. The objective is for the output d̂(n)
to be comparable to the desired output signal d(n). The operation of training
these nonlinear filter or model coefficients, is done in such a way as to minimise
the difference between d(n) and d̂(n). Figure 1 depicts this relationship.

2.2 Discrete Dynamic Nonlinear Models and Training Algorithm

For this research, Least Squares (LS) was chosen as the coefficient training tech-
nique with the following behavioural models: memory polynomial (MP) and
generalised memory polynomial (GMP).

Parameter estimation or training of the behavioural model is as important
as the capabilities of the model chosen. Least squares estimation is a direct esti-
mation process where the input and output signals are analysed in vector form
and an optimal solution can be derived from direct matrix inversion [15]. The
least squares solution can be extracted solely with the input and output sample
data. The least squares algorithm chooses weights to minimise the function in
Eq. 1.

J(N) =
1
N

N∑

t=1

(y(t) −XT (t) #»w) (1)

Where N represents the length of the signal data sets, X and y denote the
input and output signal datasets respectively. #»w refers to the calculated weights.

A range of behavioural models were considered for this work. The main differ-
ence between them stems from the different number of coefficients used in each
to perform behavioural modeling. These models can be classified as subsets of
the Volterra model, for which the discrete version is given by Eq. 2. The Volterra
model is ideally suited for characterizing nonlinear systems with memory effects
such as power amplifiers.

yV S(n) =
M−1∑

i1=0

· · ·
M−1∑

iP=0

hp(i1, · · · , ip)
P∏

r=1

x(n− ir) (2)

Here x(n) and y(n) are the input and output signals to the power ampli-
fier respectively. hp(i1, ..., ip) represents the filter co-efficient expansion utilising
P , the highest order for the non-linearity of the Volterra series expansion. M
represents the maximum memory depth.

The memory polynomial is a model derived from the Volterra model com-
prised only of the linear terms and higher order products with the same time-
shifts [7]. Combining these higher order products of delayed input signal compo-
nents into a single array, form the memory polynomial as described by Eq. 3.
While the model only considers a fraction of the input signal combinations
present in the Volterra series, the addition of delayed input samples allow the
characteristic memory effect of the power amplifier to be modelled.
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yMP (n) =
P∑

p=1

M∑

m=0

apmx(n−m)|x(n−m)|p−1 (3)

where apm are the estimated model parameters, and P and M represent the
highest non linear order and the memory depth of the model, respectively.

The GMP [20] can be considered as taking multiple delayed MP models,
given by Eq. 3, to include leading and lagging cross-terms as seen in Eq. 4. In
this way a wider range of combinations of delayed input signal samples from the
Volterra model are considered compared to the memory polynomial.

yGMP (n) =
∑

kεKa

∑

lεLa

aklx(n− l)|x(n− l)|k

+
∑

kεKb

∑

lεLb

∑

mεMb

bklmx(n− l)|x(n− l −m)|k

+
∑

kεKc

∑

lεLc

∑

mεMc

cklmx(n− l)|x(n− l + m)|k
(4)

Here Ka and La index the arrays for the input signal and its envelope; Kb,
Lb and Mb refer to the indexing of the input signal and its lagging envelope; and
Kc, Lc and Mc are index arrays for the input signal and its leading envelope.
akl, bklm and cklm are the estimated model parameters.

The Normalised Mean Square Error (NMSE) denotes a common figure of
merit used to indicate the accuracy of a model in characterising power amplifiers
behaviour [13]. The NMSE is convenient as it only requires a single value to
describe the overall deviations between predicted and measured values of the
model output d̂(n) and experimentally validated output d(n) over what can be
large datasets.

2.3 Related Work

Look-up-table (LUT) solutions for nonlinear power amplifiers have been previ-
ously introduced for both behavioural modelling and predistortion. The chronol-
ogy of these LUT solutions shows new methods have emerged for both applica-
tions.

As a means of modeling the behavior of RF power amplifiers, a number
of different LUT approaches have been proven to be effective. A data-based
nested LUT structure has equivalent performance to the memory polynomial
for modeling of power amplifiers exhibiting memory effects as shown in [9]. This
LUT approach has been further extended to a 2-D LUT model for transmit-
ters/PAs exhibiting memory effects. With an additional dimension [10], the LUT
is expanded to take into account the dependency of the device behavior on the
preceding samples. The 2-D LUT models the transfer function of the device under
test as a complex gain that is a function of the magnitude of the current and
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previous samples. More recently, Nunes et al. have demonstrated a LUT solu-
tion for high efficiency power amplifier architecture [23]. A newer class of power
amplifier behavioral model named hybrid look-up tables (H-LUT) improves the
performance of a conventional nested LUT model [6]. Here, a combination of
a memoryless LUT and nested LUT are connected in parallel. The accuracy of
the proposed model is also better suited for being trained with smaller training
datasets compared to the nested LUT model alone.

In [4] a LUT is pre-trained for a power amplifier and used to pre-distort the
signal supplied to the PA. At that time, the pretrained LUT demonstrated a solu-
tion requiring four orders of magnitude less memory, three orders of magnitude
reduction in convergence time and eliminated the reconvergence time needed
following a channel switch. FPGA-based LUT solutions have been proposed for
switchmode PAs [5]. As a case study a polar configured Class F switch-mode
PA is shown to be effectively linearized by the proposed approach. Additional
enhancements to the LUT implementation have been proposed [8,21]. Here the
aim is to reduce the hardware resources required to implement the solution
in an FPGA. Savings of total hardware resources can be made in terms of
arithmetic hardware blocks though the structure of the DPD calculations are
re-ordered. Molina et al. [19] show how a predistorter with lower complexity
than polynomial models translated to a LUT. This is achieved by expressing
a DPD function as a system of linear-in-parameter equations. Least squares is
used to train the LUT coefficients directly. More recent work on LUT [3] is based
on spline-interpolated look-up-tables. While similar to established polynomial-
based solutions, a reduction in DPD processing is presented. The use of LUT
predistorters has been adopted for optical communications also. Implementa-
tions for nonlinear weighted look-up-table predistortion [14] and reduced size
LUT [25] show the continued interest in LUT based predistorters. Importantly,
this work demonstrates the ability to store sets of coefficients, but determine
what set of coefficients to use based on the observed nonlinear performance of
the PA, for any given signal. This can avoid the need for the standard LUT
approach which has to train a set of coefficients for every possible combination
of signal standard and operating power level.

3 Multi-standard Behavioural Modeling

3.1 Data Collection

In order to analyze and study multi-standard behavioural models and imple-
mentations, signals were required for each of the standards studied. The signals
used were generated in MATLAB using modulation functions from the Com-
munications, LTE & 5G toolboxes. To get the measured results from the PA
at different input power levels a testbench was setup, as in Fig. 2 and 3. Here
an RFSoC ZCU111 for transmitting and receiving the signals has been used.
The signal was generated at the Intermediate Frequency (IF) centred at 1 GHz
from the RFSoC DAC with sampling frequency of 737.28 MHz and then with the
help of the mixer the signal was upconverted to the required center frequency
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of 2.6 GHz. After this stage, the signal was passed through the GaN-SiC pallet
amplifier (RFHIC RTP26010-N1) and the power of the signal was maintained
sufficiently to drive the PA in a nonlinear region of operation. This particular
PA has two output ports, one of which was connected to a spectrum analyser
and the second coupled output port was connected to the downconverter mixer
which uses the same LO frequency as of the upconverter mixer. Here the signal is
downconverted back to the IF frequency i.e., 1 GHz and is passed to the RFSoC
ADC which also has a sampling rate of 737.28 MSPS. In the case of this PA the
model memory depth was chosen to be 3 and the non-linear order of the MP
model was chosen to be 3.

Fig. 2. Test bench block diagram

Fig. 3. Experimental measurement bench RFSoC ZCU111 with RFHIC RTP26010-N1
PA

For measuring at different power levels, the power of the signals generated
from the RFSoC was adjusted using the RF Data Converter Interface. The
sample length generated in MATLAB for different standard signals was 70,000
samples. To time align the signal and reduce the noise floor to achieve better
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dynamic range, the length of the signal captured was 10 times the length of the
transmitted signal i.e., 700,000 samples. Once the signal has been time aligned,
both the transmitted and received signals were normalised with respect to the
maximum absolute value of each. The first 30,000 samples of the averaged input
and output signals have been used for training the behavioural model and a
further 30,000 were used for the validation of the model.

3.2 AM-AM Distortion Characteristics as Guide to Coefficients

A common technique used to illustrate the characteristic behaviour of a nonlin-
ear power amplifier is the AM/AM curve. The data points from the input and
output signals clearly show if the operation of the PA is predominantly linear,
when the points populate an approximately straight line, or non-linear when the
curve deviates from a straight line. In this work, AM/AM curves are employed to
demonstrate the degree to which different signal standards cause different char-
acteristic behaviour from the power amplifier despite the signals having the same
average output power level. Figure 4 shows the discrepancies between experimen-
tally measured 3G, 4G and 5G signals with the same power level (obtained as
described in Sect. 3.1), passed through a PA operating nonlinearly.

Fig. 4. An experimentally validated illustration of the input-output signal relationship
transmitted at 2.6 GHz for 3G, 4G and 5G signals. Signals were transmitted through
the same PA at equivalent transmit power.

Further investigations into PA characterisation given different input signals
led to the observation that various AM/AM curves of 3G, 4G and 5G-NR, at
different power levels, are very similar, as seen in Fig. 5. Therefore by noting the
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relative difference in the signal power levels for the different signal standards,
that all yield the same characteristic AM/AM performance, one can map the
power levels for which the same set of model coefficients can work.

Fig. 5. Experimentally validated AM/AM curve illustrating that 3G, 4G and 5G input
signals can produce comparable AM/AM curves given the signals are sent at disparate
transmit power levels.

3.3 Multi-standard Behavioural Models

As indicated in Fig. 4, for the same power amplifier excited by different signals
with the same average power level and similar bandwidth, there is a noticeable
difference in the AM/AM curves. This in turn indicates a difference of behaviour
of the hardware as a result of the different signals. It is therefore not sufficient
to assume a particular operating behaviour for the power amplifier based on
the average output signal power alone; the signal used must also be taken into
account.

This paper presents a means by which a single set of behavioural model
coefficients can be extracted and stored in a look-up-table for use with any signal
standard so long as the relative power level offsets between different signal types
are accounted for. The matching of behavioural model coefficients is implemented
across different signal standards. This is performed by extracting coefficients for
different power levels for each standard. From the measured output signals the
corresponding AM/AM curves are fitted. One set of coefficients are extracted
for one signal standard and the AM/AM curve for that standard which best fits
the other signal standards is sought.
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By exciting the power amplifier using various signals at a range of operating
power levels, sets of signals can be compiled and relationships between standards
can be learned. Importantly, the signals which match closest in terms of model
coefficient performance do not have identical operating power levels.

3.4 Behavioural Model Validation

In order to validate the proposed technique for multiple signal standards, com-
monly used signal modulation schemes for 3G, 4G and 5G communications are
examined. A signal bandwidth of 20 MHz for single carrier signals were sent
through an RFHIC Doherty PA as described in Sect. 3.1.

Table 1. Relationship between signal standards and power levels

Coefficient sets 1 2 3 4 5 6 7 8

5G (dBFS) −10 −9 −8 −7 −6 −5 −4 −3

4G (dBFS) −18 −17 −16 −15 −14 −13 −12 −11

3G (dBFS) −20 −19 −18 −17 −16 −15 −14 −13

Table 2. Cross signal standard model accuracy NMSE (dB)

3G MP/GMP 4G MP/GMP 5G MP/GMP

3G −38.386/−38.39 −42.008/−41.931 −41.856/−41.804

4G −42.02/−41.961 −45.874/−45.879 −41.995/−41.918

5G −42.178/−42.13 −39.623/−30.589 −45.874/−44.067

Pairs of input and output signal datasets are captured for a PA and the
AM/AM curves for one signal standard are plotted. A subset of samples from
the alternative signal standards at similar power levels are used to check if their
AM/AM trace follows a similar trajectory. Comparing these, the relative power
levels between standards is determined, and the model coefficients are indexed
in the LUT relative to each signal standard power level. The relative power level
offsets between standards can be seen in Table 1. In this instance, eight sets of
coefficients are matched for the same power amplifier across three different signal
standards which each have a relative power level offset.

By knowing the relative power level offsets to use, a behavioral model can be
trained for one signal standard and reliably used to model the PA response across
the other signal standards. Table 2 illustrates the NMSE comparisons calculated
between different signal standards with similar AM/AM curves, which corre-
sponds to one of the columns in Table 1. The columns of Table 2 are populated
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by training the coefficients using one of the signal standards and validating the
model accuracy for all three signal standards. The accuracy for each standard
is given in NMSE and placed in its respective row. Independent output signals
which were not used to train the models were used for the validation in each
case.

4 LUT-Based Multi-standard DPD Transceiver

4.1 DPD Coefficient Estimation

The inverse function of the PA system f(X) can be derived by swapping the
input signal x and output signal y in Eq. 3. Applying this inverse function f−1

will cancel the effect of the PA system f .

xMP (n) =
P∑

p=0

M∑

m=0

dpmŷ(n−m)|ŷ(n−m)|p (5)

Here ŷ is the PA output normalized by PA gain G and with a certain offset T
introduced by the PA system.

ŷ = y(n + T )/G (6)

The coefficients dpm of the DPD model can be estimated through different
methods. As there are more observations of y and x than the number of coef-
ficients, an over-determined system can be formed. The least squares algorithm
is used to estimate the coefficients.

4.2 Hardware Software Co-design

In Sect. 3, different standards’ signals at different power levels are shown to have
the same AM/AM characteristics. Based on this analysis, a Digital Pre Distor-
tion (DPD) solution for transmitting multi-standard signals is implemented, as
shown in Fig. 6. This solution shows a way of pre-distorting different standards’
signals with sets of coefficients trained by only one signal standard under differ-
ent power levels. In this way the resource utilization is minimized and associated
power consumption of the entire design optimized.

The proposed design can be divided into two parts: the baseband signal
processing and the RF front end. The baseband block handles the predistortion
and other necessary signal processing tasks such as filtering and upsampling.
The processed signal is then sent through the RF front end.

On the baseband part, the address selection block is used to calculate the
addresses of the coefficients based on the signal power level and standard; these
are then sent to the look-up table. The coefficients are loaded from the look-
up table to the pre-distorter which, for the PA used in this case, required a
memory polynomial model with order 5 and memory depth 5. The resulting
pre-distorted baseband signals are then forwarded to the RF front end. For the
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Fig. 6. Proposed system design illustration

FPGA implementation, the original input signal in-phase (I) and quadrature (Q)
components are used as the input for the pre-distorter block. This pre-distorter
block can be updated through the coefficient I/Q ports where I and Q are the
real and imaginary parts of the coefficients. In this work, as the RF front end
used has 14-bit DACs and ADCs, the interfaces use 16-bit wide AXI buses where
the data are transferred as 16-bit fixed point values.

The data interface of the memory polynomial model is AXI-Stream which has
256 bits of data width. It consists of 8 IQ signal pairs, each with 16-bit width.
The memory polynomial core will process 8 input signals per clock cycle. To
improve the efficiency of the processing, the core utilizes a CORDIC algorithm
to calculate the magnitude term in Eq. 5.

Fig. 7. Parallel processing memory polynomial hardware implementation
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Implementation details of the parallel memory polynomial model are shown
in Fig. 7. The model processes multiple signal samples per clock cycle. The input
data is first disassembled into multiple signal samples. Each sample is connected
to a basis generation core. This block along with a CORDIC core, calculates the
term x(n)|x(n)|p−1 and the results are rerouted to the corresponding coefficient
multiplication block. Each coefficient multiplication block requires multiple input
bases for the memory taps. For simplicity, the figure here illustrates the design
with up to 3 memory taps. In the actual implementation, the memory taps are
set to 5. These input bases will be multiplied with the corresponding coefficients.
The sum of the results is the output signal.

The addresses selection block requires the transmitted signal as input. The
relevant power of the signal is calculated and, along with the chosen signal
standard, is used to select the appropriate set of coefficients to use. The update
of coefficients is also controlled by this block, where the coefficients are updated
constantly.

5 Hardware Implementation and Experimental
Validation

Fig. 8. DPD TestBench RFSoC ZCU216 with NXP’s AFSC5G37D37 Doherty PA

The testbench setup is shown in Fig. 8. Xilinx’s RFSoC Gen 3 (ZCU216) is used
to perform DPD and baseband signal processing. With software and hardware
co-design, the address selection block is implemented on the ARM core which
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utilizes the AXI-Lite bus to update the coefficients based on the input signal.
The computationally intensive task of computing the memory polynomial model
is performed on FPGA fabric.

The test PA is an AFSC5G37D37 Doherty PA from NXP, which is different
from the PA used in the previous validation section. Using a different PA shows
the generality of the proposed behaviour modeling and corresponding digital
predistortion. Since the output power of the RFSoC is limited, a driver stage
PA BGA7210 is used to increase the input power to the test PA. The BGA7210
is a high linearity PA with variable gain which is operating in its linear region.
This PA allows us to set the input signal to different power levels.

5.1 Experiment: DPD Performance Comparison with Different
Standard’s Training Signals

For these experiments, three DPD models are obtained and each model is trained
with a particular signal standard. To validate performance of the resulting DPD
coefficients, each set of extracted coefficients are tested for three signal stan-
dards, namely 3G, 4G and 5G. From these experiments on the PA hardware,
Table 3 shows the NMSE performance for different signal standards. In each row,
the test signal is the same, independent of the training model it is applied to.
This includes the power level. With the same test signal we achieve similar per-
formance across different standards. The results show that the DPD model can
maintain similar performance even when the test signals and training signal are
under different standards.

Table 3. NMSE (dB) Comparisons with 3G, 4G and 5G training and testing signal

Test

Training
3G 4G 5G

3G −26.36 −25.49 −31.13

4G −26.80 −31.25 −26.33

5G −24.88 −24.53 −24.97

5.2 Experiment: DPD Performance Comparison Along Different
Power Levels

Exploring in more detail the performance of the proposed technique over different
power levels, an experiment is devised where the signals under test are 5 MHz 3G
signals with different power levels. The different power levels are achieved using
the driver PA. The DPD coefficients are trained using 4G signals and to facilitate
a direct comparison, the 3G signals. The obtained results are presented in Table 4
and show the NMSE comparison when the input signals are at different power
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levels. These results show that the proposed DPD has only marginally reduced
performance. Additionally, the gap can be narrowed if a greater number of sets
of coefficients were trained.

Table 4. NMSE comparison with 3G training signal and 4G training signal for 3G test
signal at different power levels

3G test signal power (dBFs) −9 −9.5 −10 −10.5 −11 −11.5

4G training signal (dB) −25.22 −27.59 −28.30 −28.64 −28.91 −30.76

3G training signal (dB) −28.57 −28.73 −29.86 −29.55 −30.84 −31.94

Difference (dB) −3.35 −1.14 −1.56 −0.91 −1.93 −1.18

6 Conclusions

This paper provides a definitive solution to behavioural modeling and digital
pre-distortion for multiple signal standards. By matching the relative AM/AM
curves for different signals passed through the same power amplifier, sets of
common coefficients that will work across signal standards can be found. While
the technique is demonstrated using polynomial models and Least Squares, the
relationships between different input signal standards exist irrespective of the
model structure used. Experimental validation is performed using input signals
of three different signal modulation schemes, and behavioral modelling and DPD
are carried out with experimental measurements using two different PAs from
two different manufacturers. The LUT approach works well for both cases and
the model or predistorter dimensions can be set in the usual way to cover the
characteristic behaviour of the chosen PA. The results show that training of a
model, the most computationally intensive aspect, can be done for one signal
standard and successfully applied to others provided the relative signal power
level offsets are known. Thus the same transmitter design can be used for multiple
signal standards.

Acknowledgements. This publication has emanated in part from research conducted
with the financial support of Science Foundation Ireland (SFI) and is co-funded under
the European Regional Development Fund under Grant Number 13/RC/2077 and
18/CRT/6222. This research was also partly supported by MathWorks and by con-
tributions from AMD/Xilinx

References

1. Afsardoost, S., Eriksson, T., Fager, C.: Digital predistortion using a vector-switched
model. IEEE Trans. Microw. Theory Tech. 60(4), 1166–1174 (2012). https://
doi.org/10.1109/TMTT.2012.2184295. Conference Name: IEEE Transactions on
Microwave Theory and Techniques

https://doi.org/10.1109/TMTT.2012.2184295
https://doi.org/10.1109/TMTT.2012.2184295


54 Z. Han et al.

2. Cai, J., Yu, C., Sun, L., Chen, S., King, J.B.: Dynamic behavioral modeling of
RF power amplifier based on time-delay support vector regression. IEEE Trans.
Microw. Theory Tech. 67(2), 533–543 (2019). https://doi.org/10.1109/TMTT.
2018.2884414

3. Campo, P.P., et al.: Gradient-adaptive spline-interpolated LUT methods for low-
complexity digital predistortion. IEEE Trans. Circ. Syst. I Regular Papers 68(1),
336–349 (2021). https://doi.org/10.1109/TCSI.2020.3034825

4. Cavers, J.K.: Amplifier linearization using a digital predistorter with fast adap-
tation and low memory requirements. IEEE Trans. Veh. Technol. 39(4), 374–382
(1990). https://doi.org/10.1109/25.61359

5. Cerasani, U., Le Moullec, Y., Tong, T.: A practical FPGA-based LUT-predistortion
technology for switch-mode power amplifier linearization. In: 2009 NORCHIP
(2009). https://doi.org/10.1109/NORCHP.2009.5397830

6. Dalbah, A.I., Hammi, O., Zerguine, A.: Hybrid look-up-tables based behavioral
model for dynamic nonlinear power amplifiers. IEEE Access 8, 53240–53249 (2020).
https://doi.org/10.1109/ACCESS.2020.2973930

7. Ghannouchi, F.M., Hammi, O.: Behavioral modeling and predistortion. IEEE
Microwave Mag. 10(7), 52–64 (2009). https://doi.org/10.1109/MMM.2009.934516

8. Guan, L., Zhu, A.: Low-cost FPGA implementation of Volterra series-based digital
predistorter for RF power amplifiers. IEEE Trans. Microw. Theory Tech. 58(4),
866–872 (2010). https://doi.org/10.1109/TMTT.2010.2041588

9. Hammi, O., Ghannouchi, F.M., Boumaiza, S., Vassilakis, B.: A data-based nested
LUT model for RF power amplifiers exhibiting memory effects. IEEE Microwave
Wirel. Compon. Lett. 17(10), 712–714 (2007). https://doi.org/10.1109/LMWC.
2007.905627

10. Hammi, O., Ghannouchi, F.M., Vassilakis, B.: 2-D vector quantized behavioral
model for wireless transmitters’ nonlinearity and memory effects modeling. In:
2008 IEEE Radio and Wireless Symposium, RWS, pp. 763–766 (2008). https://
doi.org/10.1109/RWS.2008.4463604

11. Handagala, S., Mohamed, M., Xu, J., Onabajo, M., Leeser, M.: Detection of dif-
ferent wireless protocols on an FPGA with the same analog/RF front end. In:
Moerman, I., Marquez-Barja, J., Shahid, A., Liu, W., Giannoulis, S., Jiao, X.
(eds.) CROWNCOM 2018. LNICST, vol. 261, pp. 25–35. Springer, Cham (2019).
https://doi.org/10.1007/978-3-030-05490-8 3

12. Hongyo, R., Egashira, Y., Hone, T.M., Yamaguchi, K.: Deep neural network-based
digital predistorter for Doherty power amplifiers. IEEE Microwave Wirel. Compon.
Lett. 29(2), 146–148 (2019). https://doi.org/10.1109/LMWC.2018.2888955

13. Li, M., Yang, Z., Zhang, Z., Li, R., Dong, Q., Nakatake, S.: Sparsity adaptive
estimation of memory polynomial based models for power amplifier behavioral
modeling. IEEE Microwave Wirel. Compon. Lett. 26(5), 370–372 (2016). https://
doi.org/10.1109/LMWC.2016.2549024

14. Liang, S., Jiang, Z., Qiao, L., Lu, X., Chi, N.: Faster-than-nyquist precoded CAP
modulation visible light communication system based on nonlinear weighted look-
up table predistortion. IEEE Photonics J. 10(1) (2018). https://doi.org/10.1109/
JPHOT.2017.2788894

15. Mathews, V.J., Sicuranza, G.L.: Polynomial Signal Processing. Wiley, New York
(2000)

16. Milstein, L.: Wideband code division multiple access. IEEE J. Sel. Areas Commun.
18(8), 1344–1354 (2000). https://doi.org/10.1109/49.864000. http://ieeexplore.
ieee.org/document/864000/

https://doi.org/10.1109/TMTT.2018.2884414
https://doi.org/10.1109/TMTT.2018.2884414
https://doi.org/10.1109/TCSI.2020.3034825
https://doi.org/10.1109/25.61359
https://doi.org/10.1109/NORCHP.2009.5397830
https://doi.org/10.1109/ACCESS.2020.2973930
https://doi.org/10.1109/MMM.2009.934516
https://doi.org/10.1109/TMTT.2010.2041588
https://doi.org/10.1109/LMWC.2007.905627
https://doi.org/10.1109/LMWC.2007.905627
https://doi.org/10.1109/RWS.2008.4463604
https://doi.org/10.1109/RWS.2008.4463604
https://doi.org/10.1007/978-3-030-05490-8_3
https://doi.org/10.1109/LMWC.2018.2888955
https://doi.org/10.1109/LMWC.2016.2549024
https://doi.org/10.1109/LMWC.2016.2549024
https://doi.org/10.1109/JPHOT.2017.2788894
https://doi.org/10.1109/JPHOT.2017.2788894
https://doi.org/10.1109/49.864000
http://ieeexplore.ieee.org/document/864000/
http://ieeexplore.ieee.org/document/864000/


Behavioral Modelling and DPD for Multiple Standards 55

17. Mkadem, F., Boumaiza, S.: Physically inspired neural network model for RF power
amplifier behavioral modeling and digital predistortion. IEEE Trans. Microw. The-
ory Tech. 59(4), 913–923 (2011). https://doi.org/10.1109/TMTT.2010.2098041

18. Mohamed, M., Handagala, S., Xu, J., Leeser, M., Onabajo, M.: Strategies and
demonstration to support multiple wireless protocols with a single RF front-end.
IEEE Wirel. Commun. 27(3), 88–95 (2020). https://doi.org/10.1109/MWC.001.
1900224. https://ieeexplore.ieee.org/document/9108998/

19. Molina, A., Rajamani, K., Azadet, K.: Digital predistortion using lookup tables
with linear interpolation and extrapolation: direct least squares coefficient adapta-
tion. IEEE Trans. Microw. Theory Tech. 65(3), 980–987 (2017). https://doi.org/
10.1109/TMTT.2016.2627562

20. Morgan, D.R., Ma, Z., Kim, J., Zierdt, M.G., Pastalan, J.: A generalized memory
polynomial model for digital predistortion of RF power amplifiers. IEEE Trans. Sig-
nal Process. 54(10), 3852–3860 (2006). https://doi.org/10.1109/TSP.2006.879264

21. Mrabet, N., Mohammad, I., Mkadem, F., Rebai, C., Boumaiza, S.: Optimized hard-
ware for polynomial digital predistortion system implementation. In: RWW 2012
- Proceedings: 2012 IEEE Topical Conference on Power Amplifiers for Wireless
and Radio Applications, PAWR 2012, pp. 81–84 (2012). https://doi.org/10.1109/
PAWR.2012.6174914

22. Muhonen, K.J., Kavehrad, M., Krishnamoorthy, R.: Look-up table techniques for
adaptive digital predistortion: a development and comparison. IEEE Trans. Veh.
Technol. 49(5), 1995–2002 (2000). https://doi.org/10.1109/25.892601. Conference
Name: IEEE Transactions on Vehicular Technology

23. Nunes, L.C., Cabral, P.M., Pedro, J.C.: LUT based behavioral model for Doherty
power amplifier design. In: Conference on Telecommunications - ConfTele, Septem-
ber 2015

24. Schreurs, D., ODroma, M., Goacher, A.A., Gadringer, M. (eds.): RF
Power Amplifier Behavioral Modeling. Cambridge University Press, Cambridge
(2008). https://doi.org/10.1017/CBO9780511619960. http://ebooks.cambridge.
org/ref/id/CBO9780511619960

25. Zhalehpour, S., Lin, J., Sepehrian, H., Shi, W., Rusch, L.: Experimental demon-
stration of reduced-size LUT predistortion for 256QAM SiP transmitter. In: 2019
Optical Fiber Communications Conference and Exhibition (OFC), San Diego, CA,
USA. IEEE (2019)

https://doi.org/10.1109/TMTT.2010.2098041
https://doi.org/10.1109/MWC.001.1900224
https://doi.org/10.1109/MWC.001.1900224
https://ieeexplore.ieee.org/document/9108998/
https://doi.org/10.1109/TMTT.2016.2627562
https://doi.org/10.1109/TMTT.2016.2627562
https://doi.org/10.1109/TSP.2006.879264
https://doi.org/10.1109/PAWR.2012.6174914
https://doi.org/10.1109/PAWR.2012.6174914
https://doi.org/10.1109/25.892601
https://doi.org/10.1017/CBO9780511619960
http://ebooks.cambridge.org/ref/id/CBO9780511619960
http://ebooks.cambridge.org/ref/id/CBO9780511619960


Metaheuristic Optimisation for Radio
Interface-Constrained Channel

Assignment in a Hybrid Wi-Fi–Dynamic
Spectrum Access Wireless Mesh Network

Natasha Zlobinsky1(B) , David Johnson1 , Amit Kumar Mishra1 ,
and Albert A. Lysko1,2

1 University of Cape Town, Cape Town, South Africa
natzlob@gmail.com, akmishra@ieee.org

2 Council for Scientific and Industrial Research, Pretoria, South Africa
alysko@csir.co.za

Abstract. Channel Assignment (CA) in wireless mesh networks
(WMNs) has not been well studied in scenarios where the network uses
Dynamic Spectrum Access (DSA). This work aims to fill some of this
gap. We compare metaheuristic algorithms for optimising the CA in a
WMN that has both Wi-Fi and DSA radios (where DSA could be Tele-
vision White Spaces or 6 GHz). We also present a novel algorithm used
alongside these metaheuristic algorithms to ensure that the CA solu-
tions are feasible. Feasible solutions meet the interface constraint, i.e.
only as many channels are allocated to a node as it has radios. The
algorithm also allows the topology to be preserved by maintaining links.
Many previous studies tried to ensure feasibility and/or topology preser-
vation by using two separate steps. The first step optimised without
checking feasibility and the second step fixed infeasible solutions. This
second step often negated the benefits of the previous step and degraded
performance. Other CA algorithms tend to use simple on/off interfer-
ence models, instead of models that more realistically reflect the physical
layer environment, such as the Signal to Interference plus Noise Ratio
(SINR). We present our more realistic SINR-based model and opti-
misation objective. Simulated Annealing (SA) and Genetic Algorithm
(GA) are applied to the problem. Performance is evaluated and verified
through simulation. We find that GA outperforms SA, finding higher
quality solutions faster, although both metaheuristics are better than
random allocations. GA can be used daily to find good CAs in changing
conditions.
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1 Introduction

Recently, Dynamic Spectrum Access (DSA) has been gaining traction again.
This is as regulatory bodies around the world have been opening up the spec-
trum bands that were formerly reserved for licensed users, for opportunistic use
by other users. Examples are Citizens Broadband Radio Service (CBRS) Spec-
trum Access System (SAS) [1] and Automated Frequency Coordination in Wi-Fi
6E [2]. Most of the associated spectrum bands require (or will require) the use of
databases to acquire access to channels within the bands. Another technology,
Wireless Mesh Networks (WMNs), has proven its usefulness in extending Inter-
net access from a gateway node to a wider area [3–6]. This is especially useful
in rural areas or informal settlements where Internet connectivity infrastruc-
ture is not reliable. Bringing together DSA and WMN technologies can be very
advantageous, especially in bringing connectivity to the unconnected, unreliably
connected, or underserved.

This novel type of network comes with new challenges and avenues for
research. Channel Assignment in such DSA WMNs is especially challenging.
The limited channel availability, the fact that different nodes may have differ-
ent allowed channels, interference within the network, as well as the possibility
of other secondary users causing interference, all add to the complexity of an
already NP-complete problem [7].

This work employs two metaheuristic algorithms (Simulated Annealing and
Genetic Algorithm) to address the Channel Assignment problem in a WMN
that uses DSA. We introduce a novel algorithm that ensures both the radio
interface constraint and the connectivity or topology preservation constraint are
met. This algorithm is used in conjunction with either Simulated Annealing
or Genetic Algorithm. We optimise on Signal to Noise and Interference Ratio
(SINR), rather than unrealistic binary interference models.

We continue this section with some brief background information on DSA
technologies, as well as the metaheuristic optimisation techniques used in this
work. An overview of related work is given in Sect. 2. Then, in Sect. 3, we present
and formulate models for the problem. The methodology is detailed in Sect. 4.
Simulation results are presented and discussed in Sect. 5, before concluding.

1.1 Dynamic Spectrum Access

Dynamic Spectrum Access has emerged as a way for the radio frequency spec-
trum to be used more efficiently. DSA became more important after it had been
found that large parts of the radio spectrum remain unused while being licensed
to certain users, creating an artificial spectrum scarcity. DSA refers to any of a
number of techniques whereby wireless frequency bands can be shared oppor-
tunistically between the primary (licensed) users of the spectrum and secondary
(unlicensed) users (SUs). It is enabled by cognitive radio, through spectrum sens-
ing and/or the use of Geolocation Spectrum Databases (GLSDs). While practi-
cal spectrum sensing still remains in the research stage, GLSD based approaches
have received wide acceptance and practical use. Using DSA methods, radios can
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adjust their spectrum use according to current environmental conditions while
ensuring that Primary Users (PUs) or incumbents are protected from harmful
interference.

Television White Spaces (TVWS) is one band in which DSA is used. TVWS
refers to the unused portions of the spectrum in the 470–694 MHz range tra-
ditionally licensed to TV transmitters. SUs have been allowed to access this
spectrum by a number of national regulatory bodies, including the FCC in the
United States of America, Ofcom in the United Kingdom, and ICASA in South
Africa. Most regulations require the use of a GLSD to ensure compliance and
protection of TV broadcast services.

Citizens Broadband Radio Service (CBRS) is a band of spectrum in the
3.5 GHz range that was recently opened for sharing with incumbents for com-
mercial use in the United States [1]. Service providers can deploy networks in
this band without requiring spectrum licenses. Access is divided into three tiers:
incumbent access, priority access, and general authorised access. CBRS uses a
Spectrum Access System (SAS), which grants requests by SUs to access channels
in the band, using a database of CBRS radio base stations, similar to the GLSD
in TVWS.

To minimise interference with satellite links, Wi-Fi 6E is set to use Auto-
mated Frequency Selection (AFC), as the 6 GHz band has been opened up for
unlicensed use by either low power indoor Access Points (APs), or standard
power outdoor Wi-Fi APs [2]. This will also use a database to coordinate spec-
trum use among all users. To obtain available channels and request access, APs
must consult an AFC provider before starting to transmit.

Our work can be extended to any and all of these DSA technologies and so
we expect it to become increasingly useful in time.

1.2 Metaheuristic Algorithms for Optimisation

We give some brief background on the metaheuristic stochastic optimisation
algorithms employed in this work. We have selected these algorithms because
they are some of the most well-known and readily available algorithms, which
are widely applied and verified. This means they would be easier to implement
in a real network. It also means that our experiments can be replicated readily
using the same algorithms, perhaps in other coding languages or with other
simulation frameworks. For these reasons, we have also chosen to implement the
most common “vanilla” versions of these algorithms. Variations are left as future
work.

Simulated Annealing. Simulated Annealing (SA) is a probabilistic search
heuristic used in optimisation problems with complex, often discrete, search
spaces. It is based on, and analogous to, the physical process of annealing (of
a metal, for example) in statistical mechanics, whereby atoms are cooled in a
specific slow way until reaching the state of minimum energy [8]. The aim is
always to find the lowest “energy” solution. That is the solution with the lowest
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cost. The algorithm starts with the system in a certain arbitrary configuration
or state, i.e. a solution, and then it computes the “energy”, which is the value
of the objective function or cost of that solution at that iteration. From there, a
new neighbour solution is generated by applying a slight alteration to the system
state and its cost value computed and compared to the previous cost. The new
solution is either accepted or rejected based on whether it has a lower “energy”
value than the first solution and according to the temperature parameter. The
new candidate solution is always accepted if the cost value has improved, and
accepted probabilistically if the new solution is worse. The probability of accep-
tance is based on the difference in cost between the new candidate solution and
the old solution, as well as on the current temperature value. The accepted
solution is then the starting point for the next iteration.

The temperature parameter relates to how likely the algorithm is to choose
a worse solution than the current one, which can prevent it from stagnating on
a local minimum. The temperature must initially be set to a certain high value
and decreased every iteration according to a defined cooling function, the choice
of which is up to the implementer. Some examples are exponential multiplicative
cooling, logarithmic multiplicative cooling, and linear multiplicative cooling [9].
The process of generating a new neighbour solution and accepting or rejecting
the solution continues until the termination conditions are met. These could be a
specified number of iterations or when an acceptable running time is reached, or
an acceptably low solution has been settled on. Certain tests and rules-of-thumb
can be followed to determine whether to stop or continue with the algorithm or
estimate the convergence time, e.g., the Geweke test [10].

Genetic Algorithm. The Genetic Algorithm is a well-known metaheuristic
algorithm based on the evolution of genes through generations, whereby the
fittest individuals are selected as parents, they reproduce, and genes occasionally
mutate. The components required are:

– a fitness function (optimisation objective function);
– a population of chromosomes, also called genomes (an encoding for solutions

in the solution search space);
– a selection method by which parents for the next generation are selected;
– a crossover or reproduction method to produce the next generation; and
– a mutation method by which random changes are introduced to chromosomes,

preventing convergence to local minima.

The algorithm aims to find the solution with the maximum fitness. It continues
until a) the fitness value of the chromosome with the best value thus far stays the
same for a certain number of iterations, or b) after an acceptable predetermined
total number of generations is reached. One of several parent selection meth-
ods may be used. A popular method is Roulette Wheel selection, where each
chromosome in the current generation is given a probability of being selected
that is proportional to its fitness. This method is vulnerable to causing prema-
ture convergence. Linear Rank selection tries to prevent a single solution from
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dominating and causing premature convergence in Roulette Wheel selection by
instead ranking individuals according to their inverse fitness and then basing
the probability of selection on the rank rather than the actual fitness value. The
highest fitness solutions are given the highest value rank. For example, out of
ten solutions, the highest fitness will have rank position 10 (not 1).

2 Related Work

While the channel selection and assignment problems may appear to be well
studied, there is no other work that presents an algorithm for a WMN using
DSA methods, such as a GLSD, along with spectrum sensing. To the best of
our knowledge, this paper is also one of the first works to use the SINR per-
ceived by the mesh nodes for CA in a WMN. It is common in the literature to
use simplistic binary conflict-based objectives, using unrealistic interference and
channel models, and neglecting the requirement to maintain connectivity in the
network.

Simulated Annealing is evaluated by Chen and Chen [11] for CA in WMNs,
while considering the interface constraint. The interface constraint states that the
number of channels assigned to a node cannot exceed the number of interfaces or
radios it has. In one method of Chen’s work, the interface constraint is modelled
with a penalty function for candidate solutions. In the other method, solutions
that violate the interface constraint are not allowed, and infeasible solutions are
converted to feasible solutions by merge operations. A weakness of this work is
that this merge operation once again introduces the interference the first step
aimed to minimise. Interference is considered binary, either present or not, and
connectivity is ensured by assigning every link a channel.

Sridhar et al. present a CA methodology for multi-radio WMNs that use only
Wi-Fi spectrum [12]. The optimisation goal is minimising interference. However,
they also introduce a constraint to ensure that each link is assigned a channel for
topology preservation. They weight the interference objective by the link traffic,
which is predicted from previous averages. Lagrangian relaxation is used to find
lower bounds. They also present a GA-based metaheuristic for solving the prob-
lem. A distributed algorithm is also presented, but this requires that all radios
maintain a channel assignment matrix as well as a radio usage matrix for all
nodes in the network, both of which are difficult to realise. Pal and Nasipuri also
present a GA, but for joint routing and channel assignment [13]. They optimise
on route quality. Balusu et al. combine GAs with learning automata to minimise
interference in WMN CA for multicast tree topologies [14]. Multicast tree net-
works are also investigated by Cheng and Yang, who present GA, SA and Tabu
search solutions for joint Quality of Service (QoS) routing and channel assign-
ment in multi-radio multi-channel WMNs [15]. A GA is employed by Ding et al.
for minimising total interference and maximum link interference in WMNs with
partially overlapping channels [16]. They also model interference simplistically.
All these works have differences from ours.
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A number of works use Particle Swarm Optimisation (PSO) e.g., [17–19].
Subramanian et al. use Tabu search to minimise binary interference, first ignoring
the radio constraint and then merging channel assignments to comply with the
interface constraint [20]. This two-step method has the same weakness as [11],
where the second step negates the first. Finally, the case of a multi-radio multi-
channel network as SUs coexisting with PUs is addressed by Qin et al., using
Lyapunov optimisation of throughput and average delay [21].

In view of the existing literature, we bring novelty to this field by tack-
ling CA in WMNs in situations where the networks use the licensed spectrum
opportunistically as SUs, in the presence of other SUs. Our approach uses Wi-Fi
as an additional option, rather than using only Wi-Fi channels. We also take
into account that different nodes may have different allowed channels, since the
network is geographically spread out. Furthermore, we bring a realistic SINR
model instead of a simple on/off interference model. Ours is the first work to
compare metaheuristic optimisation algorithms for such a network and scenario,
giving consideration to all these factors. We also present a novel algorithm for
ensuring that both the connectivity constraint and the interface constraint are
met at once.

3 Problem Formulation

3.1 Network Model

The scenario we consider is a WMN consisting of nodes equipped with both Wi-
Fi radios and radios capable of accessing alternative spectrum, such as TVWS
or CBRS, as unlicensed or Secondary Users. These mesh nodes also act as APs
to clients on another radio interface (this could be 2.4 GHz or 5 GHz Wi-Fi, for
example). There are also Primary Users of the alternative spectrum band, which
need to be protected from interference. Thus, it is required that devices use a
GLSD to get a list of channels that are allowed at a device’s location. This is the
case for TVWS as well as Wi-Fi 6E 6 GHz AFC. A single node is the gateway to
the Internet from the mesh network and also acts as the gateway to the GLSD.
Mesh nodes may not all have direct access to the Internet and hence to the
GLSD, but all nodes will have a connection path to the gateway node (and thus
to the GLSD), which may not be optimal. The gateway node will gather the list
of allowed channels and powers for all the nodes in the network.

Ensuring that all the nodes have an initial connection to the GLSD in a way
that complies with regulation could be done using the method of Maliwatu [22].
In this method, nodes begin in passive scanning mode, listening for beacons,
while one node (the gateway in our case) has Internet access. The node with
Internet and GLSD access picks a channel and broadcasts beacon frames on this
channel, along with an ordered list of alternative channels. One-hop neighbours
receive this beacon frame, tune to that channel, and query the GLSD through
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the first node. The one-hop neighbour then selects a channel from the list of
alternative channels. It can now join the network and start broadcasting beacons
for the next-hop neighbour. This then allows second-hop neighbours to repeat
the process and join the network, through the one-hop neighbour. This process
continues until reaching the outermost set of nodes. We also assume that the
gateway node will act as a controller, gathering the average SINR readings from
all the nodes and performing any channel assignment optimisation algorithm.

In addition, the network may be in the presence of devices external to the
network, which are also making use of the alternate spectrum band and so may
cause interference. An example of this scenario is shown in Fig. 1.

Fig. 1. An infrastructure WMN using both DSA alternative spectrum and Wi-Fi

3.2 Problem Statement and Motivation

Given this scenario, the question arises, “how to allocate channels to the mesh
node radio interfaces optimally, according to certain metrics?”. The main issues
are minimising interference within the network and from external interference
sources, while ensuring connectivity is guaranteed. Connectivity must at least
be maintained along the most important paths, and between as many nodes as
possible. Different channels may be allowed for use by different nodes in the
network because they are placed in different geographic locations. In addition,
different channels may experience different levels of external interference, loss,
fading, and utilisation. Hence, the problem of assigning channels optimally is an
important and difficult one in this scenario.

The CA problem is well known to be NP-hard since it is, in essence, a graph-
colouring problem [7]. In the context of a WMN, it is even more difficult and
goes beyond a basic graph colouring problem. Firstly, this is because the links
are not the same, as mentioned, and would require a model of a weighted graph.
Secondly, this is because, while interference must be avoided, it is also neces-
sary to maintain connectivity and meet the interface constraint. We have deter-
mined that the problem is also not convex, by plotting the objective function
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for a scaled-down three-node (A, B, C) three-link (A-B, B-C, A-C) version of
the problem, shown in Fig. 2. Each of the three axes represents the channels
assigned to a link. The sawtooth shape in the one plane, and presence of higher
values within the low-value regions (shown by purple, red and orange values
inside the black region) make this problem non-convex, even in low dimensions.
This justifies our use of metaheuristic optimisation algorithms and not convex
optimisation algorithms.

Fig. 2. Map of the objective function value of CA problem in a three-node WMN

3.3 Assumptions

The goal of the CA algorithm is to assign channels to a set of links.

Definition 1. A link is defined as a pair of radio interfaces between which traffic
could potentially flow directly if tuned to the same channel.

In a network, over the course of a day, the routing algorithm will select and
use various paths. Therefore, the set of links used for relaying traffic over the
course of a day will vary. The selected paths are dependent on the capacity of
the links, which is affected by the channel allocation. On the other hand, channel
allocation should consider the links used, especially those with the highest traffic
load. So there is a circular dependency between the two problems of routing and
CA. While these two issues are very much interlinked, our channel assignment
will be quasi-static (or semi-dynamic) and not change according to routing in
near real-time.

This is a practical and advantageous decision, rather than a limitation. Sup-
pose the CA attempts to keep up with the rapidly changing routes, and routing
is, in turn, trying to keep up with changing channel allocations. This would
cause network instability, which leads to a bad user experience, which is not
desirable. Channel switching causes loss of network connectivity during the time
the Network Interface Card (NIC) switches its channel and tries to re-establish
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connectivity, and this can be on the order of seconds in reality. Optimisation algo-
rithms, such as those we present here, are time-consuming to run and resource-
intensive. This is especially true on commodity mesh radios, which are resource-
constrained, even if a dedicated controller node is used with more power. The
distribution of the final channel assignment to the nodes in the network also
requires time. These factors all point to the fact that we would not want the
CA to change, or the optimisation algorithm to run, too often. A reasonable
trade-off would thus be to run the optimisation once a day, for example. This
could be run at a time when the network is not busy, such as in the middle of
the night. A 24-h schedule such as this is already employed by other systems for
resource management (e.g., Aruba Airmatch [23]) so it is practical and can be
accepted in the industry.

Some other assumptions that apply are:

– Nodes are stationary, and the gateway node knows their locations. The mech-
anism for obtaining and distributing location information is out of the scope
of this work.

– The nodes are mostly in the same geographical area. However, some nodes
on the edges may be in different geographical areas, where the GLSD defines
the boundaries. If they are not, the WMN can be partitioned into clusters
with largely overlapping allowed channel lists. For this reason, we also do not
present results for larger WMNs, as a large network would be partitionable
into clusters. There are also practical limitations on performance in the case
of large WMNs. We consider a network of 50 or more nodes as large.

– If the nodes at the cusp of two clusters do not share a sufficient number of
overlapping allowed channels in the DSA band, they can be linked by a Wi-Fi
channel.

– Channel widths are fixed to the same value for all channels at all nodes.
– We use average SINR measurements per node in the optimisation. This is

because, if the average SINR over the network is large, a high throughput
can be expected. SINR is a direct measure of the result of changing channel
assignments on the signal reception and interference experienced by nodes.
These measurements will be gathered on all the channels by all nodes for
different possible channel assignments. An average of all the samples for a
particular CA will be used in the optimisation. Either the samples, or the
overall averages will be sent to the controller/gateway node to perform the
optimisation. The method by which nodes obtain SINR samples could be
using acknowledgement (ACK) frames, similarly to Cho et al. [24].

– All links are saturated with traffic, so the total SINR across the network is
also a fair objective, and no other fairness criteria is necessary.



Metaheuristic Optimisation for a Hybrid Wi-Fi–DSA WMN 65

3.4 Mathematical Model

In the usual way, we model the network as a graph G = (V,E) where V is
the set of nodes (vertices) and edges E are the links between nodes. Edges are
potential links and not necessarily carrying traffic at this stage. Each edge e ∈ E
could be tuned to a particular channel at any time, i.e. E �→ C, where C is the
full set of considered allowed channels for the whole network. C is the union
of channels allowed in different locations of the WMN according to the GLSD.
Each node v has a set C(v) of channels it is allowed to use. For two nodes v1
and v2, C(v1) �= C(v2) in general, although they could be equal and should have
channels in common (C(v1)∩C(v2) �= ∅), especially if v1 and v2 are neighbours.
A channel is specified by a channel number, a centre frequency and a channel
bandwidth. There might also be other transmitting devices (other SUs) that can
influence the reception of nodes in G if they are transmitting with power in the
same channel that one of the links E is tuned to. These are added to the conflict
graph. Connectivity graph G maps to a conflict graph Gc.

Definition 2. Conflict graph Gc = (Vc, Ec), where the vertices of the conflict
graph are the edges in G i.e. Vc = E. An edge e′ ∈ Ec exists between two vertices
in Vc if the two links could interfere if tuned to an overlapping channel. This
could occur when the interfering signal power is above the receiver sensitivity.

We add vertices and edges representing outside sources of interference to
form Ĝc, but note that these are fixed as their channels cannot be switched and
their transmit power cannot be controlled.

An edge e′ exists if a transmission in link 2 causes power to leak into, or
be transmitted in, the channel on which link 1 is operating. This can occur if
the two links are tuned to the same channel. This can also happen if the links
are tuned to different channels while the spectrum mask of the transmitter node
is wide or the receive filtering is poor, so that power leaks into the channel on
which link 1 is operating. We can model this as a weighted conflict graph denoted
〈Gc(Vc, Ec), w〉, where the weight w represents the interference power per link.

Considering this conflict graph, we aim to minimise the conflict but maximise
the wanted signal power received by each node and so maintain connectivity in
G. We can satisfy both these requirements simply by considering SINR. This
measure encapsulates the goals of having the highest desired received signal level
throughout the network, while also minimising conflict (interference). The opti-
misation objective is thus to find the channel assignment A, which is a mapping
of E �→ C that maximises the average SINR, i.e.

max
A=E �→C

∑

v∈V

Pwanted,v(A)∑
i∈I Pi(A) + N

=⇒ min
A

∑

v∈V

∑
i∈I Pi(A) + N

Pwanted,v(A)

= min
A

∑

v∈V

∑
x∈V \u Px,v(A) + N

Pu,v(A)

= min
A

|V |
∑

v∈V SINRv(A)

(1)
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over all possible channel assignments, subject to the radio interface constraint:

|A(v)| ≤ Rv ∀ v ∈ V (2)

where:
A(v) is the channel assignment of node v and | · | indicates the size (number of
channels assigned to the node);
Rv is the number of radios at node v;
Pu,v is the power received at node v from transmitting node u;
Pi is interfering power received at node v from an interfering transmission i over
the whole channel width of channel c to which node v is tuned.
N is the noise power, which in ns3 is modelled as the product of the thermal
noise (Nt) and the noise figure (FN ), as shown in Eq. (3).

N = Nt × FN = kTB × FN (3)

where k is Boltzmann’s constant (= 1.380649 × 10−23JK−1), T is the tempera-
ture in Kelvin and B is the channel width.

A transmitting node is considered interfering with v if it is in the set of
nodes V minus the node u, the node transmitting the desired signal to v. We
only consider there to be one wanted receive signal per time slot.

Each transmitted signal is subject to propagation loss as well as frequency-
selective fading. As usual, the received signal power at node v from node u’s
transmitted power Pu,v (in W) before receive filtering is related by the propaga-
tion loss L according to the chosen loss model. We apply the basic Friis transmis-
sion loss model in Eq. (4). This also implies that we assume an isotropic antenna
model, but this can also be changed in the simulation for future work. We note,
however, that our method is easily extensible to other propagation loss models
and is not limited to work on any particular propagation loss model only. This
model is used without loss of generality.

Pu,v = Pu
GvGuλ2

(4πd)2
=

Pu

Lu,v
(4)

where
Gu is the transmission gain of node u’s antenna (unitless)
Gv is the receive gain of node v’s antenna (unitless)
λ is the wavelength (in m), inversely proportional to the frequency, so is affected
by the channel assignment
d is the distance between the nodes (in m)
or, in dB,

Pu,v(dB) = Pu(dB) − Lu,v(dB) (5)

where path loss L(dB) is the absolute value of the loss in dB.
Before considering interference, a link only exists if the effective received

signal power on that link is above the receive sensitivity sv of the receiver node
v. That is, the link will be pruned unless
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Pu,v(dB) ≥ sv

SNRv × N ≥ sv

SNR ≥ sv/N

(6)

SNR can only be measured if it is above the receiver sensitivity/noise. This
constraint reduces the number of links that require channel assignment and
reduces the edges in the conflict graph that need to be considered. We also
have to ensure that in the CA, constraint (6) is met, so that connectivity is
maintained. Additionally, interference is only considered if the interference power
at the receiver is above the energy detection threshold of the receiver.

In the simulation framework of Network Simulator 3 (ns3), frames are split
into constant SINR chunks and overlapping frame chunks are considered as
additional contributions to the overall noise. Interfering signals are only consid-
ered as interference when the frame chunks actually overlap with those of the
wanted frame at each considered receiving node in time. Preamble and payload
parts of frames are treated separately because the payload might have a higher
modulation and coding rate than the BPSK-encoded preamble.

4 Methodology

The optimisation methods all generate candidate solutions from the CA solu-
tion space and obtain SINR measurements from all nodes based on that solution
(CA), in order to optimise on that measurement. In a real implementation, over
the course of a day, SINR samples for some of these solutions will be taken. For
those solutions with insufficient SINR samples, such samples must be gathered
during the running of the optimisation algorithm, possibly by generating traffic
between nodes for this purpose. The algorithm will start with a randomly gen-
erated feasible candidate CA and iteratively improve on that solution. For the
results presented here, we have used simulation in ns3 for evaluation purposes,
because this provides a controlled environment for ease, efficiency, clarity and
cost-effectiveness of experimentation.

4.1 Generating Feasible Candidate Solutions

While we have used the graph analogy for this problem, it is not a simple graph
colouring problem. One of the added complexities that distinguishes this problem
from normal graph colouring is the interface constraint in Eq. (2). Another is
that connectivity must be maintained between links through ensuring Eq. (6)
is true and having common channels assigned to link nodes, while collisions
should be avoided. In all of the metaheuristic optimisation methods we need to
generate a set of possible solutions, that is, the solution space. We can either
generate each solution and check for feasibility afterwards, or ensure feasibility
within the generation procedure. Our method does the latter. We have developed
a simple novel algorithm to generate candidate solutions that are feasible. A
feasible solution is one that satisfies the interface constraint while using only
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allowed channels at each node. In this algorithm, we attempt to allocate channels
to all links in the network. However, this might not be possible. Therefore, we
allocate DSA channels to as many links as possible out of the full set. To ensure
connectivity on the remaining links, Wi-Fi is used. This algorithm is outlined in
Algorithm 1.

4.2 Optimisation

The objective is to find a link→channel mapping (A) that maximises the total
average SINR in the network. For each considered solution, all nodes scan the
environment for a period of time and obtain a large set of sample SINR val-
ues for traffic flow through a particular link→channel mapping for a particular
interference environment. We then use the average of these values in the cost. In
Simulated Annealing, we desire that the objective function (so-called “energy”
value E) incorporates these SINR samples in a way that the desired result is
the lowest cost. Hence, the selected cost is based on 1/SINR. For Genetic Algo-
rithm, where we use a fitness value, this is the normalised average of SINR.
All results are shown as the scaled inverse SINR for direct comparison between
optimisation methods.

Simulated Annealing. The cost per iteration j is shown in Eq. (7), where V
is the number of nodes, n is the number of SINR samples per node, and SINR
is the average of the SINR measurements per node.

Ej =
1
V

V∑

v=1

[
1
n

n∑

i=1

1
SINRj(i)

(v)

]
=

1
V

V∑

v=1

1
SINRj(v)

(7)

In SA, the change in cost every iteration is used to decide whether to accept or
reject the particular CA solution. If the new solution is better than the previous
solution, i.e., has a lower cost, the new solution is always accepted. However, if
the new CA has a higher cost, this worse solution is accepted with a probability
h given by Eq. (8). This is realised by selecting a random value a between 0 and
1 and evaluating if a < h.

h = exp(−ΔE

kT
) = exp(−Ej − Ej−1

k · Tj
) (8)

where
Ej is the “energy” or cost at iteration j, given by Eq. (7)
k is Boltzmann’s constant (1.380649 × 10−23JK−1)
Tj is the temperature at iteration j
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If a < h, the solution is accepted. If not, the solution is rejected. If Eq. (8)
always evaluates close to 1, higher cost solutions will always be accepted and the
SA algorithm will not converge. Conversely, if Eq. (8) always evaluates to a value
very close to 0, almost no “worse” solutions will be accepted and the algorithm
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will converge prematurely on a local minimum that may be much worse than
the true optimum.

A careful balance of temperature ranges and ΔE ranges as well as k-value
must be formulated to tune the algorithm appropriately. Boltzmann’s constant
k could be omitted from this relation (or set to 1) in practice if it makes the
probability of accepting a point extremely low, leading to converging on a local
minimum. Including or leaving this constant out, is part of the parameter tuning
required to ensure the algorithm behaves well. We have omitted k but added
another constant to scale the 1/SINR values appropriately.

The other parameter tuning required is the selection of the starting tem-
perature and the temperature cooling function. A starting temperature that is
too high or a cooling function that decreases too slowly will cause much slower
convergence. On the other hand, starting with a temperature that is too low or a
cooling function that reduces too quickly may result in converging prematurely.
Starting temperature and the temperature cooling function must be adjusted in
consideration of the number of iterations the algorithm is expected to run for,
or that is considered acceptable. We ran experiments with various cooling func-
tions (e.g., logarithmic and exponential functions) in this work before finding a
suitable one: the linear temperature cooling function shown in Eq. (9).

Tj = Tstart − α · j (9)

where j is iteration count and α is a constant set to 0.02. We selected this value
for α by reversing the calculation (9) for appropriate starting temperature (20)
and final temperature (0.1) and the desired number of iterations (1000), and
confirming by experimentation that it works well. We start with a lower temper-
ature value of 20, selected by observation of the ΔE values for our problem, and
scale the 1/SINR values appropriately. With these adjustments, the algorithm
is able to converge sufficiently within 1000 iterations.

The neighbour generation procedure whereby a new solution is generated is
to shuffle the links randomly and perform Algorithm 1.

Genetic Algorithm. For the GA, we encode a genome also as a link→channel
mapping, where the links are all node pairs possible in the mesh and where
the condition of Eq. (6) is met. To generate a genome, we randomly shuffle the
set of links, randomly shuffle the set of allowed channels, and use Algorithm 1
to generate a feasible genome. We then generate a population by generating a
number of genomes. We determined from experimentation that a population size
of 20 functions well without excessive computational burden. This population is
confirmed as a good choice by [25], who find that a population size of 20 presents
less structural bias than populations of 5 or 100 individuals in general.

Both Roulette Wheel selection and Linear Rank selection were implemented.
For the Roulette Wheel selection, we generated a piecewise constant probability
distribution, where the intervals are 1 + the population size and the weights
are the fitness values of the chromosomes in the population. For Linear Rank
selection, we sort the chromosomes by their inverse fitness value so that the
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genome with the highest fitness has the lowest rank (highest number). We then
create a piecewise constant probability distribution of the ranks and select two
parent chromosomes randomly according to that distribution. It was found that
Linear Rank selection outperforms Roulette Wheel selection, so only the results
for Linear Rank selection are shown. We select as many parents as the current
population and each pair of parents generates two children. The previous gen-
eration is eliminated once they reproduce, so the size of the population remains
stable.

Once two parents have been selected, the next operator is crossover. The
crossover operator randomly selects an index in the genome (a link) greater
than the first and smaller than the last, as the crossover point. We then split
both parents at this crossover point and generate two new children by joining the
first section of the first parent with the second section of the second parent, and
the first section of the second parent with the second section of the first parent.
Mutation is done with a probability of 0.5, by randomly selecting one link and
randomly selecting a new channel for that link, and replacing the currently
assigned channel with the new one. The 0.5 probability was found to provide a
suitable trade-off between exploration and exploitation for the population size
and problem. This follows the findings of [26].

5 Results and Discussion

To evaluate the performance of the algorithms, we have simulated the network
using ns3. We have built on top of the existing ns3 classes and created a mod-
ule for the multi-radio multi-channel WMN simulation with interference, which
models the spectrum sensing part of the DSA. Additionally, we created new ns3
modules for each of the optimisation techniques. This code can be reused by
others wishing to build on this work or replicate these results [27].

Simulations were run on a T2 large Amazon Web Services EC2 instance
with 8 GiB of memory and 2 virtual CPUs, both with Ubuntu 16.04 Operating
System, and using ns3-dev version [27] forked from the ns3 GitHub [28].

In each iteration of all the optimisation algorithms, the WMN simulation
is run for a period of 5 s. This was found to yield sufficient SINR samples for
the average to be meaningful. In the mesh simulation, nodes are set up in an
equally spaced grid. Each node has two DSA interfaces (representing the DSA
band interface). Constant bitrate UDP traffic is generated at the transmit node
for every possible link in the network so as to saturate the links. Packets will
be received on the other side if there is a common channel between the two
nodes and the received signal is above the receive sensitivity. The interference
is included in the SINR measurement using ns3’s InterferenceHelper class, and
interference is counted only if the overlapping packet chunk is above the sensi-
tivity of the receiver. The simulation parameters are given in Table 1. Table 2
compares the mean and standard deviation of CA final costs for 10 runs of SA
and GA, and random CAs. We can see that for all presented WMN sizes, SA is
significantly better than random allocations (between 120% and 620% better).
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Table 1. Parameters used in simulations

Parameter Value

Mesh network size 9–49 nodes

Number of interfaces 2

Distance between grid nodes 100 m (vertical and horizontal)

Channel bandwidth 10 MHz

Propagation loss model Friis

Propagation delay model ConstantSpeed

Packet interval 0.01 s

Packet size 1024 bytes

Error rate model NistErrorRateModel

Mesh routing algorithm OLSR

In comparison, GA is significantly better than both random allocations (between
380% and 1268%) and SA (between 16% and 54% better). While the averages
improve significantly, the standard deviation also reduces significantly so that
the chances of SA or GA producing a substantially worse solution than those
shown here are very low.

The deviations from the average cost values get smaller over time as the
algorithms converge. Regardless of the starting point, different runs start to
converge on similar values, especially in the GA case. Figure 3 shows the cost
of the solutions found by both SA and GA at each iteration averaged over 10
different runs, for different network sizes. For GA the average population costs
for the different runs are averaged. We can observe clearly that GA converges
much quicker than SA. Different runs of GA also converge on solutions that
are closer than SA (as seen by the smaller standard deviations in Table 2. We
can obtain a reasonably good solution using GA within 25 iterations (or even
less) for a 9-node WMN. Even for the larger 16 and 49-node mesh networks,
the solutions within 50 iterations are better than SA after the same number of
iterations. We note, however, that for one iteration of GA, we need to perform
20 runs of the WMN simulation (or perform sampling windows for 20 different
CAs), since there are 20 individuals per population. This sampling window is
the most time-intensive portion of the optimisation. Hence, 1 iteration of GA
is roughly equivalent in time to 20 iterations of SA; so 50 iterations of GA are
equivalent to 1000 iterations of SA in time. Still, within the same amount of
time, we are able to achieve significantly better results with GA than with SA,
although both achieve much better results than CAs.
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Fig. 3. Average cost of all runs of SA and GA (average cost of population) per iteration
compared
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Table 2. Average and standard deviation of cost values for random channel allocations,
SA and GA for 10 runs of each

Random SA GA

Nodes Mean (SD) Mean (SD) Mean (SD)

9 26.0 (±35.8) 3.6 (±1.6) 1.9 (±0.25)

16 28.1 (±35.7) 4.3 (±2.7) 3.6 (±1.0)

49 56.0 (±51.7) 25.4 (±4.9) 11.6 (±5.2)

6 Conclusion

We have presented new methods for channel assignment in wireless mesh net-
works using DSA. Our work is unique in that it considers the realistic measure
of average SINR over the mesh to represent the performance of the channel
assignment in the network, and includes a new method for ensuring the feasi-
bility of the solutions according to each node’s allowed channels and number of
radio interfaces. This method is necessary because different nodes may have dif-
ferent allowed channels. A comparison of different channel allocation algorithms,
i.e., random allocations, Simulated Annealing and Genetic Algorithm, was done
using simulations in ns3. It was found that the metaheuristic algorithms signifi-
cantly improve results over random CAs. In our implementation of the problem,
we observed that GA performs significantly better than SA, with both lower
average cost values, and less variation among final solutions for different runs
with the same parameters.

We plan on extending this study to include other metaheuristic optimisation
methods. Future work will also include extending our study to include aspects
specific to the chosen frequency bands, consider different channel bandwidths
and include other propagation and antenna models.
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Abstract. In this paper, cooperative spectrum sensing (CSS) of dynamic
primary user (PU) is considered in Laplacian noise environment. The
dynamic PU is characterized by its transitions from ON (present) state
to OFF (absent) state and vice-versa. It means, during the entire sens-
ing duration, the PU appears or disappears intermittently. We assume
that each cognitive radio (CR) uses conventional test-statistics such as
energy detection (ED), absolute value cumulation detection (AVCD) and
improved AVCD (i-AVCD). The hard decision from each CR fuses at the
fusion center (FC) according to CSS based on OR rule (CSS-OR), CSS-
AND rule and CSS-majority rule to make a final decision on the appear-
ance or disappearance of the PU. We further consider dynamic nature of
the PU in terms of its arrival rate (θA) and departure rate (θD). We present
performance of the CSS of dynamic PU using receiver operating character-
istic (ROC) and detection probability (PD) versus average signal-to-noise
ratio (SNR), denoted by γ, using Monte Carlo simulations. We conclude
that the CSS-OR rule based spectrum sensing outperforms CSS-majority
rule and CSS-AND rule based spectrum sensing over a wide range of aver-
age SNR, i.e., −10 < γ < 10 dB. We further conclude that CSS-AND
rule is unsuitable for enhancing the detection probability of conventional
sensing schemes. Furthermore, CSS-majority rule outperforms conven-
tional sensing schemes ED, AVCD and i-AVCD beyond γ = −1, − 5 and
−6 dB, respectively.

Keywords: Energy detection · Cooperative spectrum sensing · Fusion
center · Dynamic primary user · Laplacian noise · Detection probability

1 Introduction

In the current era of 5G communication, the world has evolved with the mas-
sive use of Internet of Things (IoT) devices. Progressive and sound technologies
such as cloud computing, big data analytic and wireless communication have
led to the widespread use of bandwidth consuming IoT devices [1]. These IoT
devices exploit huge bandwidth in the existing limited microwave spectrum and
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are extensively used in sectors such as smart manufacturing, smart cities and
cyber-physical systems [2]. In the real time scenario, the prevailing microwave
spectrum is limited. Although, millimeter wave can relieve spectrum scarcity
problem by providing sufficient spectrum, drastic changes in the wireless net-
work are required [3]. Besides the spectrum scarcity problem, the insufficient
or under utilization of existing spectrum is a major concern i.e., large segment
of the spectrum remains unutilized [4]. The unutilized segment of spectrum is
commonly known as spectrum hole [5]. Cognitive radio (CR) is an advanced
futuristic and sophisticated technology which uses three major spectrum uti-
lization model, i.e. interweave model, underlay model and overlay model [6].
Amongst which interweave model is the most popular model and sometimes it
is also known as opportunistic model [7]. In this model, spectrum holes are peri-
odically or continuously monitored by the unlicensed spectrum user, also known
as secondary user (SU), in a way such that licensed user or primary user (PU)
suffers minimum interference [6,7]. The process through which these spectrum
holes are sensed to identify the presence of PU is known as spectrum sensing [8].

In CR, there always exists a trade off between the detection probability of PU
and the throughput, i.e. with increase in sensing samples, detection probability
increases but as a result of no data transmission during sensing period, throughput
decreases [9]. The PU traffic which remains steady or varies slowly with time is an
ideal assumption for the case of static PU. The assumption of static PU can be
well observed in television broadcast and radar systems [10]. On the other hand,
dynamic nature of PU is suitable for PU traffic which varies quickly with time as in
case of wireless medical networks (medical body area network) and wireless local
area network (WLAN) [11]. During the sensing period, the static behaviour of PU
is well documented in [12,13] and dynamic behaviour in [14,16].

Additive white Gaussian noise (AWGN) has been considered in many spectrum
sensing schemes as the noise is assumed to model the thermal noise or Johnson
noise in the receiver [17–19]. However, in the current scenario of multi user com-
munications, multiple access interference (MAI) serves as a dominant noise source
[20]. In such case, AWGN fails to accurately model the MAI. The MAI is modelled
by various noise models such as Laplacian noise model, Gaussian mixture model
(GMM) and Middleton Class A model (MCA) [21]. It has been proved that the
Laplacian noise model precisely models the MAI in time-hopped ultra-wideband
(TH-UWB) wireless communication system under static PU scenario [20,21]. The
CSS, based on majority rule (km out of L rule, where km ≤ L), has been con-
sidered in Laplacian noise environment under the static PU scenario [22]. In [23],
it has been shown that the detection performance of CSS based on Rao detector
(CSS-Rao) is superior to the performance based on classical ED (CSS-ED) in non-
Gaussian noise, which is modelled by Generalized Gaussian distribution (GGD).
In fact, the Laplacian noise and Gaussian distributions are special cases of GGD.

The CSS based on dynamic double threshold energy detection (DDTHED)
was proposed in [24] with circularly symmetric Gaussian noise and in the envi-
ronment of mobile cognitive radio network. It was shown that CSS-DDTHED
outperformed CSS-ED.
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In this paper, we consider the CSS based on dynamic PU in additive Lapla-
cian noise environment. We assume that there are total L number of CRs and
out of which km are active CRs. These km CRs independently sense the pres-
ence of PU by applying test-statistics such as ED [25], absolute value cumulation
detection (AVCD) [26] and improved AVCD (i-AVCD) [27]. Then, All CRs send
their hard decisions via reporting channel to a central controlling center known
as Fusion center (FC). The FC fuses these decisions via different rules such as
‘AND rule’, ‘OR rule’ or ‘majority rule (km out of L rule). The detection prob-
ability and false alarm probability at each active CR are denoted by Pd and Pf ,
respectively. The detection probability and false alarm probability at the FC
are denoted as PD and PF , respectively. Further, we assume that the random
transitions of the PU, i.e. PU’s random arrival and departure, are modelled by
Poisson distribution. Moreover, the random transition time of the PU is modelled
by exponential distribution [15].

The rest of the paper is organised as follows. Section 2 presents the system
model. Section 3 presents performance analysis of the dynamic PU in detail.
Section 4 presents simulation results followed by brief conclusion in Sect. 5.

2 System Model

In the considered dynamic scenario, Ho denotes the hypothesis when PU is
present up to a specified sample ψo and thereafter PU is absent. In a similar
way, H1 denotes the alternate hypothesis when PU is absent up to a specified
sample ψ1 and thereafter PU is present. Thus, the received signals at each of the
L cognitive terminals are expressed as

Ho : yk =
{

sk + wk, k = 1, . . . , ψo

wk, k = ψo + 1, ψo + 2, ψo + 3 . . . , N

H1 : yk =
{

wk, k = 1, . . . , ψ1

sk + wk, k = ψ1 + 1, ψ1 + 2, ψ1 + 3 . . . , N

(1)

where k = 1, 2, 3 . . . , N . The N is the aggregate samples present during the
sensing period. The sk is the unknown PU signal and wk is the Laplacian noise
having mean as 0 and variance as 2b2o. The bo is known as the scale parameter
of the Laplacian noise. Average signal-to-noise ratio (SNR) is well expressed as

γ =
1
N

N∑
k=1

s2k
2b2o

,

where ψo and ψ1 indicate the first level transition points of the PU under
hypotheses Ho and H1 respectively. The random transition (departure) of the
PU occurs between the samples ψo and ψo + 1 while the random transition
(arrival) of the PU occurs between the samples ψ1 and ψ1 + 1. The probability
density function (PDF) of the Laplacian noise is expressed as [22]

fwk
(i) =

1
2bo

exp
(

−|i|
bo

)
. (2)
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Each of the L cognitive terminals then uses ED, AVCD and i-AVCD as test-
statistics to decide the presence or absence of PU. Hard decisions from each CR
are then sent to FC, where they are fused according to specified CSS fusion rule,
i.e., CSS-AND rule, CSS-OR rule and CSS-majority rule. PF and PD at the FC
can be derived as

PF = Prob{H1|Ho} =
L∑

i=km

(
L
i

)
P i

f (1 − Pf )L−i,

PD = Prob{H1|H1} =
L∑

i=km

(
L
i

)
P i

d(1 − Pd)L−i, (3)

where Pf and Pd are false alarm probability and detection probability at each
L cognitive terminal. km denotes the number of active CRs present. km = 1
represents OR rule, km = L represents AND rule and km < L represents majority
rule.

3 Performance Analysis

In this section, we present two subsections. In the first subsection, we present
three different cases of CSS-ED. The first case presents the case static PU as a
special case of dynamic PU while the second and third case being the dynamic
PU random arrival case and random departure case, respectively. In the second
subsection, we presents all the three cases of PU in CSS-i-AVCD. We also discuss
AVCD as a special case of i-AVCD. Further, we derive PD and PF in each of the
considered cases in CSS-ED and CSS-i-AVCD.

3.1 CSS Based on Energy Detection (CSS-ED)

ED is one of the simplest spectrum sensing techniques in the field of cogni-
tive radio. Considering ED as the test-statistic, the likelihood functions under
hypothesis Ho and H1 are expressed as [15]

f(y|sco,Ho) =
1

(2bo)N
exp

⎧⎨
⎩−

ψo∑
k=1

|yk − sk|2
bo

−
N∑

k=ψo+1

|yk|2
bo

⎫⎬
⎭ ,

f(y|sc1,H1) =
1

(2bo)N
exp

⎧⎨
⎩−

ψ1∑
k=1

|yk|2
bo

−
N∑

k=ψ1+1

|yk − sk|2
bo

⎫⎬
⎭ , (4)

where y = [y1, y2, y3 . . . , yN ], sco = [s1, s2, s3 . . . , sψo
] and sc1 =

[sψ1+1, sψ1+2, sψ1+3 . . . , sN ]. As sk is unknown PU signal, it is necessary to omit
it from the likelihood function. Maximum likelihood (ML) estimation of sk is
used for this purpose. It results in
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f(y|ŝc1,H1)
f(y|ŝco,Ho)

=

1
(2bo)N

exp

{
ψ1∑

k=1

− |yk|2
bo

}

1
(2bo)N

exp

{
N∑

k=ψo+1

− |yk|2
bo

} H1

≷
Ho

λo, (5)

where ŝco = [ŝ1, ŝ,ŝ3, . . . , ŝψo] and ŝc1 = [ŝψ1+1, ŝψ1+2, . . . , ŝN ]. ŝk is the ML
estimate of sk which is calculated manually and found to be yk, i.e., ŝk = yk.
At this point, ψo and ψ1 are also unknown and random. Simplifying (5), the
likelihood ratio test can be expressed as

ZED =
N∑

k=ψo+1

|yk|2 −
ψ1∑

k=1

|yk|2
H1

≷
Ho

λ′
o, (6)

where λ′
o = bo ·ln(λo) is the threshold and decision statistic is ZED. It is obtained

using Neyman-Pearson (NP) test. The values of ψo and ψ1 are averaged out
in (6) over their distributions. The detection probability (Pd) and false alarm
probability (Pf ) at each CR are expressed as

Pd = Pr

{
ZED > λ′

o|H1

}
,

Pf = Pr

{
ZED > λ′

o|Ho

}
. (7)

At the FC, hard decisions from each CR using (7) are then forwarded to the
FC. The PD and PF at the FC are derived from (3). If X denotes random
variable signifying PU non-arrival, then its probability mass function (pmf) is
expressed as

f(r; θAT ) = Prob(X = r)

=
exp{−θAT} · {θAT}r

r!
, (8)

where θA denote the PU arrival rate. T is the time interval at which the PU
signal is sampled. r denotes the number of occurrence of events (arrivals) within
time interval T . Here, we assume r = 0. The same case applies when PU ran-
domly departs with θD represents the PU departure rate. Hence, the probabil-
ity with which the PU arrives or departs during sample interval T is given by
1−exp{−θAT} and 1−exp{−θDT}, respectively. The probability of the random
transition of the PU in the ψth

o and ψth
1 sample are expressed as [15]

Prob
{
ψo

}
=

{
1 − exp {−θDT}

}
.

{
exp{−θDT}

}ψo

,

P rob
{
ψ1

}
=

{
1 − exp{−θAT}

}
.

{
exp{−θAT}

}ψ1

, (9)
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where Prob
{
ψo

}
and Prob

{
ψ1

}
are the probability of random departure and

random arrival of the PU, respectively. The three cases of PU are discussed in
the following sections.

(1) Static PU: Static PU signify a low traffic scenario case when ψo = 0 and
ψ1 = 0. Decision statistic at each L CR which use ED as test-statistic in static
scenario is expressed as

ZED(s) =
N∑

k=1

|yk|2
H1

≷
Ho

λED(s) , (10)

where λED(s) is the detection threshold of ED based test statistic ZED(s)

obtained by applying NP test. For large values of N , Central limit theorem
(CLT) is used to approximate the probability density function (PDF) of ZED(s)

as Gaussian with mean ms and variance σ2
s , i.e.,

ZED(s) ∼ N(ms, σ
2
s), (11)

where ms = 2Nb2o and σs = 2
√

5Nb2o. Using (11), λED(s) is expressed as

λED(s) = Q−1
(
Pf

)
σs + ms, (12)

where Q(.) represents the Q-function given by Q(l) = 1√
2π

∫ +∞
l

exp
(
− t2

2

)
dt. At

the FC, PF can be obtained using (3).

(2) Random Transition in Dynamic PU (Arrival Case): The case of
ψo = 0 signifies the absence of PU during the complete duration of sensing
period. However, it also marks the beginning of transmission of the PU. Here, if
we assume ψ1 follows exponential distribution, then using (6) and (9), decision
statistic under this scenario can be obtained as [15,28]

ZED(a) =

N−1∑

ψ1=0

{
1− exp{−θAT}}{

exp{−θAT}}ψ1

[ N∑

k=1

|yk|2 −
ψ1∑

k=1

|yk|2
]

H1
≷
Ho

λED(a)

=

N∑

k=1

{
1− exp{−θATk}

}
|yk|2

H1
≷
Ho

λED(a) , (13)

where λED(a) is the detection threshold of ED based decision statistic ZED(a)

during PU random arrival. In this case, it can be seen that the arrival time of
the PU follows exponential distribution within sensing period. For large values
of N , CLT can be applied so that ZED(a) tends to be Gaussian with mean μAo

and variance σ2
Ao

. Thus, λED(a) is expressed as

λED(a) = Q−1
(
Pf

)
σAo

+ μAo
, (14)
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where μAo
denotes the mean and σ2

Ao
denotes the variance of the decision statistic

ZED(a) obtained in (13) under hypothesis Ho. The expression of μAo
and σ2

Ao

can be derived and expressed as [28]

μAo
= μs

{
N −

(
exp (−θAT )

{
1 − exp (−θATN)

}
1 − exp (−θAT )

)}
,

σ2
Ao

= σ2
s

{
N −

(
exp (−2(θAT + 1))

{
1 − exp (1 − N)

}
1 − exp (−1)

+ exp (−2θAT )

)}
,

(15)

where μs and σ2
s denotes the mean and variance of the decision statistic ZED(s)

which can be obtained from (11). At the FC, PF is obtained using (3).

(3) Random Transition in Dynamic PU (Departure Case): The case of
ψ1 = 0 signifies the presence of PU during the whole sensing period. However, it
also marks the beginning of the last phase of the PU active transmission. Here,
if we assume ψo follows exponential distribution, then using (6) and (9), decision
statistic under this scenario is expressed as

ZED(d) =

N−1∑

ψo=0

{
1− exp{−θDT}}{

exp{−θDT}}ψo

[ N∑

k=1

|yk|2 −
ψo∑

k=1

|yk|2
]

H1
≷
Ho

λED(d)

=

N∑

k=1

{
1− exp{−θDTk}

}
|yk|2

H1
≷
Ho

λED(d) , (16)

where λED(d) is the detection threshold of decision statistic ZED(d) when PU
randomly departs. In this case, it can be seen that the departure time of the
PU follows exponential distribution within sensing period For large values of N ,
by applying CLT, ZED(d) tends to be Gaussian with mean μDo

and variance
σ2

Do
.Thus, λED(d) is expressed as

λED(d) = Q−1
(
Pf

)
σDo

+ μDo
, (17)

where μDo
denote the mean and σ2

Do
denote the variance of the decision statistic

ZED(d) obtained in (16) under hypothesis Ho. The expression of μDo
and σ2

Do

can be derived and expressed as [28]

μDo
= μs

{
N −

(
exp (−θDT )

{
1 − exp (−θDTN)

}
1 − exp (−θDT )

)}
,

σ2
Do

= σ2
s

{
N −

(
exp (−2(θDT + 1))

{
1 − exp (1 − N)

}
1 − exp (−1)

+ exp (−2θDT )

)}
,

(18)

where μs and σ2
s are the mean and variance of the decision statistic ZED(s) which

is from (11). At the FC, PF is obtained using (3).
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3.2 CSS Based on i-AVCD (CSS-i-AVCD)

In the scenario of Laplacian noise, AVCD and i-AVCD are the two actively
used test-statistics. In i-AVCD, received samples at the cognitive terminal are
raised to a positive exponent P in the range 0 < P ≤ 2. Being a special case
of i-AVCD at P = 1, AVCD test-statistic’s corresponding parameters can be
obtained by substituting the value of P = 1 in the expressions obtained for i-
AVCD. Considering i-AVCD as the test-statistic, the likelihood functions under
hypothesis Ho and H1 are expressed as

f(y|sco,Ho) =
1

(2bo)N
exp

⎧⎨
⎩−

ψo∑
k=1

|yk − sk|P
bo

−
N∑

k=ψo+1

|yk|P
bo

⎫⎬
⎭ ,

f(y|sc1,H1) =
1

(2bo)N
exp

⎧⎨
⎩−

ψ1∑
k=1

|yk|P
bo

−
N∑

k=ψ1+1

|yk − sk|P
bo

⎫⎬
⎭ , (19)

As sk is unknown PU signal, it is necessary to omit it from the likelihood func-
tion. Maximum likelihood (ML) estimation of sk is used for this purpose. It
results in

f(y|ŝc1,H1)
f(y|ŝco,Ho)

=

1
(2bo)N

exp

{
ψ1∑

k=1

− |yk|P
bo

}

1
(2bo)N

exp

{
N∑

k=ψo+1

− |yk|P
bo

} H1

≷
Ho

λm, (20)

where ŝco = [ŝ1, ŝ,ŝ3, . . . , ŝψo] and ŝc1 = [ŝψ1+1, ŝψ1+2, . . . , ŝN ]. ŝk is the ML
estimate of sk which is calculated manually and found to be yk, i.e., ŝk = yk.
Simplifying (20), the expression becomes

Zi−AV CD =
N∑

k=ψo+1

|yk|P −
ψ1∑

k=1

|yk|P
H1

≷
Ho

λ′
m, (21)

where λ′
m is the detection threshold of decision statistic Zi−AV CD which is equal

to bo · ln(λm). It is obtained using Neyman-Pearson (NP) test. Detection Prob-
ability (Pd) and false alarm probability (Pf ) at each CR are expressed as

Pd = Pr

{
Zi−AV CD > λ′

m|H1

}
,

Pf = Pr

{
Zi−AV CD > λ′

m|Ho

}
. (22)

At the FC, hard decisions from each CR using (22) are then forwarded to the
FC. The PD and PF at the FC are derived from (3). The probability of the
random transition of the PU in the ψth

o and ψth
1 sample can be derived from (9).
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(1) Static PU: Static PU signify a low traffic scenario case when ψo = 0 and
ψ1 = 0. Decision statistic at each L CR which use i-AVCD as test-statistic in
static scenario is expressed as

Zi−AV CD(s) =
N∑

k=1

|yk|P
H1

≷
Ho

λi−AV CD(s) , (23)

where λi−AV CD(s) is the detection threshold of i-AVCD based test statistic
Zi−AV CD(s) obtained by applying NP test. For large values of N , Central limit
theorem (CLT) is used to approximate the probability density function (PDF)
of Zi−AV CD(s) as Gaussian with mean ms and variance σ2

s , i.e.,

Zi−AV CD(s) ∼ N(μo, σ
2
o), (24)

where μo and σ2
o can be expressed as

μo = bP
o Γ (P + 1)

σ2
o = b2P

o

(
Γ (2P + 1) − Γ 2(P + 1)

)
, (25)

where Γ (v) =
∫ +∞
0

e−ttv−1dt [29]. Using (24), λi−AV CD(s) is expressed as

λi−AV CD(s) = Q−1
(
Pf

)
σo + μo, (26)

where Q(.) represents the Q-function given by Q(l) = 1√
2π

∫ +∞
l

exp
(
− t2

2

)
dt. At

the FC, PF can be obtained using (3).

(2) Random Transition in Dynamic PU (Arrival Case): The case of
ψo = 0 signifies the absence of PU during the complete duration of sensing
period. However, it also marks the beginning of transmission of the PU. Using
(9) and (21), decision statistic under this scenario can be obtained as

Zi−AV CD(a) =
N−1∑
ψ1=0

{
1 − exp{−θAT}}{

exp{−θAT}}ψ1

[ N∑
k=1

|yk|P −
ψ1∑

k=1

|yk|P
]

=
N∑

k=1

{
1 − exp{−θATk}

}
|yk|P

H1

≷
Ho

λi−AV CD(a) , (27)

where λi−AV CD(a) is the detection threshold of i-AVCD based decision statistic
Zi−AV CD(a) during PU random arrival. For large values of N , CLT can be applied
so that Zi−AV CD(a) tends to be Gaussian with mean μAo

and variance σ2
Ao

. Thus,
λi−AV CD(a) is expressed as

λi−AV CD(a) = Q−1
(
Pf

)
σAo

+ μAo
, (28)
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where μAo
denotes the mean and σ2

Ao
denotes the variance of the decision statistic

Zi−AV CD(a) obtained in (27) under hypothesis Ho. The expression of μAo
and

σ2
Ao

can be derived and expressed as

μAo
= μo

{
N −

(
exp (−θAT )

{
1 − exp (−θATN)

}
1 − exp (−θAT )

)}
,

σ2
Ao

= σ2
o

{
N −

(
exp (−2(θAT + 1))

{
1 − exp (1 − N)

}
1 − exp (−1)

+ exp (−2θAT )

)}
,

(29)

where μo and σ2
o denotes the mean and variance of the decision statistic

Zi−AV CD(s) which can be obtained from (24). At the FC, PF is obtained using
(3).

(3) Random Transition in Dynamic PU (Departure Case): The case of
ψ1 = 0 signifies the presence of PU during the whole sensing period. However, it
also marks the beginning of the last phase of the PU active transmission. Using
(9) and (21), decision statistic under this scenario is expressed as

Zi−AV CD(d) =
N−1∑
ψo=0

{
1 − exp{−θDT}}{

exp{−θDT}}ψo

[ N∑
k=1

|yk|P −
ψo∑

k=1

|yk|P
]

=
N∑

k=1

{
1 − exp{−θDTk}

}
|yk|P

H1

≷
Ho

λi−AV CD(d) , (30)

where λi−AV CD(d) is the detection threshold of decision statistic Zi−AV CD(d)

when PU randomly departs. For large values of N , by applying CLT, Zi−AV CD(d)

tends to be Gaussian with mean μDo
and variance σ2

Do
.Thus, λi−AV CD(d) is

expressed as

λi−AV CD(d) = Q−1
(
Pf

)
σDo

+ μDo
, (31)

where μDo
denote the mean and σ2

Do
denote the variance of the decision statistic

Zi−AV CD(d) obtained in (30) under hypothesis Ho. The expression of μDo
and

σ2
Do

can be derived and expressed as

μDo
= μo

{
N −

(
exp (−θDT )

{
1 − exp (−θDTN)

}
1 − exp (−θDT )

)}
,

σ2
Do

= σ2
o

{
N −

(
exp (−2(θDT + 1))

{
1 − exp (1 − N)

}
1 − exp (−1)

+ exp (−2θDT )

)}
,

(32)

where μo and σ2
o are the mean and variance of the decision statistic Zi−AV CD(s)

which is obtained from (24). At the FC, PF is obtained using (3).



Cooperative Spectrum Sensing with Dynamic PU in Laplacian Noise 87

4 Results

In this section, performance of the CSS in dynamic PU environment with addi-
tive Laplacian noise is presented in terms of receiver operating characteristic
(ROC) and PD vs. γ using Monte Carlo simulations. The values of ψo and ψ1

are taken to be 10 and 15 respectively. For static PU environment, ψo = 0 and
ψ1 = 0. Similarly, for random transitions of the PU, i.e., in dynamic environ-
ment, both are less than N . We have used constant value of P = 0.8 throughout
our simulation results as it is known that the detection performance of i-AVCD
improves with decrease in the value of P and vice-versa in the presence of Lapla-
cian noise. Further, the value of N is also assumed to be constant at N = 50 as
detection performance improves with increase in the value of N and vice-versa.
The value of bo is assumed to be 1 throughout our simulation result.

Figure 1 shows the ROC comparison of conventional i-AVCD with CSS-OR
in case when there is random transition of the PU. The values of θAT , θDT are
assumed to be 10 and 0.1. N is assumed to be 50 and γ = −2 dB. It is observed
that the performance in the dynamic scenario outperforms the performance in
the static scenario for θAT = 10 while the same is not true for θAT = 0.1. We
have further observed that the performance of CSS-OR based on test-statistic
i-AVCD is better than the performance achieved with conventional i-AVCD.
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Fig. 1. Comparison of ROC plots for i-AVCD based on conventional scheme and CSS-
OR fusion scheme with N = 50, γ = −2 dB, θAT = 10 and θDT = 0.1.
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Fig. 2. Comparison of ROC plots for AVCD based on conventional scheme and CSS-
OR fusion scheme with N = 50, γ = −2 dB, θAT = 10 and θDT = 0.1
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Fig. 3. Comparison of ROC plots for ED based on conventional scheme and CSS-OR
scheme with N = 50, γ = −2 dB, θAT = 10 and θDT = 0.1
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Fig. 4. PD vs γ comparison of conventional and CSS-OR based test-statistic at N = 50,
P = 0.8 and PF = 0.1 when PU randomly arrives or departs.
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Fig. 5. PD vs γ comparison of conventional and CSS-majority based test-statistic at
N = 50, P = 0.8, km = 2, L = 3 and PF = 0.1 when PU randomly arrives or departs.
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Figure 2 shows the ROC comparison of conventional AVCD with CSS-OR
based AVCD. The values of θAT , θDT are assumed to be 10 and 0.1. N is
assumed to be 50 and γ = −2 dB. It can be seen that the detection performance
in the dynamic PU case outperforms the case of static PU for θAT = 10. We have
further observed that the performance of AVCD based on CSS-OR improves over
conventional AVCD.
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Fig. 6. PD vs γ comparison of conventional and CSS-AND based test-statistic at N =
50, P = 0.8 and PF = 0.1 when PU randomly arrives or departs.

Similarly, Fig. 3 shows the ROC comparison of conventional ED with CSS-
OR based ED. The values of θAT , θDT are assumed to be 10 and 0.1. N is
assumed to be 50 and γ = −2 dB. It is observed that the performance in the
dynamic scenario is better than the performance in the case of static PU. We
have further observed that the performance of CSS-OR based on ED improves
over the performance achieved with conventional ED.

In Fig. 4, we represent detection performance of CSS-OR based on i-AVCD,
AVCD and ED based test-statistic for θAT , θDT = 1 with P = 0.8, N = 50
and γ ranges from −10 to 10 dB with an interval of 0.5 dB. We have observed
that the detection probability improves in case of CSS-OR scheme over that of
conventional scheme.

Figure 5 represents detection performance of CSS-majority (km = 2 out of
L = 3 CRs) based on i-AVCD, AVCD and ED test-statistic for θAT , θDT = 1
with P = 0.8, N = 50 and γ ranges from −10 to 10 dB with an interval of 0.5
dB. Here, we have observed that for a specified low range of SNR, conventional
scheme perform better while for a specified high range of SNR, CSS-majority
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based test-statistic perform better. CSS-majority scheme outperform conven-
tional ED, AVCD and i-AVCD beyond −1,−5,−6 dB, respectively.

In Fig. 6, we represent detection performance of CSS-AND based on i-AVCD,
AVCD and ED based test-statistic for θAT , θDT = 1 with P = 0.8, N = 50 and
γ ranges from −10 to 10 dB with an interval of 0.5 dB. Here, we have observed
that for the considered wide range of SNR, conventional scheme performs better
than CSS-AND scheme.

5 Conclusion

In this paper, we considered the CSS scheme over the conventional sensing
schemes such as ED, AVCD and i-AVCD in the additive Laplacian noise environ-
ment. Further, we considered the dynamic nature of primary user in terms of θAT
and/or θDT assuming its random transition within the sensing interval. We pre-
sented the detection performance of the considered spectrum sensing schemes
using simulations in terms of receiver operating characteristics and detection
probability versus average SNR. We conclude that CSS-OR scheme outperforms
conventional sensing schemes over a wide SNR range of −10 < γ < 10 dB. It is
because, in CSS-OR rule, there exists at least one CR which have local decision
based on hypothesis H1. Hence, CSS-OR rule is much reserved to let CRs access
the licensed band. Also, interference caused to the PU is minimized drastically.
Conventional scheme outperforms CSS-AND scheme over the considered SNR
range. Hence, we conclude that CSS-AND scheme is unsuitable for enhancing
the detection probability of conventional schemes unlike that in the case of Gaus-
sian noise. Further, we also conclude that CSS-majority scheme outperforms the
conventional schemes beyond specified values of SNR which is −1,−5,−6 dB,
respectively, for ED, AVCD and i-AVCD.
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Abstract. Wireless communication research has recently expanded to address
the use of 5G in enterprise application, which has led to the introduction of local
private industrial networks. At the same time, the use of wireless communication
services offshore has increased both in improving the productivity of the
incumbent oil and gas segment, and particularly in enabling sustainable wind-
mill park implementations. These developments call for novel, flexible and
scalable spectrum management models to meet the operational requirements of
these critical infrastructure verticals. This paper investigates spectrum man-
agement approaches and regulatory decisions for private mobile industrial
communication networks for the offshore applications. The findings indicate that
in offshore areas where significant natural resources, such as oil have been
utilized, the regulators have defined mechanisms to make spectrum available
while the regulation varies between countries. Traditionally, the regulators have
been oriented towards public mobile networks and their service areas have been
land oriented. The basis for the jurisdiction for offshore deployments is very
different, and also the radio environment at sea differs significantly from that on
land which calls for new authorization mechanisms and coordination approa-
ches, and different technical requirements.

Keywords: Cognitive radio � Private networks � Offshore � Radio access �
Radio spectrum administration � Radio spectrum management � Spectrum
sharing � 5G mobile communication

1 Introduction

Wireless solutions are increasingly targeting to digitalize different sectors of society,
especially through the use of 5G. To help the different verticals in serving of their end
users, the concept of local micro-operators was introduced to 4G discussions way
before the 5G spectrum awarding decisions were made [1]. As a result, private
industrial networks have emerged, and local spectrum licenses have been made
available for them. Ever-expanding variety of frequencies allocated to wireless com-
munication from sub-giga Hertz to mm-wave spectrum bands with novel local
requirements of verticals industrial use cases have fragmented spectrum regulation [2].
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Traditional long-term spectrum assignments with nationwide coverage obligation are
being complemented with local licensing [3], shared spectrum access [4–6] and license-
exempt access [7], which signifies a transformation in spectrum administration and
management for mobile communication networks. The 3.5 GHz citizens broadband
radio service (CBRS) system in the US [5] and licensed shared access (LSA) [6]
managed spectrum sharing concept in Europe were found to extend business models
towards locality [8] and openness [9]. Furthermore, studies on the valuation of spec-
trum [2] and spectrum pricing models [3] in the context of private local networks found
the spectrum sharing concepts as essential enablers in the spectrum regulation.
Assessment of spectrum management requirements [7], approaches to private industrial
networks was addressed in [10], and the feasibility of the CBRS concept in [11].
Vuojala et al. [12] reviewed different spectrum access options to meet the 5G vertical
sectors’ requirements and urged regulators to make versatile spectrum access options
available to boost vertical network service provider businesses. A recent study [13]
describes a coordinated space, terrestrial and ocean network architecture and discusses
related spectrum management challenges.

To the authors’ knowledge, this is the first paper assessing the applicability of
recent spectrum management approaches in the context of private offshore industrial
5G mobile networks. The focus is on private networks deployed at sea for installations
such as oil platforms or wind farms. The rest of this paper is organized as follows.
Section 2 presents an overview of spectrum management approaches, and Sect. 3
presents the use cases for offshore communications, an overview of offshore spectrum
requirements and the regulation for offshore private wireless networks. Section 4
introduces the state of the art of offshore spectrum management approaches globally,
and Sect. 5 discusses their applicability for offshore applications. Finally, suggestions
for future research and conclusions are provided in Sect. 6.

2 Overview of Spectrum Management Approaches

Spectrum management generally aims at maximizing the value of spectrum by allo-
cating spectrum bands among different radio communication services and assigning
related spectrum access rights. Here, we consider three types of spectrum management
approaches: administrative allocation, market-based mechanisms, and the unlicensed
commons approach, especially from the viewpoint of offshore private industrial net-
works [2].

Administrative allocation is a method for regulators to decide themselves through
their own criteria who gets spectrum access rights. Examples include beauty contests or
direct awards. Typically, rules are created to minimize harmful interference between
different users. Several countries have introduced local licenses that allow different
stakeholders to establish local private networks and award them through administrative
allocation, for example on first come first serve basis. In market-based mechanisms the
regulator relies on market forces to define who gets the spectrum access rights. Typ-
ically, auctions are used by the regulators to assign spectrum access rights to deploy
cellular mobile communication networks in many countries. Additionally, the right to
sell or lease the rights of use is a form of market-based mechanisms where the licensee
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can allow another stakeholder to use the band or part of the band, depending on the
licensing agreement terms. For example, in Europe, licenses awarded through auctions
for mobile communication networks come with this right, which would allow different
stakeholders to gain access to spectrum locally on a mobile network operator
(MNO) band if they reach a commercial agreement. The unlicensed commons approach
is based on spectrum sharing and allows several systems to access the same spectrum
band under pre-defined rules and conditions, typically on maximum transmission
power and duty cycle. Often the transmission power limits set the operational area to be
local. Thus, local networks could also be established in these bands, but without
guarantees for the service quality as the band is often shared with an unlimited number
of systems.

3 Offshore Private Industrial Networks

This chapter introduces offshore applications and discusses their implication to spec-
trum requirements and regulation.

3.1 Applications and Use Cases

Trustworthy communication is essential for the critical offshore infrastructure appli-
cations and services characterized by remoteness, harsh sea conditions, strong and
unpredictable winds, extreme temperatures, and distance from the shore. Traditional oil
and gas industry is exploring ways to improve productivity and reduce costs through
digital automation leveraging technologies such as Internet of things (IoT), machine
learning (ML), robotics and 5G. 5G connectivity platforms add value by providing
reliable and secure ultra-high speed low latency connectivity between drilling sites,
service vessels, and offshore platforms. Compared to “voice only” dedicated satellite
link technology widely utilized today, 5G can provide substantial cost savings [14].
While the global offshore oil and gas market has flattened out, the offshore windmill
market is set to expand significantly over the next decades matching investments in
gas- and coal-fired capacity over the same period [15]. Reinforced by the sustainability
development goals and the lower cost technology innovations, the capacity of offshore
windmill farms is projected to increase fifteen-fold to 2040, becoming a $1 trillion
industry. Trustworthy and reliable high speed broadband connectivity is essential to
enable digital automation beyond current supervisory control and data acquisition
(SCADA) capabilities [16] and further to trigger growth as expected. Key offshore
applications and use cases utilizing 5G-ACIA categorization [17] consist of employee
voice and video group communications, as well as broadband data for safety, pro-
ductivity and general corporate services; campus area connectivity for fixed-position or
mobile devices such as drives, robots, machines, sensors, actuators, screen terminals,
and other interacting systems; remote monitoring, surveillance and awareness analytics
for process automation via IoT sensors, high definition video, thermal and radar;
remote control-to-control communication for autonomous devices that normally
interact with their local controller and only need remote communication occasionally or
for maintenance; remote control and management of mobile robots and automated
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guided vehicles (AGVs) such as drones, cranes and robot arms; closed-loop control of
interacting components within a control loop, such as sensors, actuators and control
units for process automation, and service operation vessel (SOV) services on-site,
roaming to land mobile network. These applications set distinct technical requirements
for reliability and availability, security, end-to-end (e2e) latency, quality diagnostics,
and network privacy and isolation.

3.2 Spectrum Requirements

Building on the above-mentioned applications and use cases, we will next define high
level spectrum requirements for private offshore networks. The use of harmonized
bands, e.g. 3GPP defined bands, provides economies of scale through existing device
ecosystem. Therefore, their use is also desirable for the considered offshore operations.
The spectrum assignments should include wide enough bandwidths for parallel
wideband applications. As many of the applications are related to safety and critical
reliability services, guaranteed spectrum availability and protection from harmful
interference are required. Both indoor and outdoor coverage is typically required, as
well as mobility around the facility. Transmit power levels allowing for outdoor
coverage are needed, as well as flexibility of the uplink/downlink (UL/DL) ratio that
enables capacity flexibility for various applications. Individual authorizations, i.e.
licensing, are the preferred authorization method, and license application submission
should be possible any time. The authorization duration should facilitate regulatory
certainty and flexibility within the expected facility lifetime. The license fees should be
known in advance and affordable industry grade pricing is preferred. Table 1 sum-
marizes the identified high level spectrum requirements for offshore private networks.

Table 1. Spectrum requirements for offshore private networks

Private offshore network preference

Band type Harmonized for the scale and device ecosystem, low to medium
frequencies for wide area coverage

Bandwidth Support for multiple wideband applications
Availability Guaranteed full time availability
Interference protection Exclusive, protected band preferred
Sharing conditions Static, pre-defined conditions, locally exclusive coverage
Mobility Support for employee, machine and SOV mobility
Location and coverage
area

Local outdoor (farm/rig wide) and indoor (service platform)
coverage. One or multiple areas. Coverage for SOV service

Transmit power High output power outdoors
UL/DL ratio Flexible, uplink orientated
Authorization method Individually authorized, application possible any time, time-to-

deployment critical
Authorization duration Flexible and renewable. In line with typically long facility life cycle

and varying service contracts
Cost/pricing Known, stable and affordable industrial license fee
Regulatory certainty High, beyond authorization duration
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3.3 Offshore Spectrum Regulation

Traditionally, offshore radiocommunication has comprised of UHF and VHF radio
services focused on safety issues, such as on monitoring radio frequencies for distress
messages and broadcasting of weather warnings. The emergence of cellular commu-
nications created new opportunities at sea, especially close to the shore. The United
Nations Convention on the Law of Sea (UNCLOS) defines the maritime zones from the
shore towards the sea and the rights of the states within those zones [18] as illustrated
in Fig. 1. Individual states have sovereign rights to regulate spectrum use within their
territories, including the territorial waters. Terrestrial mobile networks are typically
authorized to provide coverage over the land area, but also, depending on the country
and the band, in many cases, towards the sea. The Radio Regulations (RR) of the ITU-
R define the global framework for utilization of specific frequencies for specific pur-
poses globally, regionally or per country [19]. Border coordination is dealt by bilateral
agreements between the countries including border coordination towards the sea. There
is a need to ensure the offshore usage of spectrum for the required services, while the
creation of harmful interference by offshore applications towards the land-based
spectrum usage must be avoided.

As an overall rule, based on UNCLOS, spectrum use within the territorial waters,
reaching 12 nautical miles (NM) from the baseline, i.e., the low water line of the coast,
falls into the jurisdiction of the state by the sea and is therefore regulated by the
national authorities. Spectrum use outside the terrestrial waters is generally outside of
the national jurisdiction. This has an impact on private mobile networks on board
vessels. On-board networks operating on 3GPP bands are authorized by the flag state,
and the networks can be used in international waters, in the “high seas”, as long as they
operate in accordance with the applicable provisions of the RR. When the vessel enters
the territorial waters, unless the system use is specifically authorized by the local
authorities, the on-board mobile system must be switched off to avoid harmful inter-
ference to local terrestrial mobile networks, as shown in Fig. 2. The crew and the

Baseline

Territorial sea

Contiguous zone
Exclusive Economic zone

Continental shelf

International waters

12 NM

200 NM
24 NM

The High Seas

Fig. 1. Maritime zones (1 NM = 1852 m).
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passengers should get then connected to the local terrestrial mobile networks. Similar
operational restrictions do not apply to on-board Radio LAN or other networks oper-
ating on license exempt bands.

There are specific cases, where the deployment and operation of networks beyond
the territorial waters is to be authorized by the national authorities. The countries have
sovereign rights to utilize the water column and the continental shelf within their
Exclusive Economic Zone (EEZ) extending up to 200 NM from the baseline. These
rights include, e.g. fishing and utilization of wind and oil. Furthermore, beyond the
EEZ the countries have the sovereign rights to utilize the continental shelf. Due to these
rights, several countries are regulating the spectrum use of installations and devices
related to petroleum activities or to utilization of renewable energy resources within
their EEZ or ever further on the continental shelf, as illustrated in Fig. 2. This is the
case for example on the North Sea, where the surrounding states authorize mobile
spectrum use within their “sectors”, i.e. portions of the North Sea dedicated as their
EEZs. Due to oil drilling at the North Sea, there is a need for wireless and mobile
communications on oil platforms and vessels. Depending on which sector this takes
place, the corresponding country can authorize spectrum use within the sector, ensuring
that there is no harmful interference to the mobile networks using the same bands at
shore or in the neighboring sectors. For example, the regulators of Norway, Germany,
Denmark, and the Netherlands have agreed on the coordination measures, which
include maximum field strength limits and coordinated use of preferential Physical
Cell-layer Identifiers (for LTE, 5G) and Scrambling Codes (for 3G) [20].

Operational
reqs for LTE
on vessels

Baseline

Land

Up to
350 NM/
650 km

12 NM/
22 km

Sea level
Bottom of the sea

High SeasInternational waters

On-board LTE System off

Offshore license
coverage area

On-board LTE System on

Authorized
service area of
terrestrial mobile

networks
National
authority

Territorial waters

Continental Shelf (Seabed)

Fig. 2. Authorizations and operational rules depend on distance from baseline.
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4 Spectrum Management Approaches for Offshore Private
Industrial Networks

Next, we analyze spectrum management approaches for offshore operations and par-
ticularly private industrial networks in different places. Selected regional and national
offshore spectrum regulatory frameworks from the UK, Norway, Germany, the US, and
Finland, together with the European regional offshore framework are introduced. Those
countries have defined novel frameworks due to the required offshore use of fre-
quencies. Moreover, Mexico, Brazil and several African countries are in the process of
defining their offshore regulatory frameworks. The role of satellite in offshore radio-
communications is also addressed.

4.1 UK Offshore Licenses

Supporting the utilization of natural resources and the related activities within the
British sector of the North Sea, the UK regulator Ofcom issues spectrum access off-
shore mobile licenses [21]. They are granted only to areas that are not covered by the
rights of existing mobile network operators, i.e. areas outside of the 12 NM limit. Such
licenses can cover the most common mobile bands of 800 MHz, 900 MHz, 1800 MHz,
2100 MHz, 2.3 GHz, and 3.4 GHz. There is no restriction on the number of licenses,
and none of the licenses will be technically coordinated by Ofcom. However, the
licenses for the 2.3 GHz and 3.4 GHz bands need to be coordinated with the Ministry
of Defense. There is an administrative fee of 5000 £/every 5 years for the license. The
offshore license authorizes use of spectrum on a non-protection/non-interference basis.
The licensees need to coordinate between themselves to resolve any emerging inter-
ference problems. The emissions must meet at the UK coast the transmission levels
defined by Ofcom, and in the borders of the UK EEZ the coordination agreements with
the neighboring states when the systems are deployed.

4.2 Norwegian Offshore Licenses

In 2019, the Norwegian regulator Nkom announced that it makes available spectrum
for offshore use in the 900 MHz and 700 MHz bands with updated regulation. The
bandwidths were 2 � 5 MHz and 2 � 10 MHz. As the demand exceeded the supply,
the spectrum was auctioned. There were 4 participants, and spectrum was awarded to
three companies. The prices paid by each licensee ranged from 92 k€ to 120 k€. The
auctioned spectrum can be traded or leased, which can be an opportunity for deploy-
ment on new offshore networks. 70 km was used as a coordination distance between
the land-based networks and the offshore spectrum use, but the rules allow other
arrangements, if so agreed between the land based and offshore license holders. In late
2020, the Nkom offered further 2 � 5 MHz from both bands based on applications to
be used at facilities in connection with petroleum activities on the continental shelf, on
Norwegian ships, and at facilities for utilization of renewable energy resources at sea
[22]. Coordination with neighboring countries is carried out by Nkom and based on
international coordination values for field strength. The licenses will be valid until end
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of 2033. The annual license fee for 2020 is approximately 13500 € per 5 MHz duplex
block. If the demand will exceed the supply, auctions will be arranged.

4.3 Local Licensing in Germany

The German regulator BNetzA issues licenses for local use of the 3.7–3.8 GHz band
within Germany [23], and the same regulation applies to offshore areas within the
German Exclusive Economic Zone EEZ. The frequencies 3.7–3.8 GHz are available
for local broadband networks at sea and can be applied for via the standard application
process. The deployment areas can be defined by the applicants and the regulator
performs the compatibility calculations for protection of incumbents. The neighboring
operators are requested to coordinate between the networks. For border coordination,
the maximum allowed field strength at the border is 32 dBµV/m/5 MHz at a height of
3 m. In the Baltic Sea, the border is the dividing line between the exclusive economic
zones of the countries. The bandwidth can be a multiple of 10 MHz. The license period
is 10 years and there is an annual fee, depending on the used bandwidth, requested
license duration and the deployment area. The eligibility to apply for frequencies in the
3.7–3.8 GHz range is connected to the ownership of a piece of land or any other right
to use the land, therefore the Federal Maritime and Hydrographic Agency (BSH) may
have to approve the use of the frequency at sea.

The 26 GHz band is also available for locally deployed, licensed broadband net-
works, both for mobile network operators (MNOs) and other entities including
industry. The licensing conditions are rather similar to those of the 3.7 GHz band.
Assuming that the band can be used also offshore, it can provide sufficient bandwidth
for future industrial offshore applications.

4.4 US Offshore Regulation

The US regulator FCC authorizes spectrum use within the territory of the United States,
usually not covering the sea. In general, the FCC rulings do not address offshore
spectrum use and there are no mechanisms for offshore authorizations. However, the
FCC regulates spectrum use within their side of the Gulf of Mexico (GoM): there are
specific service areas covering the gulf area, reaching outside of the 12 NM from the
baseline down to the southern edge of the continental shelf. This applies to spectrum
bands for several services, for example to use of the AWS bands [24]. Usage for any
application is allowed and not only for those related to the utilization of natural
resources of the continental shelf. The 1.7/2.1 GHz AWS band can offer room only for
2 � 5 or 2 � 10 MHz bandwidths. Spectrum for private networks in the GoM area has
to be acquired from the secondary market, and the cost may be high, as the licensee had
to buy the spectrum from an auction. On the other hand, the access will be dedicated. In
the US, the CBRS band, 3550–3700 MHz is available for private LTE and 5G net-
works, but it cannot be used airborne or at sea, due to the requirement for naval
incumbent protection [5].
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4.5 Mobile Network Coverage on the Gulf of Finland

Mutual agreements between coastal states can override the generic geographical lim-
itations of frequency use and the mobile network coverage. The coverage of the Finnish
700 MHz band is allowed to reach near the Estonian coast, and the Estonian coverage
is allowed to reach near the Finnish coast, spanning both ways over the narrow
international area between the two countries [25]. Similar agreements exist between
Finland and Sweden over the Gulf of Bothnia, as well as between Finland and Russia in
the eastern part of the Gulf of Finland for the use of the 700 MHz band. The coor-
dination agreement facilitates a continuous mobile network connection on board boats
and ferries traveling at sea between Finland and the neighboring countries. Such net-
work coverage would be usable by SOVs, but for the actual private network, a separate
and preferably a dedicated band would need to be made available. In Finland, 20 MHz
from the 2.3 GHz band is available for local private deployments, and spectrum from
all auctioned bands can be leased to 3rd parties. The license conditions for the 3.5 GHz
band require that unused spectrum resources are made available for third parties, which
could be owners of private networks. Spectrum from the 26 GHz band was auctioned
recently for public mobile use, and the sub-band 24.25–25.1 GHz is reserved for
local/private 5G networks. Availability of the band for offshore use will depend on the
final regulation.

4.6 EU Regulation for Visiting Vessels

The mobile communication systems on board vessels (MCV) must usually be switched
off within the territorial waters, i.e. closer than 12 NM from shore, to avoid causing
harmful interference to land based networks as depicted in Fig. 2. In Europe, the
EU/CEPT regulation allows the visiting vessels to use certain 3G and 4G frequencies
down to distance of 2 or 4 NM from the shore under specific technical and operational
restrictions [26–28]. Conditions for 5G are being considered. For LTE systems using
the 1800 MHz or 2.6 GHz bands the rules are: between 0 and 4 NM (0–7.4 km) from
the baseline the on board LTE system shall be off, between 4 and 12 NM (7.4–22 km)
from the baseline the LTE system outdoor antennas shall be off and the maximum UE
transmission power is limited to 0 dBm, and for distances between 12 and 41 NM (22–
76 km) from the baseline the EU recommends that the UE transmit power would be
restricted to a defined, distance-depending value [29]. There are also other technical
and operational requirements that apply. This regulation provides an opportunity for
SOVs to communicate in the area of offshore facilities and towards the shore down to a
distance of 2 or 4 nm, from where there is a possibility to roam to land based public
networks. MCV’s operating under this regulation may cause interference to offshore
operations within territorial waters if they use the same frequencies. Similar regulation
is adopted also outside of Europe, e.g. by the UAE [30].

4.7 Role of Satellite

Fixed and mobile satellite services have an important role in offshore communications.
Backhaul connections for vessels and offshore platforms which are not within the
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coverage of terrestrial fixed links, mobile systems or underwater cables must be
implemented through satellites. Several companies and international organizations such
as Inmarsat, Intelsat and Eutelsat provide such services. Furthermore, there are mobile
satellite systems (MSS) such as Globalstar and Echostar that offer connectivity.
The MSS systems can have a terrestrial network as a component of the overall system:
a Complementary Ground Component (CGC) or Ancillary Terrestrial Component
(ATC). The use of a MSS system, and especially the use of the associated ground
component requires an individual authorization from the national regulatory authority.
Both MSS systems have been authorized by a number of countries, Globalstar by the
US, Canada [31], two other American countries and six African countries, Echostar
satellite component by the EU [32] and its CGC by a few European countries.
The MSS systems can provide connectivity over the whole country, not only over the
land-based area, but also over the territorial sea and beyond. A private LTE network
could be used as part of the CGC or ATC. The capacity of the MSS systems is limited
as the available bandwidth is typically not more than 10 MHz. The pricing is deter-
mined by the MSS provider.

5 Discussion on Spectrum Options

The regulation for offshore spectrum use is highly fragmented between countries as
analyzed in Sect. 4. The consideration of spectrum options for the specific vertical use
cases is of utmost importance in making the wide-spread use of mobile communication
technology a reality for vertical usage. The 4G and 5G networks are typically autho-
rized and deployed to provide coverage over the land areas, but in some countries the
authorizations can extend over the territorial waters or even further. In areas where
significant natural resources, such as oil are exploited, some regulators have defined
regulatory mechanisms to make spectrum available for offshore use.

The level of regulatory radio environment coordination varies between no coor-
dination, and coordination towards the incumbents. Typically, resolving harmful
interference between the offshore licensees is left to the licensees; that is the case in the
UK and Germany. In the UK, the license is issued on non-protection/non-interference
basis.

In the previous examples the available bands are all harmonized 3GPP bands. The
available bandwidth can be wide, several tens of MHz’s, in the UK and Germany,
while the Norwegian 700 MHz and 900 MHz bands offer bandwidths that can only
support voice and basic data. The same applies to the US, where the cellular bands can
be utilized through a secondary market. For example, the AWS band, 3GPP band 4,
available in the Gulf of Mexico can offer only limited bandwidths, i.e. 2 � 5 MHz, or
2 � 10 MHz. In Finland, the band 40 can allow access to the full 20 MHz sub-band,
but even this will not allow for several parallel wideband services. The release of the
26 GHz band can provide wide bandwidths, as the total amount of spectrum in the
band is 850 MHz. The EU regulation for MCV has been based on usage of voice-
oriented services and simple data, which can be supported by the designated bands. The
analyzed available carrier frequencies and bandwidths and related interference
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coordination mechanisms vary a great deal between countries, making it a highly case-
specific decision to for connectivity in offshore operations.

None of the presented local licensing examples can offer guaranteed spectrum
availability, although in Norway, Germany, US, and Finland the bands are dedicated to
the licensees and in Germany available only in a defined, authorized local area. In
Europe, the visiting ships can use any regionally allocated mobile band in the inter-
national waters but within the territorial waters only specific bands defined under the
EU/CEPT regulation. The sharing conditions for offshore use are defined by the reg-
ulator, and thus known beforehand.

Mobility within and around the offshore network deployment is not restricted in the
example cases, though a possible field strength limit at the edge of the coverage area
must be considered. This can have a significant impact on the possible transmit power,
especially if the transmitter is several meters above the sea level, e.g. on oil platform.
The UL/DL ratio can be changed in the TDD bands, which are available in the UK,
Finland, and Germany. In case there are networks operating in the same band in
adjacent locations, synchronization between TDD networks could be beneficial as the
regulation allows in some cases, like within the North Sea, higher maximum field
strengths at the borderline if the networks are synchronized. The decision on actual
synchronization is left to the licensees.

A wide range of authorization methods is used: the UK has no restriction on the
number of authorizations (all-come-all-served), Norway has used auctions in case the
demand exceeds the supply, Germany uses administrative authorization, in the US and
Finland the access is based on secondary markets. The authorization duration is rela-
tively long in all cases. The duration in the US and Finland depends on the duration of
the license of the lessor. The EU regulation is valid on a permanent basis, like the UK
Offshore licenses. The pricing is based on a fee in the UK, Germany, and Norway. But
in case of high demand Norway uses an auction for awarding the licenses. The pricing
for spectrum leasing depends on negotiations with the licensee, that is the case with
examples from the US and Finland.

Satellite connections can have a significant role in providing the backhaul con-
nection between the offshore network and the shore. In addition, 4G or 5G based
ground component network of an MSS system could act as an offshore private network.
The band for the ground component would be a 3GPP band, spectrum assignment
would be dedicated, and its availability guaranteed, but the bandwidth in the MSS
bands would be limited.

6 Conclusions

The use of 5G to serve vertical sectors’ specific needs has gained increasing attention
while the actual deployment of private industrial networks involves a number of
spectrum regulation challenges. These challenges further depend on the vertical sector
in question. Regarding offshore private networks, globally only a few countries have so
far introduced offshore regulatory frameworks. Mainly countries, where offshore oil
drilling takes place, have defined their regulatory frameworks and the related autho-
rization mechanisms. Additional demand for such regulation is emerging when offshore
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wind farms are being deployed worldwide in new countries. One challenge for the
regulators is the fact that traditionally the mobile communications has been very much
oriented towards public mobile networks and their service areas have been land ori-
ented. This challenge appears more widely in the use of mobile communication
technology for vertical specific service delivery and needs to be thoroughly addressed.
In the specific case of offshore deployments, the basis for the jurisdiction is very
different, and also the radio environment at sea differs significantly from that on land
which calls for new authorization mechanisms, coordination approaches and different
technical requirements. Many of the spectrum preferences for offshore use are still
partly or fully similar to the requirements of locally deployed terrestrial industrial
networks, e.g. requirement for harmonized bands, guaranteed spectrum availability,
protection from harmful interference, wide bandwidths, application based assignment,
fee based costs, etc. Therefore, it would be very beneficial, if the ITU-R or the regional
organizations such as the CEPT in Europe could define a common basis for offshore
spectrum requirements, taking into account the specific radio environment and if the
regional organizations would provide guidance on suitable authorization mechanisms
and frameworks in support of individual regulators facilitating offshore radio com-
munication. The common basis and guidance should take into account the ongoing
regulatory trend to reserve spectrum for land based industrial local use. Expanding
local licensing and spectrum sharing to sea could be a viable basis, especially when
realizing the specific nature of offshore operations – the physical locations of these
connectivity solutions are often away from other spectrum usage, which makes inter-
ference coordination more viable.
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Abstract. In this work, the performance of an eigenvalue-based coop-
erative spectrum sensing for multiuser multiple-input multiple-output
(MIMO) cognitive radio networks is investigated under a correlated fad-
ing scenario. The secondary user (SU) is modeled as a MIMO system
to detect the presence of primary user signal under incomplete channel
state information (CSI) and Rayleigh faded channel model. At each SU,
an energy detector is used to obtain the local decision statistic. Next,
SU’s local decision is sent to the fusion center (FC) via numerous trans-
mit antennas in order to get the transmitting diversity gain to combat
the hidden node problem. Further, FC received the local decision statistic
with multiple antennas under Racine faded correlated channel with per-
fect CSI. Finally, a global decision is made at FC based on an eigenvalue-
based detection algorithm. The closed-form expression for the detection
probabilities is derived at both SUs and FC. A simulation study shows
that the target detection probability Pd ≥ 0.95 is achieved even at a very
low signal to noise ratio value of −5 dB.

Keywords: Cognitive radio · Cooperative spectrum sensing · Multiple
input multiple output · Eigenvalue based detection

1 Introduction

The continuous development of new technologies and wireless communication
systems applications increases the demand for high data rates and bandwidth for
individual users. Consequently, the frequency spectrum band is getting crowded
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day by day [1]. According to an FCC analysis, the current fixed spectrum allo-
cation strategy results in inefficient use of the licensed spectrum band [2]. Cog-
nitive radio (CR) is a promising technology that enables the secondary users
(SUs) to utilize the available spectrum resources of the licensed/primary users
(PUs) opportunistically [3]. SU must ensure the minimum interference to PUs
by dynamically changing the value of transmit power, carrier frequency, modu-
lation, and other parameters while accessing the PU band opportunistically [1].
To access PU band opportunistically, spectrum sensing techniques are employed
to exploits the wireless spectrum and find the spectrum white spaces band [4].
Thus, it is important to perform the spectrum white space detection accurately
for the efficient operation of CR systems. Ambient noise and channel defects, on
the other hand, have a significant impact on white space recognition, resulting
in detection mistakes and PU interference [1,4,5].

Recently, cooperative spectrum sensing (CSS) and multiple input multiple out-
put (MIMO) antenna systems is attracted researcher attention to exploit spatial
diversity the spectrum white spaces by combating wireless channel defects to find
spectrum [1,6]. In CSS, each cooperating CR network (CRN) user performs local
sensing to determine the availability of spectrum white spaces and then sends the
local sensed decision value to the fusion center (FC) to make a global decision
on white space availability. Specifically, the FC receives the locally sensed energy
information in soft combining (SC) and local hard decisions information in hard
combining (HC) schemes from SUs [3,6]. Finally, FC aggregates the data from
the SUs to arrive at a global sensing decision [6]. Due to numerous advantages
such as energy efficiency, better reliability, fault tolerance, low cost, scalability,
and restricted bandwidth requirements, it is preferable to communicate the local
hard decision to FC rather than sending real sensed data [7].

In [8], author proposed a CSS scheme which incorporate multiple antennas at
the FC and single antennas at each SUs to sense the PU signal, this configuration
minimize the sensing error by exploiting the spatial diversity in reporting channel.
However, MIMO configuration at individual SUs is not examined, which is critical
for combating the fading imperfection effect in local sensing channels. A multiuser
MIMO CR network in which SUs sends local hard decisions to the FC via multi-
ple transmit antennas and the FC receives them via multiple receive antennas is
presented in [9]. The installation of numerous reception antennas at FC aids in the
reduction of fading and noise in the reporting channel [9–11]. It’s worth noting that
multi-antenna sensing at SUs could improve performance even more by combat-
ing the imperfect channel conditions of the sensing channel as well. In [9–11], the
energy detection based spectrum sensing technique is performed at both SUs and
FC for ease of implementation. Recent study shows that the eigenvalue based spec-
trum sensing in MIMO scenario outperforms the energy detection with the cost of
slightly higher computation complexity [12,13]. To the best of authors’ knowledge
eigenvalue based multiuser MIMO CSS with SUs equipped with multiple antenna
for the PU signal sensing is not reported so far.

Further, multiuser MIMO CSS is practically feasible as most of the SUs/end
user equipment for sixth generation (6G) cellular technology will have multi
antenna system [14,15].
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Motivated by the above, in this paper, we propose a novel eigenvalue based
multiuser MIMO CSS for CRNs in fading scenario. Here, at each SU, an energy
detector is used to obtain the local decision statistic under uncertain channel
state information (CSI). Next, SU send the obtained local hard decision to the
FC via numerous transmit antennas in order to get the transmitting diversity
gain to combat the hidden node problem. Further, FC received the local decision
statistic with multiple antennas under Racine faded correlated channel with
perfect CSI. Finally, a global decision is made at FC based on an eigenvalue-
based detection algorithm. The main contributions of this paper are listed below:

– An energy detection is adopted at the SUs for local sensing decision and eigen-
value based detection at FC for global sensing decision, as SUs are assumed
to have a low computation capability and FC is assumed to have higher com-
putation complexity.

– A more realistic scenario is assumed, where the sensing channel is modelled
as a Rayleigh faded channel and reporting channel is modelled as a correlated
MIMO channel with Rician fading as the CRNs users are placed in a close
proximity area.

– The closed form expressions are derived at both SU for local sensing perfor-
mance and at FC global sensing performance.

– The receiver operating characteristic (ROC) plot is obtained, which shows
that the proposed spectrum sensing technique achieve the target detection
probability (Pd) Pd ≥ 0.95 is achieved even at a very low signal to noise
(SNR) value of −5 dB with the proposed scheme.

2 System Description

A multiuser MIMO CSS architecture for the detection performance analysis of
SUs and FC is shown in Fig. 1. The spectrum sensing technique is modeled as the
binary hypothesis detection problem at both SUs and FC [6,9]. Let, assume that
the mth SU senses the PU signal with the Nr antenna, then the corresponding
received signal vector, ym(k) ∈ C

Nr×1 at kth observation is given by;

ym(k) = hmx(k) + wm(k), (1)

here, x(k) ∈ C
1×1 is the PU signal at kth interval, hm ∈ C

Nr×1 is the sensing
channel vector, and wm(k) ∈ C

Nr×1 is additive white Gaussian noise (AWGN)
N (0, σ2). ĥm is imperfect minimum mean square estimation (MMSE) of hm,
which is known to SU. Thus, hm is given by [16],

hm = ĥm + e (2)

where, e is an error vector, and σ2
hm

= σ2
ĥm

+ σ2
e , here σ2

hm
denotes the variance

of hm, σ2
ĥm

denotes the variance of . The distribution of ĥm and e are ĥm ≈
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Fig. 1. A multiuser MIMO cooperative CRN architecture

CN (0, 1) and e ≈ CN (0, σ2
e) respectively [17]. Now, the received signal at mth

SU is rewritten as:
ym(k) = (ĥm + e)x(k) + wm(k). (3)

In the absence of PU signal the (3) is given by;

ym(k) = (ĥm + e)x(k) + wm(k). (4)

The hypotheses H1 and H0 is correspond to the presence and absence of the
PU signal which is the case (3) and (4). The likelihood ratio test (LRT) Λm =
p(ym(k)|H1)/p(ym(k)|H0) for the energy detection is performed at each SU to
obtained the local decision. The obtained local decision at mth SU gives the local
decision dm(k), which is given by,

dm(k) =

{
0 Λm ≤ ηm H0

1 Λm ≥ ηm H1

. (5)

Here, ηm is the given LRT threshold value, and dm(k) ∈ D = [0, 1] is the obtained
local decision.

ηm is determined using Neyman Pearson criteria where,

Pfa =
∫ ∞

ηm

p(ym(k)|H0)dy ≤ αm (6)
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where, αm is the upper bound of Pm,fa. dm(k) is further transmitted to FC
through Nt transmit antennas to combat the hidden node problem. The received
signal at FC from mth SU for kth observation at jth antenna is given as:

yj,m(k) = hh
j,mdm(k) + w(k). (7)

Here, dm(k) ∈ C
Nt×1 is the local decision of mth SU transmitted via Nt anten-

nas, hj,m ∈ C
Nt×1 is the reporting channel vector between mth SU and jth

antenna of FC. Next, by concatenating the all K observations, the received sig-
nal at FC from jth receive antenna is given as:

yj,m = Dm hj,m + wj,m, (8)

here, Dm = [dm(1),dm(2), · · · ,dm(K)] ∈ C
Nt×1 denotes the decision vector

of mth SU, wj,m ∈ C
K×1 denotes AWGN vector, and yfm

=
[
yT

f1,m
,yT

f2,m
,

· · · ,yT
fNrf ,m

]
∈ C

Nrf K×1 denotes received signal at FC from the mth SU.
Now, the received signal at FC from all M SUs for all K observations, is

given by;
yf = Hrd + w, (9)

where, yf ∈ C
MKNrf ×1, Hr ∈ C

MKNrf ×Nt is the reporting channel matrix, and
w ∈ C

MKNrf ×1 is AWGN vector.

2.1 A Correlated Reporting Channel Model

An antenna correlation at SU’s transmit antennas as well as at FC’s receive
antennas are considered for the sensing performance evaluation at FC. Hr is the
correlated channel matrix between SUs and FC, and given by [18]:

Hr =
1

√
tr (RRx)

R
1
2
RxHuR

1
2
Tx. (10)

Here, the transmit antenna covariance matrix is RTx = 1
Nt

E

[
HHH

]
∈ C

Nt×Nt ,

the receive antenna covariance matrix is RRx = 1
Nrf

E

[
HHH

]
∈ C

Nrf ×Nrf ,
and Hu denotes the uncorrelated channel matrix, which contains independent
identically distributed (i.i.d) complex fading channel coefficients [19]. R (i, j) =

ρ
| (di−dj)

λ/2 |
0 denotes the correlation between ith and jth antennas, where ρ0 signifies

the correlation between two co-located antennas and λ is the wavelength. Due
to pattern/polarization diversity, the correlation coefficient value is ‖ρ0‖ ≤ 1.

3 Analytical Study of the CSS for Multiuser MIMO
CRNs

A novel multiuser MIMO CSS for CRNs is proposed in this section. First, mul-
tiple sensing antennas are used to perform LRT-based PU link detection at each
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SU in order to get a local hard decision over a Rayleigh faded channel with imper-
fect CSI situation. Then, through multiple transmit antenna, each SU sends its
obtained local decision to FC to achieve transmit diversity and address the hid-
den node problem at FC. In addition, eigenvalue detection is used at FC to obtain
the global decision. The assumptions to employ energy detection technique at
SUs and eigenvalue detection at FC are more suitable to implement the CRN
practically as the SUs are user equipment, which is less computational efficient
and FC have high computation capacity [9,18]. The closed form expression for
Pfa and Pd have been derived in both cases.

3.1 MIMO Energy Detection Based Local Spectrum Sensing at SU
over Rayleigh Faded Scenario

In this subsection, each SU used the maximal ratio combining (MRC) and LRT
detection to find the availability of spectrum white spaces with multiple sensing
antennas to resist the fading/shadowing impact in sensing channels with imper-
fect CSI. The LRT test of the PU’s signal for kth observation at mth SU is given
by;

T (ym(k)) = Λm =
p(ym(k),H1)
p(ym(k),H0)

. (11)

The PDF of the received signal at mth SU under H1 and H0 are p(ym(k),H1)
and p(ym(k),H0), respectively. The test statistic could be further obtained by
approximating these PDFs with Gaussian distribution and is given by;

T (ym(k)) =

(
1

2πσ2

) 1
2 exp

[
−1
2σ2 (ym(k) − hmx(k))2

]
(

1
2πσ2

) 1
2 exp

[
−1
2σ2 (ym(k))2

] . (12)

= exp
[ −1
2σ2

h2
s,mx2(k) − 2hs,mx(k)ys,m(k)

]
. (13)

The test statistic is further reduced to by calculating logarithm on both sides
and excluding the data independent factors,

T ′(ym(k)) = ln(T (ym(k))) = hmx(k)ym(k). (14)

By incorporating all the sensing antennas (Nr ) in the above equation, the
T ′(ym(k)) is given by;

T ′(ym(k)) =
Nr∑

n=1

hmx(k)ym(k). (15)

In case of imperfect CSI of the sensing channel, (15) is given by;

T ′(ym(k)) =
Nr∑

n=1

ĥmx(k)ym(k). (16)
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The mean and variance of T ′(ym(k)) under H1 is obtained as μT ′(ym(k))|H1 =
Nr|ĥm|2x2(k) and σ2

T ′(ym(k))|H1
= Nr|ĥm|2x2(k)

[
σ2

ex2(k) + σ2
]

respectively.
Further, the local hard decision dm(k) for the kth observation of the PU sig-
nal is then given by mth SU as:

dm(k) =

{
1 T ′(ym(k)) ≥ λm

0 T ′(ym(k)) ≤ λm.
(17)

dm(k) ∈ [0, 1] depending upon the value of T ′(ym(k)) and λm. The probability
of detection (Pd,m) and probability of false alarm (Pfa,m) at mth SU is given by
[9]:

Pd,m = Q

(
λ − μT ′(ym(k))|H1

σ2
T ′(ym(k))|H1

)
, (18)

and

Pfa,m = Q

(
λ − μT ′(ym(k))|H0

σ2
T ′(ym(k))|H0

)
. (19)

Here, μT ′(ym(k))|H1 is the mean and σ2
T ′(ym(k))|H1

is the variance of ym(k) under
H1, and similarly μT ′(ym(k))|H0 is the mean and σ2

T ′(ym(k))|H0
is the variance of

ym(k) under H0.

3.2 Eigenvalue Based Spectrum Sensing at FC Under Correlated
Rician Faded MIMO Reporting Channel

The analysis of the global decision at FC is presented in this subsection, where
correlated MIMO reporting channel is considered between SUs and FC with
perfect CSI. Perfect CSI and Rician fading channel is considered by assuming
that there is at least one line of sight (LOS) link is present between each SU
and FC in case of cooperative CRNs. The received signal at FC from M SUs for
K observations is concatenated and given by, yfc = [yT

fc,1,y
T
fc,2, · · ·yT

fc,M ]T ∈
C

MKNrf ×Nt . Here, yT
fc,m ∈ C

KNrf ×Nt is the received K decision vector at FC
by mth SU. The ratio of maximum eigenvalue to the average eigenvalue is consid-
ered as the decision test statistic owing to its advantage presented in [13] and the
corresponding detection performance metric at FC is derived. The block imple-
mentation of eigenvalue based spectrum sensing at FC is presented in Fig. 2. The
L consecutive sub samples of the received signal (ŷfc(n)) is given by,

ŷfc(n) = HrD̂(n) + ŵ(n), (20)

here, Hr ∈ C
L×(N+L) is the correlated reporting channel matrix, and is given

as:

Hr =

⎡
⎢⎣

hr(0) · · · hr(N) · · · hr(0)
. . . . . .

hr(N) · · · hr(0) · · · hr(N)

⎤
⎥⎦ . (21)
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Fig. 2. A schematic model of eigenvalue based detection at FC

Thus, the covariance matrix ( Ryfc
) of ŷfc(n) is:

Ryfc
= E

[
yfc[n]yH

fc[n]
]
,

Ryfc
=

1
N

L−1+N∑
n=L

yfc[n] yH
fc[n]. (22)

Next, the covariance matrix of SUs decision is given as:

Rd = E

[
d[n]dH [n]

]
,

Rd =
1
N

∑
n

d[n]dH [n], (23)

and the noise covariance matrix is given by;

Rw = E
[
w[n]wH [n]

]
,

Rw =
1
N

L−1+N∑
n=L

w[n]wH [n] = σ2
wIL. (24)

Here, IL ∈ C
L×L is the identity matrix, σ2

w is the noise variance. Next, for large
N , the relationship among covariance matrices is given by;

Ryfc
= HRdHH + σ2

wIL. (25)

It is inferred that, if there is absence of primary signal corresponding to H0

then Rd = 0, which means that the off-diagonal elements of the received signal
covariance matrix Ry are zero. Further, the maximum eigenvalue (λmax) and
average eigenvalue (λavg) of the covariance matrix Ryfc

are obtained, and the
global decision test statistic at FC is given by;

T (yfc) =
λmax

λavg

H1

�
H0

δ. (26)

The approximated value of the λmax and λmin is given by [20],

λmax =
σ2

w

K

(√
K +

√
P

)2

, (27)

and

λmin =
σ2

w

K

(√
K −

√
P

)2

, (28)
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where, K = N − 1 and P = NrfL, where Nrf is total number of receiving
antennas at FC. Thus, λavg is given by;

λavg =
λmax + λmin

2
,

=

σ2
w

K

(√
K +

√
P

)2

+
σ2

w

K

(√
K − √

P
)2

2
,

=
σ2

w

K
(K + P ) . (29)

In case of random matrices the distribution of the λmax is the Tracy-Widom
distribution of the second order and given by [21]:

Q =
N

σ2
w

Rw, (30)

μ =
(√

K +
√

P
)2

,

and

ν =
(√

K +
√

P
) (

1√
K

+
1√
P

) 1
3

. (31)

Here, μ and ν are the mean and variance of distribution of λmax respectively.
The probability of false alarm Pfa for the global decision is give as [20]:

Pfa = P (λmax ≥ δλavg) : H0,

≈ 1 − F2

(
δ (K + P ) − μ

ν

)
. (32)

Thus, the threshold value is given by;

δ =
νF−1

2 (1 − Pfa) + μ

(K + P )
, (33)

by putting the value of μ and ν in (33) the threshold value is given by;

δ =
1

(K + P )

((√
K +

√
P

) (
1√
K

+
1√
P

) 1
3

F−1
2 (1 − Pfa) +

(√
K +

√
P

)2
)

. (34)

Similar to the derivation presented in [22,23], the probability of detection (Pd)
of the global sensing is given by;

Pd = 1 − F1

⎛
⎜⎝δK + K(δλavg−λmax)

σ2
w

−
(√

K +
√

P
)2

(√
K +

√
P

)2 (
1√
K

+ 1√
P

) 1
3

⎞
⎟⎠ . (35)
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4 Performance Evaluation

In this section, detection performance of the proposed eigenvalue based multiuser
MIMO CSS for CRNs is evaluated in fading scenario. In the proposed system
architecture presented in Fig. 1, is considered where the sensing antenna at each
SU is (2 ≤ Nr ≤ 6), and transmitting antenna at each SU is (Nt = 2), is
taken to evaluate the sensing performance. Next, receiving antenna at FC is
(2 ≤ Nfc ≤ 4) and ρ0 = 0.15 is considered for correlated reporting channel, 10000
Monte-Carlo simulation is performed to obtained the ROC plot at both SU and
FC. Thus, the sensing scenario at each SU is modeled as MIMO system and the
decision reporting scenario at the FC is modeled as SIMO system as presented in
Fig. 1. The detection performance at SU for local decision is presented in Fig. 3.
Next, the detection performance for global decision at FC is depicted in Fig. 4.

Fig. 3. A Pd,m vs. Pfa,m plot at mth SU. (Color figure online)

The ROC plot for local sensing performance at each SU is presented in Fig. 3.
It has been observed that as the number of sensing antennas grows, so does the
sensing diversity, resulting in improved sensing performance.

The ROC plot for global decision at FC is depicted in Fig. 4. In Fig. 4, it is
shown that the global decision at FC imposes a better performance compared
to the individual performance of each SU, because of the cooperative gain at
FC, which enhances the overall detection performance. It has also been observed
that the detection performance is almost equal to 1 under correlated MIMO
reporting channel model at FC with SNR = 0 dB, Nt = 2 and Nrf = 4.



118 A. Kumar et al.

Fig. 4. Pd vs. Pf plot for both eigenvalue based detect at FC. (Color figure online)

5 Conclusion

In this work, the multiuser MIMO CSS technique for CRNs is presented, where
each SU is model as MIMO system. First, the local decision performance is
obtained at each SU by employing energy detection over Rayleigh faded sens-
ing channel. Further, we obtained the global decision performance at FC by
employing eigenvalue detection over MIMO correlated reporting channel. Finally,
the performance evaluations at FC show that the detection performance is
almost equal to 1 under correlated MIMO reporting channel model at FC with
SNR = 0 dB, Nt = 2 and Nrf = 4.
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Abstract. In this paper, low-profile frequency reconfigurable patch antennas for
cognitive radio applications are proposed on the ultra-wideband (UWB) fre-
quency range. The methodology of the proposed antennas is described in this
paper, and is achievable by controlling the electrical length of the antenna.
additionally, miniaturized patch antennas are achieved by using shorting post
technique and partial ground plane. The substrate used in the proposed antennas
is the Rogers duroid 6010 with a dielectric constant of 10.2 and thickness of
0.635 mm. The presented antennas are designed and simulated using High-
Frequency Structure Simulator (HFSS). The advantage of the proposed antenna
designs is the compact size 8 mm � 8 mm (and smaller). The proposed antennas
are designed, analyzed, and compared to a conventional microstrip patch
antenna, and the total area size reduction is about 89% to meet the size
requirements of wireless miniaturized systems and cognitive radio applications.

Keywords: Frequency reconfigurable � Cognitive radio applications �
Miniaturized patch antenna � Shorting post technique

1 Introduction

Cognitive radio is an intelligent radio system that can sense and learn from the sur-
rounding environment to adjust its mode of operation to provide a high quality of
service [1]. There are a lot of parameters that cognitive radio depends on such as:
modulation, transmit power, carrier frequency, polarisation, and radiation pattern as it
learns and understands more about its surroundings. The operating frequency is the
most critical parameter to change for a cognitive radio system [1]. Thus, a reconfig-
urable antenna is crucial to meet this need. The compact size of antenna is also needed
in modern portable wireless communication systems, a miniaturized antenna size is
also required for many applications, like the internet of things (IoT) sensors and
actuators, and fifth-generation evolution (5G) portable systems [2–9]. Microstrip patch
antennas are a popular choice for that type of integrated technology due to their
characteristics. There are many methods for miniaturizing patch antenna size namely,
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making slots, using a defected ground structure, loading material, and folded and
shorting post [10–14]. The resonance frequency of the patch antenna loading with
shorting post (connecting the patch with a ground plane) depends on the size and
position of the post. In this paper, a low-profile frequency reconfigurable patch antenna
for cognitive radio applications is presented. The proposed approach depends on
varying the operating frequency of patch antenna configurations into a tunable fre-
quency by changing the partial ground length in addition to the miniaturized patch
dimensions using shorting post technique. The proposed antennas are much smaller in
size compared to the corresponding antennas proposed in the literature, which gives
them the advantage of being more suitable for modern applications.

This paper is organized as follows. Section 2 presents the proposed antenna design.
Then, Sect. 3 introduces the results and discussion. Finally, the conclusion is provided
in Sect. 4.

2 Proposed Patch Antenna Design

The proposed loaded square patch antenna design is introduced and analyzed at
operating frequencies around 3 GHz, 4 GHz, and 5 GHz. The proposed loaded fre-
quency reconfigurable patch antenna is printed on a 0.635 mm thicker, using dielectric

(a) (b)

(c)

Fig. 1. The geometry of the proposed antennas: (a) top view, (b) bottom view, and (c) side view.
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substrate Rogers duroid 6010 (er = 10.2, and tan(d) = 0.0023). The suggested patch
antenna dimensions in mm were chosen to form part of the k/4 (k/4q), where q is a
rational number proportional to the dielectric constant of the substrate q � ffiffiffiffi

er
p� �

. The
bottom layer is a partial ground plane in the form of a microstrip transmission line (TL),
where the partial ground width is 1 mm and length is the same as the dielectric length,
at the first, and then different length, ‘, depending on the desired patch antenna con-
figuration. Figures 1(a), (b), and (c) show the proposed frequency reconfigurable patch
antenna’s configuration top view, bottom view, and side view, respectively.

The main proposed antenna geometry has been shown in Fig. 1, and the entire
proposed patch antennas (I to III) have been designed using the new design approach
introduced in this paper, and simulation results are tabulated in Table 1.

From Table 1, the post’s position does not change for the same patch. This post
position was chosen after a parametric study. The post position and size also affect the
operating frequency. In the following section, we will study the effect of changing
partial ground length without changing the antenna patch dimensions at the top layer of
the antenna.

3 Results and Discussion

The scattering parameter, S11 in dB, and the real input impedance, Real [Zin] in ohms,
analysis simulation results for different partially ground length varieties with constant
patch width and length were obtained using a commercial software HFSS [15] for the
entire proposed patch antenna design configurations, which are referred to in Table 1.
The simulation results are shown in Figs. 2, 3, and 4, respectively. The proposed
designs’ performance will be compared with traditional microstrip antennas, which
operate on the same frequencies. The new approach technique will be verified using a
lower mode resonance operation than the dominant mode (f10 or f01) of square patch
antennas’ resonant frequency can be calculated using the formula [13]:

fmn ¼ C0

2
ffiffiffiffi
er

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m
L

h i2
þ n

W

h i2r

Where the C0 is the speed of light, er the relative permittivity of the substrate, L and W
the length and width of the patch. The study of the cases starts from the main proposed
patch antenna I, II, and III, with partial ground length is equal to the dielectric substrate,
as shown in Table 1, and then by reducing l with a step of 0.5 mm sequentially.

Table 1. The specification of designed antennas

Antennas # Wp Lp ‘ Shorting post (xo, yo) f (GHz) S11 (dB)

I 8 mm 8 mm 9 mm (0, 1.4) 3.6 −8
II 7 mm 7 mm 8 mm (0, 1.7) 4.26 −17.7
III 6 mm 6 mm 7 mm (0, 1.6) 5.13 −17.7
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(a)

(b)

Fig. 2. The analysis of the suggested antenna design I when partially ground length reduces.
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(a)

(b)

Fig. 3. The analysis of the suggested antenna design II when partially ground length reduces.
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(a)

(b)

Fig. 4. The analysis of the suggested antenna design III when partially ground length reduces.
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From the study and analysis of Figs. 2, 3, and 4, it was found that for the same
patch, and by varying lengths of partial ground, the resonance frequency can be tuned
to get the resonance of other patch antenna designs. Additionally, a reduction in size is
achieved by using the new approach with a lower operating mode than the zero-mode
to form a reconfigurable patch antenna for cognitive radio applications. The total area
of antenna size is compared with conventional microstrip antenna and is found to
achieve a reduced size of about 89%. Table 2 illustrates the summary of the proposed
patch resonance frequencies according to partial ground lengths, where the patch width
and length remain constant.

4 Conclusion

Low-profile reconfigurable frequency patch antennas for cognitive radio applications
were presented in this paper. The loading patch antennas with the shorting post were
designed and compared. Results showed that the size of the post and position changed
the resonance frequency. The compact size of the proposed antenna was achieved by

Table 2. The results of analyses when varying partial ground at the same patch

Antennas # Patch dimensions Shorting post (xo, yo) ‘ f (GHz) S11 (dB)

I 8 mm � 8 mm (0, 1.4) 9 3.6 −8
(0, 1.4) 8.5 3.68 −10
(0, 1.4) 8 3.92 −8
(0, 1.4) 7.5 4.17 −10.8
(0, 1.4) 7 4.5 −11.89
(0, 1.4) 6.5 4.79 −20.89
(0, 1.4) 6 5.48 −13.43
(0, 1.4) 5.5 5.96 −13.88
(0, 1.4) 5 6.78 −11.2

II 7 mm � 7 mm (0, 1.7) 8 4.26 −17.7
(0, 1.7) 7.5 4.4 −11.57
(0, 1.7) 7 4.69 −12.62
(0, 1.7) 6.5 5.15 −13.69
(0, 1.7) 6 5.65 −11.2
(0, 1.7) 5.5 6.28 −9.3
(0, 1.7) 5 6.97 −7.8

III 6 mm � 6 mm (0, 1.6) 7 5.13 −17.7
(0, 1.6) 6.5 5.31 −14.5
(0, 1.6) 6 5.69 −10.4
(0, 1.6) 5.5 6.2 −9.3
(0, 1.6) 5 6.98 −7.65
(0, 1.6) 4.5 7.97 −7
(0, 1.6) 4 9.48 −6.27
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using shorting post and a partial ground plane. The total area of the proposed antenna
resulted in reduction in the size of 89% compared to conventional microstrip antenna.
The length of the partial ground plane affected the operating frequencies, which in turn
can be tuned to meet the cognitive radio applications requirements.
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Abstract. Integration of full-duplex (FD) technology with cooperative
device-to-device (CD2D) communications system has recently emerged
as a potential candidate for the fifth-generation (5G) and beyond tech-
nologies to improve the spectral efficiency of a cellular system. This paper
investigates the outage performance of a multicarrier FD CD2D commu-
nications system wherein, the D2D link source node (S) serves as an FD
relay for uplink cellular transmission. The self-interference (SI) occurring
at S is suppressed using analog cancellation schemes, and the residual SI
(RSI) is further suppressed using digital domain (DD) RSI cancellation
techniques. A probabilistic mathematical model is established for the per-
formance evaluation of the proposed system. The closed-form expressions
for D2D and cellular outage probability are derived. Simulation results
show that the proposed FD CD2D communications system, along with
minimum mean square error-based DD RSI cancellation, gives the opti-
mum performance compared to the least square-based RSI cancellation
scheme.

Keywords: Cooperative D2D communications system · Full-duplex ·
OFDMA · Outage probability

1 Introduction

With the emergent growth in wireless devices and multimedia applications,
there is an urgent need to upgrade the current wireless infrastructure to achieve
ultra-high data rates requirements within the limited spectrum resource. Adopt-
ing multiple prominent technologies, namely device-to-device (D2D) commu-
nications, cooperative relaying, and full-duplex (FD) radio, enables the fifth-
generation (5G) cellular networks to match the growing capacity requirement
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for immensely dense indoor surroundings. D2D communication has evolved as
one of the vital technologies for 5G and beyond cellular networks [1,2] to enhance
data rates, spectral efficiency and reduce latency for short-range communication.
D2D communications allow direct data transfer between two or more users in
proximity without traversing the data through the base station (BS).

D2D communication adopts either one of the three predefined frameworks in
a wireless system: overlay, underlay, or cooperative D2D (CD2D). As seen in [3],
the CD2D framework achieves less outage probability (OP) in comparison to the
other two frameworks. In the CD2D framework, single or multiple user equip-
ment (UE) operates as a cooperative relay for cellular uplink/downlink (UL/DL)
transmissions [4]. An FD node transceives the signals concurrently at the same
time-frequency resource block (TFRB) [5]. However, simultaneous transmission
and reception (STAR) generate self-interference (SI), which restricts the per-
formance of the FD systems. Hence, a major challenge in the operation of FD
systems is suppressing the SI, which makes the STAR feasible.

SI cancellation (SIC) is usually carried out in the analog domain (AD) and
digital domain (DD). The active and passive AD cancellation is performed in
the space and radio frequency (RF) circuit domain. The remaining SI, called
residual SI (RSI), is further suppressed by applying reliable and efficient DD SIC
algorithms [6]. The performance of the SIC technique depends significantly on
the accuracy of the SI channel estimation [7]. In [6], the least square (LS) based
SI channel estimation is used for RSI cancellation, where noise is ignored for the
channel estimation computation, resulting in a high estimation error. To reduce
the channel estimation error, the minimum mean square error (MMSE) estimator
is proposed in [8] for the FD communications system. However, the analysis is
limited to the two legitimate nodes operating in FD mode, and the prospective
advantages of the LS and MMSE estimator are not explored for CD2D systems.
Moreover, the analysis in [6,8] is limited to a single carrier transmission, and
hence, there is a need to explore the LS and MMSE estimator for a multicarrier
transmission-based CD2D communications system. The MMSE outperforms the
LS-based SI canceler at the cost of implementation complexity.

Recently, the merits of the orthogonal frequency division multiple access
(OFDMA) and CD2D communication framework have been combined by many
researchers for efficient spectrum utilization in a short distance communications
system [9,10]. In [9], OFDMA based CD2D system is proposed, and the OP
expressions for UL transmission from the cellular user (CU) and D2D links are
derived. However, the analysis is confined to half-duplex (HD) mode exclusively.
In [10], an outage analysis of the FD relay (FDR) assisted CD2D framework has
been proposed with an optimal power allocation framework for maximizing the
achievable transmission rate of cellular and D2D links. However, the proposed
scheme uses a single carrier system and incurs overhead by deploying an extra
relay node. Additionally, [9,10] have not explored the advantages of DD SIC
techniques to reduce RSI.

To the best of our knowledge, no existing literature has investigated the RSI
cancellation for an OFDMA based FD CD2D communications system. Hence,
motivated by the existing literature on the CD2D communications system, in this
paper, we propose an OFDMA based FD CD2D communications system wherein,
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a single D2D user is mapped with a CU on a specific TFRB. Using OFDMA, the
available cellular bandwidth is divided into N independent and orthogonal sub-
carriers, where each subcarrier carries equal sub-channel bandwidth. The system
works as an in-band D2D mode, wherein the D2D pair shares the cellular spectrum
for D2D transmission. According to the proposed scheme, BS broadcasts N sub-
carriers to CU and D2D pair. Out of N received subcarriers, D (where D < N)
subcarriers are allocated to FD node (S) for relaying the DL cellular transmis-
sion signal, and the remaining N − D subcarriers are allocated to the D2D user
for its own transmission. SI occurred at the FD node is suppressed using active
and passive cancellation schemes in the AD. Further, this paper adopts LS and
MMSE-based RSI channel estimation to suppress the RSI in the DD. The main
contributions of the proposed work are summarised below:

– An OFDMA based FD CD2D communications system is proposed, wherein
the D2D node operates as an FDR for cellular UL transmission.

– The closed-form expressions of achievable rate and OP for cellular UL trans-
mission utilizing FD relaying and D2D transmission have been derived.

– MMSE-based DD RSI cancellation scheme is adopted at D2D node to reduce
the RSI. Further, the performance is compared with the LS-based RSI can-
cellation scheme.

– An OP analysis of D2D and cellular transmission is shown with respect to
the number of allocated subcarriers for different RSI parameters.

– A comparison of MMSE and LS-based RSI cancellation schemes is shown
for the proposed FD CD2D communications system in terms of mean square
error (MSE).

2 System Model

Figure 1 shows the proposed FD CD2D system consisting of a BS denoted as B,
one UE acting as CU, denoted as C, and two UEs acting as the D2D transmitter
and receiver denoted as S and T, respectively. Node S works as an FD relay
utilizing the decode and forward (DF) protocol. Please note that due to physical
obstacles or heavy shadowing, there is no direct communications link between
the C and B [11]. Using OFDMA, the available bandwidth at C is divided into
N orthogonal subcarriers, and these subcarriers are distributed among C and
S by the B in accordance with the traditional in-band D2D communications
system [12]. The communication channels between the nodes are modelled as
Rayleigh block fading with channel coefficient denoted by gxy,k ∼ CN (0, d−μ

ij );
where x, y ∈ {C,S,R,B} and d is the distance between the transmitting and
receiving nodes, and μ is the path loss exponent [9]. The parameter k represents
the index of subcarrier (1 ≤ k ≤ N). Hence, the channel coefficient for C-S link
is gCS,k over kth subcarrier. Similarly, the channel coefficient for S-B link and S-
T link are gSB,k and gST,k, respectively. For each subcarrier, the instantaneous
channel gain is defined as hxy,k = |gxy,k|2. The communication between each
pair of nodes is affected by additive white Gaussian noise (AWGN), represented
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as nx ∼ CN (0, σ2
max), where σ2

max is the maximum AWGN variance observed at
each pair of nodes. AWGN variance at node y is denoted by σ2

y. The subcarrier
power transmitted by C and S is denoted by pC,k, and pS,k, respectively. It
is worth mentioning that xC,k and xS,k are presumed to have mean zero, and
E[x∗

C,kxC,k] = E[xS,k
∗xS,k] = 1, here E[·] is the mean estimation operator.

Fig. 1. System model

2.1 Residual Self-interference Model

The occurrence of SI due to STAR at the FD node S deteriorates the system
performance. In [13], it has been shown that if the SI is adequately managed, then
STAR is possible. However, SI can not be fully canceled due to some pragmatic
constraints, which results in RSI. From [14,15] we model the RSI as an additive
Gaussian random variable:

vS,k ∼ CN (
0, βpλ

S,k

)
, (1)

where, pS,k ∈ (0, PS) denotes the power of the signal transmitted from the source
S, and PS is the maximum power available at the source. Here, β, λ ∈ [0,∞) are
based on the parameters of the best fit line [7].

The transmit-power-to-RSI-ratio (TRR) without RSI cancellation is defined
as:

TRR =
pS,k

βpλ
S,k

. (2)
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2.2 Residual Self-interference (RSI) Cancellation Schemes

RSI is reduced further to improve the performance of an FD CD2D system. A
good DD RSI channel estimate is required for RSI cancellation. In this paper,
two such techniques (LS and MMSE) are used at S for RSI cancellation. In
LS-based RSI channel estimation, we multiply the frequency response of the
received self transmitted signal with the inverse of the transmitted signal in the
absence of the C signal. LS exhibits less complexity, and it is easy to implement.
However, a major drawback of the LS scheme is that noise is ignored for esti-
mating the DD RSI channel, resulting in a high estimation error [8]. The MMSE
channel uses autocorrelation matrices and considers the noise, which results in
high implementation complexity and computational cost as compared to the LS
technique. However, MMSE channel estimation gives a much lesser mean-square
error as compared to LS. In the proposed FD CD2D framework, we analyze the
system performance by applying LS and MMSE-based RSI cancellation schemes.
There is always a trade-off in between computation complexity and performance
output for selecting the LS and MMSE-based RSI cancellation scheme.

3 Transmission Protocol Description

Let, xC,k(t) denotes the UL signal transmitted by C over the kth subcarrier,
which is represented as hypothesis H1 and the received signal at S is given by,

H1 : yS,k(t) =
√

pC,kgCS,kxC,k(t) + vS,k(t) + nS,k(t); 1 ≤ k ≤ N, (3)

where, vS,k(t) = hsi ∗ xS,k(t) represents the RSI, and ns,k(t) represents the zero
mean AWGN for kth subcarrier. Here, hsi is assumed to be a single tap Rayleigh
fading RSI channel coefficient, and ∗ denotes the convolution operator.

Next, we have adopted LS and MMSE-based DD RSI cancellation schemes
to mitigate the SI further. Here, first, S estimates the DD RSI channel in the
absence of a C signal. The estimated RSI channel is used for the RSI cancellation.
In the absence of C signal, the received signal at S is represented as hypothesis
H0 and is given by,

H0 : yS,k(t) = hsi(t) ∗ xS,k(t) + nS,k(t) 1 ≤ k ≤ N. (4)

The frequency-domain representation of received signal at S is given by,

YS,k(f) = XS,k(f)Hsi(f) + Ws,k(f), (5)

where, YS,k(f) F←− yS,k(t), XS,k(f) F←− xS,k(t), and Ws,k(f) F←− nS,k(t). F←− rep-
resents the Fourier transform operator. Next, the LS-based RSI channel estimate
is obtained by,

Ĥsi(f) =
YS,k(f)
XS,k(f)

= Hsi(f) + W ′
s,k(f), (6)
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where, W ′
s,k(f) denotes a noise component present at the estimated SI channel

coefficient. Further, the time-domain SI channel estimate is acquired by getting
inverse fast Fourier transform (IFFT) of (6) and is given by,

ĥsi(t) = IFFT(Ĥsi(f)). (7)

As mentioned before, LS-based estimation is not accurate due to the absence
of noise. A more statistical channel estimation MMSE can be employed for a
better RSI channel estimate. As MMSE depends on the statistical parameter,
the statistical mean of the received signal (4) under H0 is given by,

E[yS,k(t)] = E[hsi ∗ xS,k(t)] + E[nS,k(t)]; 1 ≤ k ≤ N, (8)

E[yS,k(t)] = xS,k(t) ∗ E[hsi] + E[nS,k(t)]; 1 ≤ k ≤ N. (9)
Since, nS,k(t) is the zero mean independent identically distributed (i.i.d) random
variable, E[nS,k(t)] = 0, and the approximate mean estimate of the received
signal is given by,

E[yS,k(t)] = xS,k(t) ∗ E[hsi]; 1 ≤ k ≤ N. (10)

Hence, the MMSE channel estimate ĥsi(t) using the statistical algorithm is given
as,

ĥsi(t) = Rhy(t)Ryy(t)(yS,k(t) − E[yS,k(t)]), (11)
where, Rhy is the cross co-variance of hsi; yS,k and Ryy is the co-variance

matrix of yS,k.
Now, using the estimate of RSI channel coefficient based on the LS and

MMSE schemes as per (7) and (11), we may further reduce the effect of RSI in
H1, and is given by,

yS,k(t) =
√

pC,kgCS,kxC,k(t) + vS,k(t) + nS,k(t)

− ĥsi(t)xS,k(t); 1 ≤ k ≤ N · · · H1. (12)

The TRR followed by LS/MMSE based DD RSI cancellation scheme is given
by,

TRR =
pS,k

βpλ
S,k − var(ĥsi(t)xS,k(t))

,

=
pS,k

βpλ
S,k − β̂pλ

S,k

=
pS,k

Δβpλ
S,k

. (13)

Here, Δβpλ
S,k is the RSI power after DD cancellation scheme. Further, S decodes

xC,k from (12), and the decoded signal is represented as x̂C,k(t). This is forwarded
to the B over D subcarriers. The signal received at the B is given by,

yB,k(t) =
√

pS,kgSB,kx̂C,k(t − t0) + nB,k(t); 1 ≤ k ≤ D, (14)

where, t0 is the processing delay. Here, the remaining N − D subcarriers are
used to send the D2D data to node T.

The D2D signal is denoted by xS,k(t) and the signal received at T is given
by,

yT,k(t) =
√

pS,kgSD,kxS,k(t) + nD,k(t); 1 ≤ k ≤ N − D. (15)
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4 Performance Analysis

4.1 Cellular Uplink Outage Probability

The instantaneous rate at the C-S link,

RCS =
N∑

k=1

log2

(

1 +
pC,khCS,k

σ2
S + Δβpλ

S,k

)

. (16)

If RS represents the target transmission rate, the probability that FD node S
cannot decode the cellular UL signal is obtained as,

P1 = Pr (RCS < RS) . (17)

From [3],
pS,k = pS ,∀ k; pC,k = pC ,∀ k;hCS,k = hCS ,∀ k. (18)

Since, hCS ∼ exp(dμ
CS), using (16), (17) and (18), we get the OP P1 of the

exponential distribution as,

P1 = Pr

(
N log2

(
1 +

pChCS

σ2
S + Δβpλ

S

)
< RS

)

= Pr

⎛

⎝hCS <

(
2

RS
N − 1

) (
σ2

S + Δβpλ
S

)

pC

⎞

⎠ ,

= 1 − e

−d
μ
CS

⎛
⎝2

RS
N −1

⎞
⎠(σ2

S+Δβpλ
S)

pC . (19)

Now, the instantaneous rate for the S-B link (RSB) is,

RSB =
D∑

k=1

log2

(
1 +

pS,khSB,k

σ2
B

)
. (20)

Let P2 be the probability that S to B link does not satisfy the target rate (RB).
Hence,

P2 = Pr (RSB < RB)

= Pr

(
D log2

(
1 +

pShSB

σ2
B

)
< RB

)

= Pr

⎛

⎝hSB <

(
2

RB
D − 1

)
σ2

B

pS

⎞

⎠ . (21)
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On solving further using the cumulative distribution function (CDF) of an expo-
nential distribution, the result obtained for P2 is,

P2 = 1 − e

−d
μ
SB

⎛
⎝2

RB
D −1

⎞
⎠(σ2

B)
pS . (22)

To find the OP of the C-S-B link (UL), we consider the cases where an outage
occurs:

1. S cannot decode the data sent by C.
2. S decodes the data from C successfully and S-B link cannot achieve the

required target rate.

Hence, using (13) and (18), the OP of the C-S-B link can be written as,

Pout,UL = P1 + (1 − P1)P2. (23)

4.2 D2D Link Outage Probability

This section comprises achievable D2D rate and OP expressions. Here, an FD
node S forwards cellular UL data with D subcarriers, and the remaining N − D
subcarriers are used for D2D communications. The instantaneous rate received
by the node T is written as,

RST =
N−D∑

k=1

log2

(
1 +

pS,khST,k

σ2
D

)
. (24)

If RT is the target rate of transmission, then probability that node T cannot
decode the signal from node S is given as,

P3 = Pr (RST < RT ) ,

= 1 − e

−d
μ
ST

⎛
⎝2

RT
N−D −1

⎞
⎠(σ2

T )
pS . (25)

Let P4 be the probability, when S is not able to decode the signal received
from C. Hence,

P4 = 1 − e

−d
μ
ST

⎛
⎝2

RT
N −1

⎞
⎠(σ2

D)
pS . (26)

To find the OP of the D2D link, we consider the following two cases:

1. S cannot decode the data sent by the CU. Then, S uses all N subcarriers for
D2D transmission.

2. S decodes the data from CU successfully and forwards D out of N subcarriers
to B, and remaining N − D subcarriers are used for D2D transmission.

Hence, using (13), (22) and (23), the OP of the D2D link can be written as,

Pout,D2D = P1P4 + (1 − P1)P3. (27)
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Table 1. Simulation parameters

dCS dSB dSD pS , pC N

200m 300 m 50 m 100mW 32

5 Theoretical and Simulation Results

This section presents the theoretical and simulation results for the outage prob-
abilities of the D2D and cellular links. The simulation parameters are listed in
Table 1. Figure 2 shows the theoretical and simulation results of cellular OP vs.
D, with varying RSI parameter β. The RSI parameter λ is set to 5, as most of
the SI power is suppressed in analog and propagation domain and remaining RSI
is canceled in DD [6]. As shown in Fig. 2, cellular OP decreases with an increase
in the number of subcarriers D forwarded by node S to B. This is due to the fact
that as the value of D increases, UL transmission is more reliable and tends to
have a lower probability of outage. The value of β is varied in decreasing powers
of 10. It is observed that cellular OP decreases with a decrease in value of β. This
is due to the fact that as β decreases, the magnitude of the RSI term decreases
consequently lesser SI at the FD node, resulting in low OP. After β = 10−9, the
cellular OP reaches a minimum saturated value.

5 10 15 20 25 30

10-3

10-2

10-1

100

Fig. 2. Cellular OP vs D subcarriers (varying β)
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Fig. 3. Cellular OP vs D subcarriers (varying λ)
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Fig. 4. D2D OP vs D subcarriers (varying λ and β)
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Fig. 5. MSE vs SNR (in dB) for LS and MMSE based SI channel estimation
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Fig. 6. Cellular OP vs D with RSI cancellation

Similarly in Fig. 3, we observe cellular OP vs D number of subcarriers with
varying λ, while setting β to a constant value of 10−12. The cellular OP decreases
as the value of λ increases. This is due to the fact that increasing the value
of λ decreases the value of the RSI term, since pS ≤ 1W . Hence, with lesser
interference, the OP of the C-S communication link decreases. Beyond λ = 5,
the value of Pout appears to be saturated and does not decrease much with
further increase in λ.
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Similarly, Fig. 4 shows D2D OP for different values of the parameters β and
λ varying with D number of subcarriers. An increase in OP is observed with an
increase in D. This increment in D2D OP is due to the fact that as D increases,
N −D decreases, and hence, the number of subcarriers allocated to the S-T link
decreases. We obtain a probability of the order 10−6 when the parameters are
set to β = 10−12 and λ = 5, which appear to be optimal values for both the
D2D and cellular links. The chosen optimum values of β and λ are justified by
the analysis done in [10].

Figure 5 shows the comparison between LS and MMSE channel estimation
techniques in terms of the MSE with respect to signal to noise ratio (SNR) (in
dB) received at S under H0. It could be clearly observed that MMSE completely
outperforms LS-based DD SI channel estimation for a wide range of SNR 0 to
30 dB. Figure 6, shows the cellular OP vs. D number of subcarriers with and
without RSI cancellation scheme. Here, we consider β = 10−12 and λ = 0.5, it
is found that by employing LS based RSI cancellation, the obtained estimate of
β is β̂ = 10−13 and by employing MMSE RSI β̂ = 10−14. It is clearly observed
from Fig. 6 that the proposed FD enables CD2D along with MMSE-based RSI
cancellation gives the optimum performance compared to the proposed system
with LS based RSI cancellation.

6 Conclusion

This paper proposes an OFDMA-based FD CD2D communications system,
wherein the D2D source node acts as an FDR that DF the cellular UL data
with D out of N orthogonal subcarriers received by CU. In exchange for relay-
ing the cellular data, FD node S uses the remaining N −D subcarriers for its own
transmission. An LS and MMSE-based RSI cancellation scheme is used at the
D2D source for RSI mitigation. The closed-form expressions of D2D and cellular
outage probabilities were derived using a probabilistic mathematical model in
the presence of LS and MMSE-based RSI cancellation. Results demonstrate the
variation in the OP for the D2D and cellular links with the RSI parameters β
and λ and the impact of the RSI cancellation scheme on outage analysis of the
C-D link.
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Abstract. In order to protect image copyright and anti-counterfeit authentica-
tion, digital watermarking technology arises at the historic moment. The con-
tradiction between robustness and invisibility affects the development of
watermarking technology. To solve this problem, a watermarking algorithm
based on spread spectrum and DFT is proposed. The main work of this paper is
as follows: firstly, image embedding watermarking: the original image is seg-
mented into two-dimensional discrete Fourier transform, then the watermark
information through sequence even spread spectrum is superimposed, and
finally the image with watermark is obtained by the inverse discrete Fourier
transform. Secondly, extracting watermark information: the discrete Fourier
transform is applied to the blocks of the original image and the image with
watermark, the spread spectrum watermark information is extracted by com-
paring the amplitude and the original watermark is obtained by the final solution
and expansion. Finally, the simulation results show that the proposed algorithm
has good performance in robustness and invisibility.

Keywords: DFT � Spread spectrum � Sequence pairs � Digital image
watermarking

1 Introduction

1.1 Introduction to Digital Image Watermarking

Digital watermarking was formally proposed by Trikel et al. in the paper of “Electronic
Watermark” in 1990s [1]. In this paper, a digital watermarking method based on least
significant bit is proposed, but its anti-attack ability is weak and its robustness is not
satisfactory. Since then, digital watermarking technology began to develop rapidly.

Digital image watermarking technology is usually divided into two categories:
embedding watermarking into carrier space domain [2] and embedding watermarking
into image transform domain. The spatial domain algorithm includes least significant
bit algorithm (LSB) [3] and Patchwork algorithm [4]. The advantages of spatial domain
algorithm are direct and simple, but its anti-attack performance is poor.

The frequency-domain transforms commonly used in change domain algorithms
include DFT (discrete Fourier transform), DCT (discrete cosine transform) and DWT
(discrete wavelet transform). Cox et al. proposed a digital watermarking scheme based
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on spread spectrum communication technology, embedding the watermark into the
DCT region of the image [5], after which DCT domain algorithm developed rapidly.
Uraniid et al. proposed a digital watermarking algorithm based on discrete Fourier
transform. However, its computational complexity is high and its application value is
not high [6]. Saini L K et al. proposed a combination algorithm based on DWT-DCT
and verified the algorithm through common attacks [7]. At present, deep learning
networks are also used to study image watermarking. For example, Zhou et al. pro-
posed a robust watermarking scheme based on geometric correction codes, which
improved the robustness of watermarking against common geometric transformation
attacks [8].

1.2 Introduction to Spread Spectrum Communication

Spread spectrum communication is characterized by the bandwidth used for trans-
mitting information is much larger than the bandwidth of the information itself. The
basic idea and theoretical basis is to use the bandwidth transmission technology in
exchange for the benefits of SNR.

In communication system, there will be various interference, which can be reduced
or eliminated by using spread spectrum sequence. Sequence studies have been going
on, but the results have not been significant. The concept of sequence pairs is derived
from sequence analogy. In the spread spectrum communication system, the spread
spectrum sequence of the transmitting end and the unspread sequence of the receiving
end are not necessarily the same sequence, as long as the two sequences (called
sequence couple) meet certain conditions can meet the engineering requirements for the
best signal, which is the difference between sequence couple spread spectrum system
and other systems. Thus, the concept of sequence pairs is introduced: suppose X and Y
are two one-dimensional sequences of length N, then X and Y are said to form a
sequence pair of N length, denoted as (X,Y); If the values of the elements of sequence
X and Y are plus or minus 1, the sequence pairs (X,Y) are called binary sequence pairs.

When sequence pairs, Gold sequence [9] and m sequence [10] are used as spread
spectrum sequences, the former has worse bit error rate performance than the latter two,
but it can exist in any length, which makes up for the limitation that Gold and m
sequences can only exist in some fixed length. It is found in the experiment that the bit
error rate performance of the system may be better than that of Gold sequence and m
sequence when there is a large sinusoidal interference in the system if the proper
sequence pair is selected. Based on the above analysis, this paper adopts sequence pairs
to spread spectrum processing of watermark information.

2 Realization and Simulation of Watermarking Algorithm
Based on Spread Spectrum and DFT

2.1 Watermark Embedding Algorithm

Firstly, the original carrier image is divided into 8*8 data blocks, and then two-
dimensional discrete Fourier transform is performed on each data block. Next, sequence
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pairs are generated and the original watermark information is repeated 61 times bit-by-
bit, that is, the length of sequence pairs used in this paper. Then spread spectrum
processing is carried out to generate a new spread spectrum sequence code. After all the
above work is completed, the generated spread spectrum sequence code is superimposed
with the amplitude spectrum of the carrier image after sub-block segmentation and DFT
transformation, which is equivalent to successfully loading the watermark information
after expansion into the original carrier image. After successful embedding, the image
with watermark information can be obtained by inverse discrete Fourier transform. The
block diagram of watermark embedding principle is shown in Fig. 1.

2.2 Watermarking Extraction Algorithm

This algorithm uses the steps similar to the embedding algorithm mentioned above. It
divides the carrier image that already contains watermark information into sub-blocks,
and then makes DFT changes to each sub-block. After that, it compares the amplitude
with the original carrier image that has also undergone segmentation and DFT trans-
formation, so as to extract the spread spectrum watermark information effectively. After
the steps are completed, sequence pair Y is used to de-expand the extracted spread
spectrum information, that is, the spread spectrum watermarking information is mul-
tiplied bit by bit with sequence even Y within the length of a sequence even code
element, then the sequence is added in the code cycle and compared with the decision
threshold. Due to the sequence pairs have negative correlation, so if the comparison

Fig. 1. Watermark embedding algorithm flow
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result is greater than 0, judgment is 0; If the comparison result is less than 0, judgment
is 1. Finally, the original watermark information is obtained. The block diagram of
watermark extraction principle is shown in Fig. 2.

3 Simulation Results and Analysis

In this paper, WIN10 and MATLAB R2016a are used as the experimental simulation
environment, and the image size is 512 * 512 pixels. Figure 3 is the original image.
Figure 4 shows watermark images. Figure 5 shows the watermark information
obtained after sequential even spread spectrum.

Fig. 2. Watermark extraction algorithm flow
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In this paper, the Normalized Coefficient (NC) and Peak Signal to Noise Ratio
(PSNR) are selected to evaluate the algorithm performance. NC is used to evaluate the
similarity between the original watermark image and the extracted watermark image,
and its value ranges from 0 to 1 [11]. The larger the NC is, the stronger the robustness
of the algorithm is. PSNR is used to evaluate the distortion degree between the

Fig. 4. (a) Original image 128 *1 28 pixels watermark image, (b) 64 * 64 pixels watermark
image

Fig. 5. 64 * 64 pixels watermark image watermark information after sequence even spread
spectrum

Fig. 3. Original image
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watermark carrier image and the original image, and its value ranges from 0 to 100
[12]. The larger the PSNR is, the better the visibility of the algorithm is.

Change the embedding strength K to 0.015, 0.02, 0.025 and 0.03 respectively, run
the program, calculate the value of PSNR and NC. The experimental comparison
results are as follows (Figs. 6, 7, 8, and 9).

1. When k = 0.015, the result is shown as follows, and get the PSNR = 93.522,
NC = 0.98013.

2. When k = 0.02, the result is shown as follows, and get the PSNR = 87.671,
NC = 0.98279.

3. When k = 0.025, the result is shown as follows, and get the PSNR = 83.119,
NC = 0.98281.

Fig. 6. (a) Carrier image with watermark, (b) Extract the watermark image

Fig. 7. (a) Carrier image with watermark, (b) Extract the watermark image
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4. When k = 0.03, the result is shown as follows, and get the PSNR = 79.385,
NC = 0.98409.

According to the above experimental results, with the increase of K, PSNR grad-
ually decreases and NC gradually increases, which proves that there is a contradiction
between watermark visibility and robustness. The values of NC are all above 0.98 and
have good robustness.

Fig. 8. (a) Carrier image with watermark, (b) Extract the watermark image

Fig. 9. (a) Carrier image with watermark, (b) Extract the watermark image
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4 Conclusion

In this paper, a watermarking scheme based on spread spectrum and DFT is proposed.
Sequence pairs are selected to spread spectrum the watermarking information, and the
useful watermarking information is extracted by using the excellent autocorrelation
characteristics of sequence pairs, which is superposed in the image transform domain.
The simulation results show that the robustness of the algorithm has achieved good
results, and the robustness and invisibility of the algorithm will be further studied.
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Abstract. With the development of 5G technology, the demand for
communication quality has shown exponential growth. Regarding the
problem of low communication quality at the edge of the LTE-Advanced
cellular network, we can expand the coverage and share base station
traffic by introducing relay technology and D2D technology, thereby
increasing the throughput of the communication system. The research
background of this paper is to combine pass-through (direct) D2D mode
with LTE-A relay cellular network in LTE-A cells, and then construct
the MINLP optimization problem with maximizing system throughput
as the objective function. The convex optimization method is used to
realize the optimal allocation of power resources. The final simulation
results show the growth of system throughput and user fairness.
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1 Introduction

The addition of relay nodes in the LTE-A system can cover a wider area and
achieve higher-quality communication, while it also greatly increases the com-
plexity of the communication system, so it has become the research focus of
scholars at home and abroad. To improve system throughput, we should first
consider to control the channel interference, the solutions mainly adopt the par-
tial frequency reuse. [1] proposes a method for selecting relay nodes in a mobile
Ad hoc network. Based on the messages received from one or other nodes, the
list of adjacent relay nodes is updated, and the adjacent relay nodes in the first
hop is updated. In the relay nodes and the updated relay list, the relay with the
highest value of the selection counter is selected as the MPR node. The method
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can prevent unnecessary channel competition and conflict between nodes, so
it can improve network performance. A new round-robin scheduling algorithm
using location information is proposed in [2], so that some frequencies can be
reused by base stations or relays after selection. It has been proved that this
algorithm can effectively control channel interference and improve the system
throughput. [3] proposes an optimization algorithm based on energy efficiency
in a large-scale LTE network in a dense urban area. The optimization variables
include the relevant parameters of the base station and the relay antenna, such
as the azimuth, transmission power, and antenna height. Through overall opti-
mization, the energy consumption of users is reduced, and the communication
performance of users is improved. [4] studies the power allocation scheme of
subcarriers aiming at maximizing energy efficiency in a cooperative relay net-
work, it mainly studies the situation that the destination nodes receive signals
from the source nodes and relay nodes at the same time. [5] in the context of
OFDMA downlink, resource allocation is performed by maximizing the mini-
mum weighted rate under the constraint of the transmission power of each base
station. This allocation method ensures that the information rate of each cell
is roughly the same at the expense of the total data rate of the system, so as
to make the system have better fairness. [6] is similar to [5], it also sacrifices
the overall throughput of the system to ensure the QoS of each user. Under the
condition of a certain total power, the allocation strategies of subcarrier, power
and relay are combined at the same time to establish a complex optimization
problem, which is solved combined with the optimization theory.

Due to the advantages of D2D technology in sharing data traffic in cellular
networks, it has recently become a hot research topic. [7] studies the resource
allocation algorithm for single-cell users and multiple D2D users using game the-
ory methods in high-density D2D user scenarios. [8] discusses the link sharing
mechanism and user resource allocation strategy of the multi-user D2D commu-
nication system. With the purpose of improving the energy efficiency of users,
a distributed resource allocation scheme is proposed by using game and non-
cooperative game methods. [9] studies the interference coordination problem of
D2D communication under homogeneous network. Under the condition of sat-
isfying QoS, a channel allocation and power control method based on partial
location information is proposed.

The main research content of this paper is to establish the resource sharing
model between direct D2D users and cellular users in LTE-A cellular network by
combining relay technology and direct D2D technology, establish the objective
function of maximizing system throughput, and use convex optimization method
to solve this problem. Finally, the throughput and user fairness are analyzed.

Notation: a∗ represent the conjugate.

2 System Model for the Coexistence of Direct D2D Users
and Cellular Users

The system model is shown in Fig. 1, which contains both direct D2D users and
cellular users. The cellular network adopts Time Division Duplex (TDD) mode.
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Fig. 1. System model of coexistence of direct D2D users and cellular users.

The entire communication process is divided into two time slots, and all relays
communicate synchronously in these two time slots. All cellular users (not using
D2D mode) are represented by set M , and all direct D2D users is represented by
set Dp, the system bandwidth is divided into N resource blocks (RBs), the set
of resource blocks is N = {1, 2, · · · , |N |}, the set of resource blocks that can be
used in each relay is N , and the bandwidth of each resource block is represented
by BRB. The relay set is denoted by L = {1, 2, · · · |L|}, Ul,∀l ∈ L represents the
set of all users who communicate through relay l, the set of cellular users under
the relay l coverage is Ml = M ∩ Ul, the set of direct D2D users under the relay
l coverage is Dp

l = Dp ∩ Ul. Therefore, the following formulas are established:
Ul ⊆ {Dp

l ∪ Ml} ,∀l ∈ L, ∪lUl = {Dp ∪ M}, ∩lUl = ϕ,∀l ∈ L. The Signal to
Interference plus Noise Ratio (SINR) of the direct D2D pair is:

γ
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=
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j
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(1)

Where, Q
(n)
a,b , h

(n)
a,b , g

(n)
a,b respectively represent the transmit power, the channel

coefficient of the communication link, and the gain of the interference link on
the resource block n in the communication process from the transmitter a to
the receiver b. σ2 = N0BRB, N0 is the power spectral density of thermal noise.
Therefore, the information rate of this communication process is:

R(n)
ul,ul

= BRBlog2
(
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ul,ul
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)
(2)
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The SINR of the communication between the cellular user and the relay is:
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Therefore, the information rate of this communication process is:

R
(n)
ul,l

= BRBlog2
(
1 + Q

(n)
ul,l

γ
(n)
ul,l,1

)
(4)

The relay l communicates with the base station, for ul ∈ Ml, the SINR per
unit power is:

γ
(n)
l,eNB,2 =

h
(n)
l,eNB

σ2
(5)

Therefore, the information rate of this communication process is:

R
(n)
l,eNB = BRB log2

(
1 + Q

(n)
l,eNBγ

(n)
l,eNB,2

)
(6)

In summary, for user ul under relay l coverage, the total information rate
consists of two parts:

(1) direct D2D mode: the user ul communicates in direct D2D mode, and the
information rate is:

R
(n)
D = R(n)

ul,ul
(7)

(2) Cellular mode: The user ul communicates in the cellular mode, and the
information rate of this communication process is:

R
(n)
M =

1
2

min
{

R
(n)
ul,l

, R
(n)
l,eNB

}
(8)

The above formula is multiplied by 1/2 because the cellular users within the
relay range need two time slots to realize two-way communication through relay
forwarding, while the direct D2D communication process only uses one time slot,
so there is no need to multiply it.

Set the maximum value of user transmission power as Qmax
ul

and the maxi-
mum value of relay transmission power as Qmax

l . Introduce resource block alloca-
tion factor x

(n)
ul , x

(n)
ul ∈ {0, 1}, they are binary integer variables: When x

(n)
ul = 1,

it means that the resource block n is allocated to user ul, otherwise x
(n)
ul = 0,

x̄
(n)
ul = 1 − x

(n)
ul . The users’ QoS requirement is expressed by RQoS . This opti-

mization problem can be described as:
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Rul
≥ RQoS, ∀ul ∈ Ul (14)
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(n)
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Where, (10) is the condition that each indicator coefficient needs to meet, each
resource block can only be allocated to one user under each relay, (11) and (12)
limit the transmission power not to exceed the maximum power, (13) indicates
that the interference from D2D users under other relays and the interference
from cellular users under other relays must meet the interference threshold, (14)
ensures that the system meets the minimum QoS requirements, (15) indicates
that the transmission power is non-negative.

The unit power SINR of direct D2D users is:
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Where, I
(n)
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is the interference of direct D2D user ul on the resource block n.
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For cellular users, the unit power SINR during the first time slot communi-
cation process is:
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Where, I
(n)
ul,l,1

is the interference of the cellular user ul on the resource block n
in the first time slot.
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The total information rate of all cellular users on the resource block n is R
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When Q
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3 Power Distribution Method Based on Lagrangian
Multiplier Method

Optimization problem (9) is difficult to solve because it contains both continuous
variables and binary integer variables, and the objective function is nonlinear.
Such problems can be called mixed-integer nonlinear programming (MINLP).
In order to simplify the problem, we first relax the resource block allocation
factor x

(n)
ul into a continuous variable, that is x

(n)
ul ∈ [0, 1], which represents the

proportion of time that the resource block n is allocated to user ul, and it still
meets the aforementioned restriction conditions 0 ≤ ∑
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are introduced, which are respectively used as power allocation
variables for direct D2D users and cellular users to represent the actual transmit
power of the user ul on the resource block n. The optimization problem after
relaxation and adjustment can be expressed as
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Where, ω
(n)
ul , μ

(n)
ul are auxiliary variables, when the number of RBs is

extremely large, the dual spacing of the optimization problem that satisfies the
time allocation condition can be ignored. The optimization problem studied in
this paper satisfies the time allocation condition, so the relaxed optimization
problem has an asymptotic optimal solution. From the above formulas, the con-
straint condition (27) is convex, and other constraints are linear. If the objective
function is a concave function, then the optimization problem (22) is a convex
problem, and there is an optimal solution. Next, we must first prove that the
objective function is a concave function.
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Continue to find the derivative about S
(n)
ul,ul , T

(n)
ul,l

respectively to obtain the
Hessian matrix H in the following formula
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The matrix H is a second-order matrix with two eigenvalues, the two eigen-
values are

λ̃1 =
x
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Because λ̃1 > 0 , λ̃2 > 0, 


(
S
(n)
ul,ul , T

(n)
ul,l

)
is convex, the objective function

(22) is concave. Therefore, the optimization problem is a convex problem, and
there is an optimal solution. Therefore, the KKT conditions in convex optimiza-
tion theory can be used to solve this problem.

Next, use the Lagrangian multiplier method to solve the problem. Let the
Lagrangian multipliers of the constraints (23) to (29) in Eq. (22) be δn, ξul

, ςul
,
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First, take the derivative of the allocation variable of the transmit power of
the direct D2D users S
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According to the KKT conditions, let ∂L

∂S
(n)
ul,ul
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optimal value of the transmit power of the direct D2D user is expressed as
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[ξ]+ means that the result takes a value not less than zero as the effective
value, that is [ξ]+ = max{ξ, 0}. Next, take the derivative of the allocation vari-
able of the cellular user transmit power T
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In the same way, according to the KKT conditions in the convex optimization
theory, let ∂L
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Then the optimal transmit power of the cellular user is
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Substituting x̄
(n)
ul = 1 − x

(n)
ul into the Lagrangian function and deriving a

derivative about x
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ul , we can obtain the formula (42). According to the KKT

conditions, let ∂L
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= 0, the expression related to the Lagrange multiplier δn
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The actual δn is not calculated by Eq. (43), but updated by sub-gradient
iteration method, which will be described in detail in the following content. In
order to obtain the integer value of the resource block allocation factor x
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threshold variable needs to be set as

χ(n)
ul

= (λul
+ 1) BRB

(
1
2
θ
(n)
ul,l

− θ(n)ul,ul
+ log2

(

1 +
S
(n)
ul,ulh

(n)
ul,ul

x
(n)
ul ω

(n)
ul

)

− 1
2
log2

⎛

⎝1 +
T

(n)
ul,l

h
(n)
ul,l(

1 − x
(n)
ul

)
μ
(n)
ul

⎞

⎠

⎞

⎠ (44)



The Performance Research of LTE-A Cellular Network 159

The discriminant formula of resource block allocation factor x
(n)
ul is shown in

the following formula
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After obtaining the optimal solution of the user-to-relay communication
transmission power Q
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, Q
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ul,ul and resource block allocation factor x
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sub-gradient iteration method is used to update each Lagrangian multiplier, and
the Lagrangian multiplier of the (t + 1)th iteration is updated according to the
following formula, Λ
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4 Performance Analysis

Since there are random variables in each channel coefficient and interference link,
the information rate of each resource block is also random. In order to reduce the
influence of randomness on the simulation results, we have carried out a large
number of simulations to calculate the average rate. This will eliminate the
randomness of channel coefficients and obtain the fairness index of information
rate in each resource block. This paper adopts RajJain fairness index to judge
the information rate in each resource block. The definition of RajJain index is:

F =
(

N∑

n=1
Rn

)2
/

N
N∑

n=1
R2

n, where N denotes the number of total resource

blocks in system, Rn stands for the information rate in resource block n. The
parameters of simulation are shown in Table 1.

Table 1. System parameters of simulation.

Parameter of system Value

Bandwidth of system 2.5MHz

Number of total resource block 13

Path loss among D2D users 102.9 + 18.7log[d(km)]

Path loss between users and relay 103.8 + 20.9log[d(km)]

Path loss between relay and base station 100.7 + 23.5log[d(km)]

Standard deviation of shadow fading between D2D users 3 dB

Standard deviation of shadow fading between user and relay 10 dB

Standard deviation of shadow fading between base station and relay 6 dB

Range of transmitting power of relay 20–30 dBm

Range of transmitting power of user 13–23 dBm

Maximum distance among D2D direct users 20m

Radius of coverage of relay 200m

Distance between base station and relay 125m

Power spectrum density of noise −174 dBm/Hz

Interfering threshold −70 dBm

Fig. 2. Fairness index of each resource
block.

Fig. 3. Distribution of information
rates in each resource block.
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To check the correctness of theoretical analysis, we implement the following
simulations. Assuming the number of resource blocks and total bandwidth of
system are fixed. In our communication scenario, there are two relays, and the
number of D2D pairs in each relay coverage area is the same as that of cellular
users. For example, assuming there are four D2D pairs and four cellular users in
relay 1 and relay 2 respectively. The simulation result in Fig. 2 shows that with
the increase of number of iterations, the fairness index of information rate in each
resource block is close to 1, which represents the user fairness becomes better
gradually. These results show that averaging results of a lot of simulations indeed
reduces the effect of random of channel. After 50 iterations, the information rate
of each resource block is close to 4 Mbits/s as shown in Fig. 3.

Fig. 4. Total information rate of system.

The simulation parameters of Fig. 4 is nearly 50 iterations and 13 resource
blocks. Observing this figure, we can find that with the increase of number of
D2D pairs and cellular users, the information rate of whole system first increases
linearly, and then tends to a fixed value. Particularly, when the number of D2D
pairs and cellular users are equal to 7 respectively, the peak information rate
can be increased up to 85 Mbits/s.
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Fig. 5. Fairness of information rate of each resource block.

Next, use the same simulation parameters as Fig. 1, we analyze the fairness
of information rate of each resource block. The corresponding simulation result
is shown in Fig. 5. Observing this figure, we can find that, with the increase
of number of D2D pairs and cellular users in coverage area of each relay, the
fairness index also grows close to 1. The reason is that, when there are few
users, each resource block may not be fully utilized. However, with the increase
of users or links, especially the number of users or links exceeds the number of
resource block, the resources allocated to users in system are almost the same,
and total resource blocks are fully utilized, this improves the fairness of each
resource block.



The Performance Research of LTE-A Cellular Network 163

Fig. 6. The fairness of information rate of different users.

Use the same simulation parameters as Fig. 5, the fairness of information
rate of different types of users are shown in Fig. 6. With the increase of number
of D2D pairs and cellular users in covering area of each relay, the fairness of
information rate of D2D pairs and cellular users decreases gradually. The reason
is that, for each resource block, each slot can only be occupied by one user served
by relays. When the number of users is larger than that of resource blocks, there
is resource block competition between communication links. The above resource
allocation scheme ensures that some of users have priority to use the current
resource blocks and the other users have to wait for resource blocks. This leads
to the decrease of fairness index of two kind of users in terms of information
rate.

5 Conclusion

In this paper, we firstly set up a complex scenario, which includes base station
of LTE-A, relays, and D2D pairs. Next, under the mode of direct D2D, we
analyze the communication links of D2D pairs and cellular users, especially the
interference of these links. Based on the above elements in scenario, we build
the system model of information rate. Then we formulate this model into a
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MINLP problem, utilize Lagrange multiplier and KKT conditions to obtain the
optimal power allocation. The simulation results show that with the increase of
number of users, the fairness index of information rate of each resource block
also increases, and gradually approaches 1.
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Abstract. An intelligent reflecting surface (IRS), is a new era of wireless
communication towards intelligent and reconfigurable wireless networks. IRS
can enhance communication quality between the network terminals with a small
cost, low complexity, and low energy consumption when the direct connection
has been blocked. To obtain the IRS features, the acquisition of channel state
information (CSI) is substantial but it’s challenging in practice, due to the
massive number of IRS elements without any capabilities of signal processing.
To deal with this challenge in this survey, we first introduce an overview of
channel estimation for IRS, then we address the main recent techniques pro-
posed to estimate channels in IRS with various strategies in different applica-
tions. Furthermore, we summarize these recent works and list the main points
that affect the estimation of the channel in IRS-aided communication system,
and finally outline some future researches in IRS channel estimation and the
conclusion of this survey.

Keywords: Intelligent reflecting surface (IRS) � Channel estimation � Pilot
symbols

1 Introduction

IRS is a paradigm shift of wireless communications from traditional networks “just
active components’’ to the hybrid networks “active and passive components”. This
hybrid network will be the backbone of the new technologies like beyond-5G, 6G, and
so on.

In wireless communications, an IRS is used to assist the communication between
the network terminals when the direct link is blocked [1]. IRS is an electromagnetic
two-dimension (2-D) surface composed of a huge number of passive reflecting ele-
ments which are fabricated from meta-materials. It depends on altering the phase shift
of the incident signals and then reflecting them to their intended destinations without
transmitting or receiving signals, thus basically reducing power consumption, hardware
cost, and complexity. There are many applications that used IRS- aided wireless
communication systems such as physical layer security, a user at dead zone, a user at
the cell edge, wireless information power transfer in internet-of-things (IoT) network,
and massive device-to-device (D2D) communications [2]. Furthermore, there are many
recent techniques that have the same behavior of reflecting the incident signals as the
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IRS such as the metasurface or metamaterial reflectors [3, 4], the large intelligent
reflecting surface [5–8], and the smart reflect-arrays [9, 10]. Despite the IRS’s attractive
advantages and applications, there are several challenges that clog using of the IRS in
wireless communication systems, but, IRS reflection optimization, IRS deployment,
and the IRS channel estimation are the main three challenges. In this survey, we treat
the IRS channel estimation challenges.

To leverage the IRS techniques in wireless communications, channel estimation
[7, 11−33], is essential because the IRS needs to acquire the CSI to set the reflection
coefficients for its elements to reflect the incident signals. But it is the most critical
challenge of the IRS due to the IRS’s passive and massive elements. This means
passive elements without any sensing capabilities to transmit or receive pilot symbols
for channel estimation, the massive number of the IRS elements increase the number of
paths to be estimated, and the CSI for the whole elements (i.e., full CSI) can’t estimate
during the limited channel estimation time.

Motivated by the above mentioned in this survey First, we review the main recent
techniques used for IRS channel estimation and categorize them into three main
methods, which are the cascaded channel estimation method when the IRS elements are
fully passive elements, the partial channel estimation method when the IRS surface is
equipped with some active elements beside the passive elements for channel estimation
purposes, and the explicit channel estimation method when the IRS elements are
equipped with some receive radio frequency (RF) chains to make the IRS has sensing
capabilities to estimate the CSI. For each method, we explain how can estimate the
CSI, show where the channel estimation has occurred (i.e., at the BS, the user, or the
IRS), and review the recent related works. Furthermore, in the cascaded channel
estimation, there are two manners, the reconstructing the full channel matrix manner
and the beam training manner. For the first manner, we design a simple diagram to
describe the main processes for IRS channel estimation and data transmission in a
simple form. Second, to allow the IRS researchers and interested to clearly and directly
acquire information, we summarize our review in a table by listing the current works in
the IRS channel estimation ascending with their related methods, techniques, network
scenarios, and the achieved outcomes. Lastly, we highlight some important future
researches for the IRS channel estimation.

The rest of this paper is organized as follows. Section 2 presents the system model,
the IRS channel estimation methods, and their related recent works. Section 3 sum-
marizes the current works for the IRS channel estimation. Section 4 outlines several
future works in the IRS channel estimation and Section 5 concludes the paper.

2 IRS Channel Estimation

In the IRS-aided communication systems, the estimate of CSI is quite significant but it
is more challenging in practice due to the huge number of its passive elements. This
section addresses the main types of IRS channel estimation, reviews, and summarizes
the recent works which are carried out to estimate the CSI.
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The IRS channel estimation methods are classified based on the type of the IRS
elements which are passive, active elements, or elements equipped with some receive
RF chains as shown in Fig. 1., into three categories: the cascaded, the partial, and the
explicit channel estimation method, respectively.

System Model:
As shown in Fig. 1, the tree is blocking the direct channel between the user and the BS.
Therefore, the user communicates with the BS through the IRS under the user-IRS
channel (h1) and IRS-user channel (h2) which means the cascaded user-IRS-BS channel
(H). The IRS consists of M passive reflecting elements each of which reflects the
signals to their intended destinations. By considering the uplink (UL) transmission, the
received signal Y(t) at the BS is:

Y tð Þ ¼ H x tð ÞUþ n tð Þ ð1Þ

Where x(t) is the transmitted signal from the user, H is the cascaded user-IRS-BS
channel reflection matrix, U is IRS reflection coefficients where U = bm. Where are the
reflection amplitude and the phase shift, respectively, and n(t) is the received noise.

In the following subsections, we present the IRS channel estimation methods one
by one in more detail.

2.1 Cascaded Channel Estimation (Fully-passive IRS)

In the cascaded channel estimation, the IRS elements are totally fully passive without
any active elements. So, in this case, due to the absence of sensing capabilities, the

Fig. 1. An IRS-aided communication system
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estimation of cascaded user-IRS-BS channels is a proposed alternative to estimating the
IRS BS\user channels directly. in this method, the acquisition of CSI was achieved by
using two types of channel estimation manners, reconstructing the full channel matrix
and beam training manner.

Reconstructing the Full Channel Matrix Manner
In this manner, the acquisition of the CSI depends on the user\BS’ pilot symbols and
the IRS’s reflection coefficients which are included in the received signals at the
BS\user.

Here, the IRS-aided system works in two phases namely the channel estimation
phase and data transmission phase as shown in Fig. 2. Under the channel coherence
time T symbols, in the channel estimation phase, the users (BS) send their UL
(downlink (DL)) pilot symbols (s symbols) to the IRS for channel estimation and the
IRS reflects it to the BS (users). After the BS (users) estimates the channel reflection
matrix (H), designs the passive beamforming (U), and feeds it (i.e., U) back to the IRS
in the DL (UL). In the second phase, after adjusting the IRS, the users transmit their
data over the residual of the channel coherence time T-s symbols as shown in Fig. 3.

Related Works
Zheng et al. [11] considered an UL OFDM system, they groping the M IRS’s passive
reflecting elements with high channel correlation into K sub-surfaces to reduce the
complexity of channel estimation and reflection design because the IRS’s adjacent
elements share a common reflection coefficient, this method was extended in [12].
Further, they proposed a full reflection of the IRS during both channel estimation and
data transmission phases (i.e., the IRS elements are switched ON all the time).

You et al. [12] proposed a novel approach by exploiting the IRS elements grouping
and partition, instead of the all-at-once approach which requires a number of pilot
symbols depending on IRS elements which means the long length of pilot symbols,
hence it increases the channel estimation time. The strategy followed in this work is as
follows: the IRS elements are subdivided into K groups, each group partitioned into S
sub-groups. First, estimate the CSI for effective channels in each group (per-group
effective channel estimation) based on the designed basis training reflection matrix,
after that collect the per-group effective channel estimation for each group. Next,
resolve the subgroup aggregated channels, (Intra-group channel estimation) based on
the designed subgroup training reflection matrix. At the last, from the estimated sub-
group aggregated channels of all groups, optimize the passive beamforming vector for

Fig. 2. An IRS-aided channel estimation mode
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rate maximization. Here the required number of pilot symbols is reduced to the IRS
groups instead of the number of the IRS elements as in the case of all-at-once channel
estimation.

He et al. [13] introduced a framework for channel estimation with two stages
algorithm, a sparse matrix factorization stage, and a matrix completion stage. They
formulated the channel estimation problem for the reflected channels h1 and h2 from the
received signal Y(t) as the matrix factorization problem and solved it by using the
bilinear generalized approximate message passing (MiG-AMP) algorithm. Due to the
diagonal ambiguity problem of a matrix factorization, they used the matrix completion
stage with the Riemannian manifold gradient-based algorithm to solve this problem.
Moreover, they provided the joint algorithm of the bilinear factorization (BF) and
matrix completion (MC) channel estimation algorithms, which is denoted by (JBF-
MC).

Mishra et al. [14] considered an ON-OFF state control strategy of IRS which is
known as IRS binary reflection, under their proposed channel estimation protocol at
each time slot only one IRS element is switched ON and the other elements are
switched OFF so, their reflected channels h1 and h2 can be estimated one by one
without any interference between reflected signals from other elements.

Fig. 3. The basic process to establish the IRS-aided downlink transmission
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Jensen et al. [15] designed a channel estimation scheme to minimize Cramer- Rao
lower bound (CRLB) under phase quantization and IRS attenuation constraints by
proposing a novel method depends on the minimum variance unbiased estimator where
all IRS elements are switched ON during the entire training period compared with the
existing ON-OFF state control strategy. Moreover, they Showed that the IRS activation
pattern impacts the performance of the channel estimation scheme, which is optimal
under this scheme and suboptimal in the ON-OFF schemes.

Wang et al. [16] presented a channel estimation scheme for IRS in the case of the
mm-Wave system. To formulation the channel estimation problem they first, exploited
the inherent sparsity nature of mm-Wave channels to reduce the training overhead,
then, used the Kronecker and Karti-Rao products to find the sparse representation of the
cascaded h1 and h2 channels, lastly, they converted the cascaded h1 and h2 channel
estimation problem into a sparse signal recovery problem. By applying the compressive
sensing (CS) technique, they resolved the channel estimation problem.

The CS is used in signal processing systems to recover the signals by exploiting the
property of sparsity of signals with the few numbers of measurements compared by the
required sampling theorem. Here, the signal recovering is requiring two conditions to
determine which signal recovery is probable, sparsity condition which is based on the
sparsity of signal in some domains. And the incoherence condition, which is based on
the isometric.

Zheng et al. [17] proposed two channel estimation schemes for broadband com-
munication system IRS-aided employing the orthogonal frequency division multi-
plexing access (OFDMA). The first scheme is the simultaneous user channel estimation
(SiUCE) scheme, which estimates the SCI of all users in parallel simultaneously at the
BS. The second one is the sequential user channel estimation (SeUCE) scheme, which
utilizes the fact that the IRS reflects the signals from all users to the BS via the same
channel (IRS-BS channel). Specifically, first estimated the CSI for the arbitrarily
selected user (it’s called reference user), after that estimated the CSI for remaining users
(it’s called non-reference users) by normalized the CSI of reference user because the
IRS reflected channels are the scale vectors of the reference user and to reduce the
channel estimation time. For both schemes they derived minimum training time, the
maximum number of supportable users, optimized the training design in terms of user
pilot tone allocations and IRS reflection pattern to minimize the channel estimation
error. Their results demonstrated that the SiUCE scheme has low complexity compared
with the SeUCE scheme but the SiUCE scheme has able to support more users than the
SeUCE scheme.

Wang et al. [18] proposed a novel pilot-based three-phase channel estimation
framework for IRS-aided communication under sequential user channel estimation
method by exploiting the correlation among the user-IRS-BS reflected channels of
different users, which that each IRS element reflects the signals from all users to the BS
via the same channel (as mentioned before). This framework is separated into three
phases as follows, Phase I: They switched OFF the IRS and allow the BS to estimate
the channel estimation by the traditional method. Phase II: They switched ON the IRS
and allow for just one user to send its pilot symbols to the IRS, and IRS reflect it to the
BS to estimate the channel estimation. Phase III: They allow for other users to send
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their pilot symbols to the IRS, and IRS reflects it to the BS to estimate the channel
estimation.

Chen et al. [19] by utilizing the simultaneous user channel estimation method
proposed a protocol for channel estimation in IRS-aided. Under this protocol, they
formulated the channel estimation problem as a sparse channel matrix recovery
problem using the CS technique to reduce the training overhead. In particular, they
proposed a two-step procedure for multi-user channel estimation by exploiting the fact
that, the sparse channel matrixes of the cascaded channels of all users have a common
row-column block sparsity structure due to the common channel between BS and IRS.
In the first step, project the signal into the common column subspace by considering
common column-block sparsity to reduce complexity, quantization error, and noise.
After that, in the second step, they apply all the projected signals and formulated a
multi-user joint sparse matrix recovery problem by considering common row-block
sparsity and they proposed an iterative approach to solving this non-convex problem
efficiently.

You et al. [20] proposed two schemes for channel estimation problem in the case of
using double-intelligent reflecting surfaces IRS-aided. The proposed double -IRSs are
used to enhance the communication between the user and the BS when the reflected
signals from a single IRS cannot pass all the barriers. In this work, they sub-divided the
two IRSs elements into sub-surfaces as mentioned before in [11] and proposed two
schemes to address the channel estimation problem under cascaded user-IRS1-IRS2-
BS double-reflection channels (i.e., the user-IRS1 channel, the IRS1-IRS2 channel, and
the IRS2-BS channel). The first scheme for any arbitrary inter-IRS (i.e., IRS1-IRS2)
channel and the second scheme is customized under the assumption that the inter-IRS
channel is line-of-sight (LOS) dominant. They showed that the second scheme has a
smaller normalized mean square error (NMSE) with less channel time training com-
pared with the first scheme.

Elbir et al. [21] proposed a framework for IRS channel estimation under mm-Wave
massive MIMO systems. They proposed a double convolutional neural network
(CNN) based on a deep learning network. The CNN is the joint use of convolutional
layers (CL)s and fully connected layers (FCL)s and is fed by three channels data: real,
imaginary, and the absolute value of each entry of the received pilot signals for channel
estimation.

Elbir et al. [22] proposed a channel estimation framework for an IRS-aided massive
MIMO system based on federated learning (FL). The proposed FL framework consists
of three stages, namely training data collection, model training, and prediction stage. In
the first stage, the users collect their training datasets from the received BS’ pilot
symbols for model training. In the model training stage, the users only transmit the
gradients of the model parameters (i.e., model updates) to the BS rather than the whole
datasets as in the centralized learning schemes so, the transmission overhead is
reduced. After model training, in the prediction stage, users can estimate their channels
by feeding the trained model with the received pilot symbols.

Beam Training Manner
In the beam training manner estimation, the passive IRS executes the set of operations
that are known to the transceivers. Depending on these operations, the active terminals
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on the network estimate the channel measurements and then send them to the IRS
controller to design the beam patterns “beam directions” for data transmission.

Related Works
Ning et al. [23] considered beam training manner for IRS-aided channel estimation.
They proposed a hierarchical codebook design for channel estimation and data trans-
mission for a massive MIMO THz communication system. In this scheme, the IRS-
aided system operates on two modes, return mode and direction mode. In the return
mode: the cascaded transmitter (Tx)-IRS-receiver (Rx) channels are estimated by
switching OFF the transmitter and receiver alternately. For the Tx-IRS channel esti-
mation, switch OFF the Rx and allow the IRS to search the narrow beams which are
knowns at all terminals on the network. After that, the IRS informed the Tx of the
strongest return direction. Then, the Tx-IRS channel is estimated at the Tx. The IRS-Rx
channel is estimated by switching OFF the Tx and following the same manner in the
Tx-IRS channel estimation. In the direction mode, the Tx or Rx searches for the best
direction depending on the estimated Tx-IRS-Rx channels and then sends it to the IRS
controller for data transmission. Their work showed that accurate channel estimation
can also be obtained by achieving beam training.

2.2 Partial Channel Estimation (Semi-passive IRS)

Here in the partial channel estimation, to facilitate the IRS channel estimation and
beamforming reflection, the IRS surface is equipped with some active elements. Thus,
the user\Bs sends the pilot symbols to IRS active elements for channel estimation, but
in the reflection beamforming stage the active elements work as the residue of the
passive elements that reflect the incident signals, and the machine learning techniques
are used to learn the IRS how to interact with or reflect the incident signals.

Related Works
Taha et al. [24] proposed a novel solution for IRS channel estimation and reflection
beamforming problems by using CS and deep learning approaches. In the CS approach
after acquiring the channel knowledge at the active elements by using traditional
method depending on the UL pilot signals, they developed the CS tools to recover all
channels between the IRS and the transmitters/receivers from the channels at active
elements (a.k.a sampled channels) without training overhead, and the IRS reflection
beamforming vector was obtained by an offline search without beam training. In the
deep learning approach, the IRS learns how to interact with the incident signals directly
given the estimated sampled channel. This solution operates in two phases, the learning
phase and predict phase. The deep learning model is trained through the learning phase
while in the predict phase the system learns how to directly reflect the incident signals
from the estimated sampled channels with the high data rates.

Their work was extended in [25] by proposing a novel framework by using the
deep reinforcement learning (DRL) technique. The DRL is used to adjust the IRS
reflection coefficients U without training overhead and to adjust the IRS reflection
matrix for interacting with the incident signals because the DRL does not require an
initial dataset collection phase. For the IRS interaction, the DRL-based IRS framework
operates into two phases which are the agent interaction phase and agent learning
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phase. In the agent interaction phase, the IRS is interacting with the environment as
follows: first, the IRS notices the present state (p) of the environment and take an action
(c), based on the noticed state, the IRS then obtains a reward (w) for the action (c),
lastly a new state notice (p′) from the environment. In the agent learning phase, once
the experience (p, c, w, p′) is obtained, the DRL model is trained by the IRS by the
present and past experience.

Liu et al. [26] proposed a deep denoising neural network-assisted compressive (CV-
DnCNN) model for IRS channel estimation under millimeter-wave (mm-Wave) Mas-
sive MIMO system to reduce the training overhead. In this method, they activated some
passive elements by equipping a few receive RF chains on it. First, they reconstructed
the channel matrix H by using CS after that, they developed the angular-domain
common sparsity of mm-Wave MIMO channels over different subcarriers to improve
the accuracy, at last, they used their proposal CV-DnCNN for further enhancement.
Their proposed model showed that the training overhead can be reduced by increasing
IRS active elements and can use it at different signal-to-noise ratios (SNRs).

2.3 Explicit Channel Estimation (IRS Elements Equipped with Some
Receive RF Chains)

In this method, the IRS elements are equipped with or connected to some receive RF
chains to allow sensing capabilities for the explicit estimation. So, here the explicit
channel from user\BS to IRS is estimated at the IRS based on the training signals.

Related Works
Alexandropoulos et al. [27] proposed a novel IRS hardware architecture by using a
single active receive RF chain. In this architecture, the output of IRS is fed to the
receive RF chain to estimate the channel at the IRS. Under the DL transmission, the BS
sends its pilot symbols to the IRS to estimate the BS-IRS channel and the user sends its
pilot symbols to the IRS to estimate the user-IRS channel. After the IRS was estimated
the user-IRS-BS channel, it configured its phase shift and shared it with all of its
elements for data transmission. Their simulation results demonstrated that using a
single receive RF chain can achieve accurate channel estimation at the IRS.

Based on the above mentioned, the channel estimation in a cascaded manner occurs
at the active terminals on the network (i.e., the BS or the user) and is achieved by the
user\BS’ pilot symbols or the beam training. In the channel estimation partial manner, it
occurs at the IRS active elements based on the user\BS’ pilot symbols. But in the
explicit channel estimation manner, it occurs at the IRS depending on both user and
BS’ pilot symbols.

3 Summary

In this section, we summarize and classify the recent works of IRS channel estimation in
a specific form as listed in Table 1. The summary includes five directions each of which
has some classifications as follows: the IRS channel estimation method is based on
cascaded, partial, or explicit channel estimation methods as we mentioned before in

A Survey Channel Estimation for IRS 177



Sect. 2, the IRS channel estimation problem formulation method which includes
learning, mathematical and beam training method, the IRS reflection pattern depends on
binary reflection or full reflection, the network context depends on the number of users
(single-user or multi-user) and the type of the transmission (UL or DL transmission), and
the evaluation of system performance which includes estimation error such as NMSE,
mean-squared error (MSE), or least-squares (LS) and quantization error.

4 Future Research

In the next few years, we expect that the IRS will change the face of wireless com-
munications by combining active and passive terminals in one network. But until now,
the acquiring of accurate CSI in practice still it is an open problem. So, the most
important research direction is how to execute the existing IRS channel estimation
proposals practically in the real world.

The second direction is in terms of estimating the channels related to all users in
IRS-aided multi-user communication schemes, how to minimize the channel estimation
time to maximize the data transmission time. The last direction is how to optimize the
existing channel estimation scenarios in case of IRS elements grouping and partition to
obtain high performance with low complexity, minimum channel estimation time, and
minimum training overhead.

5 Conclusion

This survey presented an overview of channel estimation for IRS-aided communication
systems, reviewed the recent related works, and highlighted the important future
research directions for IRS channel estimation. We hope this survey becomes helpful in
future research in this field and contributes to facilitating the IRS’ challenges.

Table 1. Summary of the recent works of IRS channel estimation
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Abstract. Variance-based thresholding is one of the most popular methods for
image segmentation. The mechanism of variance-based thresholding methods is
to minimize the class variance. A novel minimum class variance thresholding
method based on multi-objective optimization has been presented, and the ideal
threshold is achieved by minimizing the variance of each class and the sum of
them, and this will lead to more satisfactory segmentation result. The presented
method possesses the merits of restraining the class probability and the class
variance effects, and it is more accurate. Firstly, the proposed method is com-
pared quantitatively with other methods on lots of synthetic images with the
convenience of obtaining the ideal thresholds precisely and the ground-truth
images exactly. The presented method possess better performance at most
magnitudes of the noise. At the same time, experiments over real infrared
images and visual images also have illustrated the better performance of the
presented method.

Keywords: Thresholding � Class variance � Multi-objective optimization

1 Introduction

In digital image processing, thresholding is one of the simple and effective methods for
image segmentation. This method is based on the assumption that the intensity is
similar within an object and different between different objects, and one appropriate
threshold can be found to separate the object from the background [1–3]. And there
have been many applications of thresholding for image segmentation, such as docu-
ment image analysis, CT scan images, nondestructive testing, and so on. A large
amount of thresholding methods have been developed due to their efficiency and
simplicity, especially for two-class segmentation problems [1–3]. Among these
methods, variance-based thresholding is a very popular technology for image seg-
mentation [1–7]. The minimum within-class variance method proposed by Otsu is
regarded as one of the classic methods [4]. Nonetheless, the Otsu method tends to shift
the threshold towards the component with larger class probability or larger class
variance. Hou et al. has explored the underlying mechanism responsible for Otsu
method’s bias, and proposed the MCVT method, which can overcome the Otsu
method’s disadvantages [5]. Li has proposed a new statistical thresholding method to
avoid the negative influence caused by variance discrepancy between the object and the
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background [6], but there is huge bias in the formula, and this method is called Li_1 for
convenience in this paper. In addition, Li has proposed another statistical thresholding
method for images in which the object and the background have similar statistical
distribution [7], and this method is called Li_2 in this paper. Experiments on lots of
corresponding images show that the two methods are not as effective as described,
which has been analyzed in Sect. 2.

According to the theory of classifying and optimization, we have presented a novel
minimum class variance thresholding based on multi-objective optimization (MCVT-
MO). The presented method selects the threshold by a compromise solution. It can be
applied to many classes of images effectively, such as infrared images, ordinary visual
images, and even such images in which the object and background gray levels possess
substantially overlapping distributions. Experiments in Sect. 3 show that the presented
method possesses the MCVT method’s advantages of overcoming the class probability
and the class variance effects, but it is more accurate than the MCVT method.

This paper is organized as follows. In Sect. 2, the presented MCVT-MO method is
formulated and a generalized MCVT method is defined. In Sect. 3, the performance of
the presented method has been tested and compared with other methods on synthetic
and real images. Finally, some concluding remarks are presented in Sect. 4.

2 Minimum Class Variance Thresholding Based on Multi-
Objective Optimization

2.1 Theory of Multi-objective Optimization

A multi-objective optimization problem is formulated as follows [8]:

min f xð Þ ¼ f 1 xð Þ; f 2 xð Þ; � � � f p xð Þ� �� � ð1Þ

Over x 2 X, X is the set of the non-inferior solutions of the vector optimization
problem. This kind of problem is also called a vector optimization.

Generally, an optimal solution that minimizes all the objective functions simulta-
neous does not exist in multi-objective optimization problems, which are different from
the programming problem with a single objective function. In this case, we can take the
total balance of objectives into account to find a compromise solution. One of the most
popular compromise solutions for the multi-objective optimization problems is the
lp � norm, which is defined as follows [8]

min dp f xð Þ; bf� �
,

Xn
l

Wj f j xð Þ � bf j
��� ���p

( )1=p
8<
:

9=
; ð2Þ

Subject to x 2 X.

Where 1� p�1, bf is the goal vector, Wj is the weight or priority given to the jth

objective. d ;ð Þ is the distance between f xð Þ and bf . If the goal bf j is unattainable, the
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distance between f j xð Þ and bf j can be considered to represent a measure of regret

resulted from un-attainability of f j xð Þ to bf j. min dp f xð Þ;bf� �n o
represents the mini-

mum combined deviation from the goals bf 1;bf 2; � � �bf n.
2.2 MCVT Based on Multi-objective Optimization (MCVT-MO)

As is known, the variance of a random variable X is a measure of dispersion or scatter
from the mean in the possible values for X. Smaller variance corresponds to smaller
dispersion from the center. The mechanism of variance-based thresholding methods is
to minimize the class variance [5]. Therefore, the ideal threshold can be achieved by
minimizing the variance of each class and the sum of them.

According the theories of variance and classifying, the goals to segment an image
with two classes should be as follows

r21min ¼ min r21 tð Þ; t ¼ 0; 1; 2; � � � L� 1
� � ð3Þ

r22min ¼ min r22 tð Þ; t ¼ 0; 1; 2; � � � L� 1
� � ð4Þ

r2smin ¼ min r2s tð Þ; t ¼ 0; 1; 2; � � � L� 1
� � ð5Þ

with r2s ¼ r21 tð Þþ r22 tð Þ; t ¼ 0; 1; 2; � � � L� 1 ð6Þ

The above formulas (3–6) mean that when the object and background are well
separated, the class variance r21 tð Þ, r22 tð Þ, and the sum of class variances r2s ¼
r21 tð Þþ r22 tð Þ all should be minimized. However, they will not be minimized simulta-
neous with the same gray value t in most cases.

According to the theory of multi-objective optimization elaborated in Sect. 2.1, we
adopt l2 � norm in this paper, and give three class variances r21 tð Þ, r22 tð Þ, r2s tð Þ the same
weight or priority, Wj ¼ 1; j ¼ 1; 2; 3. Then, a compromise solution can be defined to
have the minimum combined deviation of class variances from the desired goals
r21min; r

2
2min and r2smin:

J tð Þ ¼ r21 tð Þ� �2 þ r22 tð Þ� �2 þ r2s tð Þ � r2smin
� �2	 
1

2

; t ¼ 0; 1; 2; � � � ; L� 1: ð7Þ

Then the optimal threshold t* is determined as follows

t� ¼ Arg min
0� t� L�1

J tð Þ ð8Þ

2.3 The Generalized MCVT Method

According to the theory of multi-objective optimization discussed in Sect. 2.1, if we
adopt l1 � norm, give the two class variances r21 tð Þ and r22 tð Þ the same weight or
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priority, Wj ¼ 1; j ¼ 1; 2, and do not consider the sum of class variances
r2s ¼ r21 tð Þþ r22 tð Þ, we can get another form of discriminating function J tð Þ. A compro-
mise solution can be defined to have the minimum combined deviation from the desired
goals r21min and r22min:

J tð Þ ¼ r21 tð Þþ r22 tð Þ; t ¼ 0; 1; 2; � � � L� 1 ð9Þ

Then the optimal threshold t* is determined as follows

t� ¼ Arg min
0� t� L�1

J tð Þ ð10Þ

We can find that the MCVT method also can be obtained according to the theory of
multi-objective optimization.

In addition, a generalized MCVT method can be defined as follows

J tð Þ ¼ r21 tð Þ� �p þ r22 tð Þ� �p� �1
p; 1� p�1; t ¼ 0; 1; 2; � � � ; L� 1 ð11Þ

the optimal threshold t* is determined as follows

t� ¼ Arg min
0� t� L�1

J tð Þ ð12Þ

According to aforesaid analysis, we can see that the MCVT method and MCVT-
MO method are same in substance, and they just use different lp � norm. Whereas the
presented MCVT-MO method takes into account a more complete information
including the distance between the sum of class variances r2s tð Þ and ideal r2smin, and this
will lead to more satisfactory segmentation result. The better performance of the
MCVT-MO method has been proved in Sect. 3.

3 Contrastive Experiments and Analysis

A variety of synthetic of image and real images are chosen to test the five thresholding
methods. To put into evidence the different performance features of these methods, we
have used the following two performance criteria: misclassification error (ME) and
segmentation error (SE). As paper [3], the two performance measures are adjusted so
that their scores vary from 0 for a totally correct segmentation to 1 for a totally
erroneous case. The arithmetric averaging of the normalized scores obtained from the
two criteria is chosen as the indication of segmentation quality. Because the segmen-
tation results of the algorithms are impacted seriously by the noisiness of the image,
different performance of the algorithms are tested on the synthetic image added on
Gaussian noise with different magnitudes.
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3.1 Experiments on Synthetic Images

Firstly, the proposed MCVT-MO method is compared quantitatively with other
methods on lots of synthetic images with the convenience of obtaining the ideal
thresholds precisely and the ground-truth images exactly.

Figure 1(a) is a synthetic image with two intensities (the circle region is 50, the
square region is 180), and Gaussian white noise is added to it, whose mean is 0 and
variance is 0.015. Figure 1(b) is the histogram of the synthetic image, and the valley is
at 104 marked as a dot in the figure. Figure 1(c) is the ground-truth image. Figure 1(d)–
(h) are respectively the Otsu result, MCVT result, Li_1 result, Li_2 result, and MCVT-
MO result.

From the thresholded images, one can see that the Otsu method almost perfectly
segments the smaller circle component, but yields a noisier map in the largest square
component. The Li_1 method, MCVT method and the proposed MCVT-MO method
all lead to a cleaner segmentation map in the square component. The reason is that the
Otsu method tends to shift the threshold towards the component with larger class
probability or larger class variance [5], which is verified by the threshold 131 of the
Otsu method. Nevertheless, the presented MCVT-MO method and the MCVT method
can overcome the class probability and the class variance effects, and detect the valley
more accurately than other methods as illustrated in Table 1. The threshold by the
MCVT-MO method is exactly the valley, followed by the selected threshold 100 of the
MCVT method. The difference between the threshold 131 determined by the Otsu
method and the ideal threshold 104 is the biggest, which is followed by the Li_2
method and Li_1 method.

(a)synthetic image         (b) the histogram(104)   (c) the ground-truth image  (d)Otsu method(131)

(e)MCVT method(100)      (f)Li_1 method(97)           (g)Li_2 method(115)     (h)MCVT-MO(104)

Fig. 1. Experiment of different methods on the synthetic image (the number in the bracket
denotes the valley of histogram or the threshold by the method)
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Table 1 lists the results in terms of threshold, ME, SE and the average scores
(AVE), which are obtained by applying these thresholding methods to the synthetic
noisy image shown in Fig. 1(a). From Table 1, one can see that the results of ME, SE
and the AVE yielded by the proposed MCVT-MO method are the smallest among the
five thresholding methods. Comprehensive speaking, the proposed MCVT-MO method
should be considered the best among the five methods, followed by the MCVT method.

Figure 2 shows the relation between the average scores of different methods and the
intensity of Gaussian noise. The synthetic image is added with Gaussian white noise
with zero mean and gradually increased variance. To be more precise, the AVE of each
method is calculated five times at every magnitude of the noise variance, and the mean
is chosen as the result.

From Fig. 2, one can see that the segmentation performance of all the methods
declines with the increase of noise intensity. The presented MCVT-MO method and
MCVT method possess better performance at most magnitudes of the noise. When the
magnitude of noise variance is smaller than 0.04, the performance of the presented
MCVT-MO method is better than the MCVT method, which is verified in Fig. 1. When
the magnitude is bigger than 0.04, the result of comparison is reversed. However, when
the magnitude is bigger than 0.1, the two methods’ performance tends to be identical.
The performance of the proposed MCVT-MO method, MCVT method and the Li_2

Table 1. Experiment results of different thresholding methods on the synthetic image.

Method Threshold ME SE Average score (AVE)

Otsu 131 0.04404 0.13900 0.09152
MCVT 100 0.02010 0.04181 0.030955
Li_1 97 0.02235 0.05635 0.03935
Li_2 115 0.01953 0.02661 0.02307
MCVT-MO 104 0.01797 0.02334 0.020655

Fig. 2. The relation between the Average scores of different methods and the intensity of
Gaussian noise.
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method varies gently, and the performance of the Otsu method and the Li_1 method
varies sharply, especially the Li_1 method, which indicates that the stability of the
method is poor.

3.2 Experiments on Infrared Images

The performance of the proposed MCVT-MO method has been tested and compared
with other methods on lots of real infrared images. Owing to the intrinsic characteristics
and abominable imaging environment, the infrared images are of poor contrast and
faint edges, and the object and background gray levels possess substantially overlap-
ping distributions, even resulting in a unimodal distribution, which can be seen in
Fig. 3(a)–(b).

Figure 3(a) is infrared images selected from irg04 in Terravic Weapon IR Database
of OTCBVS Benchmark Dataset Collection [9], which are video sequences showing
muzzle blast and shell discharge. The size of the images is pixels.

From the histogram in Fig. 3(b), it can be seen that the image consists of three
components. The darkest component mainly corresponds to the sky. The middle
component is composed of the building and its shadow, the ground and trees. The
brightest component is largely contributed by the shooter who is diffusing more heat.
The valley between the middle and the brightest component is at 80. The threshold by
the presented MCVT-MO method is 83, which is close to the valley. The shooter has
been separated completely in the infrared image by the presented method. The
threshold by the Otsu method is 64, which shifts towards the middle component with
larger class probability. Portions of the building, the ground and the trees are mis-
classified as the object, and the segmented result is noisier by the Otsu method as

(a) original image     (b)1D histogram(80)                    (c) Otsu method(64)

(d) MCVT method(22)    (e)Li_1 method(11)       (f)Li_2 method(61)  (g)MCVT-MO(83) 

Fig. 3. Experiment of different methods on the real infrared images of irg04 group (the number
in the bracket denotes the valley of histogram or the threshold by the method).
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illustrated in Fig. 3(c). The threshold by the Li_2 method is 61, and the result is worse.
The thresholds by the MCVT method and Li_1 method are respectively 22 and 11. The
building and its shadow, the ground and trees are all misclassified as the object, the
shooter cannot be identified absolutely in Fig. 3(d)–(e).

3.3 Experiments on Other Images

The proposed MCVT-MO method has also been tested on lots of visible images,
follows are two examples.

Figure 4(a) is a gray image chosen from the miscellaneous volume of USC-SIPI
image database, which is maintained primarily to support research in image processing,
image analysis, and machine vision [10]. The size of the image is pixels. The objects in
Fig. 4(a) are three fishing boats. The darkest component mainly corresponds to the
bilge, the top of the shipboard and the masts. The largest component is composed of the
sky, the beach and most part of the hull.

As illustrated in the histogram in Fig. 4(b), the valley is at 80. The thresholds by the
MCVT method and the proposed MCVT-MO method are respectively 75 and 85,
which are close to the valley. Most features of the fishing boats can be discriminated
clearly in their results. The Li_1 result is noisy with the threshold 96, which mis-
classifies some part of the beach as the bilge. The Li_2 result is under-segmented with
the threshold 68, and some details of the object have been lost, such as the masts of the
two smaller fishing boat. The Otsu result is over-segmented with the threshold 148
biasing towards the larger component, and it is very noisy perceptually.

(a) original image             (b)1D histogram(80)             (c) Otsu method(148)

(d) MCVT method (75) (e)Li_1 method (96)     (f)Li_2 method(68)      (g)MCVT-MO(85) 

Fig. 4. Experiment of different methods on the fishing boat image (the number in the bracket
denotes the valley of histogram or the threshold by the method)
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4 Conclusions

The mechanism of variance-based thresholding methods is to minimize the class
variance. Therefore, the ideal threshold can be achieved by minimizing the variance of
each class and the sum of them. According to the theory of multi-objective opti-
mization, we have defined a compromise solution to have the minimum combined
deviation from the desired goals.

In fact, the MCVT method can also be obtained through this theory as elaborated in
Sect. 2.3. The presented MCVT-MO method possesses the MCVT method’s merits of
restraining the class probability and the class variance effects, and takes into account a
more complete information including the distance between the sum of class variances
and its ideal, which results in more reasonable thresholds. Experiments over synthetic
images, real infrared images and visual images have illustrated that the performance of
the presented method is better than the Otsu method, the MCVT method, Li_1 method,
and Li_2 method.
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Abstract. In the context of the current normalization of epidemic prevention,
the nucleic acid detection process in colleges and universities is limited in
human and material resources. Teachers and students who perform nucleic acid
detection often cannot maintain a distance of more than one meter from others,
and there is a pedestrian group behavior that has a large cross-infection safety
hazard. This article uses Depthwise Separable Convolution to improve the
YOLOv3 algorithm, and the improved network structure constructs a pedestrian
detection, pedestrian tracking, pedestrian counting and pedestrian cluster system
based on Deep Learning under the TensorFlow framework. The training
parameters and training time of the improved network model are reduced to a
certain extent, improved the operation efficiency of the network model. The
advantage is that it realizes the function of monitoring centralized nucleic acid
detection scenes in colleges and universities and assisting volunteers to maintain
a reasonable order, which can effectively prevent cross-infection problems
caused by cluster effects.

Keywords: YOLOv3 � TensorFlow � Pedestrian detection � Pedestrian
tracking � Pedestrian counting

1 Introduction

1.1 The Development and Research Status of Pedestrian Detection
Technology

The prevention and control of the epidemic situation in colleges and universities has
long been a key link in the local prevention and control work. College students come
from all over the country, and there is greater mobility within the school. In the process
of regularly organizing and centralized nucleic acid testing for all relevant personnel, it
was discovered that due to limited manpower and material resources, there are often
group behaviors that pose safety hazards such as personnel gathering and trajectory
overlap. Therefore, a pedestrian distance, trajectory, and number detection system
based on deep learning has been constructed in colleges and universities. And a
standardized nucleic acid detection execution mechanism is very necessary.

Pedestrian detection faces various challenges such as diverse human postures,
complex detection scenarios, complex model building, and serious occlusion problems.
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Therefore, there is a huge room for optimization and progress. Pedestrian detection
essentially belongs to the category of target detection, and the effect of image feature
extraction is the key factor affecting the detection quality. Pedestrian detection can be
divided into the following two categories according to the extraction method of video
features: one is traditional pedestrian detection algorithms that integrate machine
learning, image processing and artificial design features, and the other is deep learning
[1, 2] pedestrian detection method based on CNN feature extraction.

1.2 Traditional Pedestrian Detection Based on Machine Learning

In the 1990s, traditional pedestrian detection methods that integrated machine learning,
image processing, and artificially designed features began to rise and gradually
developed. Machine learning in the traditional mode uses the human body’s own
appearance characteristics for manual design to train classifiers. The target classifica-
tion feature is obtained by pattern classification, and the extraction method of its main
feature has gone through the following development process: In 1999, the SIFT scale
invariant feature transformation can extract the scale information in the extreme points
of the spatial scale [3]; in 2005, the edge orientation and intensity based on information
research, a gradient histogram of all pixels in the grid was proposed [4, 5]; in 2008, a
DPM variability component model using HOG features appeared, which can be
independently modeled according to different parts of pedestrians. Generally speaking,
the framework of traditional pedestrian detection can be divided into the following
main modules, as shown in Fig. 1.

1.3 Pedestrian Detection Based on Deep Convolutional Neural Network

Traditional pedestrian detection based on artificial features and machine learning can
achieve high accuracy under certain conditions. However, since Deep Learning has
been applied to large-scale image classification, academia and industry have realized
that the features learned by deep learning have excellent robustness. The CNN feature
extraction technology can be traced back to the 1960s. Hubel and Wiesel [6] called the
area sensed by neurons as the “receptive field” and discovered that the working
mechanism of the nerve-center-brain is an iterative and abstract process. In 1980,
Kunihiko Fukushima proposed a neurocognitive machine model that received two-
dimensional analog signals to form a multilayer network with simple cognitive capa-
bilities, that is, the earliest network form of CNN; Le Net-5 [7] came out in 1998, the
training of the handwritten digit data set used back propagation to modify the network
parameters. However, due to the hardware conditions of the computer at that time, the
deep convolutional network entered the winter of research.

Fig. 1. The general sequence of the main modules in the traditional pedestrian detection
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It was not until 2012 that Alex Net, an eight-layer neural network constructed with
CNN technology and accelerated by GPU, was proposed for the first time, and more
and more indepth neural networks came out in the upsurge. In the same year, R-CNN, a
target detection algorithm appeared. The convolutional network in the algorithm is only
used for feature extraction. The average accuracy of detection in standard databases is
about 20% higher than that of traditional algorithms. Fast R-CNN was proposed in
2015, and the use of the SoftMax function greatly reduced the time consumed in the
entire detection process.

Since the detection process is divided into candidate region generation and
regression classification, the detection speed of the target detection algorithm based on
region generation at that time was relatively slow. Later, the end-to-end skip region
generation step YOLO [8] and SSD [9] algorithms appeared. Among them, the YOLO
algorithm can achieve end-to-end target detection and divide the input image into
S � S grids, and this grid will predict the bounding box and its confidence. If no object
falls into the network cell, the confidence score should be zero.

In summary, in the current process of nucleic acid detection in colleges and uni-
versities due to limited human and material resources, there is a problem of pedestrian
cluster behavior of the teachers and students who perform nucleic acid detection often
cannot maintain a distance of more than 1 m from others. This article uses deep
separable convolution to improve the YOLOv3 algorithm. Construct a pedestrian
detection, pedestrian tracking, pedestrian counting and pedestrian cluster system based
on Deep Learning under the TensorFlow framework to monitor centralized nucleic acid
detection scenarios in colleges and universities to maintain a reasonable order, which
can effectively prevent cross-infection problems.

2 Overview of Deep Neural Networks

As we all know, the ability of humans to think comes from the human brain, a complex
network composed of billions of highly interconnected neurons. Therefore, the real-
ization of brain-like intelligence [10] is inseparable from the study of the working
mechanism of the brain. The computer can use “linear weighted sum” and “function
mapping” to simulate the process of nerve cells receiving stimuli and outputting sig-
nals. Interpretation, labeling, and clustering of data features through the weight link and
activation function algorithm of neural nodes between layers, class data features, the
sequence data, the sequence data that we directly touch every day must be converted
into numerical values before being sent to the neural network for deep learning before it
can be operated on. A deep neural network consists of a network composed of multiple
layers and several nodes that are connected and crossed to realize the specified algo-
rithm. With the rapid development of computer hardware and performance, the three
models of shallow fully connected network model, convolution network model and
deep residual convolution network model can roughly represent the three change stages
of neural network structure.
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2.1 Shallow Fully Connected Network Model

The shallow fully connected neural network model has strong modeling capabilities for
networks with few input features, and its structure is clear, which is easy to understand
and operate. As shown in Fig. 2 below, the structure contains 10 input feature nodes.
Calculation of the first layer (hidden layer): z½1� ¼ W ½1� � xþ b½1�; a½1� ¼ rðz½1�Þ the
calculation process of the second layer (output layer) network is similar to that of the
first layer. There is a causal relationship between the network outputs y1, y2 and each
input node.

Although the shallow neural network is relatively convenient to use, it is possible to
build models for cases with more input features such as images, but the excessive
number of weight matrices and offset vector parameters require higher computing
capabilities for the computer, and the parameters to be trained too much, it is impos-
sible to take into account the position information of the closer pixels between the
pictures. In a network with a large number of layers, the loss function gradient
transmission of this structure is more difficult, and the abstraction of the network
expression will be affected, which limits the application scenario.

2.2 Convolutional Network Mechanism

With the introduction of deep learning and the improvement of hardware equipment,
convolutional neural networks perform feature extraction and pattern recognition of
image objects through an end-to-end learning method, and the local areas and functions
of each layer of node features are weighted and activated by the convolution kernel
function. After that, the node features of the next layer are obtained.

The convolution kernel of a convolutional neural network can share parameters.
One of its advantages, which is different from ordinary neural networks, is its sparsity
feature. This unique property can not only reduce the amount of model calculations, but
also effectively limit its fitting ability; due to the maximum pooling operation of the
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Fig. 2. Schematic diagram of shallow fully connected structure
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feature map and its own computational characteristics, for the input features, the
convolutional layer has the ability to move and not deform. The above features make
the convolutional layer can still perform image feature extraction well under the pre-
mise of much fewer learning parameters work.

2.3 Deep Residual Network Model

Experiments have shown that after the number of layers of the neural network increases
to a certain level, the convolution neural network carries out feature extraction and
pattern recognition on the image object through an end-to-end learning method. After
the local region and function of the node feature of each layer are weighted and activated
by the convolution kernel function, the node feature of the next layer is obtained.

In Fig. 3, a) is a fragment of a plain network. The front and back layers of the Res
Net network with the same feature map size. The necessary jump connections are
added to each two layers to form a residual block. As shown in b), a shortcut is added.
The network layer is between the l and l + 2 layers. This structure skips the feature
matrix of the l + 1 layer and directly enters the l + 2 layer from the l layer for sub-
sequent operations such as feature extraction. The residual network module learns a[l
+2] = a[l] is not difficult, so adding two jump layers to the neural network will not affect
its performance.

3 Improved YOLOv3 Network Model

3.1 Brief Overview of YOLOv3 Algorithm

With the development of the concept of deep learning, the field of computer vision
research and GPU computing performance continue to improve, allowing it to complete
image analysis and processing tasks. Automatically marking the pedestrian bounding
box position from the input video is the pedestrian target detection. This algorithm is the
basis for intelligent analysis of pedestrian distance measurement, counting, and tracking
in the nucleic acid detection video content of colleges and universities.

a[l]
a[l+1]

a[l+2] a[l]
a[l+1]

a[l+2]

Fig. 3. Schematic diagram of ordinary network and residual unit
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The YOLO algorithm proposed on the basis of deep learning in 2016 is an end-to-
end learning method that inherits the algorithm idea of R-CNN, and performs classi-
fication and target regression in a convolutional network to greatly improve the
detection speed and achieve for real-time target detection and multi-target detection
tasks in the video field, the main idea of this algorithm is to divide the input image into
S � S grid areas and detect the image whose center point falls into the grid.
When YOLO is performing algorithm training, each cell with a target that is divided
into S � S will select the prediction box with the largest IOU after the labeled data
frame is compared to predict the target pedestrian object, making the other prediction
bounding boxes of the grid indicates that the object is not included. However, the
YOLO algorithm cannot achieve a very accurate prediction when the objects over-
lap. For example, when two objects fall into the same cell, only one object can be
randomly selected for prediction.

3.2 Improved YOLOv3 Network Model

In the actual environment where the nucleic acid detection is concentrated in colleges
and universities, it is found that YOLOv3 has high requirements for the GPU per-
formance of the machine during training and prediction, and the actual detection effect
is easily affected by external environments such as weather factors and scene layout. In
order to further improve the universality of the algorithm, proposed to use depth
separable convolution [11] to replace the convolution operation in the Res Net module,
which greatly reduces the amount of model parameters.

Darknet-53 is a backbone network designed by YOLOv3 with 53 deeper neural
network convolutional layers. It uses feature pyramid networks to design a multi-scale
feature extraction structure. Its most notable feature is that it can perform target clas-
sification and location regression on three different scales. The network is composed of
3 � 3 and 1 � 1 convolutional layers, Res Net skip connection layer, upsampling
layer for bilinear interpolation, feature fusion route layer and detection map output
layer, etc. The three object detection processes are carried out by the 82nd, 94th, and
106th layers of the network. The input image sequence is divided into S � S grids, and
a 52 � 52 � 255 detection feature map is finally generated for classification and the
location is back. On the basis of the backbone network Darknet-53, it is proposed to
use deep separable convolution to replace the convolution operation in the Res Net
module. Under the condition of reducing model training parameters, the function of
improving the YOLOv3 algorithm to accelerate the network training speed is realized.
The improved Darknet- 53 network structure is shown in Fig. 4.
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Depthwise Separable Convolution extracts features by combining Depthwise
(DW) and Pointwise (PW), reducing the amount of parameters and computing costs,
and making the network more lightweight [12]. Channel-by-channel convolution
performs independent convolution operations on each channel of the input layer,
combined with point-by-point convolution, can further effectively use the feature
information of different channels in the same spatial position, which is beneficial to the
lightweight of the network. Improved YOLOv3 model the comparison before and after
the feature extraction network is shown in Fig. 5.

Fig. 4. Improved Darknet-53 network structure
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In order to realize the function of detecting the pedestrian detection, pedestrian
tracking, pedestrian counting and pedestrian cluster system of collective nucleic acid
detection in colleges and universities and maintain a reasonable order, a module for
identifying and analyzing whether pedestrians have “cluster phenomenon” is added to
the improved yolov3 network model. The specific output effect is shown in Fig. 6.

This module mainly uses d(x, y): =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
i¼1ðxi � yiÞ2

q

to calculate the Euclidean

distance between the person and the center point of the person, when the distance is
less than twice its own width, it is judged as walking together, and the detection frames
with cluster phenomenon are combined into a blue detection frame and output, marking
group formation; people who are judged to be walking alone output a red detection
frame, marking it as group destruction.

Fig. 5. Improved yolov3 model feature extraction network model structure

Fig. 6. Schematic diagram of “cluster phenomeno” output
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4 Experimental Environment Construction

4.1 Experimental Equipment and Environment

The experimental environment configuration is as follows: the motherboard is MSI
B360M, the CPU processor is Intel(R) Core (TM)i9-10900K CPU, and the GPU is
NVIDIA GeForce GTX 2080Ti. The computer software environment is: win10 oper-
ating system, anaconda-navigator1.9.12, python 3.7.6, TensorFlow 1.14, Keras 2.3.1,
IDE is PyCharm 2019.3.2 (Community Edition).

4.2 System Specific Function Realization and Operation

First, perform data processing on the VOC2007 data set, filter out images containing
pedestrians from the data set, modify the storage path of the experimental training data,
run annotation.py to get 2007_train.txt and 2007_val.txt for training and verification,
and then run check_data.py detects whether the data label is correct, and finally runs
yolov_detector/trian.py to train the network to detect the location of pedestrians.

Train the deep residual network offline on the pedestrian re-recognition data set to
train the DEEP SORT model, obtain pedestrian trajectories and count them through the
Hungarian algorithm and Kalman filter, which are used to extract the features of the
bounding box, and the appearance model is used to add rules for box matching. The
appearance model adds rules for box matching, which can alleviate the occlusion
problem and reduce the number of pedestrian ID switching.

Deep Sort uses a cascading matching algorithm. Each detector and each tracker that
sets the time since update parameter can achieve one-to-one matching. The detection is
constructed through the frame regression obtained by the bounding box learning, and
the local maximum is filtered out by NMS. Finally, the probability of classifying the
rectangular boxes that may be objects is screened out. After all the trackers of the
previous frame are traversed and predicted, the results are stored and the effects of
visualization, tracker update module, and feature set update module are achieved.

Pedestrian detection based on deep learning in the context of epidemic prevention
and control in colleges and universities use PyQt to create a GUI application. Run
main_ui.py under yolov3_ped_test. One-click to start the User Interface, click “Select
Video” to retrieve the advance for the test video stored in the yolov3_ped_test folder,
click “Start” to initialize the configuration of the running environment.

4.3 Experimental Results

After the configuration is complete, the detection system will start to detect, track,
count and distinguish the cluster phenomenon of the input video. The total number of
pedestrians displayed on the interface is the number of all pedestrians in the input video
as shown in Fig. 7. The current number of pedestrians is the number of pedestrians in
the video at this time. The number of pedestrians, each detected pedestrian will cor-
respondingly output a detection frame and a corresponding color tracking line. The
blue box indicates the cluster behavior of the detected object, that is, in the context of
centralized nucleic acid detection in colleges and universities, there is a potential risk of
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cross infection in this cluster behavior. Relevant teachers and students should be
notified to conduct nucleic acid detection at least at an interval of one meter or more
according to the regulations.

The number of samples selected for one training of YOLOv3 is set to 16, and the
Adam optimizer is selected. The initial learning rate is 1 � 10–3. If the loss of the
verification set does not drop for three consecutive times, the learning rate will be
reduced to 0.1 times the original. Training for 100 epochs, after the training is com-
pleted, the pedestrian detection model training obtained by using tensorboard according
to the training log is shown in Fig. 8. From the convergence curve, it can be considered
that the network model training has reached the expected effect at this time.

5 Conclusion

The pedestrian detection system based on deep learning in the context of epidemic
prevention and control in colleges and universities implemented in this paper uses
Depthwise Separable Convolution to improve yolov3 algorithm to effectively improve
the accuracy and efficiency in a certain nucleic acid detection scene. Among them, the

Fig. 7. User interface

Fig. 8. Loss function curve
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parameter scale and test time are further lightweight, but in the actual scene test process,
it will still be affected by some factors. For example, the actual detection background of
college collective nucleic acid detection is complex and diverse; light intensity varies;
pedestrian clothing is different; partial or total occlusion of pedestrians; the pedestrians
to be detected cannot be accurately selected, and the detection of cluster effect will be
affected by small target passers-by; pedestrian posture diversification and other
influencing factors, which are also the main problems faced in this field at present.
Therefore, in the future study and work, we will continue to actively learn relevant
knowledge and skills in the field, improve the pedestrian detection, tracking, counting
and cluster discrimination system, and improve the accuracy of pedestrian detection.
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Abstract. With the rapid development of artificial intelligence, human-computer
interaction has drawn more researcher’s attention. As one of the most important
ways of human-computer interaction, Gesture recognition has beenwidely used in
many fields. In this paper, an improvedYOLOv5s gesture recognition algorithm is
proposed, and the results of gesture recognition are used to carry out interactive
experiments with the computer. Different gesture selects corresponding style, then
the image style transfer network finishes the image style switch according to the
image style. At the same time, PyQt5 is used to design an interactive interface to
realize gesture recognition and image style conversion. Compared with
YOLOv5s, the recall rate of gesture recognition by the improved algorithm is
94.77%, and the average accuracy is 96.46%, and the average accuracy of the
improved YOLOv5s is 2.86% higher than YOLOv5s network, which is meeting
the requirements of real-time and accuracy of image style transfer.

Keywords: Gesture recognition � YOLOv5 � Human computer interaction

1 Introduction

1.1 A Subsection Sample

In recent years, gesture recognition technology has been widely used and is a popular
topic in computer vision field. Gesture recognition can be divided into contact type and
non-contact type according to interaction mode.

Contact gesture recognition usually requires wearing a device with built-in sensors,
and its recognition results have high accuracy and are not easily affected by external
factors such as occlusion and illumination. Mina I. Sadek et al. divided Arabic Sign
Language into multiple categories and used a few smart sensors to design gloves to
judge gestures and obtain the meaning of Arabic sign language [1]. This method is
simple in design and low in cost. Bin Fang et al. proposed a new type of data glove for
capturing finger movements [2]. They carried out the finger motion capture experiment
based on it, realizing the remote operation of manipulator through the acquired finger
motion characteristics. This algorithm is easy to implement, and obtained more accu-
rate and effective measurement results compared with existing methods. Yiyuan Zhang
et al. reviewed the current research on using wearable sensors to identify the activities
of the elderly in the bathroom, affirmed the important role of sensors in this research
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[3], and advocated the combination with deep learning methods to achieve more
accurate detection results.

Non-contact gesture recognition refers to gesture recognition method based on
computer vision. This kind of method does not require the experimenter to wear any
equipment, which has the characteristics of convenience, fast and easy to operate.
Mohammed, A.A.Q et al. proposed an end-to-end method based on deep learning to
detect and classify gestures [4]. In this method, the whole image is first extracted
through the object detector for hand region, and then Convolutional Neural Networks
(CNNs) carry out gesture recognition. The robustness and effectiveness of the proposed
method are proved. Hua Li et al. proposed a gesture recognition system based on Leap
Motion of the second generation [5], which could be used to recognize static gestures
and dynamic gestures. The recognition rate of static gestures ranged from 94% to
100%, and that of dynamic gestures reached more than 90%. According to the
experimental environment and the requirements of gesture recognition accuracy and
speed, this paper chooses the non-contact gesture recognition method, and adopts
YOLOv5s in the popular YOLO series algorithm to detect and classify gestures.

Style transfer is the transformation of general pictures into famous painting style,
such as Van Gogh's Starry Night and Monet's Sunrise. Every painter has his own
painting style. The purpose of style transfer is to transform the original picture into a
specified painting style picture by computer, which can imitate the style. Meijun Sun
et al. used MCCH feature selection model and Support Vector Machine (SVM) to
describe Chinese painting styles and classify the works of different painters [6]. This
paper chooses the algorithm proposed by Gatys et al. for image style transfer [7], which
enables neural network model to learn different style images and generate corre-
sponding style models. The model has a fast speed for new images, meeting the real-
time requirements of this project.

2 Theoretical Foundation and Key Concepts

2.1 YOLOv5 Algorithms

Object detection algorithms based on deep learning can be roughly divided into two-stage
algorithm and one-stage algorithm. In 2016, Redom et al. proposed one-stage object
detector YOLO (You Only Look Once) [8] to solve the problem of inefficient two-stage
object detection algorithm. In 2020, Jocher proposed YOLOv5, which has four network
models: YOLOv5s, YOLOv5m, YOLOv5l and YOLOv5x. This paper selects the
YOLOv5s model with the smallest network depth and the smallest feature map.

YOLOv5 has many advantages in hardware deployment, flexibility, and speed of
the model. The overall structure is divided into four parts, including Input, Backbone,
Neck, and Prediction. It includes two BottleneckCSP structures. The Cross-stage
Partial structure (CSP) [9] is added into Residual Block [10], and BottleneckCSP1
contained Residual Block is mainly applied in Backbone. In the BottleneckCSP2 used
in Neck part, the Residual Block is replaced with CBL structure, the structure of them
is shown in Fig. 1.
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The YOLOv5 network mainly uses the BottleneckCSP structure, as shown in
Fig. 2. First, the classical residual structure Bottleneck operation is carried out, and the
convolution results are added with the input through a 1 � 1 and 3 � 3 convolution
operation. The other part is dimensionally reduced through 1 � 1 convolution,
reducing the number of channels by half, and finally combining the two outputs. The
number of Bottleneck structures in the LeneckCSP structure is the main point for
residual learning and influences the improving of network performance.

CBL = Conv BN Reaky
ReLU

Res
unit

= CBL CBL add

Fig. 1. The structure of CBL and Residual Block
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Conv 1×1
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Fig. 2. The structure of BottleneckCSP
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2.2 Image Style Transfer

In recent years, image style transfer is a hot research direction in the field of computer
vision, the image style transfer keeps the image content and render its color and texture
extracted from style image. The Fig. 3 shows the process.

The traditional transfer technique uses the method of per-pixel compilation to
transform the image, and its speed is slow, so the neural transfer style technique comes
into being. Gatys et al. have developed a neural style transfer model based on Visual
Geometry Group (VGG) network, which takes advantage of deep neural network and
simultaneously extracts the underlying texture information and high-level semantic
information of the image, and stylized images are generated by pixel iteration on noise
images. Then the stylization method based on statistical parameters is used to match the
style according to the global matching information. The method changes the pixel
value through the Backpropagation at each pixel point of the image, which makes the
composite image have a good visual effect.

3 Gesture Recognition Controls Image Style Transfer Based
on Improved Yolov5s Algorithm

3.1 Project Introduction

PyQt5 used in this paper is a Qt application framework binding Python. Qt is a cross-
platform framework for creating wonderful user interfaces and powerful native

Fig. 3. The image style transfer model receives the content image and style image, then it
generates a new image.
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applications, and it is one of the best choices for human-computer interface develop-
ment. Qt Designer allows us to design static interfaces that meet our needs. Using the
Qt UI plug-in, we can convert interface files into a python callable format.

The interface is divided into two parts. The left part is gesture control area, which
has two buttons called “start” and “end”. The start and end button can open and close
the camera, and control whether to display the shot picture. The right part is the image
style transfer area, which has components to realize the selection and display of pic-
tures in the local folder and the display of five style pictures controlled by five gestures.
The project interface is shown in the figure below (Fig. 4).

This project is based on YOLOv5s to achieve object detection of hand posture, and
combines with the style transfer model, which can achieve real-time image style
conversion. The two neural network models interact with each other through the
interface designed by PyQt5. On the human-computer interaction interface, the human
firstly shows gestures to the computer, which means giving instructions. The neural
network model predicts gestures through each frame captured by the camera, and it
obtains different instructions to complete the transformation of corresponding image
styles. There are more and more applications in our daily life. For example, mobile
phone camera can realize screen capture of mobile phone interface by recognizing hand
gestures. In the field of smart home, it has been a trend to integrate multi-modal
information such as visual information and sound information.

3.2 Improvements

The feature extraction network used by YOLOv5 algorithm is CSPDarknet. The net-
work has a simple structure and low number of parameters.

Fig. 4. Program interface
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With the rapid development of attention mechanisms, more and more studies have
proved that channel attention mechanisms have great potential in improving the per-
formance of CNNs. In order to balance the performance and complexity of the attention
module, Qilong Wang et al. [11]. proposed the Effective Channel Attention
(ECA) module. In order to further improve the efficiency and accuracy of gesture
detection, we try to improve the feature extraction network structure of YOLOv5 and
make it lightweight, and the attention mechanism is introduced to weigh the different
channels of the feature map. The structure of the ECA is shown below (Fig. 5).

As a result of the algorithm combined with the ECA layer design feature extraction
network, the module has only a small increase in parameters, but has a significant
performance gain. Adding the ECA structure into the Residual Block of the network
can effectively fuse the information between different channels of the input feature
graph, and improve the sensitivity of the algorithm to channel information. The
structure of the algorithm in this paper is shown in the figure below (Fig. 6).

Input feature image

Average pooling

1DConv

Sigmoid

Fig. 5. The structure of ECA
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4 Experiments and Results

4.1 Dataset Description

The dataset used in this paper is a self-made dataset, including 1,597 training images
and 400 test images. We use an application named LabelImg to label the dataset and
label the minimum enclosing rectangle of the gesture in the image and save the
annotations as XML. Then the training set and test set were randomly generated in the
ratio of 4:1.

In order to enrich the data set and obtain better training results, the background is
divided into two types when taking pictures, including pure color background and
chaotic background. At the same time, the shooting distance is about 60 cm and the
hand is in the center of the picture. Five gestures are selected as representatives, which
represent the function of switching different styles in the picture style transfer.

Input

Conv

ECA

Conv

ECA

Conv

ECA

Conv

SPP

ECA

ECA

Conv

concat

Upsampling

ECA

ECA

concat

Upsampling

Conv

Conv

Conv

Conv

Fig. 6. The structure of the improved YOLOv5s
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4.2 Results

When training the network model, we set several hyperparameters. The iteration batch
size is set as 16, the learning rate is 0.01, the attenuation coefficient is 0.005, and the
total iteration number is 500 Epochs. Before training, images are processed to the same
size 640 * 640. The training data set based on YOLOv5 model has a variety of image
sizes, but due to the internal structure of the network, the image size is required to be a
multiple of 32.

The experiment of this paper is carried out in windows10 system, equipped with
Nvidia GeForce RTX 2080Ti graphics card, whose memory is 11 GB. We use
Pytorch1.7 framework to set up the YOLOv5s model.

The gesture recognition accuracy based on the original algorithm has reached a
high level. The recall rate of gesture recognition by the improved algorithm is 94.77%,
and the average accuracy is 96.46%, which is 2.86% higher than the average accuracy
of Yolov5s network. By comparing the mAP of the improved algorithm and the
original algorithm in the training stage, we find that the convergence speed of the
algorithm with ECA module is slightly faster than the original algorithm. The AP
analysis of various gesture detection results shows that the improved algorithm has
high detection accuracy for gesture.

Figure 7 shows gesture recognition using the improved YOLOv5s model. It can be
seen from the figure if the color and shape of hands differ greatly from the background,
the model will have a high accuracy in gesture prediction results. The recognition
accuracy of the same gesture is slightly different under the background of pure color
and cluttered background, the former is better than the latter (Fig. 8).

Fig. 7. The picture shows the five gestures.
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5 Conclusion

This paper proposes an improved YOLOv5s gesture recognition network based on the
existing YOLOv5 model and combined with practical applications, which can recog-
nize hand posture more quickly and accurately. In this paper, the ECA module is added
into the BottleNeckCSP, which improves the performance of the network architecture
and the generalization capability of the model. Through the comparison experiment of
different network models on self-made datasets, it shows that the MAP of the improved
network has been improved to some extent, achieving the expected effect, laying a
good foundation for the next image style transfer. Finally, in the static interface, the
camera monitors gestures in real time to change the style of the imported image. The
gesture recognition is accurate and fast, and the image style can be changed correctly,
which proves the effectiveness of the algorithm.

Fig. 8. The four images show the results of gesture recognition. The accuracy is more than 83%,
regardless of whether the hand is on a solid or cluttered background.
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In subsequent experiments, more abundant gesture datasets will be collected to
verify the effectiveness of the proposed algorithm through further training. With
experience of the combination of gesture recognition and style transfer, we will con-
tinue to explore more practical applications in the future, and integrate artificial
intelligence more closely with life.
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Abstract. This work addresses position falsification attacks of mali-
cious nodes against spectrum users and devises a strategy to detect such
nodes. We conducted over 6 months of measurements to confirm the
practicability of using RSSI under varying weather conditions, which con-
firms that RSSI fluctuates along the mean. Also, the simulation results
obtained show that collaborative neighbour monitoring in hybrid (cen-
tralized and distributed) networks work well in detecting position fal-
sification attacks in dynamic spectrum access networks, provided that
the distance between the actual malicious node position and the falsified
position is at least 0.3 km.

Keywords: Spectrum sensing · Collaborative neighbour monitoring ·
Malicious node detection · DSA networks · Position falsification attack

1 Introduction

This paper advocates the idea of getting rid of malicious nodes that attempt to
falsify their position to abuse the sharing principles of the dynamic spectrum
access (DSA) networks, which may reduce throughput and increase latency. This
subsequently affects the spectrum utilization. In view of this, the paper identifies
some possible attack scenarios within a threat model and subsequently develops
a detection algorithm to detect malicious nodes that may exploit the identi-
fied attack scenarios. Malicious nodes may falsify location information to mount
attacks in the spectrum, causing harm to a primary transmitter or a neigh-
bour secondary node. By falsifying its position the malicious node can easily
adjust its parameters such as transmit power and antenna height to unduly
cause unwarranted interference to prevent original nodes from transmitting. We
study the above malicious node position falsification attacks in a network setup
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of dynamic spectrum access-using network devices. Firstly, this is a challeng-
ing problem because of the coexistence of both the licensed and the unlicensed
transmitters within the same space. Abusing spectrum etiquette of transmitting
above approved power levels and antenna heights could have a serious effect on
the genuine nodes. Secondly, the problem is challenging because of the shadowing
and multipath fading effects in wireless transmissions. In mitigating shadowing
and multipath fading effects we employ collaborative spectrum sensing, which
improves the probability of detection in the highly shadowed environment [22].

The problem of position falsification in dynamic spectrum access networks
has not yet been addressed in the literature. However, several works [1,6–
8,12,21–23] have been proposed for detecting other forms of malicious attacks in
DSA networks. Closest to our work is [22], which considers malicious false report-
ing attacks in a large cognitive radio network. Their study employed an approach
of crowdsourcing of collaborative sensing to detect malicious users. However, the
crowdsourcing of collaborative sensing approach cannot detect position falsifica-
tion attacks, as the authors assume that there is no position falsification by the
malicious node [22]. Hence, we develop an algorithm to resolve position falsifi-
cation attacks, which is critical to consider is DSA-based networks.

In this work we develop an algorithm based on received signal strength indi-
cator (RSSI) and fingerprinting of the node to detect any malicious node (a node
that abuses the network rules) within the network. The algorithm is designed to
operate in a back-haul of the network design architecture. The contribution of
this paper is fourfold. First, we design a new system and threat model that fits in
the DSA-based network. Second, we develop a threat model for the DSA-based
network. Thirdly, we develop a detection strategy algorithm and also develop
a naive detection algorithm based on common knowledge of statistics, using
averages and dispersion of averages from similar data sets that operate at the
layer one of the TCP/IP network layering architecture. The naive algorithm
only depends on averages and standard deviation values. The results obtained
from the naive algorithm as compared to the proposed algorithm are all false
positives. We also show that computing weighted decision factors on the RSSI
values of a neighbour node helps in making accurate decisions. The weighted
decision factor introduces a new hypothesis: whether the node is malicious or
not. Hence, the RSSI values obtained by using any of the free space models or
the data propagation model or by measurement cannot be reliably depended on
to make decisions in the proposed algorithm, unless the weighted decision factor
of the RSSI values are obtained and computed and its hypothesis deduced to
obtain the true status of the node as being malicious or not. Again, from the
naive approach, averages and deviation values alone cannot be relied on to prove
whether a node is malicious or not. Our algorithm depends solely on averages
and dispersion of averages without the weighted decision factor to make deci-
sions as to whether a node is malicious or not. Finally, we conduct simulations to
investigate the effects of antenna height and distance on the propagation signal
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in the spectrum and also validate the proposed detection algorithm through sim-
ulation. Simulation results show that the algorithm is able to detect all falsified
nodes with the minimum distance between the falsified position and the genuine
position of at least 350 m.

2 System Model

In our model, we position fixed secondary (or unlicensed) nodes and malicious
nodes, connected by a Central Decision Center (CDC), which is the decision-
making platform implemented in the master node that controls the network,
as also used by Basavaraj, Mancuso, and Probasco [5]. The CDC shall be the
decision centre of the algorithm. The positions of the secondary nodes and the
malicious users are independently distributed in an (L×L)km2. We assume that
all secondary and malicious nodes are embedded with spectrum analysers to
capture the transmission signals from the neighbours within their transmission
range. The obtained RSSI values and the node identification information are
sent to the CDC. The ith device has position coordinates Pi = (xi, yi) where,
i = 1, 2, 3, ..., n. All our secondary user nodes are transceiver nodes. Each of the
secondary users has a transmission range of R within the area. Each secondary
node transmits at a power of Ps and the malicious nodes at a power of Pm. The
secondary and malicious users are located at a minimum distance of L km from
the primary user (licensed user within the spectrum), to prevent interference.
Any RSS value received by the CDC below a threshold of λ is not used by the
CDC in the estimation of channel statistic parameters. Secondary and malicious
nodes are sensed using energy detection [17].

There are N secondary nodes and M malicious nodes in the system. Each
secondary node communicates to the CDC over a secure end-to-end connec-
tion, such as a TLS tunnel, between each participating secondary node and the
CDC [17]. Since we are interested in using our secondary nodes as back-haul
nodes for our network, we assume that the secondary nodes are static and do
not change position.

We again assume that malicious nodes may not have prior knowledge of all
the nodes within its transmission range. This enables anonymous reporting about
malicious nodes to the CDC to avoid compromising secondary nodes. Again, all
nodes transmitting at an energy level greater than the approved energy level are
considered to be malicious. We assume that all nodes can hear and decode any
modulation scheme, which will prevent nodes from hiding behind modulation
schemes to cheat on the network. Finally, we assume that each node on the
network has an in-built system that is able to decode its neighbours’ received
signals to obtain their identities.

3 Threat Model

In our model, we assume that the links between the CDC and the secondary
nodes are wireless and provide IP connectivity. We also assume that an attacker
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Fig. 1. Overall system model with six secondary nodes (N = 6) and five malicious
nodes (M = 5).

has full access to the network medium between the CDC and secondary nodes
and also between secondary neighbour nodes. We also assume that there is no
mechanism to ensure confidentiality of the communication between the nodes.
A malicious node on the network can cause an attack we refer to as a position
falsification attack (PFA). In a PFA the malicious node falsifies its location,
resulting in physical and/or logical attacks. In a physical attack the PFA causes
interference to neighbouring nodes on the network and in a logical attack the
malicious user unduly takes channels that should be allocated to other nodes.
An attacker exploiting PFA may pretend to be in the range of the network by
adjusting its location information to conform to the propagation area of the
network and request for a channel from the CDC just to deny genuine nodes
from getting access to channels. Under such an attack the malicious node may
increase its transmission power or antenna height above the agreed level in order
to obtain a competitive advantage over the other secondary nodes. Any of the
above can be exploited by the malicious node, thus negatively impacting on the
performance of the network. Additionally, whenever any secondary node requests
a channel from the CDC all the nodes within its transmission range hear the
request. Again exploiting position falsification by a malicious node, the node
can also create a Sybil attack [29] by creating several virtual nodes located in
different locations as if those virtual nodes were part of the network.

All the attack scenarios considered in this threat model can highly affect the
successful implementation of dynamic spectrum access based networks, espe-
cially opportunistic networks such as a TV White Space network deployment on
a large scale. While the PFA as described in this work can occur in both fixed
spectrum access (FSA) and dynamic spectrum access (DSA), it is a much more
significant problem in DSA networks because of the scarcity of resources [14,15].
To detect these attacks, we propose to use collaborative neighbour monitoring.
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4 Neighbour Monitoring in Cooperative Sensing

In neighbour monitoring, all nodes within transmission range of any transmit-
ting secondary node in the network will hear it and measure its received signal
strength (RSS). We do not rely on the individual nodes to report their RSSI
values or distance from the CDC because malicious nodes can easily fake their
RSSI values and their estimated range. Our proposed detection hypothesis is:

H0 : malicious node absent
H1 : malicious node present

We consider the main detection strategy proposed in the algorithm to detect
malicious nodes if present.

4.1 Detection Strategy and Weighted Decision Factor at the CDC

In identifying a malicious node, we use a mean (average) received power indi-
cator for all the individual neighbour nodes within the transmission range of
the transmitter node. The CDC shall keep all the initially computed means of
the received power values in dBm in its database and subsequently compare all
the RSSI means calculated to check for deviations from the initially computed
means. In the CDC, each node shall have separate means of the received power
values measured for each neighbour node. Let the mean of the RSSI measure-
ments from the ith neighbour of a given potential malicious node be represented
by μi.

μi =
1
S

S∑

j=1

Pij ∀ i, j ∈ N; i, j > 0 (1)

where Pij is the jth power sample obtained from the ith neighbour. Let σi repre-
sent the standard deviation of the power samples obtained from the ith neighbour
node; that is

σi =
1
S

S∑

j=1

(Pij − μi)2 ∀ i, j ∈ N; i, j > 0 (2)

The hypothesis decisions shall be the following:
{

if |μi − μic| � kσi H0 : no suspected malicious node
if |μi − μic| > kσi H1 : suspected malicious node

(3)

where μi is the initial mean of the received signal strength indicators and μc

is the current mean of the received signal strength indicators and k ∈ R; k ≤ 1
is the threshold factor to account for interference and terrain conditions. To
further compensate for the RSSI fluctuation we use weighted factors based on
whether the node is potentially malicious and the initial advertised distance from
the reporting neighbour node. In calculating the weighted factor, the estimated
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distance is compared with the advertised distance. We assume that any node
whose estimated average received power is greater than or equal to twice the
average advertised power of the node, is a potential malicious node as shown in
Eq. (4). We therefore define the weighted factor in Eq. (5) based on the criteria
defined in Eq.(4). If the null hypothesis is rejected by the Eq. (4), a weighted
factor of 1 is assigned to the neighbour node; else the weight is assigned based
on Eq. (5).

criteria =

{
−2μi ≤ μi ≤ 2μi where either H0 or H1 is accepted
μic > 2μi where H0 is rejected

(4)

where μi is the initial mean of RSSI and μic is the current mean of the RSSI.

wi = | d̂i
Di

− 1|, ∀i = 1, 2, 3, ..., N (5)

where wi is the estimated weight obtained from the estimated distance and the
advertised distance, d̂ is the estimated distance from the neighbour node, D is
the initial advertised distance of the node and τ (which appears in Eq. (8)) is
the tolerance factor to compensate for the variations in the RSSI values. The τ
is set based on the initial advertised distance received at the CDC.

Therefore, for each node, the CDC computes the collaborative weight, W ,
on a node based on the neighbours within the sensed region using Eq. (6)

W =
1
N

N∑

i=1

wi (6)

where N is the total number of the applicable neighbour nodes. We consider a
weighted decision factor threshold at the CDC to be 10% of the total weights of
the individual nodes calculated by the CDC of the individual nodes. Let I be
the indicator variable for the weighted factor hypothesis.

I =

{
0 where H0 is accepted
1 where H0 is rejected

(7)

Therefore the hypothesis will be

{
| d̂
D − 1| ≥ τ H1 : malicious node present

| d̂
D − 1| < τ H0 : malicious node absent

(8)

This means that the collaborative weight W calculated by Eq. (6) is always
less than 0.90 when H0 is to be rejected. Based on this strategy we propose the
detection algorithm that is as depicted in Algorithm 2.
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4.2 Malicious Node Localization

The malicious node can then be localized using trilateration [35]. However, imple-
mentation of this component of the algorithm is out of the scope of this work.
Let the location error be represented by lr and the location error threshold be
represented as lrthreshold. Then the localization decision is given by the following:

{
lr � lrthreshold : position not falsified
lr > lrthreshold : position falsified

(9)

5 Naive Detection Approach

We compare the naive detection algorithm with our cooperative weighted deci-
sion detection algorithm that goes further to compute weighted values and con-
siders environmental factors of the terrain conditions. As shown in Tables 1 and 2
using our cooperative weighted decision detection algorithm shows more effec-
tive as compared to the naive approach. The naive algorithm is obtained from
the idea of statistics which indicates that same datasets obtained should have
the same deviation. According to common knowledge in statistics, when a node
does not change its position, it shall produce similar signal strength at any time
interval, which is expected to be the same dataset. However, according to this
work, a node may falsify its position or change some of its parameters such as
the power and antenna height to achieve its goal, by providing different datasets
of RSSI values to cheat the system. So ideally, if a node in a DSA network does
not change its position or parameters, then there will not be significant changes
or deviations from the mean values obtained at any given data point such as n
(for all n greater than zero and less than infinity).

5.1 Naive Detection Hypothesis

naive hypothesis =

{
H0 : |μi − μc| > σi : the node is malicious
H1 : |μi − μc| ≤ σi : the node is not malicious

(10)

where μi is the initial mean of the initial dataset;
μc is current mean of the current dataset;
σi standard deviation of the initial dataset;
Each dataset is obtained from at least 20 simulation runs.

If lr � lrthreshold then, position not falsified

If lr > lrthreshold then, position falsified
(11)
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5.2 Naive Detection Algorithm and Test Results

Table 1. Detection of malicious node M using naive algorithm by neighbour monitoring
nodes

Node μi μc μi-μc σi Hypothesis

A –75.2889 inf inf accept H0

B –70.7047 –84.6650 –13.9603 7.2180 reject H0

C –52.7557 –73.3967 –20.6410 6.8531 reject H0

D –64.3251 –82.4262 –18.1011 7.1369 reject H0

The simulation results as shown in the Tables 1 and 2 indicate that all the neigh-
bouring nodes of node M shows that M is not a malicious node and accepted
H0 (null hypothesis), which confirms that node M as indicated in Fig. 2 is not
a malicious node.

Algorithm 1. Naive Detection algorithm based averages
1: Set i, j := 0; Set {Pij}:=∅;
2: Set N; Set S;
3:

for (i, j) do
Set dij := 0;

end for
4:

for i; i ≤ N; i++ do
for j; j ≤ S; j++ do

Read received power values pij

if pij < λ then
discard value

end if
end for
Send Pi to fusion center
Compute μi

Compute σi

end for
5: verify the detection using (3)

if |μi − μic| � kσi then
No suspicious malicious node

else if |μi − μic| > kσi then
Malicious node suspected

end if
7: Compute the location errors using (11)

if lr � lrthreshold then
malicious node position not falsified

else if lr > lrthreshold then
malicious node position falsified

end if
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Algorithm 2. Cooperative Weighted Decision Detection Algorithm (CWDDA)
1: Set i, j := 0; Set {Pij}:=∅;
2: Set N; Set S;
3:

for (i, j) do
Set dij := 0;

end for
4:

for i; i ≤ N; i++ do
for j; j ≤ S; j++ do

Read received power values pij

if pij < λ then
discard value

end if
end for
Send Pi to CDC
Compute μi

Compute σi

end for
5: verify the detection using (3)

if |μi − μic| � kσi then
No suspicious malicious node

else if |μi − μic| > kσi then
Malicious node suspected

end if
6: Compute weights according to (5)

if | d̂i
Di

− 1| ≥ τ then
Malicious node present;

else if | d̂i
Di

− 1| < τ then
Malicious node absent;

end if
7: Compute the location errors using (11)

if lr � lrthreshold then
malicious node position not falsified

else if lr > lrthreshold then
malicious node position falsified

end if

Table 2. Detection of malicious node M using CWDDA by varying distances as indi-
cated in Fig. 2

Node μi μc μi-μc σi Hypothesis

A 0 –75.2889 0 6.9234 accept H0

B –84.6650 –70.7047 13.9603 6.7720 reject H0

C –73.3967 –52.7557 20.6410 6.1937 reject H0

D –82.4262 –64.3251 18.1011 6.5585 reject H0
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5.3 Comparison of Naive Algorithm to Cooperative Weighted
Decision Detection Algorithm

In reference to Algorithm 1, the naive algorithm which is based on common sta-
tistical knowledge, i.e., it depends on the mean and standard deviation of similar
datasets obtained from multiple simulation runs of RSSI values of neighbour nodes
and determine how the current means deviate from the initial means obtained
from similar datasets by comparing the means to its standard deviation and deter-
mine the hypothesis (the null (H0) and alternative (H1)).However, the cooperative
weighted decision detection algorithm takes into consideration the expected differ-
ences in the RSSI values due to the environmental factors such as weather condi-
tions and the intention of each node to cheat the system by introducing weighted
factors and the threshold factors in the algorithm.The results of the two algorithms
show that the naive approach in most times show that there is malicious node even
when there is no malicious node and the vice versa. It can therefore be concluded
that naive approach cannot be depended on in detecting malicious node, which
may give false location information if computed. The cooperative weighted deci-
sion detection algorithm has three levels of hypothesis testing, whereas the naive
approach has one hypothesis test, which is based on mean and standard deviation
only. This indicates that the naive approach is not verified after the first hypothesis
test, hence the result is not confirmed. Its output cannot be compared to the coop-
erative weighted decision detection algorithm, which verifies the first hypothesis
twice before the algorithm completes.

6 Real World Measurements

As part of our work, we undertake real-world measurements on the University
of Cape Town campus to verify the possibility of using received signal strength
values to detect malicious nodes. In the measurement setup, we use two routers
with 2.4 GHz WiFi, 5 GHz WiFi, and TVWS (television white space) network
cards in each router as well as directional antennas for both the WiFi and the
TVWS transmissions. We collected our data using a laptop on the 2.4 GHz WiFi
band with the support of a measurement script we wrote. In the measurements,
we considered the following variable parameters apply: channel number, channel
width, transmission power and the distance between the two secondary nodes.
The weather and terrain conditions were considered. The measurement results
are shown in Table 3.

Table 3. Measurement of signal strength taken at a distance of about 200 m with one
tree between the secondary nodes obstructing the signals

Ch no. Ch width TxPower Min (RSSI) Max (RSSI) Mean (RSSI) Std (RSSI)

1 20 20 –63 –54 –55.8 4.0249

1 20 15 –82 –58 –67 6.9585

1 10 20 –42 –28 –34.86 7.14

1 10 15 –28 –23 –25.83 1.309
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Table 4. Experimental parameters

Parameter Value

Secondary power 4 W to 10 W

Secondary height 10 m to 30 m

Frequency 470–694

Transmission range 1 km to 10 km

Antenna gains 5 dbi to 20 dbi

7 Experimental Set Up

We test this algorithm with by doing a simulation in Matlab. We adopt the Hata
propagation model [4], which supports different terrain propagation. The values
of the numerical parameters we consider for our simulation test are listed in
Table 4. We consider Fig. 2 in the experimental setup when testing our detection
algorithm above through simulation. In both Fig. 2 we positioned five nodes,
of which node M was a malicious node that falsified its location. We run the
simulation with different position coordinates and measure the effectiveness of
our proposed algorithm.

Fig. 2. Attacker may be positioned within the victim’s network as M1 but falsify its
position as M2 or the attacker may be positioned outside the victim’s network as M2

and falsify position as M1 for verification by the CDC.

8 Results and Discussion

8.1 Simulation

In all the simulations, I fixed the k value at the threshold of 1. This is because
I assumed there are no varying environmental effects that affected the propaga-
tion. The results obtained were much more interesting. In Table 3, I observed
that when node A could not detect node M , it recorded the current mean as
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Inf (infinity) and subsequently recorded node M as not malicious. Nodes B, C
and D detected node M because the collaborative weights assigned to the three
nodes were significant, node M was labelled by the CDC as a malicious node.

8.2 Models

This chapter designed a system model and a threat model which best fit in the
scenario considered by this thesis. In the system model, the number of secondary
and malicious nodes were independently distributed within a range in order not
to create MAC layer issues. CDC was also considered as the part of the nodes
that accepts and computes RSSI values and runs that detection algorithm. In the
system model, it is assumed that all secondary and malicious nodes are embedded
with spectrum analyzers to capture the transmission signals from the neighbour
nodes and forward same to the CDC. In the system model, it is further assumed
that the nodes are static and do not change positions. Again the model assumed
that malicious nodes may not have prior knowledge of all the nodes within the
transmission range. This enables anonymous reporting about malicious nodes to
the CDC to avoid compromising secondary nodes. All nodes are embedded with
equal moderation and de-moderation scheme which may prevent nodes from
hiding behind different moderation scheme to cheat the system. The system
model considered is a unique model applicable for DSA networks where channel
availability is rare. The chapter further considers a threat model that assess the
loopholes in the proposed system model for an attacker or malicious node may
take advantage to cheat on the system. In the threat model the main attack that
is considered to be easily exploited by a malicious node is Position Falsification
Attack (PFA). We noted that there are several ways in which an attacker can
pretend its position parameters such as varying it antenna height and changing
its approve power transmission level, which are detailed explained in chapter
3 of the thesis. To prevent this attack from happening the chapter proceeded
to develop an algorithm that seeks to detect malicious nodes that try to falsify
their position.

8.3 Algorithm - CWDDA

The algorithm (CWDDA) is developed to check nodes either malicious or gen-
uine secondary nodes that tries to alter its transmission power or antenna height
to increase or decrease its transmission signal strength to cheat the system or
faulty nodes that may transmit unevenly in the network. The algorithm com-
putes averages of signal strength and employs other detection strategies such as
weighted decision factor that computes weight on every RSSI value received by
the CDC. In computing the weighted factor, every node have an advertised posi-
tion so when RSSI value is received by the CDC, the CDC decoded to know the
node that forwarded the RSSI value and by using an appropriate signal propa-
gation model the distance is estimated from the RSSI value received. Reference
Eq. (5) for computation of weighted decision factor. Our algorithm uses mean
values but its different from naive approach that we considered above.
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9 Naive Detection Approach

In order to better assess CWDDA, we have also simulated a naive detection
approach for comparison.

The naive approach is based on common statistical knowledge, i.e., it depends
on the mean and standard deviation of similar datasets obtained from multiple
simulation runs of RSSI values of neighbour node and determines how the current
means deviate from the initial mean obtained from similar dataset by compar-
ing the means to its standard deviation and measure hypothesis (the null (H0)
and alternative(H1)). However, the cooperative weighted decision detection algo-
rithm takes into consideration the expected differences in the RSSI values due to
the environmental factors such as weather conditions and the intention of each
node to cheat the system. By introducing weighted decision and the threshold
factors in the algorithm. The results of CWDDA compared to naive approach
show that the naive approach in most times indicates that there is malicious
node present (false positive) even when there is no malicious node and the vice
versa. It can therefore be concluded that naive approach cannot be depended on
in detecting malicious nodes, which may give false location information if com-
puted. The cooperative weighted decision detection algorithm has three levels
of hypothesis testing whereas the naive approach has one hypothesis test which
is based on mean and standard deviation only which indicates that, the naive
approach is not verified after the first hypothesis test hence the result is not
confirmed. Its output cannot be compared to the cooperative weighted decision
detection algorithm which verify the first hypothesis twice before the algorithm
completes.

9.1 Limitation of the Algorithm

It is difficult to know the exact number of malicious nodes present at a time
hence in distributing the number of secondary and malicious nodes it could be
uniformly distributed. It is difficult to work on a simulation platform that do
not support wireless sensing. According to the cooperative weighted decision
detection algorithm in this chapter, each secondary node within the network
area is expected to forward neighbour nodes RSSI to the CDC for computation
of the threshold and decision of either malicious or not is determined by the
CDC but not the individual nodes. The channel availability is scarce, therefore
nodes within the network area cannot communicate at all times. The cooperative
weighted decision detection algorithm is to detect the presence of malicious nodes
in the DSA network; however, the algorithm is limited by the conditions under
which it works. Conditions under which the algorithm works are

1. The presence of 3 nodes and above
2. When the environmental factors threshold is below 1.0
3. Availability of free white spaces
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Conditions under which the algorithm may not work

1. When nodes are less than 3
2. When the environmental factors threshold is above 1.0
3. Unavailability of free white spaces

10 Conclusion

In conclusion, we have demonstrated that in spite of fluctuating RSSI values,
it is still possible to use them to detect malicious nodes in our cooperative
weighted decision detection algorithm. In our simulation, we observed that the
algorithm was effective in detecting malicious nodes that falsified their positions.
However, at the minimum distance of 300m the results received were mostly false
positives. Also, we showed through simulation that between distances of 0.3–
7 km, it is possible to reliably detect malicious nodes. The selection of k value
greatly affects the performance of the algorithm, as large values resulted in false
negatives. Nevertheless, more work needs to be done by optimizing the threshold
and tolerance factors for highest accuracy. The simulation results demonstrated
that, CWDDA works better than the Naive Detection Algorithm.
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Abstract. With the rapid development of mobile communication technology
and the applications of 5G technology, video transmission, compared with file
transmission, audio transmission and other media forms, has been more and
more widely used. Today, the mobile video broadcasting needs to overcome
some difficulties like the transmission noise. A knowledge-enhanced mobile
video broadcasting (KMV-Cast) is a scheme utilizing joint source-channel
coding and the correlated information in clouds, but in its calculation, there is
still an item of noise that cannot be eliminated at the receiver side. In this paper,
as same to KMV-Cast, the new scheme also exploits the hierarchical Bayesian
model, the correlated information distillation in the clouds and Bayesian esti-
mation algorithm to improve video quality. After the video reconstruction at the
receiver, based on the items of the signal and the noise, selectively adds a
Wiener filter to reduce the effect of noise. The simulation results show that the
proposed KMV-Cast scheme with a proper Wiener filter at the receiver side is
superior to that scheme without the Wiener filter and it achieves about 2 dB
more of the peak signal-to-noise ratio (PSNR) gain at low-SNR channels (i.e.,
−10 dB) and about 1.5 dB more of PSNR gain at high-SNR channels (i.e., 10
dB).

Keywords: Wiener filter � Correlated information � Wireless video
transmission

1 Introduction

With the prediction of Cisco Annual Internet Report 2020, over 70% of the global
population will have mobile connectivity by 2023 and the total number of global
mobile subscribers will grow from 5.1 billion (66% of population) in 2018 to 5.7
billion (71% of population) by 2023 [1]. The wireless communication technology, such
as WiFi, LTE and so on, cannot meet the needs of the future with the increasing
number of mobile users. So, reforming the traditional video transmission scheme is one
of the current research hotspots of the mobile communication technology development.

As we all known, the traditional wireless video transmission adopts source-channel
separation coding scheme and the coding between sources and channels limits the
quality of transmission. When the channel quality is below a certain threshold, the
quality of the received video declines linearly, which is called cliff effect. Cliff effect is
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caused by the separation of source and channel coding and to solve this problem the
new combined source-channel coding scheme was proposed [2]. It realized the joint
control of source and channel coding and was applied into image transmission. Then,
some joint source-channel coding schemes were proposed.

Among them, a conventional joint source-channel coding scheme proposed by
Szymon Jakubczak and Dina Katabi, called Softcast [3], overcomes the cliff effect of a
wireless video transmission well. The signal-to-noise ratio of the reconstructed image is
linearly correlated with the channel quality. KMV-Cast is a brand-new video trans-
mission framework and it is a joint source-channel coding scheme [4]. It can also
overcome the cliff effect of a wireless video transmission like Softcast. Besides, it also
makes a full use of correlated information to improve the quality and efficiency of
reconstructed video and it utilizes the corresponding calculation to remove the mutual
interference. But there is still a part of noise that cannot be eliminated through cal-
culations and makes the image clearly segmented. In this paper, we mainly try to get rid
of this part of noise and the Wiener filter is chosen to add into the KMV-Cast scheme.

During the transmission, we assume the noise in the channel is the additive white
Gaussian noise, so the noise of the second item also follows the Gaussian distribution.
It can be seen that the least mean square (LMS) principle is widely used in the noise
elimination [5–9] and has a relatively good effect. For Wiener filter, the essence is to
minimize the mean square value of the estimation error (defined as the difference
between the expected response and the actual output of the filter), and the LMS
algorithm is to minimize the mean-square error (MSE) performance function, define as
E e2
� �

[6]. When using a Wiener filter, it needs prior knowledge of the power spectral
density of the noise [8], which can be satisfied by its assuming noise Gaussian dis-
tribution. From above, adding a Wiener filter is a proper method to remove the second
noise item of KMV-Cast scheme.

In this paper, firstly, we choose to add a Wiener filter to each block, to filter out
certain noise and overall, there is an evident effect. But to some perfect blocks whose
SNR is already higher, the effect is not ideal. This will be introduced in details later.
Therefore, we decide to take block as a unit to selectively import the Wiener filter. The
main functions are: 1) at the transmitter, correlated information extraction, evaluating
and determining whether transmit and whether need to add the corresponding Wiener
filter; 2) at the receiver, utilization of such information and Wiener filter for fast video
recovery. We firstly search and extract correlated information in clouds based on
certain criteria [10]. Secondly, based on KMV-Cast scheme [4], remove mutual
interference and make full use of correlated information for image reconstruction. At
last, selectively add Wiener filter to eliminate noise.

2 Related Work

2.1 Related KMV-Cast Transmission Scheme

From proposed KMV-Cast scheme, it can be seen that the reconstructed signal, at the
receiver side, can be represent as [4]
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aUTr�2
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þ ar�2
0
~hi~h
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Crþ 1ð Þ CrþCþ 1ð Þ : ð1Þ

Here, each video frame is evenly divided into small pixel blocks (i.e., 8� 8,
m ¼ 64), h is the transmitted signal normalized vector (m� 1), U is an m� m unitary
matrix to reduce the peak-to-average power ratio, a is the power scaling factor, m is an
independently and identically distributed Gaussian noise of a zero-mean and a known
variance r20, C ¼ a2r�2

0 is defined as the power scaling parameter, variance r is
determined by maximum SNR, and p is donated as followings [4]:

p2 ¼ Crþ 1
Cr

� �2 K2

r CrþCþ 1ð Þ½ �2 �
2K2

r CrþCþ 1ð Þ½ � þ 1

" #( )�1

: ð2Þ

where K ¼ ~hTi h
� 	

is the correlation coefficient of the pixel block. Since both the

transmitter and the receiver know the information in clouds ~hi, we can remove the
mutual interference item and get the final reconstructed signal expression [4]:

ĥ ¼ phþ ar�2
0 rUTm
Crþ 1

: ð3Þ

The noise power in Eq. (3) can be represented as [4]

PN ¼ E tr
ar�2

0 rUTm
Crþ 1

� �
ar�2

0 rUTm
Crþ 1

� �T
( )( )

¼ E tr
a2r�4

0 r2UTmmTU

Crþ 1ð Þ2
( )( )

¼ Cr2m

Crþ 1ð Þ2 : ð4Þ

We donate two new variables for the easier calculation [4]

t ¼ r CrþCþ 1ð Þ ð5Þ

A ¼
ffiffiffiffi
C

p
tþ 1ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

K2 � 2K2 tþ 1ð Þþ tþ 1ð Þ2
q : ð6Þ

The corresponding signal-to-noise ratio SNR1 of the KMV-Cast model is [4]

SNR1 ¼ PS

PN
¼ p2

PN
¼ Crþ 1ð Þ2p2

Cr2m
ð7Þ

and take formular (2), (5) and (6) into the expression of SNR1.

SNR1 ¼ A2

m
: ð8Þ
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2.2 Wiener Filter Principle

The essence of Wiener filtering is to minimize the mean square value of the estimation
error. The main process of the system can be represented as the following picture
(Fig. 1):

where the signal and noise are both vectors. The transfer function is the matrix that
we determine. The input of the filter is the origin signal and the noise of the trans-
mission, and the optimal output of the filter is the origin signal without the noise. The
estimation error is

e ¼ ŝ� sj j ¼ x � h� sj j ð9Þ

and the mean square value of the estimation error can be represented as:

E e2
� � ¼ E x � h� sð Þ2

n o
: ð10Þ

The goal is to get a proper transfer function h to minimalize the above formular (9),
so we utilize its derivative with respect to h, like the following:

@E e2
� �
@h

¼ 2E x � h� sð Þ � xf g ð11Þ

The point where its derivative is zero is the extreme point, so set the formular (11)
equal to zero, and we can get:

HRxx � Rxs ¼ 0 ð12Þ

where H is the matrix of the optimal transfer function. Rxx is the autocorrelation
matrix of the input signal and Rxs is the correlation matrix of the input signal and
expected signal. The input signal consists of the origin signal and noise in the trans-
mission, and the two parts are uncorrelated. As a result, we determine the transfer
matrix as

H ¼ Rss Rss þRmmð Þ�1: ð13Þ

Fig. 1. The Wiener filter diagram.
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2.3 KMV-Cast + Wiener Filter

Add Wiener Filter at the Receive Side
Now we add a Wiener filter to reduce some noise in the second item of the formular
(3). From formular (13), we can see that the transfer function of the Wiener filter only
depends on the autocorrelation matrixes of the signal and noise, and the two auto-
correlation matrixes can be calculated like the followings:

Rss ¼ E p2hhT
� � ¼ p2E hhT

� � ¼ p2X ¼ p2rIþ p2~hi~h
T
i ð14Þ

Rvv ¼ E
a2r�4

0 r2 UTm
� �

UTm
� �T

Crþ 1ð Þ2
( )

¼ Cr

Crþ 1ð Þ2 I: ð15Þ

So the transfer function can be shown as

H ¼ Rss Rss þRmmð Þ�1¼ Crþ 1ð Þ2p2
Crþ 1ð Þ2p2 þCr

Iþ Cr Crþ 1ð Þ2p2
Crþ 1ð Þ2p2þCr

h i
Crþ 1ð Þ2p2 rþ 1ð ÞþCr2

h i~hi~hTi :
ð16Þ

The output signal through the Wiener filter can be written as

Hĥ ¼ H phþ ar�2
0 rUTm
Crþ 1

� �
¼ phþH

ar�2
0 rUTm
Crþ 1

� I � Hð Þph: ð17Þ

As a result, the noise of the signal processed again is changed into

noise ¼ H
ar�2

0 rUTm
Crþ 1

� I � Hð Þph: ð18Þ

As the same to the KMV-Cast, we can calculate the noise power through

PN ¼ E tr noise� noiseT
� �� � ð19Þ

After calculations, we can get the expression of SNR2.

SNR2 ¼ 1þ r2A2 � 2rA

rA2 þ 1ð Þ2 þ �2r � 1ð ÞA4 � 2A2½ �K2 þ 2r rþ 1ð ÞA5 � 2A
� �

Kþ 2r rþ 1ð ÞA4 þ 2rþ 1ð ÞA2½ �
rA2 þ 1ð Þ2 rþ 1ð ÞA2þ 1½ �2

( )�1

:

ð20Þ

From (5), we can calculate [4]:

r ¼
� Cþ 1ð Þ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Cþ 1ð Þ2 þ 4Ct

q
2C

: ð21Þ
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Determining Whether to Transmit and Whether to Add Wiener Filter
There are three ways to reconstruct the pixel blocks: (1) use the relevant information in
the clouds and don’t need to transmit or use Wiener filter. (2) use the KMV-Cast
scheme without Wiener filter to some blocks with high power scaling parameters.
(3) use the KMV-Cast scheme adding a proper Wiener filter.

If we use the relevant information and transmit the index of the similar pixel block
~hi, the SNR of reconstructed block is [4].

SNR0 ¼ 1

Dj j2 ¼
1

2 1� Kj jð Þ : ð22Þ

Compared three formulars (8), (20) and (22), we can choose how to deal with the
pixel block.

Power Scaling
In order to maximize the peak signal-to-noise ratio (PSNR) of the reconstructed video,
we should minimize the total noise power of all transmitted pixel blocks with the given
constrain of signal power P. Assume lj tð Þ is the noise power of the jth reconstructed
block and it can be decided with the condition of maximum SNR.

The total noise power can be written as [4]

min
XM

j¼1

k2j lj tð Þ
Cj

( )
ð23Þ

with the constraint condition [4]:

XM

j¼1
Cj �P=r20 ð24Þ

where k2j lj tð Þ=Cj is the noise power of the jth reconstructed block. In order to
minimalize the total noise of the reconstruct video, we need to allocate the power
scaling parameter Cj by Lagrange multipliers, like the followings [4]:

Cj ¼
ffiffiffiffiffiffiffiffiffiffiffi
k2j lj tð Þ

q
PM

k¼1

ffiffiffiffiffiffiffiffiffiffiffi
k2k lk tð Þ

q ; j ¼ 1; 2; . . .;M: ð25Þ

3 Experimental Results

In this section, we evaluate the performance of the proposed KMV-Cast + Wiener filter
transmission scheme in terms of PSNR. We assume that the transmission channel is
slow fading and its distortion can be cancelled by the equalizer. Besides, we compared
the simulation results under additive white Gaussian noise channel. We mainly choose
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three typical transmission schemes to compare with the new proposed way, which are
uncoded transmission, Softcast and KMV-Cast.

As same to KMV-Cast transmission framework, the transmitted video is segmented
into frames and the correlated information can be known by both the transmitter and
the receiver. From the standard video test sequence Foreman, we choose the 4th frame
as the correlation information in clouds. As we can see from Fig. 2 and Fig. 3, we
respectively choose 5th, and 215th frames as the transmitted signals which are highly
correlated, and uncorrelated. On the whole, KMV-Cast with the Wiener filter is better
than three other schemes. In details, from Fig. 2 with highly correlated information,
compared with Softcast and KMV-Cast scheme, there are respectively more than 12.5
dB and 2.7 dB of PSNR gain for adding the Wiener filter at higher channel, but from
Fig. 3 with no correlated information, there are respectively 14 dB and 1 dB of PSNR
gain. So it can be seen that the advantage increases with the increase of similarities
between transmitted signal and correlated information in clouds.

Fig. 2. Reconstructed video quality comparisons with highly correlated information in clouds.
Channel SNR: 10 dB. (a) Reconstruct #5 frame using uncoded video transmission (23.71 dB).
(b) Reconstruct #5 frame using SoftCast (32.89 dB). (c) Reconstruct #5 frame using KMV-Cast
(42.64 dB). (d) Reconstruct #5 frame using proposed KMV-Cast + Wiener filter (45.38 dB)
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4 Conclusions

In this paper, the Wiener filter has been proposed to reduce the noise of the second item
in KMV-Cast. The main difference with the related work is that we need to determine
whether to add the Wiener filter to the transmitted pixel blocks based on corresponding
expressions. This method has maximized the PSNR of reconstructed video and the
simulation results have shown that selectively adding the Wiener filter performs better
than the KMV-Cast scheme without a filter and others.
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Abstract. In recent years, unmanned aerial vehicle (UAV) communica-
tion has not only attracted extensive discussion in academic circles, but
also has been applied to practical scenarios. With the rapid development
of UAV communication, its secrecy issues have gradually become promi-
nent. In this paper, the physical layer security of mobile UAV relaying
network is studied. We give a scheme of confidential communication to
ensure the integrity and confidentiality of information. By optimizing the
dynamic position of the UAV and transmit power, our goal is to max-
imize the minimum secrecy rate. Because the problem we put forward
can not be solved directly by the solver, we divide the problem into two
sub-problems to analyse. The simulation results show that our program
improves the fairness of secrecy communication, and the physical layer
security of the mobile UAV relaying network has been enhanced.

Keywords: UAV · Mobile relay · Secrecy · Convex optimization

1 Introduction

Unmanned aerial vehicle (UAV) has the characteristics of small size, low cost,
convenient use, and so on. From the perspective of the global market, the indus-
try demand and investment scale of UAV have grown steadily. In the future,
UAV is likely to play a major role in express delivery industry, public safety,
journalism, and other industries [1–4]. In recent years, the research and devel-
opment of UAV at home and abroad has paid unprecedented attention, among
which UAV communication is one of the key research. A detailed tutorial on
the UAV communication networks are provided in [5]. Among them, the more
comprehensive examples of UAV communication are introduced, such as aerial
UAV base station, cellular-connected UAVs, flying ad hoc networks etc. On this
basis, possible research directions and tools to solve such problems are given.
With the deepening and comprehensive research of UAV communication, the
secrecy of UAV communication has also received attention.

In [5], we can judge that the channel of the air-to-ground link is dominated
by line-of-sight (LoS). Due to the broadcast nature of the wireless channel, while
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the UAV communication system provides high-quality communication services to
the destination, the possibility of eavesdroppers obtaining information is greatly
increased. However, the complexity of traditional encryption and decryption
algorithms is too high. Taking advantage of the randomness of the channel itself,
physical layer security technology has become a key technology for UAV con-
fidential communication, where some meaningful researches on this perspective
can be found in, e.g., [6–10]. Among them, the survey articles [6–8] give several
schemes for secure transmission of aerial UAV base station. Prior work [9] adopts
the idea of multi-UAV relaying communication network to reduce the probabil-
ity of eavesdropping and gives the expression under Rician fading channel. Gao
et al. [10] maximizes the secrecy achievable rate of target user under the UAV
relaying network.

To sum up, researchers have done a lot of work on how UAV acts as aerial
base station to deal with malicious eavesdropping. Secure communication of
mobile UAV relaying system is equally important. In [9,10], a secure relaying
network for cooperative communication of multiple UAVs is given. However, in
the above UAV relaying system, the UAV only communicates confidentially with
one destination. Based on this, we propose mobile UAV relaying network in a
multi-user scenario. Since the problem is not easy to solve directly, we separate
it into two sub-problems and give the corresponding low-complexity algorithms.
Finally, we give the simulation results to verify the effectiveness of the program.

2 System Model and Problem Formulation

2.1 System Model

This paper studies a mobile UAV relaying network, which is composed of a
ground base station (S), a UAV relay (R), an eavesdropper (E), and a group
of target users (D). Assuming that the base station, the eavesdropper, and the
target users are located on a plane, which is denoted as the xoy plane. The
coordinate system is established with the base station as the origin, then the
eavesdropper’s coordinate is We = [xe, ye]

T, and coordinate of the target user
k ∈ K = {1, ...,K} is Wk = [xk, yk]T. During the mission time T , the vertical
coordinate of the dynamic UAV is fixed as H, and its horizontal coordinate is
marked as q[t] = [x[t], y[t]]T, t ∈ T . In order to solve the problem easily, we cut
the task time T into N time slots, then the coordinate of UAV in the nth time
slot is expressed as [q[n],H]T, where q[n] = [x[n], y[n]]T, n ∈ N = {1, ..., N}.
The position of the UAV in any time slot is limited by the maximum flight speed
Vmax. The relationship between them is as follows

‖q[n + 1] − q[n]‖2 ≤ (Vmax
T

N
)2, n = 1, ..., N − 1 (1)

The trajectory of UAV in single route mode is constrained by the following

q[1] = qini (2a)
q[N ] = qend (2b)
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Among them, qini,qend refer to the start point and end point of the UAV’s
trajectory.

On the basis of the LoS channel model, we can obtain the channel gains of
link S-R, R-E, R-D, which are shown as follows

hr [n] =
β0

H2 + ‖q [n]‖2 ,∀n (3a)

he [n] =
β0

H2 + ‖q [n] − We‖2
,∀n (3b)

hk [n] =
β0

H2 + ‖q [n] − Wk‖2 ,∀n, k (3c)

where β0 refers to the channel power gain at the reference distance d0 = 1m.
The communication between the UAV and the target users adopts time division
multiple access technology, which means that the UAV only secretly transmits
information with a receiving terminal at any time slot. We introduce a significa-
tive symbol αk [n] to record scheduling information, then αk [n] should meet the
following conditions

αk [n] ∈ {0, 1} ,∀k, n (4a)
K∑

k=1

αk [n] ≤ 1,∀n (4b)

The transmit power of base station and UAV is given by ps [n] , pr [n] ,∀n
respectively. Its constraints may be expressed as

N∑

n=1

ps [n] ≤ NP ave
s (5a)

N∑

n=1

pr [n] ≤ NP ave
r (5b)

ps [n] ≥ 0,∀n (5c)
pr [n] ≥ 0,∀n (5d)

where, P ave
s , P ave

r indicate average power of base station and UAV respectively.
We introduce a new variable ρ0 = β0

ξ , where ξ represents the power of the noise.
Then, the maximum achievable rate of the link S-R, R-D, R-E are respectively
presented as
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Rr [n] = log2

(
1 +

ps [n] ρ0
H2 + x [n]2 + y [n]2

)
,∀n (6a)

Rk [n] = log2

(
1 +

pr [n] ρ0
H2 + (x [n] − xk)2 + (y [n] − yk)2

)
,∀n, k (6b)

Re [n] = log2

(
1 +

pr [n] ρ0
H2 + (x [n] − xe)

2 + (y [n] − ye)
2

)
,∀n (6c)

Therefore, our goal is specifically described as

Rsk =
1
N

N∑

n=1

αk [n] [Rk [n] − Re [n]] ,∀k (7)

Because the UAV acts as a relay for confidential communication, we consider
the following information causality constraints

m∑

n=1

αk [n] Rk [n] ≤
m∑

n=1

Rr [n] ,∀m, k (8a)

m∑

n=1

Re [n] ≤
m∑

n=1

Rr [n] ,∀m (8b)

2.2 Problem Formulation

Based on the above analysis, the single route optimization problem is formulated
as follows

max
αk[n],ps[n],pr[n],x[n],y[n]

ϕ (9a)

s.t. Rsk ≥ ϕ (9b)
(1) , (2) , (4) , (5) , (8) . (9c)

It can be observed that both the objective function and the causality con-
straints are non-convex. αk [n] is an integer variable and involves multiple con-
straints. Therefore, this problem we proposed can not be solved directly with
convex optimization tools.

3 Problem Formulation

Due to the complexity of the problem and the coupling of variables, we simplify
it into two sub-problems: UAV-user association A = {αk [n] ,∀k, n} optimiza-
tion and transmit power and UAV trajectory B = {ps [n] , pr [n] , x [n] , y [n] ,∀n}
optimization.
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3.1 UAV-User Association Optimization

Since αk [n] is an integer variable that is not easy to handle, we relax it into a
continuous variable, so we can use 0 ≤ αk [n] ≤ 1,∀k, n to replace the constraint
(4a). Given the power and trajectory, the optimization problem of UAV-user
association is expressed as follows

max
αk[n]

ϕ (10a)

s.t.
1
N

N∑

n=1

αk [n] [Rk [n] − Re [n]] ≥ ϕ,∀k (10b)

m∑

n=1

αk [n] Rk [n] ≤
m∑

n=1

Rr [n] ,∀m, k (10c)

0 ≤ αk [n] ≤ 1,∀k, n (10d)
K∑

k=1

αk [n] ≤ 1,∀n (10e)

This problem contains linear objective function and constraints that can be
easily solved using convex optimization tools.

3.2 Transmit Power and UAV Trajectory

Firstly, introduce two inequalities, whose process has been demonstrated in [11].

ln(1 +
1
xy

) ≥ ln(1 +
1

xryr
) +

xryr

xryr + 1
(2 − x

xr
− y

yr
) (11)

ln(1 +
x

y
) ≤ ln(1 +

xr

yr
) + (

1
1 + xr

yr

)[
1
2y

(
x2

xr
+ xr) − xr

yr
] (12)

where x> 0, y > 0, r > 0.

Lemma 1. The non-convex constraint (9b) is transformed into a convex con-
straint, as shown below

1
N

N∑

n=1

αk [n]
[
Rlb

k [n] − Rup
e [n]

] ≥ ϕ,∀k (13)

where,

Rlb
k [n] = log2(e)ln(1 +

pl
r[n]ρ0
dl

k[n]
) +

log2(e)pl
r[n]ρ0

dl
k[n] + pl

r[n]ρ0
(2 − pl

r[n]
pr[n]

− dk[n]
dl

k[n]
) (14)

Rup
e [n] = log2(e)ln(1 +

pl
r[n]ρ0
dl
e[n]

)

+
log2(e)dl

e[n]
dl
e[n] + pl

r[n]ρ0
(

1
2de[n]

(
pr

2[n]ρ0
pl
r[n]

+ pl
r[n]ρ0) − pl

r[n]ρ0
dl
e[n]

)
(15)
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where,
dk[n] ≥ (xk − x[n])2 + (yk − y[n])2 + H2 (16)

de[n] ≤ (xl[n] − xe)2 + (yl[n] − ye)2 + H2

+ 2(xl[n] − xe)(x[n] − xl[n]) + 2(yl[n] − ye)(y[n] − yl[n])
(17)

Proof. Firstly, define a slack variable dk[n] to satisfy inequality (16), then
Rk[n] ≥ log2(1 + pr[n]ρ0

dk[n]
). According to inequality (11), we can get Rlb

k [n], which
is the lower bound of Rk[n]. Finally, establish the following inequality

de[n] ≤ (xe − x[n])2 + (ye − y[n])2 + H2 (18)

which is a non-convex constraint of the UAV horizontal coordinate. The right
side of the formula can be transformed into a convex constraint (17) by Taylor
expansion.

According to the inequality (12) given above, the upper bound of the Re[n]
is obtained, that is

Re[n] ≤ log2(1 +
pr[n]ρ0
de[n]

) ≤ Rup
e [n]. (19)

It can be seen that formulas (13)–(17) are convex constraints on optimization
variables. Therefore, we can use them to approximate the non-convex constraint
(9b).

Lemma 2. Non-convex constraint (8a) can be transformed into convex con-
straint through successive convex approximation, namely

m∑

n=1

αk [n] Rup
k [n] ≤

m∑

n=1

Rlb
r [n] ,∀m, k (20)

where,

Rup
k [n] = log2(e)ln(1 +

pl
r[n]ρ0
dl

k1[n]
)

+
log2(e)dl

k1[n]
dl

k1[n] + pl
r[n]ρ0

(
1

2dk1[n]
(
pr

2[n]ρ0
pl
r[n]

+ pl
r[n]ρ0) − pl

r[n]ρ0
dl

k1[n]
)

(21)

Rlb
r [n] = log2(e)ln(1 +

pl
s[n]ρ0
dl
s[n]

) +
log2(e)pl

s[n]ρ0
dl
s[n] + pl

s[n]ρ0
(2 − pl

s[n]
ps[n]

− ds[n]
dl
s[n]

) (22)

where,

dk1[n] ≤ (xl[n] − xk)2 + (yl[n] − yk)2 + H2

+ 2(xl[n] − xk)(x[n] − xl[n]) + 2(yl[n] − yk)(y[n] − yl[n])
(23)

ds[n] ≥ (x[n])2 + (y[n])2 + H2 (24)
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The non-convex constraint (8b) can be replaced with the following convex con-
straint

m∑

n=1

Rup
e [n] ≤

m∑

n=1

Rlb
r [n] ,∀m (25)

Proof. First, define an intermediate variable dk1[n] to satisfy the following
inequality

dk1[n] ≤ (xk − x[n])2 + (yk − y[n])2 + H2 (26)

Then obtain the following continuous inequalities according to inequality (12)

Rk[n] ≤ log2(1 +
pr[n]ρ0
dk1[n]

) ≤ Rup
k [n] (27)

In addition, define a slack variable ds[n] to satisfy inequality (24), then Rr[n] ≥
log2(1 + ps[n]ρ0

ds[n]
). According to inequality (11), we can get Rlb

r [n], which is the
lower bound of Rr[n].

Formula (26) is non-convex, and the right part of it can be transformed
into convex constraint (23) by Taylor expansion. Therefore, the non-convex con-
straint (8a) can be approximately replaced by (20)–(24). The derivation process
of Rup

e [n] in formula (25) has been proved in Lemma 1, and the derivation pro-
cess of Rlb

r [n] has also been proved. Therefore, the convex constraint (25) can
approximately replace the non-convex constraint (8b).

Theorem 1. Based on the pl
s[n], pl

r[n], xl[n], yl[n], dl
k[n], and dl

k1[n] obtained in
the rth iteration, at the r + 1th iteration, the power and trajectory optimization
problem is described as follows

max
ps[n],pr[n],x[n],y[n],dk[n],de[n],dk1[n],ds[n]

ϕ (28a)

s.t. (13) − (17), (20) − (25). (28b)

4 Numerical Results

In this section, simulation results are presented to verify the UAV relaying
scheme that improves physical layer security. First, we studied whether the
UAV trajectory can be dynamically adjusted when the eavesdropper’s position
changes. Secondly, we investigated the average confidentiality rate of each target
user before and after the variable optimization.

For the mobile UAV relaying network we proposed, the three-dimensional
coordinate of the base station is fixed to (0, 0, 0)T. UAV transmits information
at a fixed height H = 100m. The eavesdropper is randomly distributed on the
horizontal plane, and the target users are also randomly distributed on the hori-
zontal plane, but there is a certain distance from the ground base station. Simu-
lation parameters are set as follows: K = 5, β0 = −60 dB, σ2 = −110 dB, Vmax =
50 m/s, T = 60 s, N = 60, P ave

s = 1 W, P ave
r = 1 W.
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Figures 1 and 2 show the adaptive adjustment of the UAV’s trajectory when
the eavesdropper’s position changes. For the location of the eavesdropper, we
selected two representative cases, namely near to the base station and far away
from the base station. It can be seen that in the two cases, the UAV can be
far away from the eavesdropper and close to the each target user to transmit
information. This shows that our algorithm is effective for any eavesdropping
position. Figure 3 shows the transmit power of the UAV and base station during
the mission time.
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Fig. 1. UAV trajectory in the first position of the eavesdropper.
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Fig. 2. UAV trajectory in the second position of the eavesdropper.
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Fig. 3. Transmit power of the UAV and base station.
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Fig. 4. Comparison chart of average security rate of each user.

Figure 4 shows the average secrecy rate of five users before and after algo-
rithm optimization. It can be seen from the figure that there is a serious unfair
phenomenon in confidential communication between users before optimization.
The communication of user 4 and user 5 is rarely eavesdropped. However, user
1, user 2, and user 3 have serious eavesdropping phenomenon. After optimiza-
tion, there is no great difference between the secrecy rate of the five users, which
eliminates the unfairness of communication security among users.
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5 Conclusion

This paper investigates the problem of confidential communication in mobile
UAV relaying network from the perspective of physical layer security. Using time
division multiple access technology, UAV can only communicate with one target
user secretly in one time slot. By optimizing the three coupling variables of user
scheduling, transmit power, and UAV trajectory, the minimum average secrecy
rate among all users is maximized. The problem has been proved to be a non-
convex optimization. The original problem is simplified into two sub-problems,
and the best results are obtained through standard convex optimization tools.
The simulation results prove that the algorithm improves the secrecy of mobile
UAV relaying network.
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Abstract. Current implementations of attendance checking in the Uni-
versity of the Philippines - Diliman (UPD) has been time consuming and
easily cheated. The roll-call and pen-and-paper method cannot monitor
student presence for the whole duration of the class session. Attendance
checking systems using mobile technology and the Internet of Things
attempt to mitigate these problems, but it also introduces new ones
such as inclusivity, cost, and complex implementations. This study inves-
tigates the use of Bluetooth Low Energy (BLE) beacons, a mobile appli-
cation, and a web server to create an attendance checking mechanism
capable of eliminating queues and attendance cheating, monitoring stu-
dent presence, and automating records. We created two procedures for
sending information to our server, to determine the general advantages
and disadvantages of each in terms of features, scalability, and cost-
effectiveness. Procedure 1 mainly uses our Android application which was
able to automate and record attendance checking in the background. Pro-
cedure 2 uses the ESP32 which was capable of scanning for information
from these Android smartphones. Both of these Procedures send infor-
mation to the web server to create reports based on available records.
Overall, Procedure 1 served as the more scalable implementation due to
its added features such as alarm systems, and ease of monitoring. How-
ever, Procedure 2 was simpler to set-up and more energy-efficient for
smartphones since it relied on processing capabilities of the server.

Keywords: Smart attendance · Bluetooth low energy · Android ·
ESP32 · Cloud computing

1 Introduction

Recording student attendance is a common practice and is commonly mandatory
in schools and universities. In a study conducted by Bekkering and Ward, there
is a positive linkage between school attendance and academic performance [4].
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The attendance rule in University of the Philippines - Diliman (UPD) stipulates
that when the number of absences exceeds 20% of the total number of days for
the semester, the student will be dropped from that class [10].

One method of attendance recording in the Electrical and Electronics Engi-
neering Institute (EEEI) is by roll call. This is time consuming especially if the
class lasts for only 1.5 h. Another method used is by passing an attendance sheet
and encoding it in an electronic spreadsheet later on. As mentioned, the number
of hours the student is present in class is important; however, both methods do
not account for the students leaving the classroom earlier than scheduled.

In this study, a way to automate attendance recording was implemented.
With the help of Bluetooth Low Energy (BLE) technology, two methods were
implemented. A BLE beacon scans and advertises for the students’ smartphones
to record attendance. Depending on the Procedure, the attendance logs were sent
to the server. Furthermore, the gathered information was stored in a database
and was displayed both in the application and website. Smart attendance track-
ing also prevented students from cheating their attendance as it used their per-
sonal smartphones.

Paper Contributions: The major contributions of this paper are as follows:
(1) testing the internal performance of an ESP32 as both scanner and beacon
in a smart attendance checking system; (2) evaluation and comparison of the
overall performance of the aforementioned Procedure 1 and Procedure 2; and
(3) provides a basis for mitigating proxy attendance in hands-free attendance
checking systems using ESP32 and BLE.

The rest of the paper is organized as follows. Section 2 provides a few related
studies used as motivation and basis for our study. Section 3 describes the goals
for our system in terms of the features it should provide. Section 4 discusses
the methodology. Section 5 discusses our results and analysis. Finally, Sect. 6
presents our conclusion and recommendations for future work.

2 Related Work

Smartphone and Bluetooth Low Energy Implementations
Numerous studies have implemented different version of attendance systems
through the use of BLE and smartphones. The main problems with the tra-
ditional attendance systems are cost, queues, and time. To address cost, several
studies such as [3,8] used BLE beacons for a low-cost and inclusive system. While
these systems are more convenient, their implementations are unable to pre-
vent students from ‘cheating’ the system through proxy attendance. The works
of [2,5,11] sought to prevent this through the use of the Bluetooth MAC address
as unique identifiers per student. However, versions from Android 8 onward have
made Bluetooth MAC address inaccessible. To solve this issue, AMAS, an atten-
dance system made by Dankar et al. used the smartphone’s IMEI address to
verify the student instead of the MAC address [7]. Another issue is the possibil-
ity that students ‘cheat’ the system by recording attendance, then leaving the
room after. To prevent this from happening, another study [5] implemented an
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algorithm where they timestamped information to be able to detect student pres-
ence all throughout a given class period. However, this needs a modified beacon
which would require additional costs, and IMEI became inaccessible starting
from Android 10. Zoric et al. [12] suggests having the application run in the
background as it obtains beacon information. This allows the application to
automatically check attendance wherever the user is for a hands-free experience.

Our study adopted some of the features from these studies. The timestamp
mechanism, and the background scanning suggestion from [5,12] were adopted to
give the system a hands-free experience. We also want to prevent cheating so we
adopted a more controlled authentication mechanism similar to [7]. Additionally,
an administrative login is needed to change accounts for easier monitoring of the
‘one smartphone per student’ rule.

Bluetooth Low Energy
Among several wireless technologies utilized in Internet of Things applications,
BLE is new and gaining popularity. We looked at the real world performance of
BLE communication.

For large communication networks, network collisions and traffic become a
pertinent issue. Cho et al. [6] studied the BLE discovery process and calculated
the influence of parameters such as discovery latency and energy performance.
They showed that while discovery latency increases as the number of BLE devices
which act as receivers increase, it is not affected by the number of transmitters
sending advertisements since there are few collisions among advertisers.

Bawiec and Nikodem [9] studied the effect of collisions on the communication
performance of BLE when under the presence of over 200 communicating devices.
Here, they explored the features of BLE connectionless mode which allows for
one-way communication from end-devices to a central device. The results of
this study show that by performing multiple advertisement transmissions of the
same information within a set data interval, over 200 devices can simultaneously
transmit data successfully with a high reception rate.

In these studies, the parameters used to quantify their systems were defined
based on their respective objectives. Thus, our study adopted a similar app-
roach and defined a set of parameters based on the functionality of our system.
Furthermore, our study adopted Bawiec and Nikodem’s [9] approach of using
BLE’s connectionless mode since the payload between our devices was relatively
small and our system had no need for a Bluetooth pairing process. To observe
the effects of latency and collisions on our system, we tested it using different
configurations to see what broadcaster-listener setup would perform better.

3 System Features

We aimed to create an automated attendance checking system that was able to
do the following.
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– Eliminated queues through automated attendance checking using smart-
phones

– Monitored student presence throughout the class session to prevent cheating
in attendance records

– Automated attendance encoding for professors, and provide a summary of
reports for both students and professors based on the attendance checked

– Sent data to a web server through the application and the Bluetooth beacon

To create such a system, the following were accomplished:

– A BLE beacon capable of sending a unique identifier represented by their
room assignment to the students’ smartphones. This communicated with the
web server for transmission of student information.

– An application capable of receiving information from the BLE beacon. It
checked attendance automatically without the need for user prompts. It ver-
ified validity of attendance with the server and showed attendance progress
of students.

– A web server capable of receiving information from the BLE beacon, and
application. This web server automatically updated attendance information
in their respective class databases, and showed such records to both student
and professors.

4 Methodology

This section describes the general Procedure of our implemented system. Our
goal was to create a system that was capable of efficient data transmission
through beacons and BLE and Wi-Fi enabled smartphones. To ensure that the
students were indeed using their smartphone, they have to register in the cen-
tralized database. The database noted their basic information (name, course,
year, schedule etc.). We limited the number of registered smartphones to one
per student.

4.1 General System Architecture

Our study explored two procedures in data transmission to the server as seen
in Fig. 1. Both architectures were implemented and tested in this study. They
were evaluated based on specified performance metrics. Additionally, since we
only conducted tests in a simulated classroom setting only, specified criterion
were done along with the analysis of performance metrics to determine which
was better for its intended use.

Figure 1a describes Procedure 1 where the system transmitted data to the
server using smartphones. Students turned on the Bluetooth on their smart-
phone. Once they are in proximity of the beacon, an application scanned for
the beacon’s Universally Unique Identifier (UUID), major, and minor values.
These were verified to match those values stored in the application. Also, to
check for student presence throughout the class session, ping checks between
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(a) Phone Transmission (b) Beacon Transmission

Fig. 1. General system architecture

the smartphone and beacon were done to record time stamps [5] depending on
the duration of the class. Once internet connection was available, it sends the
information to the server. Finally, the professors and students were able to view
their respective attendance records through the application or website.

Figure 1b shows Procedure 2. It worked similar to Procedure 1 except that
the beacon transmits the data to the server and that internet connection must
always be available to do so. Relevant information from the application is fed to
the beacon, and the rest of the steps are followed.

4.2 Application

The software used for the development of this application were Android Studio
as the Integrated Development Environment (IDE) and DB Browser for SQLite
as the medium of access for the local database.

General Logic. On initial startup of the application after its download, the user
is prompted to set the username and student number for that smartphone. To
safeguard it from fraudulent intentions, an additional prompt for administrative
credentials (e.g., admin username and password) is required before proceeding
with this process. The application will then connect to the server and get infor-
mation related to that student number (e.g., classes enlisted and their schedule).
Once that information is available within the smartphone, a 3-stage alarm sys-
tem shown in Fig. 2 takes care of the rest of the functionality of the application
in the background.

First, a daily alarm is set every day at 12 AM then application will get the
user’s class list for that day. A new alarm will be generated for each of the
classes for the day. These class alarms will be triggered at the start of their
period and will then generate another set of 10 alarms spread evenly throughout
the duration of that class as ‘ping checks’ to determine the presence of the user.

Bluetooth Communication. The application can act either as a listener for
Procedure 1 or as a broadcaster for Procedure 2, both of which function for
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Fig. 2. 3-stage alarm system

a small period at every ‘ping check’ alarm. As a listener for Procedure 1, the
application will scan for Bluetooth advertisements, specifically those sent by
ESP32s in their broadcaster mode. The scan will be filtered by the UUID, major,
and minor values to determine the correct broadcaster which corresponds to the
class at that moment. As a broadcaster for Procedure 2, the application will
simply broadcast Bluetooth advertisements with information containing a UUID
and the student number of that smartphone for the ESP32 in its listener mode
to receive.

Interface. The main user interface (UI) of the application seen in Fig. 3 displays
the basic functionalities the user would need, such as:

– A button to toggle the smartphone’s Bluetooth on and off
– The status of the alarm system and a button to manually restart it
– A list of their classes for that day

On the top-right corner is a toolbar button which pops-up a list of a few more
functionalities for the viewing of the user, such as:

– A list of all their classes
– A list of their recent attendance records
– A button to scan and list nearby Bluetooth devices

Communication with Server. The application communicates with the server
through REST frameworks. All the necessary information was passed in JSON
formats. The server used Django REST, while the application used Retrofit2 for
their respective REST interfaces. Models were created for both the server and
application for sending and receiving the datum in JSON. For the application,
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(a) Admin Login (b) Set Credentials (c) Main UI (d) Toolbar

Fig. 3. User interface

these were used to get the list of JSON files in the different REST pages which
were navigated using Retrofit’s JSON API Interface. Majority of the commu-
nication happens whenever the user logs in, and updates the attendance. The
server’s attendance was updated by cross checking current server attendance
with the local/application attendance list. This helps reduce redundancies when
POST-ing by only sending the entries that are not yet uploaded.

4.3 ESP32

For the two Procedures defined in this study, an ESP32 is used as a broadcaster
for Procedure 1 and as a listener for Procedure 2. The ESP32 also communicated
with the web server in order to deliver the scanned data. The ESP32 programs
were developed using C++ via the Arduino IDE. This study used the ESP32
boards package v1.0.4 by Esspressif Systems.

Fig. 4. An ESP32 used in this study
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ESP32 as Broadcaster. In Procedure 1, the ESP32 board acted as a BLE
beacon and broadcasts the necessary data to be received by the application.
For this particular study, the ESP32 board is configured as an iBeacon and the
program is a slight modification to the sample iBeacon program given by the
ESP32 Arduino IDE Library.

The ESP32 iBeacon configuration can be divided into two parts: the adver-
tisement parameters, and the advertisement data. The advertisement parame-
ters involve the advertisement window, the advertisement interval, the transmit
power, and other technical parameters. The advertisement window and inter-
val are set with the common BLE convention used by currently available BLE
products in the market. As such, the beacon is set to advertise for 100 ms with
an interval of 10 s in between advertisements. The signal power was configured
to transmit at the default high power rating such that it is able to transmit
adequately within a small classroom.

The advertisement data contains the UUID, minor and major numbers. The
UUID is used to filter out unwanted data from other BLE devices and is unique
to all devices used in this study. It was also decided that the major and minor
numbers in the beacon advertisement data would be used to identify each class’s
building and room number respectively. For the testing however, the study was
not deployed in actual classrooms thus the major and minor number pair are
used to represent classes instead. The following table shows a sample broadcast
data that we used in our tests:

Table 1. ID assignments per class

Course Room ID (Minor number) Building ID (Major number)

CoE 198 MAB1 1 1

CoE 111 2 1

CoE 113 3 1

CoE 151 1 2

CoE 197D 2 2

EEE 100 3 2

When deployed, the ESP32 beacon is placed inside its corresponding class-
room and continuously broadcasts its advertisement data to be received by par-
ticipating smartphones. The low energy capability of the ESP32 allows it to
enter deep sleep to conserve energy with a 10:0.1 sleep-to-broadcast ratio.

ESP32 as Listener. For Procedure 2, the ESP32 board acted as a BLE listener
which listened to the periodic BLE broadcast of participating smartphones. The
listener also connected to a Wi-Fi network to deliver the gathered data to the
web server.
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As a BLE listener, the scan window and interval must be configured to set
the frequency at which the device listens for advertisements. Lower intervals
and bigger scan times ensure faster detection, thus, it was set to listen for 100
ms with an interval of also 100 ms. For testing purposes, it was noted that a
listening duration of 5 s is more than sufficient to detect at least 10 simulated
BLE devices. The listener was also assigned integer values to act as the room
and building ID. The same convention was used as in Table 1.

Every cycle of the listener must follow a specific sequence: get current time,
listen for devices, then send data to server. This sequence occurs periodically as
long as the device is turned on. Since the ESP32 does not have access to the
current time locally, it must connect to the Network Time Protocol (NTP) server
at the start of each sequence to get the actual current time. It will then switch
to BLE to listen for any broadcasting smartphones. Each smartphone data is
saved as a JSON object which is created as soon as that particular smartphone
is scanned. The JSON object created for each smartphone contains the date and
general time it was detected, the building and room ID of the listener device,
and the Received Signal Strength Integer (RSSI). Each JSON object is compiled
into a list which becomes the payload to be sent to the server. After the BLE
scan, the device connects to the Wi-Fi and sends the JSON list via HTTP POST
request. The following is a sample payload from the ESP32 listener to the web
server:

[
{”dayStamp”:”2021-05-31”,”timeStamp”:”15:35:38”,”bid”:1,”rid”:1,”numID”:201444444,”rssi”:-
64},
{”dayStamp”:”2021-05-31”,”timeStamp”:”15:35:38”,”bid”:1,”rid”:1,”numID”:201355679,”rssi”:-
55},
{”dayStamp”:”2021-05-31”,”timeStamp”:”15:35:38”,”bid”:1,”rid”:1,”numID”:202165432,”rssi”:-
64},
{”dayStamp”:”2021-05-31”,”timeStamp”:”15:35:38”,”bid”:1,”rid”:1,”numID”:201222222,”rssi”:-
64},
{”dayStamp”:”2021-05-31”,”timeStamp”:”15:35:38”,”bid”:1,”rid”:1,”numID”:201555555,”rssi”:-
70}
]

4.4 Web Server

The web server receives data coming from either the application or the ESP32
depending on the Procedure being used as specified in the General System Archi-
tecture.

Phone Side. For Procedure 1 implementation, the smartphone sends the rel-
evant attendance information through the application to the web server. On
the web server side, attendance data is simply received from the application
and stored in the database. The changes made to the database are saved and
are immediately available for download through the application to the relevant
users. Note that the smartphone will only send a ‘Present’ attendance object
if the smartphone satisfies the minimum number of pings. If a fewer number of
pings is received, meaning the student did not stay within the classroom vicin-
ity for the entire period, then the smartphone will send an ‘Absent’ attendance
object to the web server.
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ESP32 Side. For Procedure 2 implementation, ESP32 constantly sends data
based on the smartphones it detects within its vicinity to the web server. There-
fore, it can send multiple ESP32 data objects at once, depending on the number
of smartphones detected. Once this data reaches the server, the server filters
it out based on the room ID and building ID set by the given beacon’s major
and minor values respectively, as well as the data values that it receives which
contains date, time, and student number. The server will only keep data that
belongs to students registered in the system that have classes at the given date
and time periods. The server needs to receive a certain number of ESP32 data
objects (or pings) from the ESP32 to confirm that the student was there for the
majority of the class. At the end of the day, additional scripts are run on the
database to aggregate the received pings and update attendance accordingly.

Periodic Tasks. There are necessary periodic tasks that run daily in order
to update the database. First, there is one script that will add ‘Absent’ atten-
dances to the database based on the current attendance information. The script
will check the current database to see if students that had classes that day do not
yet have corresponding attendance data for each of the classes. This is necessary
for Procedure 2 because it only records ‘Present’ attendances. For Procedure 1, it
serves as a fail-safe if the application is unable to send the ‘Absent’ attendances
for a given reason (e.g., smartphone runs out of battery during class period).
Second, a pair of scripts that convert the ESP32 data objects (or pings) received
from the ESP32 implementation and convert these pings into an actual atten-
dance object at the end of the day. These scripts simply aggregate the number
of pings that it received corresponding to each class per given user. Note that
these scripts run at the end of the day in order to only update the database
when all of the attendance-related information has already been received during
the class hours.

5 Results and Analysis

This section tackles the internal performance of our system. Latency and Blue-
tooth advertisement reception were tested to quantify connectivity, and Blue-
tooth communication between the system components.

Procedure 1 Performance - System Connectivity. The application and
beacon connection was tested by using the NRF Connect application by Nordic
Semiconductors. The application was installed on a Samsung Galaxy A20s. The
connection was measured by scanning the beacon multiple times while record-
ing its RSSI value. The beacon was scanned at four distances with no physical
obstruction in between. To provide a baseline, the ESP32 was configured to its
default transmission power of 0 dBm at 1 m. Scanning was continuous until 500
entries were achieved. It is also important to note that alongside the ESP32,
other wireless connections were present.
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Fig. 5. RSSI at different distances @ 0 dBm transmission power

The compiled RSSI data is visualized in Fig. 5. Averaging the results of the
1 m, 2 m, 3 m, 4 m tests, the RSSI values are −76.257 dBm, −76.249 dBm,
−78.0685 dBm, and −77.831 dBm, respectively. Here we see a slight decrease on
the RSSI values as distance increases, which is expected. However, it is important
to note that these values can differ depending on the voltage supplied to the
ESP32. Although the attained RSSI values range in between the “Good” and
“Low” range [1], it will not affect our system. In our case, the application does
not need to connect to the beacon since they only scan for their information.

Fig. 6. Latency between the application and server

The application and server latency was measured through the application.
A function was made to record the latency by subtracting the time before the
HTTP request is sent, and time after the HTTP response is received. The data
is visualized in Fig. 6. The deployment was done in Heroku and our local con-
nection. The average latency is recorded at 394 ms for Heroku, and 80 ms for
the local connection. If the outliers or spikes are removed, the average latency
decreases to 337 ms and 65 ms respectively. Heroku gives higher latency than
the local connection because Heroku is a free cloud service, and it is meant for
early developments only. If lower latency is desired, the server must be ran either
locally or in a better cloud service.
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Procedure 1 Performance - Bluetooth Communication. To test the per-
formance of the Bluetooth communication between the ESP32 and the applica-
tion, the ESP32 was programmed to have a sleep cycle with a duration of 10.1 s
where it was advertising for 100 ms and asleep for 10 s. It was plugged to a wall
socket with an adapter outputting 5 V and 2.4 A and placed around 5 m away
from the smartphone with minimal physical obstructions.

It should be noted that the application’s Bluetooth scanning capabilities are
weaker when it is ran in the background as compared to when the application
is in the foreground. This is due to the limitations Android has imposed on
background tasks in order to preserve battery life. The background work done
by the application may take more time than the amount Android allocates for
background tasks before killing them. Given this, a workaround was to disable
the ‘battery optimisation’ feature for the application.

Fig. 7. Minimum sleep cycles parameter

For this test, the application’s scan time was set to accommodate 12 sleep
cycles of the 10.1 s sleep cycle configuration of the ESP32. Figure 7 shows 300
data points collected to analyze the minimum number of sleep cycles needed
before the advertisement was correctly received. With a mean of 1.736 and a
standard deviation of 1.2, it is sufficient to say that 3 sleep cycles worth of
scan time is enough to account for most instances and correctly receive the
advertisement within that time period. For one ping check, 30 s would be a
reasonable time for the application to do some background work while keeping
the smartphone’s battery consumption to a minimum.

With the same setup, 200 data points were collected to analyze the ratio
between the number of sleep cycles where the advertisement was correctly
received over the 12 total sleep cycles. Figure 8 shows this data with a mean of
0.378 and a standard deviation of 0.154. While an average of 4 out of 12 sleep
cycles where the advertisement is correctly received seems relatively low, what is
important for our system is that it correctly receive the advertisement at some
point and it does so during the first few sleep cycles as seen by the analysis on
the minimum sleep cycles parameter.
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Fig. 8. Advertisement delivery rate parameter

Procedure 2 Performance - System Connectivity. The ESP32 to server
latency was measured by recording the response time from sending packets to
the local and Heroku servers. The packets, carrying the same payload, were sent
to the server 500 times in order to collect the data points.

Fig. 9. Latency between ESP32 and the server

As shown in Fig. 9, the average response time of the Heroku server is 899.14
ms with a standard deviation of 748.036 ms while the average response time of
the local server is 353.09 ms with a standard deviation of 391.79 ms. The higher
latency of the Heroku server could be attributed to the fact that this transmission
is done over the internet versus the transmission done over the local area network.
A stress test was also conducted to determine the Packet Reception Rate (PRR)
of the local server. Each test sent 1000 of the same packets consecutively to the
server. The following table shows the PRR for each test:

With an average PRR of 99.25%, it is enough to correctly determine the
presence of the students throughout each class.
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Table 2. Packet Reception Rate for ESP32 to server

Test no. PRR

1 99.30%

2 98.20%

3 100.00%

4 99.50%

Procedure 2 Performance - Bluetooth Communication. The Bluetooth
communication test for Procedure 2 measures the speed and efficiency of the
ESP32 listener when it comes to detecting smartphone broadcasters. For this
test, we used a total of five smartphones each of different brands and models
placed at various distances from the listener device. The listener scans in cycles
of 100 ms with an interval of 100 ms. The smartphones advertise in bursts of one
minute continuous broadcasts. The test recorded the multiple detection times
for every smartphone regardless of distance from the listener. 500 data points
were gathered.

Fig. 10. Advertisement discovery time parameter

Figure 10 shows the advertisement discovery time for all smartphones during
the multiple test runs. Most discovery times fall between the 20 ms to 300 ms
range with the average scan time being 199.50 ms with a standard deviation of
2.24 ms. For this test, a scanning phase of 5 s was determined to be sufficient
time to detect five smartphones within the area. Given the average scan time
gathered from the data point, a regular classroom with about 30 students will
need a scan duration of 6 s in order to detect the majority of smartphones while
a larger classroom of 100 students will need a scan duration of 20 s assuming
that every broadcasting smartphones is within range. We also measured the
minimum scan cycles needed in order to detect any broadcaster given the 200
ms scan period defined earlier.
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As shown in Figure 11, the vast majority of smartphones require only 1 scan
cycle to be detected. Of the 572 data points for this test, 83.39% required only
1 scan cycle to be detected.

Fig. 11. Minimum scan cycle time parameter

6 Conclusion and Future Work

This study aimed to develop a smart attendance system using BLE using an
Android application, an ESP32, and a web server. BLE served as an important
mode of checking attendances through its advertising and scanning functionali-
ties. Two Procedures were done to send the data to the server. The first Proce-
dure uses the smartphone to scan beacons and update attendance. The second
Procedure uses the ESP32 to do the same, except it scans for smartphones.

The application was able to successfully log attendance of the user. It was
able to automatically start scanning for beacons depending on the class set
in the user’s schedule. The attendance log would then be stored within the
application’s local database after every class which would then be sent to the
server to update the professors. It was also able to implement additional features
such as schedule tracking, and class notifications. Lastly, the application was also
able to broadcast itself to the ESP32 if the second Procedure is implemented.

The web server was able to successfully receive and process information from
the smartphone in Procedure 1, and from the ESP32 in Procedure 2. Rele-
vant attendance and class scheduling information are easily available for viewing
through the web page as well. Certain user profiles (admin and teachers) were
also able to access the database and make manual adjustments as needed.

Ultimately, Procedure 1 serves as the more scalable implementation between
the two Procedures. It also has the added bonus of some helpful features such
as an alarm system and the ability to easily check schedule information. On the
other hand, Procedure 2 is simpler to set-up, and lessens the power consumption
needed by the smartphones by taking advantage of the processing capabilities
of the server. For future work, we recommend deploying the system in a real
classroom setting. The UI can be also improved further.



268 L. G. Alcantara et al.

References

1. RSSI level and a signal strength. https://www.netspotapp.com/what-is-rssi-level.
html

2. Al-Shezawi, M., Yousif, J., Al-balushi, I.: Automatic attendance registration sys-
tem based mobile cloud computing. Int. J. Comput. Appl. Sci. 2(3), 116–122
(2017). https://doi.org/10.24842/1611/0037

3. Bae, M., Cho, D.: Design and implementation of automatic attendance check sys-
tem using BLE beacon. Int. J. Multimedia Ubiquitous Eng. 10, 177–186 (2015).
https://doi.org/10.14257/IJMUE.2015.10.10.19

4. Bekkering, E., Ward, T.: Class participation and student performance: a tale of two
courses. Inf. Syst. Educ. J. 18(6), 86–98 (2020). https://files.eric.ed.gov/fulltext/
EJ1258148.pdf

5. Boric, M., Fernandez, A., Redondo, R.: Automatic attendance control system based
on BLE technology. In: Proceedings of the 15th International Joint Conference on
e-Business and Telecommunications (ICETE), vol. 1, pp. 289–295 (2018). https://
doi.org/10.5220/0006830202890295

6. Cho, K., Park, G., Cho, W., Seo, J., Han, K.: Performance analysis of device
discovery of Bluetooth low energy (BLE) networks. Comput. Commun. 81, 72–85
(2016)

7. Dankar, A., Kundapur, P.P.: Automated mobile attendance system (AMAS).
In: 2019 International Conference on Advances in Computing, Communication
and Control (ICAC3), pp. 1–6 (2019). https://doi.org/10.1109/ICAC347590.2019.
9036787

8. Hidayat, M.A., Simalango, H.M.: Students attendance system and notification of
college subject schedule based on classroom using iBeacon. In: 2018 3rd Interna-
tional Conference on Information Technology, Information System and Electrical
Engineering (ICITISEE), pp. 253–258 (2018). https://doi.org/10.1109/ICITISEE.
2018.8720948

9. Nikodem, M., Bawiec, M.: Experimental evaluation of advertisement-based Blue-
tooth low energy communication. Sensors 20(1), 107 (2019). https://doi.org/10.
3390/s20010107

10. University of the Philippines: Attendance (revised up code: Art. 346). https://our.
upd.edu.ph/files/acadinfo/ATTENDANCE.pdf

11. Puckdeevongs, A., Tripathi, N.K., Witayangkurn, A., Saengudomlert, P.: Class-
room attendance systems based on Bluetooth low energy indoor positioning tech-
nology for smart campus. Information 11(6), 329 (2020). https://doi.org/10.3390/
info11060329
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Abstract. The advent of Internet of Things will provide massive connectivity
and seamless interaction, mainly enabled by wireless communication systems. In
this work, intra-wagon connectivity will be analyzed in terms of different system
wireless system requirements. The specific application considers the use of
standards such as 802.11 ah, Bluetooth Low Energy and Frequency Range 1 5G
new radio spectrum, with the aid of in-house deterministic 3D Ray Launching
algorithm, providing precise characterization of multiple parameters, such as
interference distribution, received power levels and time domain characteristics.

Keywords: Intra-wagon communications � 802.11 ah � BLE � 5G NR � 3D
Ray Launching

1 Introduction

The progressive adoption of Smart City and Smart Region paradigms is leading
towards context aware environments, in which high levels of user interaction are one of
the main characteristics. In this sense, wireless communication systems play a key role
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in order to enable seamless interaction in multiple user/environment conditions. In this
sense, given the advent of Internet of Things (IoT), highly variable and dynamic
channel conditions can be established, in which scenarios of high complexity and large
node densities are commonplace. In order to comply with quality of service and quality
of experience requirements, interoperation between multiple wireless systems is
envisaged, providing optimal coverage/capacity relations in the scenarios under test [1–
5]. In this way, depending on node density, coverage area and transmission rate,
different systems within the range of personal area communications, wireless sensor
networks, wireless local area networks or public land mobile networks can be
employed. In the case of IoT related applications, there are additional considerations to
take into account, such as reduced form factor, low cost, high node density and limited
energy availability. With this in mind, systems such as 802.11ah, Bluetooth Low
Energy (BLE) or 5G New Radio operating in Frequency Range 1 (i.e., below 6 GHz)
are some of the candidates under consideration in order to enable IoT oriented wireless
connectivity.

In the context of train communications, the implementation of context aware user
interactive environments is a goal related with the adoption of Intelligent Transporta-
tion System paradigms. By embedding dynamic communication systems within dif-
ferent elements of the train system infrastructure, different types of services can be
provided, such as telecontrol and telemetry, passenger assistance, location/user-
oriented marketing or multi-modal transportation handling, among others. Wireless
systems play a key role in terms of providing interconnectivity within rail trans-
portation systems [6, 7]. Among these, intra-wagon connectivity enables the devel-
opment of different applications, given by different requirements by passengers as well
as by train operators. These scenario pose specific challenges in terms of wireless
system operation, owing to high transceiver density, the presence of users and inter-
action with human body in terms of blockage/dispersion and large scatterer density
leading to strong multipath components, inherent to the underlying metallic structure
within the wagon. Therefore, precise wireless channel characterization is compulsory in
order to provide optimal device/network design in terms of coverage/capacity relations,
particularly in the case of high node density conditions. In this sense, deterministic
channel propagation methods can provide accurate results in order to extract infor-
mation such as interference distribution or hot-spot identification, among others.

In this work, wireless channel characterization for intra-wagon train communica-
tions is performed, considering multiple wireless communication systems providing
services for IoT enables applications, such as 802.11ah, BLE and 5G NR FR1 systems.
Deterministic wireless channel estimation for the complete scenario volume, for fre-
quency domain as well as time domain parameters is obtained, as a function of
transceiver node location in the scenario under test.

2 Intra-wagon Wireless Channel Characterization

In order to perform the intra-wagon wireless channel characterization, an in-house
implemented 3D Ray Launching code has been employed. the algorithm has been
coded in Matlab and different modules have been added in order to reduce
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computational cost and increase simulation accuracy, including hybrid neural network
interpolators, bi-dimensional electromagnetic diffusion equation or deep learning data
base extraction based on collaborative filtering [8, 9]. A realistic simulation scenario
has been implemented in order to consider all the effects of the surrounding environ-
ment, given by scatterer location (i.e., seats, intra-wagon cabinets and railings) and
dispersive material properties. A schematic representation is depicted in Fig. 1.

Simulation parameters have been set according to extensive convergence analysis,
in order to optimize simulation time whilst maintaining high accuracy values (i.e.,
maximum number of reflections until extinction of launched ray, angle resolution in the
polar plane, angular resolution in the azimuthal plane and cuboid mesh cell dimen-
sions) [10]. The simulation parameters employed are detailed in Table 1 and the fre-
quency dispersive material characteristics (which in this specific study remain
practically constant for all the frequencies under analysis) are given in Table 2.

Fig. 1. Schematic of the intra-wagon scenario and the location of the embedded transceivers.

Intra-train Wagon Wireless Channel Connectivity Analysis 271



Received power levels as a function of the embedded transmitting node have been
obtained for the complete volume of the train wagon, enabling coverage analysis
considering potential location of receivers as well as the wireless system employed.
Figure 2 depicts the estimation of bi-dimensional distributions of received power
levels, considering embedded node 1 as the transmitting node, for a cut-plane height of
1.5 m, for 802.11ah, BLE and 5G NR1. It’s worth noting that there are two locations in
the plots (far left-hand side and upper right-hand side) there is deep signal fading, given
by the existence of both metallic cabinets within the wagon.

As a function of operating frequency as well as by the distribution of scatterers
within the scenario, power distributions vary accordingly. This effect can be clearly
seen by considering different cut-plane heights, which are depicted in Fig. 3 (consid-
ering as an example the case of 802.11 ah), as well as by considering different
embedded antenna locations, depicted in Fig. 4 (for the case of BLE) and depicted in
Fig. 5 (considering as an example the case of 5G NR FR1). Despite the fact that the
scenario under test has a limited volume size, the impact of interior furnishings (mainly
seats, with a large density of highly reflective scatterers) can be clearly observed as
potential location of receiver nodes is varied, as well as the vicinity of each one of the
transmitting nodes considered.

Table 1. 3D-RL simulation parameters.

Parameters Values

Operation frequency 868 MHz (802.11ah-Europe), 2.4 GHz BLE, 3.5 GHz 5G
NR FR1

Transmitted power 10 dBm
Antenna type Monopole
Antenna gain 0 dBi
Launched rays angular
resolution

1°

Maximum number of
rebounds

6

Cuboids size (Mesh
resolution)

10 cm � 10 cm � 10 cm

Difraction phenomenon Activated

Table 2. 3D-RL material properties.

Material Relative permittivity (er) Conductivity (r) [S/m]

Air 1 0
Metal (aluminium) 4.5 37.8 � 106

Polypropylene 3 0.11
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An example is given in the top 2 images in Fig. 4, which correspond to cut-plane
height of 0.5 m and 1 m, respectively. Shadowing effects can be observed following a
longitudinal distribution, approximately every 2 m. This is caused by the presence of
the seats, with predominant non-line of sight links at those considered heights. Similar
considerations can be seen for open space regions within the indoor train wagon cabin
or the existence of elements such as cabinets, in which received power levels decrease
considerably (specially in the case of considering metallic doors, which is the usual
case within the indoor train environment). This effect can also be observed in Fig. 3
and Fig. 4, in the upper left hand of the received power level plots, corresponding to
the presence of an operation cabinet within the train wagon, with losses in the excess of
20 dB owing to the presence of the metallic doors which enclose the cabinet volume.

Fig. 2. Estimation of received power levels considering TX Antena 1 at a cut-plane height of
1.5 m, for 802.11 ah (top), BLE (middle) and 5G NR FR1 (bottom).
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Fig. 3. Estimation of received power levels considering Antena -802.11ah and variations of cut
plane height (from top to bottom) of 0.5 m, 1 m, 1.5 m and 2 m, respectively

Fig. 4. Estimation of received power levels considering Antena 1-BLE and variations of cut
plane height (from top to bottom) of 0.5 m, 1 m, 1.5 m and 2 m, respectively
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Based on the estimation of received power levels, coverage/capacity relations can
be obtained as a function of receiver sensitivity, which can be quantitatively evaluated
by obtaining linear radial received power level distributions, such as the ones depicted
in Fig. 6, for the case of 802.11 ah and in Fig. 7, for the case of BLE. The impact of
height modification is clearly visible within this scenario, in which the location of seats
leads mainly to non- line of sight conditions, as well as the impact of multipath
propagation components, which build up with distance as interaction with scatterers
increases. It is worth noting that estimations can be obtained within the complete intra-
train wagon scenario, enabling to consider the location of transceivers at any given
point within the wagon.

Fig. 5. Estimation of received power levels considering 5G NR FR1 at a cut plane height of
1.5 m for (top to bottom figures), node A1, A2, A3 and A4, respectively
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Multipath propagation characteristics can also be analyzed as a function of time
domain parameters, such as power delay profiles or delay spread estimations, which
can subsequently be employed to analyze elements such as coherence time or time of
flight. Time domain characteristics can be extracted from the complete volume of the
scenario under analysis. Examples of results for power delay profile estimations are
depicted in Fig. 8 (for 802.11 ah) and Fig. 9 (for BLE), considering in both cases
location of transceiver A1 and A4.

Fig. 6. Estimation of received power levels for linear radials, considering embedded transceiver
A4 and cut plane heights of 0.5 m, 1 m, 1.5 m and 2 m, for the case of 802.11ah

Fig. 7. Estimation of received power levels for linear radials, considering embedded transceiver
A4 and cut plane heights of 0.5 m, 1 m, 1.5 m and 2 m, for the case of BLE
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Fig. 8. Power delay profile estimations, considering 802.11 ah, for the case of location A1 (top
figure) and A4 (bottom figure)

Fig. 9. Power delay profile estimations, considering BLE, for the case of location A1 (top
figure) and A4 (bottom figure)
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The results depicted for the PDP show the relevance of multipath propagation
within the intra-wagon train environment. In the case of the results obtained for
802.11ah, location A1 presents field components that span in the 10 ns–70 ns range,
whereas in the case of location A4, the components span in a much narrower time
range, from 25 ns–35 ns. These results indicate that delay spread is strongly variable
within the intra-wagon environment, which has a direct impact on channel equalization
considerations within transceiver design.

Delay spread estimations have also been obtained, for the complete intra-wagon
train scenario. Results are depicted in Fig. 10, considering different cut plane heights,
for BLE, in which the effect of multipath propagation can be once again clearly
observed, as a function of differences in received time components, owing to the effect
of the large number of scatterers within the scenario. The differences are particularly
visible when going from 1 m to 1.5 m height cut planes. This is once again given by
the effect of the presence of the rows of seats within the scenario, which lead to non-
line of sight links mainly for heights below 1 m.

Fig. 10. Delay spread estimation (measured in ns), considering bi-dimensional cut planes at (top
to bottom figure), for the case of node A3 BLE at cut plane heights of 0.5 m, 1 m, 1.5 m and 2 m
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3 Conclusions

The integration of wireless communication systems in order to enable interactive
passenger train applications plays a key role for the adoption of IoT within railway
transportation systems. In this work, intra-wagon channel characterization for different
systems (802.11 ah, BLE and 5G NR FR1) has been presented. With the aid of in-
house deterministic ray launching code, the complete indoor intra-train wagon char-
acteristics can be considered, such as furnishings (seats, handrails) or auxiliary ele-
ments (cabinets, doors). In this way estimations for the complete intra-wagon scenario
have been obtained for frequency/power characteristics as well as for time domain
characteristics, such as power delay profiles and delay spread distributions. The pro-
posed methodology can be employed in order to perform coverage/capacity calcula-
tions which in turn aid in network/device design and planning process, enabling
optimal network configuration. Future work involves the inclusion of human body
models within the intra-wagon scenario, as well as the consideration of indoor/outdoor
wireless link conditions.
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Abstract. Internet of Things (IoT) is steadily evolving which allows
a new paradigm of smart sensors and lightweight devices interacting
with one another without human intervention, also known as machine-
to-machine (M2M) communication. This allows solution for various
fields such as Smart Home Automation. In this scenario, the satisfac-
tion of security and data privacy requirements play a fundamental role.
Blockchain technology with the help of cryptography offers a solution
by facilitating transactions and the coordination of devices without the
need of a central authority. This study aims to improve the current smart
home by developing and implementing a blockchain-based authentica-
tion system with the use of the Blockchain data structure, protocols
and cryptographic algorithms such as Advanced Encryption Standard
(AES), Secure Hash Algorithm (SHA-256), and Keyed-Hashing for Mes-
sage Authentication (HMAC) on a microcontroller board equipped with
hardware acceleration. Our performance analysis showed that hardware
acceleration provided significant improvement in processing time with a
speedup of 5.53 and 7.94 times for AES-128 and SHA-256, respectively,
compared to a software implementation counterpart.

Keywords: IoT · Blockchain · Lightweight authentication · Hardware
acceleration

1 Introduction

Internet of Things (IoT) has been gaining popularity over the past decade due
to its contributions to automated services and the collection and processing of
data [2]. Its capability for machine-to-machine and human-to-machine commu-
nication allows the emergence of smart homes, smart grids, and smart cities.
These systems provide solutions to various global challenges such as the growing
demand for energy services. A viable implementation is a power outlet mon-
itoring system and automation, a Smart Plug, which raises the awareness of
homeowners of their energy consumption. However, the integration of IoT in the
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home presents challenges such as devices’ security and data privacy. An overview
of the current system framework of the smart plug is presented in Fig. 1. It is
composed of four parts: the user interface, the main controller, the smart plug,
and the server.

Fig. 1. Current system overview

Blockchain can be described as a distributed database with a data structure
that consists of blocks which are linked back to a previously created block - its
parent block. It creates a chain going back to the first block ever created, also
called as the genesis block. This cascade effect of creating generations of blocks
is the key feature of blockchain security because changing the whole blockchain
means a recalculation of the subsequent blocks.

The security system, particularly the cryptographic algorithms can be imple-
mented through the use of microcontrollers. Embedded systems, such as micro-
controllers are preferred than general purpose CPU’s due to space, power and
cost saving reasons. Thus, a lightweight authentication system for the Smart
Plug can be realized through microcontroller tools for developers. Additionally,
various microcontrollers already support these cryptographic algorithms used by
blockchain-based systems, as well as, non-blockchain-based implementations.

The implementation of such architecture is suitable for machine-to-machine
(M2M) communication. M2M refers to communications between computers,
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embedded processors, and smart sensors with little or no human interac-
tion [5]. As an example, wireless M2M communication lets machines commu-
nicate directly with one another (e.g. data transfer).

Commonly, an additional system with significant cost, area, and computation
time is used to mitigate these issues. Thus, in this study, our goal is to design,
develop, and implement an authentication system.

The specific objectives of this study are as follows:

– To implement cryptographic algorithms which provide data confidentiality
from the smart plug’s controller and server gateway

– To develop a hardware implementation of a blockchain-based authentication
scheme for device integrity

– To compare various techniques and standards for lightweight devices in
machine-to-machine (M2M) communications

Paper Contributions: The major contributions of this paper are as follows: (1)
design and implementation of hardware-based blockchain authentication scheme;
(2) comparison of various techniques for lightweight authentication algorithms
for machine-to-machine communications; and (3) performance evaluation of the
implemented schemes.

The rest of the paper is organized as follows. Section 2 provides the related
work. Section 3 describes methodology of this study. Section 4 discusses the
results and analysis. Section 5 provides our conclusion and recommendations for
future work.

2 Related Work

In this section, we discuss lightweight cryptography and blockchain technologies.
We highlight the need for efficient hardware implementation.

2.1 Lightweight Cryptography

A cryptographic system may aim to provide confidentiality, authentication,
integrity, non-repufdiation, access control, etc. Basically, there are two classi-
fications of cryptography - symmetric and asymmetric - based on how messages
are encrypted and decrypted. Symmetric encryption uses a private key to encrypt
and decrypt an encrypted message. On the other hand, asymmetric encryption
uses the public key of the recipient to encrypt the message. To decrypt the
message, the recipient will have to use his/her private key to decrypt.

Lightweight cryptography is studied for constrained devices for the IoT. Its
properties have been discussed in ISO/IEC 29192. The properties are described
based on their target platforms such that in hardware implementations, smaller
chip size and lower energy consumption are desirable while in software imple-
mentations, smaller code and RAM size are preferable. Lightweight cryptogra-
phy should also deliver adequate security. In symmetric cryptography, aside from
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AES, block ciphers CLEFIA, PRESENT, and the hash function SHA-3 are con-
sidered. Meanwhile, there are no asymmetric cryptography primitives that meet
enough lightweight properties or can execute at a reasonable time. However,
Elliptic Curve Cryptography (ECC) is said to have a relatively small footprint
than other asymmetric primitives [10].

2.2 Blockchain

A blockchain can be implemented in two ways: a (1) public blockchain and a (2)
private blockchain. A public blockchain allows anyone to participate as long as
the transactions are valid. On the other hand, in a private blockchain, reading
data and sending transactions for validation may only be done by a predefined
list of entities [8].

The original implementation of the blockchain comes from Bitcoin [16], which
uses public key cryptography. Keys and bitcoin addresses and their transforma-
tion can be seen in Fig. 2a. Bitcoin uses a Merkle Tree or a Binary Hash Tree,
which is a data structure used for summarizing and verifying the integrity of
data [14]. This is based on the Merkle’s signature scheme as seen in Fig. 2b.

(a) Private key, Public key and Bitcoin address
(adopted from [3])

(b) A merkle hash tree from Niaz et al.’s work [17]

Fig. 2. Blockchain implementation of Bitcoin

Another work combines blockchain and cryptography which focuses on ensur-
ing IoT device authentication to the gateway [7]. It uses hybrid cryptography
- symmetric cryptography for the transmission of transaction and asymmetric
cryptography for the transmission of the symmetric key. The IoT device gener-
ates a session key using Password-Based Key Derivation Function 2 (PBKDF2).
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On the other hand, the encryption of the session key uses RSA. Meanwhile,
blockchain transaction structure, as shown in Table 1, consists of the transaction
ID, data length, data, signature of the sender and public key of the receiver [7].

Table 1. Transaction structure of blockchain for IoT from Gaurav et al. [7]

Field Purpose

Transaction ID Unique number of transaction

Data length Number of bytes of data

Data Actual message

Signature of sender Identity of sender

Public key of sender Used for encryption, decryption of data and data length

Due to the increasing number of M2M devices, hierarchical network archi-
tectures are proposed. Devices, or nodes, are usually embedded in smart devices
which reply to requests or sends data packets to the gateway in a single hop
or multi-hop patterns. The gateway, on the other hand, acts as an entrance to
another network. Meanwhile, the software agents are the connections between
the gateway and applications that report data to the user.

We see the emergence of more related on hardware acceleration using FPGA
platform for cryptographic hash computations [4] and bitcoin mining for different
cryptocurrencies [1,21]. Furthermore, more application-specific blockchain such
as in P2P energy trading or transactive energy are being explored [13,20]. To
address the scalability, latency, and energy requirement challenges of blockchain
processing, work such as in [15] are focusing on integrating a more efficient
hardware-based concensus algorithm.

3 Methodology

Advanced Encryption Standard (AES) is included in the ISO/IEC 18033-3 stan-
dard for encryption algorithms in the 128-bit block ciphers category. It is a sym-
metric block cipher that cuts a message into blocks, with a length of 128 bits,
and encodes them individually using a pre-shared key which will be stored in the
server and in the devices before system deployment [9]. The cryptographic algo-
rithms such as AES-128 and the blockchain hashes will be implemented using
the peripheral device which is the NXP Freedom Development Board (FRDM-
K82F). This effectively decreases the amount of work to be done by the smart
plug controller - Arduino 101. The communication between the smart plug and
the peripheral device is done using Inter-Integrated Circuit (I2C).

The device to gateway communication will consist of nRF24L01+ wireless
transceivers which is suitable for ultra low power wireless applications and oper-
ates in 2.4 GHz ISM band [18]. This uses SPI communication between the
Arduino 101.
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The MultiCeiver feature of the nRF24L01+ can also be utilized for a system
with many devices. It can contain a set of six (6) parallel data pipes of star
network topology. This provides unique addressability in the physical and link
layer as seen in Fig. 3.

Fig. 3. Unique addressability in nRF24L01+ from [18]

Handling multiple devices can cause concern on packet collisions. Thus, the
system utilizes Time Division Multiple Access (TDMA) where each device trans-
mits data at a specific time intervals. The system architecture with the neces-
sary communication between the devices, and the devices to gateway is shown
in Fig. 4.

Fig. 4. Device to gateway diagram with wireless transceivers

3.1 Keyed-Hashing for Message Authentication (HMAC)

Message authentication codes (MACs) that are based on cryptographic hash
functions are called Hash-based message authentication codes (HMACs).
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HMACs combines public keys, private keys, and a hash for message authen-
tication. An HMAC is computed by the following formula [12]:

HMAC(K, text) = H(K ⊕ opad ||H((K ⊕ ipad)||(text)))
where,

K is the shared secret key
text is the message input
opad is 0x5C repeated B times (B = 64 ≡ byte-length)
ipad is 0x36 repeated B times
⊕ is the bitwise exclusive-or operation
|| is concatenation.

There is a well-known practice with MACs that truncates the output. It has
an advantage of less information available to the attacker and a disadvantage
of less bits to predict for the attacker. It is recommended, however, to limit the
length of the truncated output to be not less than half the length of the hash
output. For instance, HMAC-SHA-1-80 denotes HMAC computed using SHA-
1 function with output truncated to 80 bits [12]. Additionally, Authenticated
Encryption (AE ) is necessary. For the study, encrypt-then-authenticate shown
in Fig. 5 must be used since it is proven to be generically secure for implementing
secure channels [11].

Fig. 5. Encrypt-then-authenticate mechanism [6]

3.2 Authentication of Genesis Block

To simultaneously provide authentication and encryption for new data to be
linked in the blockchain, the authentication scheme is based on the (1) general
protocol of symmetric message authentication using HMAC, (2) the blockchain
and (3) AE’s method of encrypt-then-authenticate. The algorithm to be used
for the genesis block, the first block in the blockchain, which contains the data
from the device to be verified by the server is shown in Algorithm 1.

The HMAC is truncated for the reason that the maximum payload length
that the transceiver can operate only takes up to 32 bytes as shown in Fig. 6.
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Algorithm 1. Genesis block symmetric message authentication and encryption
1: Devices A, B, C and D compute EA, EB , EC and ED.
2: Devices A, B, C and D compute their Mn = HMAC SHA256128(K,En).
3: Devices A, B, C and D send their Mn and En to S.

4: Server S checks whether Mn
?
= HMAC SHA256128(K,En).

Fig. 6. Payload from devices to server S containing encrypted data and authentication
code

3.3 Authentication of Subsequent Blocks

For a node to create a block in the blockchain, the incoming block header should
contain the previous block hash. Thus, the algorithm to be used for the authen-
tication of the subsequent blocks is shown in Algorithm 2.

Algorithm 2. Authentication and encryption of subsequent blocks
1: Devices A, B, C and D compute EA, EB , EC and ED.
2: Devices A, B, C and D compute their Mn = HMAC SHA256128(K,En).
3: Devices A, B, C and D send Hprevious.
4: Server S checks Hprevious.
5: Devices A, B, C and D send their Mn and En to S.

6: Server S checks whether Mn
?
= HMAC SHA256128(K,En).

The server has to verify first that the incoming block’s previous block hash
field - Hprevious is a hash known to the server. This is the last block on the chain.
The protocol can further be illustrated in Fig. 7.

3.4 Server

TCP/IP yields a better throughput and less packet loss compared to UDP when
using the IEEE 802.11 standard. The current Application Program Interface
(API) uses HTTP, which uses TCP/IP to communicate from the gateway to
the web server which is built using Node.js. The HTTP Client will run in the
gateway and send requests to the server in order to communicate with it and
update the database for the data.

The Requests library for python was used in order to simplify the HTTP
communication between the gateway and the remote server. It utilizes the urllib3
python library for automatic keep-alive and HTTP connection pooling [19].
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Fig. 7. Blockchain-based authentication protocol for devices’ new data

3.5 Database

The web server is built using Node.js and MongoDB for the management of
the database. We rearrange the database structure used in the current home
automation system to fit the MongoDB data-as-documents architecture and add
a new category to include the header of the previous block of transactions in order
to create the blockchain. The new database structure can be seen in Fig. 8.

– yun devices contains the list of devices connected to the main controller.
Each device will be identified using a node ID. It will also contain a table
called the block headers.

– device sched contains the schedule of devices for actuation.
– device power contains power consumption of each device connected to

the smart plug. It will be sorted into power hour, power day, power week,
power month and power year.

– device status contains the status of each smart plug (e.g. connected, iden-
tified, modified)

– block headers contains the metadata of each blocks. This is separated from
the node data for faster retrieval of the blocks for authentication.

4 Results and Analysis

Functionality Testing
To check the operation of AES-CBC-128 in Kinetis FRDM-K82F and Arduino
101, test vectors from NIST, specifically GFSbox, KeySbox, VarKey and VarTxt
Known Answer Test Values were used.

SHA-256 is the hash function used in HMAC. To check its operation, the
Secure Hash Algorithm Validation System (SHAVS) short messages tests for
byte-oriented implementations were used. Aside from the NIST test vectors,
RFC test vector was also used for the HMAC. Sample outputs of both the AES
and HMAC which are displayed via PuTTY can be found in Fig. 9.
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Fig. 8. Database structure

(a) Sample output for AES-CBC-128

(b) Sample output for HMAC-SHA-256-128

Fig. 9. Sample outputs for test vectors on devices
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Additionally, the encryption and decryption on the server was tested using
the test vectors as seen in Fig. 10. Meanwhile, the test vectors for the HMAC
validation was taken from RFC 4231. From the tests conducted, the integrity of
implemented encryption, decryption and HMAC algorithms was proven.

Fig. 10. Sample outputs for test vectors on server

Non-functionality Testing
The performances of the FRDM-K82F and Arduino 101 are compared by mea-
suring the processing time of the algorithms. FRDM-K82F has ARM Cortex M4
with 150 MHz clock speed. It also has a Memory-Mapped Cryptographic Accel-
eration Unit (mmCAU). Meanwhile, the Arduino 101 has Intel Curie micropro-
cessor with 32 MHz clock speed.

The algorithms for encryption (AES-CBC-128) and HMAC (SHA-256) are
tested using 10 vectors from the functionality testing. The AES-CBC-128 ran
at an average of 61 µs in Kinetis FRDM-K82F and 335 µs in Arduino 101.
Meanwhile, SHA-256 ran at an average of 28 µs in Kinetis FRDM-K82F and
220 µs at Arduino 101.

Table 2. Average processing times (in µs) and speedup

Encryption algorithm Kinetis FRDM-K82F Arduino 101 Speedup factor

AES-128 60.665264 335.2 5.53

SHA-256 27.6773738 219.7 7.94

5 Conclusions and Future Work

The past implementation of the smart home automation system only had a log-
in authentication which is a user authentication. An authentication system has
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been implemented for the machine-to-machine communication using blockchain
and cryptographic algorithms such as AES-CBC-128 and HMAC-SHA-256-128
which made the system more secure.

The algorithms were implemented using familiar IoT devices e.g. Arduino,
Raspberry Pi and Kinetis MCU. The proposed protocol for authentication and
encryption can be used by developers to secure their IoT devices and to ensure
the security and privacy of their users.

Several testing procedures were performed to test its functionality and non-
functionality attributes. Functionality tests include the implementation of test
vectors from NIST to check the output’s accuracy for both the Kinetis FRDM-
K82F and Arduino 101. There were 10 test vectors for AES-CBC and 10 test
vectors for SHA-256. Meanwhile, non-functionality tests include the measure-
ment of processing n time in the IoT devices.

It was found that using a hardware accelerator coprocessor which can run
independently of the CPU, particularly the Memory-Mapped Cryptographic
Accelerator Unit (mmCAU) for Kinetis MCU, can significantly increase the pro-
cessing time of cryptographic algorithms. The processing time of AES-CBC-128
improved by a factor of 5.5. Meanwhile, the processing time of SHA-256 improved
by a factor of 7.9 as compared with the Arduino alone. However, there are limita-
tions in the communication between the Arduino 101 and the peripheral device
(Kinetis FRDM-K82F) such as its accuracy and transmission duration.

It is also worth noting that there are differences in the implementation of the
blockchain for this study as opposed to the original implementation of blockchain
which is based on Bitcoin. The researchers have determined that implementing
a private blockchain with symmetric cryptography is more suitable for the par-
ticular application of IoT security on account of the limitation of resources in
IoT devices and their traditional threat model.
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Abstract. Medical devices are the machines or instruments that play a
vital role in diagnosis or treatment for patients in a healthcare ecosystem.
As technologies advances so are these medical devices, and with time they
are getting smarter and interconnected to themselves and other devices.
These smarter devices attract attracts hackers to launch cyber-attack
against these machines targeting vulnerabilities that exist within them.
In this paper, we provide a brief description of medical devices in rela-
tion to different regulatory bodies, through which we try to understand
the need to make the medical device safe for the users. We explore the
vulnerabilities of medical devices and how they may be exploited to infil-
trate the full healthcare system and other devices in the network. The
paper covers three recent incidents of medical device vulnerabilities and
explores the concept of blockchain that may be used to limit the vul-
nerabilities and their limitation. To ensure patient safety and privacy, it
is essential that all relevant bodies including manufacturers, regulators,
healthcare providers, etc. understand the risk and take proper steps to
limit the threats.

Keywords: IoHT · Healthcare · Cybersecurity · Medical device ·
Vulnerability

1 Introduction

The devices intended to be used for medical purposes, to benefit patients by pro-
viding support to health care personnel for treatment, diagnosis so that patients
can overcome sickness and disease can be termed as a Medical device. They are
defined and regulated differently from one country or region to another country
or region. This is due to different regulatory bodies in different countries and
regions oversee their distribution. Medical devices have a risk classification level
[25] associated with them, which allows regulatory bodies to scrutinize differ-
ent medical devices differently and establish different levels of control. Regula-
tory bodies assess the medical device based on their safety towards maintaining
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patient and facilitator safe. They also consider cyber threats [2] (See Fig. 1) in
consideration when providing approval and follow different standards based on
country, region, risk levels such as ISO 14971, ISO 13485, IEC 62304, AAMI/UL
2800, etc. [5].

Fig. 1. Cyberattack on healthcare industry in year 2020.

As more and more devices are invented and developed, most of the devices
are becoming smart medical devices generating and providing real-time data to
health care professionals, for example, mySIgnals [7]. They are using state of
the art software to improve the device performance and whose developments
are regulated by regulating authority across the world. Smart devices are also
generating in-depth diagnoses and report towards a better understanding of the
cause of concern for patients. Patient’s in interactions with smart medical devices
are increasing day by day, similarly, the number of sensors, testing instruments,
scanners, etc. evolving with the development of technological advances in minia-
turization capacity of devices, computing power, and shifting towards wireless
technology [6]. Due to the increasing usage of the Internet in the healthcare
sector and state-of-the-art medical devices, cybercriminals are more than ever
motivated to launch attacks on medical devices, and unfortunately in such a sce-
nario, the result of the attack may even lead to loss of life. Compromised medi-
cal devices can change the way how the device operates, generate false readings
from sensors and result in life-threatening situations for patients [11,12,14,16].
Manufacturers are guided to consider potential cyber threats and encouraged
to limit the risk for the lifecycle of the medical device [3]. The risk and vul-
nerability of medical devices lie not only with connected devices but also with
standalone devices. The weakness in technical and physical security controls of
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the device may be hardware or software-related. All these devices are at risk
of being hacked (See Fig. 2) with unauthorized access and malware. Evolving
nature of cyber threats should be addressed by the manufacturer of medical
devices to address the security challenges of the present and potential future
security threats [29,30] Systems, resources need to be managed in such a way
that it provides efficient and effective medical devices to the end-users and con-
stantly upgrading in such a way that it can combat threats with the help of
device manufacturers, resulting in a quality and safe environment for patients
and users of the medical devices. Organizations, especially health care providers
at management level should have strategies to tackle the issue of medical device
security issues.

Fig. 2. Medical devices vulnerable to cyberattacks adapted from the Internet.

1.1 Paper Roadmap

The rest of the paper is organized as follows. Section 2 discusses the vulnerabili-
ties found in digital healthcare and the critical analysis of medical device vulner-
abilities. Section 3 highlights the recent incidents and motivations of cybercrim-
inals. Section 4 discusses the solution trends for healthcare device cyber-attacks,
notably the Blockchain. Section 5 concludes the paper followed by references.

2 Medical Device Vulnerability Analysis

As digitization and connectivity of medical devices are on the rise, these are
devices are also vulnerable to following cyberattacks and bringing harm to
patients Following Attacks are the ones most deadly to the healthcare ecosys-
tem [5].
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– Denial of service or therapy to patients.
– Directly alter the function of device and causing the patient harm.
– Loss of data and privacy of health data.
– Server Access attacks on healthcare device networks.
– Ransomware on medical devices.

All medical devices should pass through proper risk assessment and regula-
tory control before being deployed in the market. Following figure (See Fig. 3)
shows some of the known cybersecurity vulnerabilities of medical device.

Fig. 3. Vulnerabilities of medical devices.

2.1 Vulnerability Exposure of Medical Devices

Medical devices falls victim to attacks due to vulnerabilities in them, which
ranges from technical issues, management and human factors. These limitations
contribute not only security threats to the medical devices itself but also on
overall vulnerability of the health sector.

Information on Technical Specification: The technical information on work-
ing of the device through device manual, systems and their connectivity specifi-
cation, and other vital data related to device is available not only from manufac-
turer also from certification body and patent databases. Which in turn provides
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opportunity for the attackers to reverse engineer [17] and find vulnerabilities of
device for attack.

Legacy System and Software: When the device or the software becomes old,
due to advancement in mode of cyberattack, it opens up security loop holes
which were un-known before. This may also be due to unregulated system inte-
gration, misconfigured and incompatible system integration, mainly with third
party software [18].

Patch and Software Updates: If the devices are not updated with latest
patch [9] and software updates that are available, they provide opportunity for
attackers to hack the system. Though it is recommended to upgrade as soon the
software or patch is available, it becomes difficult from system administrator as
the devices are linked with other devices and may affect their performance if not
properly tested on compatibility with new updates.

Security Features: Some of the devices comes with very basic security features,
such as continuous glucose level monitoring level machine [4], which can be easy
attacked and compromised. Thus not only becomes vulnerable for themselves
also other devices in the network.

Web Service Interface: For interfacing with an existing system web service
[24] are popular choice, most of the time they are not secured and without proper
authentication, leaving open doors for attackers.

Compromised Device: One compromised device may be used to attack other
devices in the same network within the organization. Through malware and
phishing schemes malicious scripts planted on devices to gain access to a partic-
ular device in a healthcare network. Which opens the backdoor for attacker to
gain access other devices in the network [13].

Balance of safety and security: It is very difficult to balance safety of patients
with the maximum cyber security protocols. In time of patient’s emergency it
may be difficult to follow all the practice and protocols for access control and
encryption process in place, where time plays a vital role. This lapse opens up
window of opportunity for attackers [19].

Limited Energy use: Many of the medical devices use very low or limited
power and runs on battery [31]. Increased security protocols with many encryp-
tions may actually reduce the battery life of the device [23], prompting the
manufacturers not to use state of the art security features. As more communi-
cation, data transfer, system monitoring with use of micro controller is required
more energy is consumed from batteries in the device. Limiting such activities
may increase battery life but increases chance of security threats [19].
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3 Motivation of Attacks and Recent Incidents

3.1 Attacker’s Motivation

The motivation to exploit the medical devices and carry out an attack by attacker
influenced by financial gain, state or national interest, sparking cyber terrorism,
extract performance data of a device for corporate espionage, etc. [28]. Out of all
the motivation factor money is the biggest motivator. The devices on hospitals
and other medical facilities has lot of information, including sensitive personal
information which attracts lot of attacker to extract the data and sell to poten-
tial buyers.

3.2 Recent Incidents

Sweyn Tooth Vulnerability [22] is a collection of 12 vulnerabilities and pos-
sible of more to be identified and released. It affects 7 different Bluetooth Low
Energy (BLE) SoC manufacturers utilizing different models of software develop-
ment kit (sdk). Medical devices from following BLE SoC manufacturer is said
to be affected (See Fig. 4). The stated vulnerability allows an attacker to trigger
deadlocks, buffer overflows, crashes or completely bypass the security from radio
range, thus compromising the medical device.

GE Healthcare Clinical Information Central Stations and Teleme-
try Server [1] are exposed to vulnerabilities from using specific software version.
These medical devices are used to monitor physiological parameters of patients
(e.g. blood pressure, temperature, etc.). The vulnerability allows the attacker to
take control of medical devices and silence the alarm, generate false alarm and
interfere with patients monitors connected to these devices.

Urgent/11 is a collection of 11 identified vulnerabilities [8], in IPnet, a
thirdparty software components, that supports network communication between
computers. There are many medical devices may be affected by the use of soft-
ware includes infusion pump, imaging system, anesthesia machines and more to
be identified. The vulnerability allows attacker to take control of medical devices,
change function, causes denial of service which may lead to information leaks or
logical flaws and prevent device function.

4 Solution Trends for Healthcare Device Cyber Attacks
Considering Blockchain and Constraints

Researchers are engaging in blockchain strategies to make healthcare ecosystem
more secure. Medical devices are becoming more independent and dependent on
more wireless connectivity, thus giving rise to decentralized healthcare institu-
tions [21]. In blockchain transaction is done via public and private keys, where
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Fig. 4. Affected BLE SoC from manufacturer

private keys acts as security barrier for user authentication. Since the processing
takes places at separate blocks it is independent of central server or database.
Each node or decentralized block can perform the required task on its own [10].

4.1 Usage of Blockchains in Internet of Health Things (IoHT)

– Ethereum-Based Contributions: It proposes to implement smart contract for
devices/user requests based on credentials on the domain. The authors [10]
proposes proof medical stack (PoMS) to higher security against malicious
attacks.

– Modified Consensus Protocol: The proposed system is consortium based
blockchain architecture, where a patient agent (PA) software defines the
blockchain functionalities [27]. The computing is done on Edge Computing
network and data is stored in cloud based server in secure storage.

– Modified Cryptographic Technique: The proposal uses two software system
integrated to original blockchain algorithm. For data encryption ARX algo-
rithm and Diffie-Hellmman key exchange technique for transferring public
keys [20]. The nodes must be certified before joining a blockchain and stores
interconnected block with high data in cloud server with higher security. Clus-
ter head is used to verify and store hash blocks in cloud servers and manages
interactions between the clusters.

– Hyperledger-Based Contributions: The authors divides the blockchain in two
segments, 1) Medical device blockchain to store data that were generated
by medical device during treatment, 2) Consultation blockchain that store
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patients records and data is maintained by health care provider [15]. Trans-
actions are verified by smart contracts and execution is endorsed by Practical
Byzantine Fault Tolerance algorithm.

– General Blockchain Concept Without Technical Specifications: The data is
stored in shared between tamper-proof blocks between IoMT devices and
healthcare providers. MedChain [26] proposes grouping the data generated by
sensors in two groups 1) Blockchain network that store immutable data and
2) P2P network stores mutable data mainly focused on data query. MedChain
uses BFT-SMaRt protocol.

4.2 Constraints to Use Blockchain on IoHT

Blockchain provides more security but it comes with constraints which makes it
difficult to use in medical devices [21]. These are lsited below:

– Processing: The internal process of a block chain requires lots of resources
for computation, thus also requires high energy. Which already a problem
for medical device especially in context of energy use, more relevantly for
wearable devices.

– Storage: The medical devices produces large amount of data with but not
store them in different blocks and interacting through different nodes requires
even larger space. This large space usually cannot be accommodated in IoHT
devices.

– Real Time: In health care industry is very valuable to make decision, since
blockchain involves connectivity between different blocks and nodes the com-
putation time is increased, resulting loss of time for patient in care.

– Traffic Overhead: The inter-connectivity of the blockchains creates lots of
traffic for data flow. This feature cannot be easily adopted by IoHT devices
with limited bandwidth.

5 Conclusions

Medical devices are the keys to the well-being of human life. They must be pro-
tected from a cyber threat so that patients can take required health support
from healthcare providers. The medical device regulatory bodies should come
together with device manufacturers to formulate standards that are universally
adopted and address the ever-changing technological environment. Concern bod-
ies should work together and formulate the best solution via providing required
funding so that researchers can develop an environment where human life will
be safe from cyber threats. There exist limitations on technology and medical
device computability which make them more vulnerable to security attacks, but
the new process, innovations, algorithms are also being developed to address the
issue. This paper briefly outlined vulnerabilities by keeping the focus on medical
devices only, but there other areas of the healthcare system that is not discussed
the paper also need attention. A further research scope on blockchain combined
with edge computing may provide more secure and fast reliable solution to IoHT
devices that is sought after.
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Abstract. The digital evolution of Industry 4.0 enabled Operational
Technology (OT) infrastructures to operate and remotely maintain
cyber-physical systems bridging over IT infrastructures. It has also
expanded new attack surfaces and steadily increased the number of
malicious cyber incidents for the interconnected smart critical systems.
Within Industrial Control System (ICS), Programmable Logic Controller
(PLC) plays a crucial function to bridge between cyber and physical envi-
ronments which made them the victim of sophisticated cyber-attacks
that are designed to interrupt and damage their operations. Honey-
pots have been used as a key tool for aggregating real threat data
e.g., malicious activities and payloads, to observe and determine differ-
ent attack methods and strategies that can easily affect poorly secured
cyber-physical systems. In this research, we deployed T-pot honeypot
in Amazon Elastic Compute Cloud (AWS EC2) instance across six dif-
ferent regions to determine the current threat landscape as well as how
knowledgeable and ingenious threat actors could be in compromising
internet-facing Industrial Control System (ICS).

Keywords: ICS security · Cybersecurity · OT security · Honeypot ·
Cyber-physical security · Threat intelligence

1 Introduction

Industrial Control System (ICS) includes numerous types of control and man-
agement devices used by critical industries and smart factories, for instance,
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Programmable Logic Controllers (PLC), Supervisory control and data acquisi-
tion (SCADA) etc. [1]. These are widely used to operate many critical infras-
tructures such as energy and smart grids, waste water treatment facilities, food
and medicinal, oil and natural gas stations, transportation grids, and telecom-
munication which are essential to people’s daily life. Disruption to these crucial
public utilities may cause remarkable dam-ages and losses. The fourth indus-
trial revolution (Industry 4.0) accelerated the integration of several industrial
technologies in Information and Communication Technologies (ICT). The inci-
dents of cyberattacks targeting ICS environments are steadily increasing due
to the accessibility of interconnected modern ICS equipments and devices over
the internet. Some noteworthy examples for rising the cyberattacks on ICS are
inadequate security architecture and design, lack of baseline configuration and
change management policy, inadequate security audits and standard monitoring
procedures [2,3] etc.

In the last decade, cybercriminals had shown their notorious skills to under-
mine industrial core networks. In 2010, the infamous Stuxnet malware was used
against Iran’s nuclear installations which first showed that ICS networks are not
secure [4]. Even in April 2021, we have seen another speculation of cyberattack
at the Natanz uranium enrichment facility in Iran [5]. The network of a gas
network operator in southern Germany and an energy network in Australia was
injected by malformed commands caused disrupt controls in all flow operators in
2013 [6]. CrashOverride, which in 2015, triggered blackouts in Ukraine and left a
large number of people with-out access to electricity for hours [7]. In 2017, Triton
or Trisis malware was used to attack a Saudi petrochemical by the Xenotime
hacking group, specifically targeting Triconex safety [8]. A recent report showed
that critical industries across the world are being targeted by different notorious
hacking groups [9]. Most attacks were carried out due to a lack of general protec-
tion in the communication protocols, applications, and operating systems used
in ICS. While countless new threats are being generated on a daily basis, many of
them depend on old security vulnerabilities to function. For too many malware
looking to target the same few weaknesses over and over again, after they are
found, one of the greatest risks an organization may face is failure to fix certain
vulnerabilities. In addition, owing to severe real-time constraints and possibly
fatal malfunction effects, these vital cyberphysical devices may sometimes not
be upgraded or fixed, rendering it dangerous to conduct some kind of protec-
tion testing at all in live production systems. The necessity for security testing
endures. To have an efficient threat defense system, we need to understand the
current threat landscape and trending attack techniques.

This research contributes by illustrating large-scale threat analysis through
deploying honeypots in various locations and it allows us to understand the
vulnerabilities those are targeting Industrial Control System devices, collection
of real intruders data including malware samples, exploits and post-exploitation
activities for future analysis. The research conducted using a honeypot provides
advantages over trying to spot intrusion in the real system. For example, a
honeypot does not accept any legal traffic by design, so any logged behavior is
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likely to be a probe or intrusion attempt. This makes it simple and easier to
track and classify a collection of IP addresses used to carry out a network sweep.
In comparison, these tell-tale indicators of an intrusion are quickly overlooked
in the background when we’re gazing at the traffic on our core network.

2 Background and Related Work

Honeypot is a purposely vulnerable machine to look attractive to attackers or
auto-mated scanners that can be probed, inspected and eventually exploited
by adversaries [10], allows to collect and store information on any attempted
exploits. Honey-pots are classified into a low-interaction honeypot and high inter-
action honeypot. Low-interaction honeypots offer to learn quantitative informa-
tion about adversaries intentions, tactics, techniques and procedures by emu-
lating the operating system and different services over ports with limited inter-
actions and minimal risk [11]. High-interaction honeypots are integrated with
real-time operating system, applications and devices which are more complex to
implement but attract sophisticated attackers to interact for a long time [11].
Researchers use both types of honeypots to conduct various kinds of threat
landscape research. However, existing researches on ICS honeypots as exhibits
in Table 1, were failed to simulate a wide range of services used by smart ICS
and also incapable to aggregate vast amount of real data, in-depth threat analy-
sis e.g., malware, exploit, post-exploitation activities. To overcome these short-
comings, we utilizes an open-source honeypot called T-pot [12] developed by
Deutsche Telekom (DTAG) that contains a couple of Intrusion Detection Sys-
tem (IDS) sensors and can simulate a wide range of services and protocols. It is
simple to set up and easy to investigate incidents using its user-friendly dash-
board [13].

Honeypots is a useful technique to expose security vulnerabilities in major
systems. It shows the high level of threat posed by attacks on different internet
facing devices. It can also help to identify potential security gaps within the
IT infrastructure which protection may need to be increased. There are some
drawbacks of using a honeypot over attempting to detect interference into the
actual system. For example, a honeypot does not accept any legal traffic by
design, so any activity or event logged is likely to be a probe or intrusion attempt.
That makes it much easier to spot payload patterns that are used to carry out a
network sweep, such as common IP addresses (or IP addresses all coming from
one country). For comparison, when you are looking at high volumes of legal
traffic on your core network, those tell-tale signs of an intrusion are easy to
miss in the chaos. The benefit of using honeypot encryption is that the only
ones you see could be these malicious addresses, making it much easier to detect
the threat. Since honeypots manage very small traffic, they are also light tools.
They’re not making major hardware demands; you can set up a honeypot with
old machines that you don’t need anymore.
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Table 1. Summary of existing ICS honeypot related research.

Focus Testbed Protocols Findings Gaps

Honeynet [14] Snort,
Amazon
EC2

Modbus,
XMPP, DNP3,
ICCP, TFTP,
SNMP, IEC-104

Discovered SHODAN
and non-SHODAN
based peer
interactions and
correlation

Missing result on
attackers
techniques and
payloads

CryPLH [15] VMware ISO-TSAP,
SNMP HTTP,
HTTPS

Effective simulation of
Siemens PLC via
Linux

Missing detail
result and analysis
on adversaries
payloads, malware
signature and
post-exploitation
activities

Conpot [16] Splunk,
Syslog

Modbus,
HTTP, SNMP

Conpot sensor was
used in pre-existing air
gapped SCADA
network

Lack of services
simulation on
more protocols

Custom Linux
Based [17]

VMware HTTP,
HTTPS,
SNMP,
ISO-TSAP

Effective simulation
using Siemens PLC
with attacker’s actions
logging capability in
high interaction envi-
ronment

Testbed prepared
with limited port
services and
in-depth result on
attackers
interactions are
missing

Custom [18] Snort HTTP BeEF tool was used to
detect attacker
locations accurately

Limited number of
services were
simulated over
limited number of
ports

Digital Bond
Honeynet [19]

VMware,
Snort

Modbus,
SNMP, Telnet,
FTP, HTTP,
VxWorks
Debugger

Limited interactions
due to be deployed on
university network

Limited
interactions and
attackers data for
analysis

3 Methodology

3.1 Overview

In this research, our approach is to implement honeypots in AWS EC2 across
multiple AWS regions to lure potential cyber criminals to make interaction with
deployed honeypots and collect a huge amount of data for analysis as depicted
in Fig. 1. Since low-interaction honeypots are easily identical, modification of
default service banners and settings will be helpful to make them more real.
The major goals are to monitor malicious intruders actions, analyze their origin
and accrue different attack techniques, collecting malware samples and payloads.
Furthermore, the obtained data could be shared to open-source community so



Faking Smart Industry: A Honeypot-Driven Approach 311

that researchers and security engineers can utilize those data to extend their
research as well as enrich intrusion detection systems.

Fig. 1. Overview of experiment workflow.

3.2 T-Pot Installation

To handle a large number of attack processes and accumulate data from different
places, Amazon Web Services Elastic Cloud Computing (AWS EC2) instances
were chosen to install honeypot across six different regions. Following configura-
tion was used for each instance:

Operating System: Debian (Stretch)
Ram: 32 GB, vCPUs: 8, Storage: 500 GB
Virtualization Type: HVM AMI
Instance Size: m5.xlarge

After configuring instances, Elastic IP or Public IP was allocated to each
instance to avoid changing IP addresses after each reboot as well as make those
instances publicly accessible through internet. SSH and Kibana dashboard were
accessed over port 64295 and 64296, and security rules for both services were con-
figured to restrict public access. Table 2 shows the information about deployed
honeypots in six different regions using Amazon Elastic Compute Cloud (AWS
EC2).
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Table 2. Information about honeypot implementation in different AWS EC2.

Name Region Zone Elastic IP Instance ID

honeypot1 S. Africa sa-east-1a 18.229.221.32 i-0fbe504f309251757

honeypot2 US East us-east-2a 18.224.232.49 i-0106c86a7021f4ac

honeypot3 Europe eu-north-1a 13.49.35.25 i-0fe18ac2494217ac5

honeypot4 Japan ap-northeast-1a 52.194.106.24 i-00aba9778984dd671

honeypot5 Bahrain me-south-1c 15.185.124.89 i-0be2b29a4a670f4e6

honeypot6 Australia ap-southeast-2a 3.24.201.18 i-08be99ad2000ada56

4 Result Analysis

Our deployed honeypots were run from March 01, 2020 to April 22, 2020 and
after deploying them on AWS EC2, they started getting the attention of attackers
and scanners within a very short time. Table 3 exhibits the comparison of alerts
received by different sensors based on different honeypot servers.

Table 3. Events captured by different sensors across different honeypot servers.

Sensors Africa USA Europe Japan Bahrain Australia

Dionaea 10711011 3218223 6361103 19281901 20771502 18222375

Cowrie 3273499 673290 3834526 1937548 2393980 1872987

Heralding 1072527 327941 2636491 1059014 395374 275885

Honeytrap 2122578 803156 1626080 933148 1120573 1018931

Rdpy 142722 12533 152024 619043 67578 28648

Adbhoney 7524 2811 13747 2190 135 944

Mailoney 4692 2455 12897 10636 6438 2601

Tanner 5170 1192 10533 7191 4083 2219

Conpot 1270 1086 872 800 876 1248

Total events 17340993 5042687 14648273 23851471 24760512 21425838

Dionaea: C and Python based low-interaction honeypot sensor which logging
capabilities offer compatibility with log.json, hpfeeds, Fail2Ban and log.sqlite.
The highest amount of log captured by this sensor is 18222375 in Australia
region.

Cowrie: Cowrie is a medium SSH honeypot interaction that provides a Debian
5.0-based fake file system, enabling user to include and remove files as their wish.
This program often stores in a safe and quarantined region all the downloaded
and uploaded data, so if appropriate, we may conduct later re-view. This sensor
recorded highest number of log which is 3273499 in Africa region and lowest
amount of log in USA region.
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Heralding: In Table 3 we got 1072527 logs from honeypot Africa on the hon-
eypot service named Heralding. This honeypot sensor is nothing more but sim-
ply gathers credentials by emulating following protocols: ssh, ftp, telnet, http,
https, imap, imaps, pop3, pop3s, smtp, vnc, socket5 and postgresql5. This sensor
recorded 1072527 amount logs in Africa region which is the highest among other
regions.

Honeytrap: Honeytrap is an extensible and open-source framework for hon-
eypots to be run, tracked and maintained. In Africa region, there are 2122578
number of logs captured by this sensor.

Remote Desktop Protocol (RDPY): This python-based honeypot sensor
was de-signed to function as vulnerable Microsoft RDP service (client and server
side). In this service, the lowest and the highest number of logs are 12533 and
142722 respectively.

Mailhoney: Mailhoney is a Simple Mail Transfer Protocol (SMTP) Honeypot.
There are various modules or types that provide custom modes.

Tanner: A remote data review and classification service to analyze and compose
the response of HTTP queries, then served by Super Next Generation Advanced
Reactive Honeypot (SNARE). When offering responses to SNARE, TANNER
utilizes several program vulnerability style emulation approaches.

Conpot: Conpot is a low interactive honeypot engineered to be easy to install,
change and extend. It encompasses with a set of standard industrial control
protocols, capable of emulating complex infrastructures to persuade a competitor
that he has just discovered a massive industrial complex.

Table 4 shows the connections received from different type of users and
crawlers which are automatically categorized by honeypot sensor based on IP
reputation.

Table 4. Interactions received from various sources.

Type Africa Australia USA Japan Bahrain Europe Total

Known attacker 6026579 2564464 807187 689 2745911 4365988 16510818

Mass scanner 4909 28 1191 49 942 4140 11259

Bad reputation 1661122 14340 474263 10 3911 402237 2555883

Bot, crawler 32330 15 175 2 2957 1380 36859

Compromised 1054 – 9 – 11 95 1169

4.1 Attacks Origin Breakdown

In Table 5, we have presented the connections received by different ICS devices
where IPMI device received the highest number of interactions and Siemens
S7-200 PLC received the lowest number of interactions from attackers.

Intelligent Platform Management Interface (IPMI) is used to handle hard-
ware over port 623 on a network. It is mainly used to track data such as
temperatures or power status of devices in the network for industrial control
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systems. By booting, restarting, or switching them off, IPMI will monitor devices
as well. Documentation of device action and data are also logged using IPMI.
The number of IPMI connections received by geo-location are shown in Table 6.

Table 5. Interactions received by different ICS devices.

ICS devices Africa Australia Bahrain Europe USA Japan Total

IPMI 441 364 269 232 362 318 1986

Guardian AST 379 382 201 227 317 220 1726

Siemens S7-200 246 228 129 116 85 125 929

Smart meter 204 274 277 297 322 137 1511

Table 6. IPMI connections received by geo-location.

Country Africa Australia Bahrain Europe USA Japan

United States 139 95 – – 44 12

China 67 13 73 69 92 80

Brazil 95 135 – 40 1 152

UK 5 2 63 96 87 –

France – 4 2 – – 16

Hong Kong 94 75 26 4 – –

Russia 41 – 86 23 125 58

Seychelles – 40 19 – 13 –

Guardian AST is a gas tank monitoring system that was simulated through
port 10001. Table 7 shows the interactions received by geo-location of Guardian
AST. The most targeted gas tanks were the ones in the Australia (382), followed
by the ones in Africa (379).

Table 7. Guardian AST interactions received by geo-location.

Country Africa Australia Bahrain Europe USA Japan

United States 286 103 12 23 – –

China – 32 – 13 – 43

UK – 9 122 97 8 112

France 18 23 52 – 21 9

Seychelles 8 148 11 – 9 –

Russia 60 – 1 22 277 56

Hong Kong – – – 57 2 –

Moldova 7 67 3 15 – –
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Conpot simulated Programable Logic Controller (PLC) through the S7 Com-
munication protocol over tcp port 102. In Table 8 and 9 shows the interac-
tion received by geo-location of Simens S7-200 and Smart Meter where S7-200
received the highest number of attacks in Africa based honeypot and Smart
Meter received the highest number of interactions in USA based honeypot.

Table 8. Simens S7-200 interactions received by geo-location.

Country Africa Australia Bahrain Europe USA Japan

United States 60 – 11 – – 11

China 85 – – 23 43 24

United Kingdom – 71 48 3 – –

France 6 30 54 – 2 10

Seychelles – 21 3 – – 7

Russia 27 3 – 10 13 69

Hong Kong 54 15 8 51 – 3

Netherlands 14 9 – 9 27 1

Germany – 79 5 20 – –

Table 9. Originating countries for Smart Meter interactions.

Country Africa Australia Bahrain Europe USA Japan

United States – 6 54 44 284 24

China – – 90 – – 5

UK 195 177 77 83 2 32

France 6 – 35 4 – 50

Seychelles 2 78 – 140 36 26

Germany 1 13 21 26 – –

4.2 Attacks Scenario

Different username and password combination were used by malicious attack-
ers to carry out brute force authentication attack that was logged by honeypot
sensors. These usernames and passwords were scanned against the largest dic-
tionary wordlist rockyou.txt to find out the percentage of unique usernames and
passwords received through all six honeypot servers as depicted in Fig. 2 and 3.
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Fig. 2. Rate of unique and old usernames received.

Fig. 3. Rate of unique and old password received.

Tokyo based honeypot recorded highest percentage of new username and
password combination whether Bahrain based honeypot observed highest rate
of previously used username and password combination. These commonly used
weak username and password should be avoided for ICS devices and their cor-
responding services.

Table 10 illustrates the numbers of different types of authentication events
captured across different region-based honeypots.
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Table 10. Different types of authentication events recorded in all honeypots.

Event name Africa Europe USA Australia Japan Bahrain

Login attempt 20217 16771 16844 17380 7552 13659

Root failed authentication 319 388 397 366 208 483

Trying authentication password 1044 1003 439 408 438 879

Authenticated 2076 1747 1833 1826 793 1242

Remote error 19751 16200 15088 17158 6793 15232

Direct-TCP connection request 190 2912 44 36 76 14

Connection lost 25784 20668 18621 18262 15773 15663

Post-exploitation, as the term implies, literally involves the levels of action
after the perpetrator has breached the mechanism of a target. The importance
of the compromised device is calculated by the value of the real knowledge con-
tained in it and how it may be exploited for harmful reasons by an intruder.
Through this fact, the notion of post-exploitation has only emerged as to how
you might utilize the data of the victim’s corrupted device. In reality, this stage
is about gathering confidential information, logging it, and getting an under-
standing of configuration configurations, network interfaces, and other channels
of communication.

After honeypot systems were exploited, attackers executed different com-
mands and conducted lateral movement, as seen in Table 11 and Table 12.

Table 11. Different types of post-exploitation activities.

Action type Africa Australia USA Japan Bahrain Europe

Pivot attacks 535 415 490 458 1010 646

CPU info 1671 1271 1507 1655 3493 2055

Crontab info 554 422 502 557 1162 681

Clean history 0 0 1 12 6 3

Operating system info 1129 1270 1009 1678 3467 2047

File execute 1130 850 1008 1127 2324 1364

Botnet 24 31 23 21 42 21

Change password 270 210 278 216 1717 434

Delete files 76 8 48 647 611 71

Shells 72 21 82 164 553 84
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Table 12. Sample of commands executed after post-exploitation.

Command
Type

Command input

Cleanup
bash history

cat /dev/null >∼/.bash history && history -c && exit

CPU info

lscpu

lscpu — grep Model

cat /proc/cpuinfo — grep model — grep name — wc -l

System Info

sudo lshw -short

hwinfo -short

lsscsi

Remove files

rm -rf /var/tmp/.var03522123

rm -rf /var/tmp/dota*

Lateral
Movement

CMD: cd ~ && rm -rf .ssh && mkdir .ssh && echo "ssh-rsa

AAAAB3NzaC1yc2EAAAABJQAAAQEArDp4cun2lhr4KUhBGE7VvAcwdli

2a8dbnrTOrbMz1+5O73fcBOx8NVbUT0bUanUV9tJ2/9p7+vD0EpZ3Tz

/+0kX34uAx1RV/75GVOmNx+9EuWOnvNoaJe0QXxziIg9eLBHpgLMuak

b5+BgTFB+rKJAw9u9FSTDengvS8hX1kNFS4Mjux0hJOK8rvcEmPecjd

ySYMb66nylAKGwCEE6WEQHmd1mUPgHwGQ0hWCwsQk13yCGPK5w6hYp5

zYkFnvlC8hGmd4Ww+u97k6pfTGTUbJk14ujvcD9iUKQTTWYYjIIu5Pm

Uux5bsZ0R4WFwdIe6+i6rBLAsPKgAySVKPRK+oRw==mdrfckr">>.ss

h/authorized_keys && chmod -R go= ~/.ssh && cd ~

Attackers used different types of known vulnerabilities to exploit our honey-
pot services. Figure 4 shows the number of various CVE used to exploit different
services running within honeypots. CVE-2006-2369, CVE-2002-0013 and CVE-
2002-2012 were mostly used to exploit our honeypot services. This indicates that
known vulnerabilities and outdated services are lucrative endpoint for attackers
to exploit and get into the internal networks.
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Fig. 4. CVE used to exploit honeypot services.

4.3 Malware Analysis

The malware samples received from all six honeypots were listed by unique hashes
and uploaded to the VirusTotal website to find their categories. The VirusTotal
scan provided results with 60% ransomware and 40% trojan. In Table 13, some
sample malware hashes and corresponding malware type is provided.

Table 13. Types of malware with signature.

Malware types Malware signature

Ransomware 414a3594e4a822cfb97a4326e185f620

Trojan 33d373e264dc7fdb0bcdbd8e075a6319

Trojan 759c8ee1f7042c118573a85407fec743

Trojan 414a3594e4a822cfb97a4326e185f620

Trojan 8c17c326a6be24f9fa845fea48106c3a

Ransomware 46e7d73f5bce2770af1e8626eb918af8

Trojan 6009b7eeced6e2ab0fb6df51887c2308

Trojan ce223b231f2862124386c585e9b95ca1

Ransomware ae12bb54af31227017feffd9598a6f5e

Ransomware 996c2b2ca30180129c69352a3a3515e4

4.4 IP Reputation

The reputation of the IP address is dependent on another IP address, such
as whether it is registered with a data center, storage company, or a cellular
or residential network. If their credibility is bad or if several IPs inside the
subnet often participate in suspicious activity, certain services totally block whole
neighborhoods of IP addresses. From the honeypot logs, all IPs were extracted
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and duplicated IP records were removed. The unique IPs from all six honeypot
servers were scanned against AbuseIP, IBM X-Force and AlienVault OTX to find
their IP reputation. In this part of experiment all the unique IPs were analysed
using these services with a specific range of score. Newly recorded source IPs
have less or mere bad reputation, whether old IPs are reported multiple times
as attackers or scanners. A sample bash script to check IP threat score from
AlienVault OTX is given below:

Figure 5, 6, 7, 8, 9 and 10 illustrates IP reputation received from different
sensor across the six honeypots. The data reveals that the largest percentage of
newly recorded malicious IPs were received by P0F sensor. Later, all malicious
IPs were submitted to AbuseIP database based on their attacks or intention
types such as brute force attacks, exploitation attempts etc.

Fig. 5. Comparison of IP reputation (Africa Honeypot).

Fig. 6. Comparison of IP reputation (Australia Honeypot).
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Fig. 7. Comparison of IP reputation (Bahrain Honeypot).

Fig. 8. Comparison of IP reputation (Europe Honeypot).
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Fig. 9. Comparison of IP reputation (Japan Honeypot).

Fig. 10. Comparison of IP reputation (USA Honeypot).

5 Conclusion

Honeypot is an intentionally vulnerable computer system that plays a crucial role
in moving away attacker’s attention from the production systems. It enables us
to better understand the attacker’s motive, methods and strategies by collect-
ing and logging attacker’s information through mimicking the environment as a
real system. Intruder’s information received through honeypots could be used to
develop machine learning-based intrusion detection. The more attackers lured
to the honeypot systems, and the more real information could be obtained. As
the research progressed, more and more curious peers are drawn to our system.
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Threat actors also connected and exploited our honeypot systems, thinking of
them as a real machine. The findings clearly indicate that current attacks in
OT infrastructures follow similar attack trends for common IT environments. It
is understood that each attacker follows his own “strategy” in order to be able
to complete the attack. However, certain tasks of a general nature that they
can carry out may be recognized as their goal. Specifically, the most common
attack vectors against critical infrastructures include brute force authentication,
remote code execution and buffer overflow attack on exposed devices through
known vulnerabilities, malware attacks in the networks after post-exploitation.
Our findings from this experiment should serve as cautionary examples for smart
industries, particularly those that run internet-facing ICS, to ensure that ade-
quate security measures are in place on their systems.
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offers both backward and forward key secrecy, anonymity, and is robust against
impersonation, session hijacking, privileged insider, side-channels, packet
replays, packet injection and privacy leaks attacks.

Keywords: Ephemerals � Mutual authentication � Nonce � Privacy leaks �
Security � Session keys � Smart grids

1 Introduction

The inability of the conventional power grid to accurately control power transmission
from power generators to users owing to operation center’s lack of real time electricity
consumption report [1] has led to the deployment of smart grids. The smart grids ride
on internet of things (IoT) and offer intelligent generation, transmission and distribution
of electricity. In so doing, smart grids enhance flexibility, efficiency, reliability and
quality of energy delivered by power networks [2]. As a typical Indus-trial Internet of
Things (IIoT) category, these grid systems offer dynamic electric power consumption
adjustments based on users’ needs. However, since the communication between utility
service providers (USPs) and smart meters (SMs) is over the open public wireless
networks, the transmitted data is vulnerable to numerous security and privacy attacks
[3]. The connection of power grids to cyber networks offers advanced control and
monitoring at the expense of cyber attacks [4]. Authors in [5] identify Home area
networks (HANs) as the most susceptible smart grid components owing to lack of
direct control by utilities. Consequently, device authentication needs to be deployed to
enhance the security of these networks.

Authors in [6] point out that poor protection of the smart grid network may lead to
intrusions that can bring down the entire network. Although security plays a crucial
role here, the conventional security goals of integrity, confidentiality and authentication
are not enough in this environment. For instance, privacy of the electricity consumption
report needs to be assured [7]. Although security is meant to ensure that entities
authenticate themselves before any data exchange [8], data leakages in smart grids has
surged [9]. Since these real-time power consumption reports are associated with users’
privacy such as economic status and lifestyle, robust protection is required. Authors in
[10] have identified mutual authentication before the transmission of any sensitive data
as being key for trusting identities within the smart grid. Through this authentication,
the SMs and USPs verify each others’ identity after which they negotiate a secret
session key for data protection over insecure channels [10].

Unfortunately, authentication protocols based on the conventional public-key
infrastructure (PKI) are computationally intensive and hence not ideal for resource con-
strained smart grid systems and other IoT devices within this network [11]. Schemes
based on certificate authority (CA) that issue certificates to devices exhibit high
communication costs. Although the current identity based approaches eliminate cer-
tificate management problems, the real identities of the communicating entities must be
revealed during verification. Ring signatures and blind signatures can address the
identity leakage problem [12] but these signatures render the tracing of smart grid
malicious entities very cumbersome. In addition, they incur high computation and
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communication overheads [13]. Although group signature based authentication ad-
dress this traceability problem, it has high computation and communication over-heads.

It is evident that despite the development of many authentication schemes for the
smart grid environment, robust security and privacy protection still present some
challenges [14]. As authors in [15] point out, although the current cryptographic
protocols were designed to enable secure communication over the smart grid network,
most of them do not offer flexible key management and anonymity. As such, the
identified security, performance and privacy issues need to be addressed. The contri-
butions of this paper are as follows:

I. We develop a protocol based on pseudo-identities for both smart meter and
utility service provider so as to offer strong anonymity

II. The session keys are dynamically derived from random nonces for every
authentication process to preserve backward and forward key secrecy

III. The stored user specific parameters are XOR-masked followed by one way
hashing operations to thwart side-channel attacks.

IV. Using both Dolev–Yao and Canetti-Krawczyk models, we show that the pro-
posed protocol offers protection from typical smart grid attacks such as message
injection and replays.

The rest of this paper is organized as follows: Sect. 2 presents a discussion on
related work while Sect. 3 elaborates on the deployed system model. On the other
hand, Sect. 4 presents simulations results together with evaluations of the developed
protocol. Finally, Sect. 5 concludes this paper and gives future direction in this
research domain.

2 Related Work

Smart grid security and privacy has attracted much interest in both industry and aca-
demia, leading to the development of many schemes. For instance, authors in [16]
develop a scheme for session negotiation but its bilinear pairing operations led to high
computational costs. Elliptic curve cryptography (ECC) based identity-based key
establishment protocol has been presented in [17] for smart grids but which resulted to
high computation overheads at the SM side. In addition, the schemes in [16] and [17]
fail to offer privacy protection during the key agreement and authentication process.
Authors in [18] proposed a scheme which transmitted the SM real identity over the
insecure channels and hence compromised SM anonymity. Therefore, the authors in
[19] introduced an anonymous key agreement protocol, but which never offered mutual
authentication since the SM does not validate the utility control. An efficient identity-
based anonymous authentication scheme has been presented in [20], which fails to
consider key management of communicating entities. On the other hand, a key man-
agement and authentication protocol in [21] does not provide device anonymity and
revocation.

A protocol for conditional anonymity and dynamic participation using group and
blind signatures was presented in [22] while authors in [23] have introduced a privacy
preserving technique using group signatures. In addition, attribute certificates and ring
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signature based privacy protection approach has been presented in [24]. However, the
schemes in [22–24] are computationally intensive due to the usage of group and rings
signatures. On the other hand, a key distribution scheme has been presented in [25], but
which is vulnerable to secret leakage attacks and does not offer session key security.
ECC based key establishment protocol has been developed in [26] while authors in [27]
have proposed a novel device authentication protocol. However, both schemes in [26]
and [27]employ PKI which is computationally intensive for smart grid devices.

The protocol developed in [28] for smart grid key management is susceptible to
man-in-the-middle (MitM) attacks while the scheme presented in [29] for secure key
distribution is susceptible to impersonation attacks. Authors in [30] have presented a
bilinear pairings based mutual authentication protocol in the smart grid environment
but which is vulnerable to tracking and impersonation attacks. An authentication
scheme based on bilinear maps was developed in [31] to address these issues, but it has
high computational overheads. On their part, authors in [32] presented an ECC based
scheme for SM anonymity, but which is still susceptible to ephemeral secret key
leakages. A three-factor user authentication protocol has been presented in [33], which
fails to offer flexible revocation of malicious SMs.

The anonymous authentication and key agreement approach in [34] employs time-
stamps, which renders it vulnerable to de-synchronization attacks and the neighbor-
hood area network gateway (NANG) need to store numerous symmetric keys for
various HANs gateways. Authors in [35] present ECC based privacy protection pro-
tocol, which experienced low computation costs while authors in [36] have developed
ECC-based authentication protocol, which does not offer secure mutual authentication
and is still vulnerable to impersonation and session key disclosure attacks. Moreover,
the protocols in [25] and [30] fail to achieve smart grid security requirements while the
techniques in [31–33] and [35] are computationally intensive due to elliptic curve point
multiplication operations. Consequently, privacy protection under low computation
operations during authentication process still remains challenging.

3 System Model

The current smart grid authentication and key agreement protocols have been observed
to be susceptible to numerous security, performance and privacy challenges. Lack of
anonymity and untraceability are some of the SM security requirements not considered
in most of these protocols. In terms of performance, PKI based techniques have been
observed to be computationally intensive. Although ECC based techniques offer
anonymous authentication and key agreement at lower computation costs than PKI
based approaches, most of these schemes incorporate bilinear pairing operations which
are time-consuming. Consequently, the attainment of robust security and privacy in a
smart grid environment at lower communication and computation costs still presents
some challenges. As such, we propose a lightweight key agreement and authentication
protocol based on only pseudo-identities, ephemerals, XOR and hashing operations.
For these operations, the following definitions hold:
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Definition 1: For a secure hash function h(.): (a) given input message ʑ of arbitrary
length, the message digest of fixed length output h(ʑ) can be generated (b) given ʧ, it is
cumbersome to compute ʑ = h−1(ʧ) (c) given ʑ, it is computationally infeasible to find
ʑ’ 6¼ ʑ such that h(ʑ’) = h(ʑ).

Definition 2: In the Dolev–Yao model, adversary Ʊ: (a) can be valid but malicious
user (b) is able to control the open communication medium hence can modify, inter-
cept, insert or erase transmitted messages (c) can obtain secrets stored in the smart
device (SD) upon successful access of the SD through side-channel attacks (d) is a
probabilistic polynomial time adversary and hence can guess low entropy passwords
and other identity data within polynomial time (e) can physically capture and extract
sensitive data stored in any smart meter within a smart grid since they are not tamper
proof (f) cannot compromise the registration authority since it is fully trusted.

Definition 3: In the Canetti and Krawczyk’s (CK) adversary model, adversary Ʊ has
all Dolev–Yao model capabilities, and in addition is able to compromise ephemeral
information such as session-specific states and keys.

Definition 4: Based on the one-time pad theorem, any value XORed with a random
value yields a random output.

As illustrated in Fig. 1, the smart grid network model consists of three entities
communicating over the insecure internet. The smart meter (SM) and the utility ser-
vice provider (USP) communicate with each other via the Trusted Authority (TA),
where the two first register before they are issued with security tokens to enable them
mutually authenticate each other and establish a session key.

Since the exchanged power consumption reports are over the public internet, the
security features pursued in this paper include anonymity, untraceability, mutual
authentication, session key security, backward and forward secrecy and robustness
against impersonation, side-channel, packet replay, session hijack, privileged insider,
and packet injection attacks. Table 1 gives the notations used in this paper and their
brief descriptions.

Fig. 1. Smart grid-utility service provider model
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The proposed protocol comprised of three major phases which included parameter
setting, registration and mutual authentication.

Parameter Setting and Registration: During these phases, the TA registers both the
SM and USP upon which unique pseudo-identities ƙ and ȡ are assigned to each of them
(step 1). Afterwards, the TA buffers these parameters in the respective devices. As
shown in Fig. 2, for the SM to receive power management services from the USP, the
TA generates nonces ƞ and Ǭ for it (step 2) before computing security parameters Ɍ, w,
and Ħ (step 3) for subsequent authentication. Then, the TA stores {ƞ, Ɍ} in its

repository before transmitting { , Ħ, Ǭ} to the SM (step 4). Upon receipt of these
parameters, SM computes security parameter ƛ (step 5) and buffers the security set { ,
Ħ, ƛ} for subsequent authentication. Similarly, the USP’s attempt to offer power
management services to the SM triggers the TA to retrieve security set {Ɍ, ƞ} from its
memory to calculate security tokens ƺ and w (step 6) before sending the set {ƺ, Ɍ} to
the USP (step 7). Afterwards, the USP calculates security tokens 1 (step 8) before
buffering security tokens {ƺ, Ɍ}. This marks the end parameter setting and device
registration and the onset of mutual authentication as shown in Fig. 3.

Table 1. Notations

Notation Description

ȡ USP center pseudo-identity
ƙ SM pseudo-identity
ƞi, Ǭi, , Ƈ Nonces
U TA’s master key
ß, ƀ, Ƃ SM authentication request messages
ƥ, ƪ, ɠ USP authentication messages
Ȥ Session key
⊕ XOR operator
|| Concatenation operator

Fig. 2. Parameter setting and device registration
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SM-USP Mutual Authentication: The authentication session is initiated by having the
SM compute security tokens Ǭ, Ɍ, w and Ħ* (step 1). Then security token Ħ* is
validated against Ħ such that if they are not similar, the authentication is aborted (step
2). However, if they are similar, then the SM proceeds to generate nonce before
deriving authentication messages {ß, ƀ, Ƃ} (step 3).

This is followed by the transmission of authentication request message triplet
{ß, ƀ, Ƃ} to the USP (step 4). Upon receipt of this triplet, the USP retrieves tokens
{1, Ɍ} from its buffer to re-compute w, , and Ɍ* (step 5) before validating Ɍ* against
Ɍ. If these two security parameters are dissimilar, authentication is aborted (step 6),
otherwise token Ƃ* is re-computed (step 7) and validated against Ƃ such that is they are
dissimilar, the authentication session is aborted (step 8).

However, if the two are similar, the USP proceeds with the generation of nonce Ƈ
for the computation of security parameters triplet {ƥ, ƪ, ɠ} in step 9. In step 10,
authentication messages triplet {ƥ, ƪ, ɠ} is transmitted to the SM. Upon receiving this
triplet, the SM re-computes Ƈ*, ƺ*, Ȥ* and ɠ* (step 11) before validating ɠ* against ɠ
such that if they are dissimilar, authentication is aborted (step 12). However, if they are
similar, the SM and USP can trust one another and commence packet exchanges.
Figure 4 presents the message flow in the proposed protocol.

Fig. 3. SM-USP mutual authentication
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As shown in Fig. 4, the TA controls the registration phase of both the SM and
USP. After this registration, the SM and USP exchange a number of authentication
messages. At the end of the successful mutual authentication process, some trust level is
established between the SM and USP and hence they can commence payload exchanges.

4 Results and Discussion

The proposed protocol was simulated using NS2 2.35 network simulator running on
Ubuntu 14.04 LTS platform. The simulation environment consisted of smart meters,
the utility service provider and trusted authority. Table 2 presents the parameters that
were deployed during the simulation process.

Fig. 4. Proposed message exchanges

Table 2. Simulation parameters

Parameter Description

Maximum number of SMs 50
Maximum SM transmission range 100 m
Number of USPs 1
Number of TAs 1
MAC protocol IEEE 802.11
Platform Ubuntu 14.04 LTS
Routing protocol DSDV
Simulation duration 2000 s
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As shown in Table 2, the maximum number of smart meter devices was 50 with
each of them having a maximum transmission range of 100 m. On the other hand, there
was only one utility service provider and one trusted authority. The media access
control layer protocol was IEEE 802.11 while the routing protocol was Destination-
Sequenced Distance Vector (DSDV). The simulations were executed for the duration of
2000 s.

In this section, performance of the proposed protocol is evaluated using commu-
nication overheads, computation overheads and space complexity. On the other hand,
the security of the proposed protocol is evaluated using both Dolev–Yao (DY) and
Canetti- Krawczyk (CK) models, which are widely utilized to prove the features of
interactive cryptographic protocols. Section 4.1 describes the security analysis of the
proposed protocol while Sect. 4.2 discusses the performance evaluation of this
protocol.

4.1 Security Analysis

In both DY and CK models, network communications are assumed to occur over
insecure channels and none of the communicating entity is trustable. Under adversarial
properties in Definitions 2 and 3, the proposed protocol was evaluated against
impersonation, side-channel, packet replays, packet injection and privacy leaks attacks
as illustrated below. These attack models fairly represented all the assumptions of both
DY and CK security evaluation models.

Impersonation Attacks: in this attack, it is assumed that an adversary is capable of
physically capturing the smart meter and eavesdropping all the transmitted packets. For
any successful impersonation, an attacker must generate valid authentication requests
{ß, ƀ, Ƃ} and receive valid authentication responses {ƥ, ƪ, ɠ}. However, the compu-
tation of these messages incorporates random nonces and Ƈ, which are infeasible to
guess correctly. Moreover, an attacker does not possess secret parameter w nor is the
correct computation of session key Ȥ possible due to the one way-hashing operation of
the random nonces.

Side-Channel Attacks: suppose that an attacker has physical access to the smart meter
and is able to extract a set of secrets { , Ħ, ƛ} stored in its memory. Due to the usage of
XOR masking followed by one way hashing operation, user specific security param-
eters {ƙ, Ǭ, w} cannot be obtained from the memory extracted contents.

Packet Replay Attacks: in the proposed protocol, the freshness of transmitted messages
is validated using {Ƃ, Ƃ*, ɠ, ɠ*}. Consequently, an attacker is unable to resend pre-
viously sent messages due to frequent updating of all sent messages for every
authentication session.

Session Hijack Attacks: suppose that an adversary attempts to compute session key Ȥ
to facilitate this attack. Any such successful session computation requires correct
calculation of a set of authentication messages {ß, ƀ, Ƃ}. However, these authentica-
tion messages incorporate random nonce and secret security parameter w which are
unavailable to the attacker nor can they be computed accurately due to their stochastic
nature. As such, this attack will fail.
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Privileged Insider Attacks: in this attack, it is assumed that some entity at the USP is
able to retrieve a set of parameters {Ɍ, ƺ, 1} needed to authenticate the smart meter.
However, since these parameters cannot yield specific smart meter pseudo-identity ƙ
and security parameter w, this attack fails. This is because the set {ƙ, w} can only be
computed using correct nonce and ȡ, which are unavailable to the privileges insider
entity.

Packet Injection Attacks: the aim of this attack is to interrupt successful mutual
authentication between the smart meter and the USP through the injection of bogus
packets. However, upon receipt of authentication request message set {ß, ƀ, Ƃ} from
the smart meter, the USP validates message Ƃ* using Ƃ. In addition, the smart meter
also validates the USP upon receipt of {ƥ, ƪ, ɠ} using ɠ* and ɠ. It is after the successful
authentication that any messages can be exchanged between the SM and USP and
hence this attack will fail.

Privacy Leaks Attacks: in the proposed protocol, the entire authentication process
makes use of pseudo-identities for both the smart meter and USP which are further
masked through XOR operations before being hashed. As such, it is infeasible for
attackers to capture the real identities of the SM or USP.

The security features of proposed protocol are then compared with those of the
schemes in [25, 30] and [36] as shown in Table 3.

Based on Table 3, it is evident that the proposed protocol offers all the security
features followed by the protocol in [30] which lacked protection against DoS. On the
other hand, the schemes in [25] and [36] lacked three security features each.

4.2 Performance Evaluation

The initial simulations that were executed encompassed the analysis of the end-to-end
(E2E) latencies and throughput of the proposed protocol. Thereafter, the size of the
exchanged messages, the time it took to compute the security tokens needed for session
key agreement and mutual authentication, and the memory storage space required for
the full execution of the proposed protocol are compared with other related schemes.

Table 3. Security features comparisons

Security feature [25] [30] [36] Proposed

Impersonation Yes Yes No Yes
Packet replays Yes Yes No Yes
Privileged insider No Yes Yes Yes
MitM Yes Yes Yes Yes
Session hijacking No Yes No Yes
Privacy leaks Yes Yes Yes Yes
Forward key secrecy Yes Yes Yes Yes
DoS protection No No Yes Yes
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E2E: to analyze the E2E delay characteristics of the proposed protocol, the average time
taken to route packets from the source to the destination was measured for different SMs
densities as shown in Fig. 5 (a) below. It is evident that there is a general increase in E2E
delays as the number of smart meters were increased from an initial value of 1 to a
maximum value of 50. This is attributed to the surging number of messages exchanged
among the TA, SM and USP for high SMs densities. As such, congestion crops in within
the network which causes some processing delays at the endpoints.

Throughput: to determine the throughput of the proposed protocol, the number of bits
conveyed within the network per unit time was measured. To accomplish this, the
number of smart meters was increased from 1 to a maximum of 50 as the number of
bits transferred was measured. The results obtained are shown in Fig. 5 (b), from which
it can be seen that as the number of smart meters in the network increases, there is a
corresponding increase in the network throughput. This is because the surge in the
number of smart meters implies an increase in the number of exchanged packets within
the network. As such, the network throughput for 50 smart meters was higher com-
pared with the throughput for a single smart meter.

Computation Costs: based on values in [37], during mutual authentication, ECC point
multiplication Tm, ECC point addition Ta, hashing Th, bilinear operation Tb, expo-
nentiation Te, and symmetric encryption or decryption Te/d operations are normally
executed, which take 2.226 ms, 0.0288 ms, 0.0023 ms, 5.811 ms, 3.85 ms, 0.0046 ms
respectively. However, considering Fig. 2 and Fig. 3, the proposed protocol executed
only 16 one way hashing operations and therefore its cumulative computation cost is
0.0368 ms as shown in Table 4.

(a) (b) 

Fig. 5. (a) E2E variations (b) Throughput variations

Table 4. Computation costs comparisons

Protocol Computation costs (ms)

[25] 30.4796
[30] 34.9273
[36] 8.9316
Proposed 0.0368
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On the other hand, the schemes in [25, 30] and [36] take 30.4796 ms, 34.9273 ms
and 8.9316 ms respectively. It is evident that our protocol had the least computation
costs owing to its lightweight XOR and hashing operations. On the other hand, the
scheme in [25] required 5Tm, 2Te, 2Tb, and 12Th operations while the protocol in [30]
needs 7Tm, 2Te, 2Tb, and 10Th operations. On the other hand, the scheme in [36]
requires only 4Tm and 12 Th operations.

Communication Costs: many of the exchanged parameters during authentication
include device identities, timestamps, hashes, random nonces and ECC cryptosystem
parameters whose sizes are 160 bits, 32 bits, 160 bits, 160 bits and 320 bits respec-
tively. In the proposed protocol, the messages exchanged during the mutual authen-
tication process included {ß, ƀ, Ƃ} and {ƥ, ƪ, ɠ} which required 480 bits. This value
was then compared with those of the schemes in [25, 30] and [36] as shown in Table 5.

It is evident from Table 5 that the schemes in [25, 30] and [36] require 1408 bits,
1920 bits and 1376 bits respectively. These values were very high compared with the
exchanged bits in the proposed protocol, as evidenced in Fig. 6.

In the proposed protocol, only two sets of messages were exchanged between the
USP and SM during the authentication process. However, all these other schemes
required three sets of messages to be exchanged. As such, our protocol is the most
efficient in terms of bandwidth requirements.

Table 5. Communication costs comparisons

Protocol Communication costs (bits)

[25] 1408
[30] 1920
[36] 1376
Proposed 480

Fig. 6. Communication costs comparisons
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Space complexity: a typical authentication protocol needs to store the public key
cryptosystem parameters, random nonces, timestamps, hashes and device identity,
which occupy 40 bytes, 20 bytes, 4 bytes, 20 bytes and 20 bytes respectively. In the
proposed protocol, only message sets { , Ħ, ƛ} and {Ɍ, ƺ, w} required storage at the
SM and USP respectively. Here, the storage requirements for = Ħ = ƛ = 20 byes
hence the total space complexity for { , Ħ, ƛ} is 60 bytes. Similarly, Ɍ = ƺ = w = 20
bytes and hence message {Ɍ, ƺ, w} requires 60 bytes. Consequently, the cumulative
storage requirement for the proposed protocol is 120 bytes as shown in Table 6.

On the other hand, the scheme in [25] required 40 bytes at the SM and 40 bytes at
the USP, the scheme in [30] needed 80 bytes on the SM and 80 bytes on the USP while
the protocol in [36] required 40 bytes on both the SM and USP. As such, the space
complexities for protocols in [25, 30] and [36] are 80 bytes, 160 bytes and 80 bytes
respectively, as shown in Fig. 7.

Based on the graphs in Fig. 7, the proposed protocol had slightly higher space
storage requirements than protocols in [25] and [36]. Although our scheme had higher
space complexities than these schemes, it offers superior security features as shown in
Table 3 above.

Table 6. Space complexity comparisons

Protocol Storage costs (bytes)
SM USP Cumulative

[25] 40 40 80
[30] 80 80 160
[36] 40 40 80
Proposed 60 60 120

Fig. 7. Space complexity comparisons
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5 Conclusion and Future Work

Smart grid privacy and security has been noted to be challenging owing to the resource
constrained nature of smart grid components. The bilinear pairing operations and
elliptic curve point multiplication operations in ECC, certificate distribution and
maintenance of revocation lists in PKI, signature signing and verification are all
intensive in terms of the exchanged messages and the processing time involved. On the
other hand, identity based schemes leads to the revelation of smart grid entities’ real
identities to the verifiers during authentication. Consequently, deploying conventional
ECC, PKI, signature, and identity based schemes results in high communication and
computation overheads or privacy leaks. The proposed protocol mutually authenticated
the smart meters to the USP at lower communication and computation costs. It also
required relatively low storage costs and was demonstrated to be robust against many
of the conventional smart grid security and privacy attacks. Future work lies in the
formal verification of the security features of this protocol and its evaluation using
other metrics that were not within the scope of this paper.
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them. By periodically broadcasting safety-beacons, vehicles can ensure a
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1 Introduction

Fig. 1. System model, principle actors and security layers

Vehicular Ad-hoc Network (VANET) [1], the wireless network of cars had
boosted the driving experience of road users enormously via communication
types like Vehicle to Vehicle (V2V) and Vehicle to Infrastructure (V2I) [2], in
addition to providing a bases for the Vehicle to Everything (V2X) [3] that serves
as a core for the Internet of Vehicles (IoV) paradigm [4]. Moreover, location
detection techniques such as Global Positioning System (GPS) [5], Road-side
Unite (RSU)-aided and Location Based Service (LBS) [6] are getting much atten-
tion due to their high utility [7]. To avoid accidents and traffic jams, vehicles
must broadcast safety-beacon messages [8] that contain the vehicle’s status [9]
including its location which, as a consequence, forms an environment instanti-
ation. This beaconing is done in a range of 300 m and up to 10 beacons per
second [10].

1.1 Problematic and Research Motivation

Since the world is diving more and more into the technology, many serious cyber
attacks and exploits are emerging each time [11]. This beaconing had opened
location-privacy issues which were an incentive for the research community to
find mitigation to these limitations [12]; using pseudonyms and changing them
over time was accepted as a fair solution [6] and much schemes had emerged [13].
In spite of being these schemes benign to the IoV users’ location-privacy, they
also open an attack vector to malicious vehicles as they can escape monitoring
when modifying and/or encrypting such spatio-related beacons from the Law
Enforcement Authority (LEA) [14] without a defending mechanism, in addition
for giving the option to launch Sybil attacks [15]. Localization techniques are
becoming a must in such a case. Generally speaking, much cryptography and
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trust-based mechanisms [16,17] were proposed and used to cope with the emerg-
ing security threats but they do not treat all kinds of security gaps. Another
reason for the necessity of location techniques may be noticed when consider-
ing the critical vulnerability of the GPS technique [18]; we are talking about
the GPS-spoofing attack [19]. The GPS-spoofing attack is defined as forging
a falsified spatio-temporal data to the receiving devices using GPS-mimicker
devices that aim at emitting a GPS signal but this later is falsified and com-
ing from a malicious source and is hard to get verified [20,21]. With this said,
we give a high importance to checking the transmitted location by vehicles to
their vicinity where our assumed spoofer is considered to be a set of Unmanned-
Aircraft-Vehicles (UAVs) [22] controlled by an attacker who aims at wreaking
havoc on the system functioning. The exact scenario and used mechanisms are
explained later on. Moreover, the used abbreviations in this paper are provided
in Table 1.

1.2 Contributions and Paper Organization

The contributions of the paper are stated as follows:

– Introducing our system model that leverages the power and financial abilities
of the Law-Side Authority to monitor and protect against the resulting vector
attacks.

– Giving and shedding-light to a GPS-spoofing mechanism that exploits the
possession of a UAV system to let vehicles send falsified locations.

– Recalling and formulating the used triangulation technique to detect a node
(vehicle) by its Received Signal Strength Indicator (RSSI) and the nearby
monitoring stations.

– Providing our proposed Security-Aware Monitoring Approach (SAMA) that
estimates the location of potential malicious vehicles and explaining the used
c++ map and multimap data-structures in addition to giving the pseudo-code
of SAMA protocols and its results.

The remaining paper parts are presented as follows: Sect. 2, sheds light on
legitimate privacy-schemes that encrypt beacon fields in conjunction with the
GPS-spoofing attacks that let vehicles send falsified locations and discuss the
localization-related state of the art. Next, the system model and coverage modes
are described in Sect. 3. Then, the proposed SAMA approach is explained in
details in Sect. 4. After that, Sect. 5 shows the location precision and collection
per type results. Section 6 is consecrated for discussing the obtained results and
potential future enhancements to the technique. Finally, Sect. 7 concludes this
research.

2 Related Work

This section is three folds; (a) the used techniques to encrypt location data
included in beacons, (b) the GPS spoofing problem that leads to sending a
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Table 1. List of abbreviations

SAMA Security-Aware Monitoring Approach

LSA Law-Side Authority

RSSI Received Signal Strength Indicator

RSU Road-side Unite

LBS Location Based Service

LEA Law Enforcement Authority

CMIX Cryptographic MIX-zones

REP Random Encryption Periods

RADAR An In-Building RF-based User Location

and Tracking System

OBU On-Board-Unit

msi Monitoring station number i

CM Central Module

mvi Monitored vehicle number i

PREXT Privacy Extension for Veins

wrong geo-location data by vehicles and (c) the location detection techniques
deployed for wireless networks:

(a) altering the safety-messages format (for good) was highly debated in
the previous years. Freudiger et al. had proposed the Cryptographic MIX-zones
(CMIX) scheme [23] that aims at encrypting beacon messages in some areas
(mix-zones) to defend against unauthorized overhearing of these beacons, thus,
having an opportunity to confuse the attacker when leaving the CMIX zones.
Similarly, Wasef and Shen had presented the random encryption periods (REP)
scheme [24] . REP lets vehicles encrypt their beacon messages in a group man-
ner using a group key kg. This is done after one of the group members (called
coordinator) launches the random encryption process that is followed by a cer-
tificate updating to confuse the tracker. Ying et al. [25] had provided another
mix-zone based scheme that uses the encryption but the mix-zones here are cre-
ated on the fly (dynamically) according to the vehicle’s predicted location and
other parameters.

Despite being the location-privacy preserving schemes an addition to the
privacy level, they also entail the use of such techniques for subversion purposes;
i.e., encrypting the location for the bad. (b) Similarly, and indirectly, a vehicle
may send wrong geo-location data due to a wrong GPS signal reception; we point
out to the GPS-spoofing attack [26] that is by definition: leading the receiver GPS
device to believe receiving a legit GPS signal while in fact it is falsified and forged
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from another malicious source. The powerfulness and usability of GPS-spoofing
is shown to be a fact as stated in [27] where J. Noh et al. demonstrated the exploit
of the Unmanned-Aircraft-Vehicles UAV safe-hijacking using the GPS spoofing
technique for the good (defending against terrorist UAVs). Another work by Y.
Guo et al. that investigated a covert spoofing algorithm [28] in the UAV context
had shown the applicability of such spoofing techniques. This just proves the
possibility of exploiting the GPS spoofing attacks on other fields; spoofing the
location of vehicles. As a result, vehicles are expected to send falsified location
data upon receiving forged GPS signals and from here the necessity of detecting
such an odd behavior becomes a must.

With all of this said, finding mechanisms to deter such abusing becomes a
must. (c) Location detection techniques are considered to be a plausible direc-
tion against such threats. In the context of location detection inside buildings,
Bahl and Paramvir had suggested the use of a radio-frequency (RF) based sys-
tem made for locating and tracking users inside buildings and was called An In-
Building RF-based User Location and Tracking System (RADAR) [29]. RADAR
gets benefit from the recorded and processed signal strength information received
by multiple base stations situated at the area of interest. Their real world exper-
iment showed that despite the signal’s nature and the environment obstacles,
they could achieve a precision ranging from 2 to 3 m which in fact can correctly
pinpoint a room inside a building. In the same context, Youssef et al. [30] had
investigated a WLAN location determination technique called (the Joint Clus-
tering technique). They base on the signal strength probability distributions
and the clustering of locations in their scheme. The scheme’s best advantage is
the complexity reducing as it uses cluster based techniques and can be applied
indoor and outdoor environments. The scheme can be applied as a helping tool
to other context-aware applications. In [31], Svečko et al. had evaluated a parti-
cle filter algorithm used for the distance estimation via multiple antennas that
are attached to the receiver. They had conducted the study on a real world
environment and their proposed particle filter achieved better results than other
propagation models (e.g., the ground reflection propagation model) which per-
mits it to be a reliable distance estimator.

Besides being the transmitted signal a mean to reduce the IoV users’ location
privacy, they also can defend against location abusing and data encryption used
by attackers.
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3 System Model

Fig. 2. GPS spoofing illustration using UAV technonology

In this section, we give our network and threat models. Then, we demonstrate
our adversary’s GPS spoofing technique that bases on UAVs. Additionally, we
describing the security model and the used coverage modes.

3.1 Network Model

It consists of (a) the vehicles set S that is defined as S = {v1, v2, ...vn} where n
represents the vehicles number and they communicate using the 802.11p stan-
dard (explained in [32]) via their On-Board-Units (OBUs) [33]. and (b) the
infrastructure that allows the use of different provided services via Road-Side-
Units (RSUs) [34], cellular towers and across the Internet to explore the V2X
feature. This is illustrated in Fig. 1.
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3.2 Threat Model

It refers to the malicious entity in the network. The main actor is (a) the
attacker that possesses and controls (b) a set of vehicles Sa where Sa ∈ S.
The attacker [35] is responsible for spreading malicious and suspicious messages
that, for example, use unknown encryption algorithms and encrypting indispens-
able message fields. The trigger for spreading this kind of messages is supposed
to be done via UAVs by giving UAV-missions [36] to deliver malicious orders.
This is also illustrated in Fig. 1.

3.3 UAV GPS-Spoofing Attack

This kind of attacks is foreseeable with the advent of UAVs, their cheapness and
their availability. Our scenario, which is illustrated in Fig. 2, consists of three
levels:

– Level 2 : that is the origin of the legit GPS signal. Normally, vehicles take
their locations by receiving the emitted GPS signal from the satellites to help
determining their whereabouts.

– Level 1: that is the exploited point by the adversary who aims at emit-
ting a stronger and faked GPS signal to mislead the vehicles on their loca-
tion/whereabouts. The taken scenario considers two kind of attacks (a) zone
targeting and (b) vehicles set targeting and in both of them, a set of UAVs
are used to emit the falsified GPS signal.

– Level 0: that is the lower level where vehicles operate. When those vehicles
are targeted, their sensing of the location are likely to be tricked especially
that detecting a legit GPS signal from a fake one is still a big challenge to
the research community; the GPS-spoofing attack [37].

By being the attacker able to forge falsified location and execute the GPS-
spoofing attack, the targeted vehicles are expected to begin sending wrong geo-
location data. Sending a wrong geo-location data may also be intentional in
the case of attacker vehicles but considering the scenario of the GPS-spoofing
attack, we do not want to instantly judge the behavior of the vehicle. Either way,
comparing what is sent to where the vehicles is really at becomes mandatory to
deal with such a possible attack scenario.

3.4 Types of Signal Receptions

When communicating, the sending vehicle emits a signal. Now when trying to
receive that signal by a reception device, four main scenarios may occur: (a) an
unsuccessful eavesdropping or reception with no collection at all, (b) single or
mono-reception, (c) due-reception and a successful reception by getting the sent
signal with at least three devices; that is the triangulation technique. Figure 3
shows the aforementioned scenarios.
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Fig. 3. The different reception scenarios of an emitted signal by a moving car

3.5 Security Model and Coverage Modes

It is the law-side entity that aims at ensuring road-safety and data-security by
only allowing legitimate vehicles to be present in the network. Thus, keeping an
eye on the potential malicious and suspicious vehicles (also mislead vehicles; the
GPS-spoofing attack victims) is its main task. For this purpose, the use of many
security monitoring stations ms(s) becomes a must. These ms(s) are meant to
collect the suspicious messages and reporting them to a security tracking module,
also defined as Central Module (CM), and this later is responsible for performing
the triangulation to pinpoint the monitored vehicle (mvi)’s whereabouts. A LEA
is connected to the system to make decisions (e.g., excluding an entity if proven to
be guilty). The supposed available coverage modes are illustrated in Fig. 4. The
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densities are supposed to be applicable, we justify this by being the LEA a part
of the government, hence, having both (a) the financial and (b) the reachability
to deploy such a massive ms(s) implanting would not be a problem (unlike for
individual persons [38]).

Fig. 4. The assumed and used coverage modes

4 The Proposed Approach: SAMA

Fig. 5. SAMA implementation and functioning illustration

SAMA bases on the different received signal strengths from the proximal vehicles
to the ms(s). For the implementation, we use two c++ data-structures namely:
map and multimap [39] and the detailed working is explained in the next point.
Figure 5 shows the modus-operandi of SAMA.

4.1 Description and Motivation

The adversary is able to use UAVs either to give orders for data encryption;
hiding his vehicle(s)’ location or using his UAVs in order to execute the GPS-
spoofing attack; misleading the targeted vehicles. Thus, location protection.
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In light of this, finding a counter-mechanism is a fair motivation. Benefiting
from the location detection techniques serves to protect, expose and thwart such
malicious acts substantially.

4.2 The Techniques’ Principles

SAMA bases on two depending steps: (a) a prior distance estimation then (b)
location estimation using the calculate distances afterward. The two steps are
explained as follows:

Distance Estimation. One of the most simplified and used distance estimation
formulas is given in Eq. 1. Where Pt is the transmission power in (dBm) and d
is the distance between the sender and the receiver in meter (m) [40]:

RSSI = Pt − 10n ∗ log10(d) (1)

This allows to find and calculate the distance d as follows (Eq. 2):

d = 10
Pt−RSSI

10n (2)

Location Estimation via the Triangulation Technique. The distance d is
at hand, what is remaining is just applying the geometric method to determine
a location from three points knowing that each point Pi is represented by the
triple location (xi, yi, zi) where i ∈ {1, 2, 3} and their three distances a, b and c
from the target point respectively. It is done via the equations set 3, 4 and 5:

⎧
⎨

⎩

(x − x1)2 + (y − y1)2 = a2

(x − x2)2 + (y − y2)2 = b2

(x − x3)2 + (y − y3)2 = c2

(3)
(4)
(5)

By expanding and combining the equations (3 and 4) then (3 and 5), we get
the equations set :

⎧
⎪⎪⎨

⎪⎪⎩

2(x1 − x2)x + 2(y1 − y2)y = − − a2 + b2 + x1
2 + y1

2

−x2
2 − y2

2

2(x1 − x3)x + 2(y1 − y3)y = − − a2 + b2 + x1
2 + y1

2

−x3
2 − y3

2

(6)

(7)
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We assume and define the following (the set 8):

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
γ2 = −a2 + c2 + x1

2 + y1 − x3
2 − y3

γ1 = −a2 + b2 + x1
2 + y1 − x2

2 − y2

β2 = 2y1 − 2y3

β1 = 2y1 − 2y2

α2 = 2x1 − 2x3

α1 = 2x1 − 2x2

(8)

This results in a one more step to the final solution:
{

α1x + β1y = γ1
α2x + β2y = γ2

(9)
(10)

Finally, the obtained location, in terms of x and y (assuming z is identical)
coordinates, is gotten as follows:

⎧
⎪⎪⎨

⎪⎪⎩

x =
α2γ1 − α1γ2
α2β1 − α1β2

y =
β2γ1 − β1γ2
β2α1 − β1α2

(11)

(12)

4.3 SAMA Implemented Protocols

In this part, the on message reception by a monitoring station and on message
reception by the central module protocols are explained in details with additional
pseudo-algorithms as follows:

On message reception by a monitoring station each msi is devoted
to collect the nearby messages and supposed to be integrating a lightweight
calculation module dedicated to find a distance d from a gotten RSSI value of
the received message. A report is sent next to the central module. This is shown
in kind of a pseudo-algorithm; Algorithm1.

Algorithm 1. Message reception by a monitoring station msi
1: procedure Receiving Packet(Message* msg)
2: if (Is Suspicious(msg)) then
3: RSSI ← getReceivedPower(msg);
4: d ← calculateDistance(RSSI);
5: send2Central(msg, msi.ID, msi.Location, d);
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On message reception by the central module upon receiving a report
from msi, CM proceeds to treating the obtained information like the distance
between msi and the target vehicle in addition to the coordinates of msi which
will be stored in the database of CM to be used next to calculate the vehicle’s
estimated location. The pseudo-code is given in Algorithm 2.

Algorithm 2. Message reception by central module from msi
1: procedure Receiving Report(Message* msg, int msi.ID, Coord

msi.Location, double d)
2: if I had not received this msg before then create a new entry in the Dis-

tinct msg Map with the (msi.ID, msi.timeStamp) pair as a key and attach a
multimap duplicate msg Map in the value field of Distinct msg Map and add (d)
as a key and (msi.Location) as a value.

3: else, just add the received message to the multimap duplicate msg Map belong-
ing to the entry of the received message msg by adding the distance (d) as a key
and the location (msi.Location) as a value.

4: end if

5 Simulation Runs and Results

Table 2. Density details and achieved precision for Obstacle and Obstacles-Free
scenarios

Density characteristics Achieved Precision during triangulation (m)

With obstacles Without obstacles

Density mode Overlapping (m) Number of MSs Average Best Worst Average Best Worst

Absolute (A) 166 110 24.75 5.9 ∗ 10−5 87.55 2.3 ∗ 10−2 3.7 ∗ 10−7 52.26

High (H) 150 90 22.15 1.1 ∗ 10−5 83.59 5.1 ∗ 10−5 5.5 ∗ 10−7 9.8 ∗ 10−5

Moderate (M) 88 42 - - - 7.1 ∗ 10−6 3.3 ∗ 10−7 1.5 ∗ 10−5

Basic (B) 0 25 - - - - - -

5.1 Simulation Setup

For the evaluation, the following tools are used: SUMO as the mobility simulator,
Omnet++ as the network simulator and Veins [41] as the vehicular extension
that acts as a bridge between SUMO and Omnet++. The used environment is
an urban map consists of Munich city central taken by the Open-Street-Map
tool. The exact model is found in [42]. As for the vehicles generation, we use the
inter-arrival rate of 2.61 seconds per vehicle in a total simulation time of 300 s
which leads to a generation of 115 vehicles. A variation of monitoring scenarios is
also exploited and shown in Table 2. Additionally, we modified the PREXT [42]
extension; that is a privacy extension, to integrate the central module and to add
the triangulation technique to locate a specific node. For a holistic evaluation, we
monitor every vehicle to measure the performances of SAMA under the toughest
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possible case with a frequency of one message per second. Thus, the case of only
a set of targeted vehicles that are receiving the GPS-spoofing attack alone are
not considered, but, all vehicles are considered.

5.2 Obstacles and Obstacles-Free Scenarios

In these two scenarios, we are interested on evaluating the effects of the Simple
Obstacle Shadowing mode; that is an Analogue Model used to model the physical
characteristics of the wireless medium. Thus, we consider the Obstacles scenario
model when we are taking the obstacles’ effect during the communication into
account and when we are not, we consider that as an Obstacles-Free Scenario.

5.3 Simulation Results

For the Obstacles Scenario Figure 6 shows that the monitoring stations could
only collect about half of the sent message in the network when applying the
basic density and they were just mono-receptions. However, the collection was
increased to 100% in the other densities and the triangulations achieved their
pick (more than 18k message) when in the absolute density.

Fig. 6. The sent messages number and the different reception types in the Obstacles
scenario

For the Obstacles-Free scenario as shown in Fig. 7, the almost same
results happened, but, with a remarkable powerful messages collection than that
of the previous scenario. The better collection of sent messages in the basic
density is an example for that in addition to the approximate 100% of successful
triangulations in the absolute density.
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Fig. 7. The sent messages number and the different reception types in the Obstacles-
Free scenario

The achieved location precision which is the difference between the real
and the estimated location. Three parameters are taken per each scenario: the
average, the best and the worst precision. From Table 2, the Simple Obstacle
Shadowing mode had affected the triangulation method enormously letting it be
only feasible for the high and the absolute densities in the Obstacles scenario.
Additionally, the obtained average is ranging in the order of 20 to 25 m which
is not so precise, however, still gives a hint about the zone of the monitored
vehicle mvi. For the Obstacles-Free, the triangulation method was successful in
all density modes but the basic density. This is due to the absence of the Simple
Obstacle Shadowing mode that used to affect the communications, not just for
that, but it also enhanced the average precision that is, in all three densities,
less than the order of 3 ∗ 10−2. This, gives the security bodies a very accurate
location of the mvi.

6 Discussion and Future Work

A set of observation can be drawn: (a) the different density modes influence the
amount of collected messages, the collection per type and the achieved precision.
Also, (b) when considering the Simple Obstacle Shadowing mode, a lot of mes-
sages do not reach the monitoring stations appropriately leading to few recep-
tions and less triangulations, hence, thwarting the location estimation. Addition-
ally, (c) in the absolute density model, the dense overlapping stations, despite
them giving higher number of triangulations, they unfortunately also degrade
the achieved precisions. Finally, (d) when moving from the lowest (base) to the
highest (absolute) density, the dominant type of collection will be that of the
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triangulations which is so natural as, theoretically, the intense implementation
of monitoring stations leads to higher triangulation chances.

Even though being the Simple Obstacle Shadowing mode a real world effect
that influences the precision of the monitoring stations considerably, it still gives
some degree of precision which can be given as an entry to other location detec-
tion techniques. Moreover, the road map restriction can be used to infer the exact
location of a monitored vehicle by excluding the non-common locations with the
help of the different time instants and the moving context as shown in Fig. 8.
This emphasizes a possible promising work direction with just mono-receptions
instead of the reliance on triangulation for the location detection task.

Fig. 8. Exploiting the road restriction and time instances to eliminate false samples in
just a mono-reception scenario

7 Conclusion

The location data hampering via encrypting and sealing the location fields in
messages or launching GPS-spoofing attacks on a set of targeted vehicles can
be seen as a serious security breach. In this work, we recalled the possibility of
blurring the location by legitimate privacy schemes which highlight the nega-
tive effect if used maliciously in addition to the location misleading possibility
resulted from the GPS-spoofing attacks. Fortunately, a set of location detec-
tion techniques does also exist; the set that uses the transmission signal as an
indicator to the location. Among the applications, there is the triangulation
method, explained and used on our proposed Security-Aware Monitoring App-
roach (SAMA). A malicious attacker that gives an order to his controlled vehicles
and/or uses GPS-spoofing attacks via UAV-assisted missions in where, and for an
extreme evaluation, we suppose that the orders are given to all present vehicles
in the map which exposes the performances of SAMA under the worst possible
situation. Two scenarios are considered: Obstacles and Obstacles-Free in addi-
tion to four density modes: basic, moderate, high and absolute. The obtained



358 M. Babaghayou et al.

results are discussed in Sect. 6 where it showed the precision and the feasibility
of SAMA, especially in the Obstacles-Free scenario.
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16. Tchakounté, F., Calvin, K.A., Ari, A.A.A., Mbogne, D.J.F.: A smart contract logic
to reduce hoax propagation across social media. J. King Saud. Univ. Comput. Inf.
Sci. (2020)

17. Ferrag, M.A., Maglaras, L., Ahmim, A., Derdour, M., Janicke, H.: RDTIDS: rules
and decision tree-based intrusion detection system for internet-of-things networks.
Fut. Internet 12(3), 44 (2020)

18. Risbud, P., Gatsis, N., Taha, A.: Vulnerability analysis of smart grids to GPS
spoofing. IEEE Trans. Smart Grid 10(4), 3535–3548 (2018)

19. Shepard, D.P., Humphreys, T.E., Fansler, A.A.: Evaluation of the vulnerability of
phasor measurement units to GPS spoofing attacks. Int. J. Crit. Infrastruct. Prot.
5(3–4), 146–153 (2012)

20. Warner, J.S., Johnston, R.G.: GPS spoofing countermeasures. Homel. Secur. J.
25(2), 19–27 (2003)

21. Kosmanos, D., et al.: A novel intrusion detection system against spoofing attacks
in connected electric vehicles. Array 5, 100013 (2020)

22. Shakhatreh, H., et al.: Unmanned aerial vehicles UAVs): a survey on civil applica-
tions and key research challenges. IEEE Access 7, 48 572–48 634 (2019)
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