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Preface

This book contains the latest perspectives on the space energy and material resources
for human and robotic exploration and exploitation of the Solar System. It covers
the latest advances as well as advantages and limitations of various space related
systems and their potential applications to other fields. The book reviews various
concepts and innovative options. It is a good resource for readers who are seeking
background on various aspects of space-related activities.

The book is structured along logical lines of progressive thought and is divided
into seven sections.

The first section deals with Technologies for Planetary Exploration and contains
seven chapters. Chapter 1 is dealing with displaced non-Keplerian orbits for Sun and
inner planet observation. Chapter 2 focuses on Dynamics and Control of Electrostatic
Flight. Chapter 3 focuses on Tracking and thrust vectoring of E-sail-based space-
craft for solar activity monitoring. Chapter 4 deals with space elevators for space
resource mining. Chapter 5 describes the orbital hub providing a LEO-infrastructure
for multi-disciplinary science and commercial use cases. Chapter 6 covers instru-
mentation for planetary exploration. Finally, Chap. 7 covers space debris recycling
by electromagnetic melting.

The second section of the book deals with Mercury and Venus and contains two
chapters. Chapter 8 covers details about planetary exploration of Mercury with Bepi-
Colombo and prospects of studying Venus during its cruise phase. Chapter 9 reports
on the analysis of Smart Dust-based frozen orbits around Mercury.

The third section of the book, deals with the Moon, as a Steppingstone for In
Situ Resource Utilization (ISRU) and it consists of six chapters. Chapter 10 deals
with simulants in ISRU Technology Development. Chapter 11 focuses on regolith
processing. Chapter 12 covers details on sintering as a method for construction of off-
Earth infrastructure from off-Earth Materials. In Chap. 13 one can find information
about the effects of mineral variations on the basalt sintering process and implications
for ISRU. Chapter 14 proposes rocket mining for Lunar and Mars ISRU and Chap. 15
covers results about penetration investigations in Lunar regolith & simulants.

The fourth section of the book covers Mars, and it contains six chapters. Ice
resource mapping of Mars is presented in Chap. 16 while Chap. 17 presents the
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design and modeling of an electrochemical device producing methane/oxygen and
polyethylene from in-situ resources on Mars. Chapter 18 covers details about mobile
Mars habitation and Chap. 19 proposes local resource creation on Mars. The planetary
exploration of Mars is covered in Chaps. 20 and 21 and deal with robotic deployment
and installation of payloads on planetary surface.

The fifth section of the book refers to Asteroids and Comets and it consists of
three chapters. In Chap. 22 the reader can find information about asteroid habitats
and how one can live inside a hollow celestial body. Chapters 23 and 24 deals with
resources from asteroids and comets and the asteroids as small bodies with big
potential, respectively, while Chap. 25 focuses on the exploration of asteroids and
comets with innovative propulsion systems.

The sixth section of the book deals with Ocean Worlds and it contains four chap-
ters. Chapter 26 presents the Ocean Worlds and their interior processes and physical
environments. Robotic mobility and sampling systems for Ocean World bodies are
described in Chap. 27 while Chap. 28 focuses on the communication and obstacles
detection using piezoelectric transducers in melting penetrator of deep ice at ocean
worlds. Ice Melting Probes are covered in Chap. 29.

Finally, the seventh section of the book deals with economics and policies, and
it contains five chapters. The Lunar Ore Reserves Standards 101 (LORS-101) are
presented in Chap. 30. Chapter 31 presents the economics of space resources with
details about future markets and value chains. In Chap. 32 the reader can find details
about the lifetime embodied energy and a theory about the value of new space
economy. Policy and legal processes and precedent for space mining are covered
in Chap. 33 while Chap. 34 presents legal considerations for space resources.

The book allows the reader to acquire a clear understanding of the scientific,
legal and policy fundamentals behind specific technologies to be used for the explo-
ration and exploitation of space resources. The principal audience may consist of
researchers and engineers who are involved or are interested in space exploration in
general and in specific bodies exploration in specific. Also, the book may be useful
for industry developers interested in taking advantage of national or international
space programs towards implementing space related technologies. Finally, it may be
used for undergraduates, graduates and postgraduates as well as doctoral studies and
teaching.

Bucharest, Romania Viorel Badescu
Altadena, CA, USA Kris Zacny
Pasadena, CA, USA Yoseph Bar-Cohen
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About This Book

Earth has limited material and energy resources while these resources in space are
virtually unlimited. Moreover, further development of humanity will require going
beyond our planet and this requires utilization of extra terrestrial resources.

This book covers present-day perspectives on the space energy and material
resources for potential human use. It reviews the latest advances as well as advan-
tages and limitations of various space related systems and their potential applications
to other fields. The book reviews proposed concepts and innovative options as well
as solutions. Itis a good resource for readers who are seeking background on various
aspects of space-related activities.

Written for researchers, engineers, students and businessmen who are interested
in space resources exploration and exploitation.
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Chapter 1
Displaced Non-Keplerian Orbits for Sun i
and Inner Planet Observation

Lorenzo Niccolai, Alessandro A. Quarta, and Giovanni Mengali

Abstract A displaced non-Keplerian orbit is a trajectory whose orbital plane does
not contain the center of mass of the primary body, so that its orbital maintenance
requires the application of a suitable continuous thrust. Although the latter could
be provided, in principle, by a low-thrust electric propulsion system, innovative
propellantless propulsive technologies are well suited to such a mission scenario, due
to their ability to generate thrust without requiring any propellant, thus significantly
extending mission lifetime. This chapter focuses on the possibility of maintaining a
displaced non-Keplerian orbit by means of both solar sails and electric solar wind sails
(or E-sails). In fact, these advanced propulsion systems are both capable of generating
a propulsive acceleration without consuming any propellant, by exploiting the solar
radiation pressure (in case of solar sails) or the solar wind dynamic pressure (E-
sails). This analysis uses recent models to provide a mathematical description of the
propulsive acceleration generated by both propulsion systems, and different scenarios
involving non-Keplerian orbits are analyzed. Particular focus is given to Type II
displaced orbits, non-Keplerian orbits lying on the ecliptic plane, and heliostationary
positions. Performance and attitude requirements are provided for each scenario. A
linear stability analysis is also performed, in order to identify the combination of
orbital parameters that characterize stable non-Keplerian orbits. The results suggest
the feasibility of the mission scenarios discussed, but for most of them performance
requirements are very demanding. A possible exception is non-Keplerian orbits lying
on the ecliptic, which represent a very promising near-term scenario.

L. Niccolai (B<) - A. A. Quarta - G. Mengali

Department of Civil and Industrial Engineering, University of Pisa, Via G. Caruso 8, 56122 Pisa,
Italy

e-mail: lorenzo.niccolai @ing.unipi.it
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List of Acronyms

CR3BP Circular restricted three-body problem
DNKO Displaced non-Keplerian orbit

E-sail Electric solar wind sail

L, First collinear Lagrangian point
PDFO  Planet following displaced orbit

1.1 Introduction

A displaced non-Keplerian orbit (DNKO) is a closed spacecraft trajectory charac-
terized by the fact that the primary body does not lie on the orbital plane, so that its
orbital maintenance must be guaranteed by the application of a suitable continuous
thrust. The first mission concept involving DNKOs was proposed by Forward (1984),
who suggested the utilization of a classical (photonic) solar sail to generate a geosyn-
chronous orbit whose orbital plane was either above or below the Earth’s equatorial
plane. The DNKO concept has been extensively investigated in the literature, and is
surveyed in detail by McKay et al. (2011).

Although the generation of a DNKO is, in principle, obtainable with a generic
low-thrust electric propulsion systems (Macdonald et al. 2011; Pan et al. 2019),
the scientific investigation focused on DNKOs has recently received a significant
impulse, mainly due to the renewed interest in propellantless propulsive systems,
with special attention to solar sails and electric solar wind sails (or E-sails). These
advanced propulsion systems are both capable of generating a propulsive acceleration
without consuming any propellant, by exploiting the solar radiation pressure (in the
case of solar sails) or the solar wind dynamic pressure (E-sails). A detailed description
of such propellantless propulsive systems is given in Sect. 1.1.2, while a short review
of possible applications of DNKOs is discussed in Sect. 1.1.1.

1.1.1 Mission Applications

An extensive literature exists on DNKO maintained by different propulsion means
(MclInnes 1998; McKay et al. 2011), including solar sails (Bookless et al. 2006; Gong
etal. 2014a, b; Song et al. 2016), E-sails (Mengali et al. 2009; Niccolai et al. 2017a,
2018; Pan et al. 2020), and hybrid propulsion systems (Ceriotti et al. 2014; Mengali
et al. 2007b, c). In particular, a number of possible DNKO-based mission scenarios
have been proposed. Among them, some of the most important and promising options
are described below. Ceriotti et al. (2011, 2014) discuss the possibility of observing
the planetary polar regions (providing a continuous coverage) by means of a hybrid
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propulsive system composed of a solar sail and an electric thruster. In their anal-
ysis, the Sun’s and planet’s gravitational attractions and the propulsive accelerations
generated by the sail and by the electric thruster are all taken into account. Heiligers
et al. (2011) analyze the maintenance of an out-of-equatorial plane geostationary
orbit, a special case of circular DNKO which is synchronous with the Earth’s rota-
tion. Heiligers et al. (2014) propose the observation of high-latitude solar regions
through DNKOs oscillating above and below the ecliptic plane, thus relaxing the
constraint that requires the spacecraft to be constantly positioned at high heliocentric
latitudes. Macdonald et al. (2011) discuss the creation of a communication relay for
(near) future Mars exploration. They propose the utilization of highly non-Keplerian
orbits to guarantee continuous communications between the Earth and Mars during
solar conjunctions. Such orbits could be generated with an electric thruster or (more
efficiently) with a hybrid system composed of an electric thruster and a solar sail.

A special application of the DNKO concept is the generation of a non-Keplerian
orbit without displacement, that s, a closed trajectory whose orbital plane contains the
primary body. These in-plane non-Keplerian orbits have the same shape as a classical
conic section, but an orbital period different from that given by Kepler’s third law. In
a heliocentric scenario, such a particular closed orbit could have interesting scientific
outcomes if designed to be circular with a radius not far from 1 au. In fact, in that
case the planetary gravitational attraction should also be accounted for, so that the
mission scenario would correspond to the maintenance of an artificial equilibrium
point in the Sun-[Earth 4+ Moon] circular restricted three-body problem (Aliasi et al.
2011, 2013a). An interesting potential application of such a scenario would be a solar
warning mission placed at an L,-type artificial equilibrium point, closer to the Sun
than the natural L; point, in order to increase the feasible warning time in case of
dangerous solar flares (Aliasi et al. 2015; Vulpetti et al. 2017).

1.1.2 Propellantless System Options

The non-Keplerian nature of DNKOs implies that their generation requires a contin-
uous thrust. Even though a quasi-DNKO could in principle be obtained with a succes-
sion of impulsive maneuvers (Caruso et al. 2019; McInnes 2011; Simo 2017), this
analysis focuses on actual DNKOs. The requirement of a constantly acting thrust
makes such a mission scenario well suited for propellantless propulsion systems,
while DNKOs would be difficult to maintain with more conventional (chemical or
electrical) thrusters. Accordingly, our analysis will be confined to solar sails and
E-sails.

1.1.2.1 Solar Sail

A solar sail (see Fig. 1.1) is a thin reflective membrane that exchanges momentum
with the impinging photons, that is, it exploits the solar radiation pressure as its
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Fig. 1.1 In-space picture of the deployed solar sail of LightSail-2 mission. Credits The Planetary
Society

propulsive source. A comprehensive review of solar sailing may be found in many
references, including Fu et al. (2016), Mclnnes (1999), Vulpetti et al. (2015), and
Wright (1992).

The solar sail working principle is based on solar radiation pressure, which has
been well known for more than 50 years, as is confirmed by its use for attitude control
purposes in the Mariner 10 mission. However, the possibility of using a solar sail as
a primary propulsion system has long been called into question.

Indeed, before the last passage of Halley’s comet in 1986, NASA was planning
to perform a cometary rendezvous by means of a spacecraft propelled by a solar
sail, but the project was eventually discarded due to the high associated risks. The
solar sail concept received a renewed impulse at the end of the last century, mainly
thanks to the progress in material sciences, which led to the first flight of a solar sail-
based spacecraft, JAXA’s Interplanetary Kitecraft Accelerated by Radiation Of the
Sun (IKAROS) (Mori et al. 2010; Tsuda et al. 2011). IKAROS, which was launched
in May 2010, successfully performed a Venus flyby, demonstrating the solar sail
deployment capability and the effectiveness of an attitude control system based on
reflectivity control devices (Funase et al. 2011). More recently, in January 2011, the
NanoSail-D2 mission by NASA tested the deployment of a small square solar sail
(with a side-length of 3.2 m) in a LEO (Johnson et al. 2011). The Planetary Society,
a private company, launched the first private solar sail satellite, the LightSail-1 (Nye
etal. 2016), equipped with a 32 m? square sail, which performed a fast deorbiting from
a LEO thanks to the augmented atmospheric drag. Recently, the LightSail-2 mission
(Betts et al. 2019) was the first to be capable of effectively modifying the spacecraft
orbital parameters by means of a solar sail. The recent success of solar sails is also
demonstrated by future space missions that will be equipped with such a propulsion



1 Displaced Non-Keplerian Orbits for Sun and Inner Planet Observation 7

system, including JAXA’s OKEANOS mission (currently still not financed) towards
the Trojan asteroids (Funase et al. 2012; Mori et al. 2019), which should make use
of a solar sail combined with an ion thruster powered by the solar cells placed on
the sail surface, and NASA’s Near Earth Asteroid Scout (NEA Scout), launched in
November 2022, which should perform a flyby with a near-earth asteroid (Russell
Lockett et al. 2019) by using a solar sail as primary propulsion system during the
cruise phase (McNutt et al. 2014).

Modeling the propulsive acceleration generated by a solar sail is, in general, a
complex task. A simple and effective tool is the so-called ideal thrust model, which
assumes the sail shape to be a perfectly flat plane (referred to as nominal plane),
and all of the photons impinging on the sail membrane to be specularly reflected.
These hypotheses imply that the propulsive acceleration magnitude is overestimated,
and its direction is considered parallel to the normal to the sail nominal plane in the
direction opposite to the Sun. These results are neither realistic nor conservative, so
that Dachwald (2004) proposed the use of a non-perfect specular reflection model,
which accounts for the reduction of the propulsive acceleration magnitude by intro-
ducing a reflection efficiency, but leaves the direction unaffected and still assumes a
flat shape. A further improvement in solar sail thrust modeling is constituted by the
optical force model, in which the optical characteristics of the sail reflective surface
are considered in the calculation of the propulsive acceleration. The optical force
model will be used in our analysis, since it represents a good compromise between
simplicity and accuracy, as implied by its use in the preliminary mission design phase
of NASA’s NEA-Scout mission. Other more complex models should also account
for the variations of the optical properties with temperature (Ancona et al. 2017,
Kezerashvili, 2008, 2014; Mengali et al. 2007a), or the influences of the light polar-
ization and the features of the sail surface on the thrust generated. In this regard,
the interested reader may refer to work by Vulpetti (2013) and Zola et al. (2018),
where Fresnel reflection laws are taken into account to model the solar sail-generated
thrust. Finally, the (small) thrust fluctuations associated with the variations of solar
radiation pressure are also neglected. Further information may be found in the papers
by Caruso et al. (2020) and Niccolai et al. (2019), where the use of reflectivity control
devices is suggested to compensate for these environmental variations.

When the solar sail propulsive acceleration is described by an optical force model,
the contributions of the absorbed, specularly reflected, scattered, and emitted photons
are all taken into account, and the following expression for the propulsive acceleration
vector a (Heaton et al. 2015; MclInnes 1999) is obtained

"o ) R n A .
=f—)————1b by (7 - b 1.1
a ﬁ<r2>b1+b2+b3{lr+[2(r i) + bsla} (1.1)

where S is the (dimensionless) lightness number of the solar sail-based spacecraft,
that is, the ratio of the maximum propulsive acceleration magnitude that the sail can
generate at a given Sun—spacecraft distance to the local Sun’s gravitational accel-
eration magnitude, r is the Sun—spacecraft distance, ¢y is the Sun’s gravitational
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Table 1.1 Optical and force coefficients for a solar sail with an optical force model (Heaton et al.
2015, 2017)

Parameter | ¢, cr By By ef £p by by b3
Value 0.91 0.89 (079 |0.67 |0.025 |0.27 |0.095 |0.8099 |0.0151

parameter, 7 is the Sun—spacecraft unit vector, and 7 is the unit vector normal to
the sail plane in the direction opposite to the Sun. Finally, the terms b, b, and b3,
referred to as force coefficients, may be obtained from the sail film optical properties
as (Mengali et al. 2005)

1_ rts
by = — % (1.2)
2
by = ¢,cq (1.3)

be — Bre,(1 —¢s) (1 —c)(efBr —&pBp)
3 2 2(ef + &)

(1.4)

where ¢, is the reflection coefficient, c; is the fraction of reflected photons that are
specularly reflected, By (or By) is the front (or back) sail surface non-Lambertian
coefficient, and & ¢ (or ¢5) is the front (or back) sail surface emissivity coefficient. A
recent estimation of the sail optical parameters in Egs. (1.2)—(1.4) has been obtained
during the preliminary design of the NEA-Scout mission. The experimental campaign
has updated previous measurements (Heaton et al. 2015) and has relaxed the assump-
tion of flat sail by accounting for the presence of millimeter-scale wrinkles that reduce
the specular reflection fraction. The nominal values of the optical properties estimated
by Heaton et al. (2017) are reported in Table 1.1.
An equivalent version of Eq. (1.1) is

Veaz F-n N n A ~
—a(®Y — R oR) b 1.5
a=a(7) gy i ) + bl (1.5)

where the characteristic acceleration a, is used as a performance parameter, that is,
the maximum propulsive acceleration magnitude that the sail can generate at a Sun—
Earth distance = rg £ 1 au. The characteristic acceleration of a solar sail-based
spacecraft is

a. = ,3(’%) = B x 5.93 mm/s* (1.6)
52

According to the thrust model of Eq. (1.5), the solar sail propulsive acceleration a
lies in the plane spanned by the normal unit vector 72 and the radial direction defined
by 7, and its orientation can be controlled by suitably adjusting the attitude of the sail
nominal plane. Let @ € [—n/2, /2] rad be the sail pitch angle, that is, the angle
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Fig. 1.2 Solar sail thrust
vector characteristics

- solar sail

between the direction of 7 and that of 71; see Fig. 1.2. Positive (or negative) values
of the pitch angle correspond to positive (or negative) values of the projection of 7
along the specific angular momentum vector & = r x v, where v is the spacecraft
velocity vector. The sail pitch angle « is therefore given by

o £ sign(h - it) arccos(? - it) 1.7)

so that the propulsive acceleration vector can be rewritten by introducing the radial
(a,) and transverse (ap) components, defined as

N Fe\2 b1 cosa + by cos® a + bz cos? o
ar:a-rzac(—) (1.8)
r by + by + b3
N A e \2 by cos? a sina + b3 cos a sina
ag = Ha —arr” = ac<—) (1.9)
r b1 + by + b3

while the propulsive acceleration magnitude a £ ||a|| is

a=./a®+a} (1.10)

The sail attitude modifies the thrust direction, as can be observed from Eq. (1.5).
To quantify this effect, let ¢ € [—m/2, 7 /2] rad be the sail cone angle, that is, the
angle between the propulsive acceleration direction and the radial direction, viz.

¢ £ sign(o) arccos(IAl) = sign(w) arccos(a—r) (1.11)
llal a
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where a, and a are given by Egs. (1.8) and (1.10), respectively. The variation of ¢
with « is illustrated in Fig. 1.3a, from which it is clear that the same thrust angle
can be obtained with two different sail pitch angles (that is, with two different sail
attitudes). A further interesting consequence of Eq. (1.11) is that a solar sail can
generate a maximum thrust angle less than 55°. Finally, note that an attitude variation
(i.e., an orientation change of #) also modifies the magnitude of a; see Eq. (1.5). To
account for this effect, a sort of “efficiency” parameter y € [0, 1] is now introduced,
defined as the ratio of the effective magnitude of the propulsive acceleration vector
la|| to the maximum value of ||a| (obtained when o = 0, , that is, in a Sun-facing
condition), viz.

o lall
lall—o

v (1.12)

Clearly, y gives the effective dimensionless magnitude of the propulsive acceleration.
Equation (1.12) can be specialized to the solar sail case as

y=— (1.13)

The variation of y as a function of the pitch angle o with an optical force model is
shown in Fig. 1.3b, which highlights that smaller values of « correspond to larger
propulsive acceleration magnitudes.

Therefore, to minimize the required sail performance, the pitch angle to be chosen
for a given thrust angle is the minimum between the two possible values. Under such

0.75

025}

-90 -60  -30 0 30 60 90 -90
o [deg) o [deg]

(@) ) (b) y(a)

Fig. 1.3 Variation of the cone angle ¢ and the dimensionless acceleration y as functions of the
pitch angle « for a solar sail with an optical force model
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an assumption, the function ¢ = ¢ («) becomes invertible, see Fig. 1.3a, so that the
value of o necessary for generating a thrust angle ¢ may be obtained with standard
numerical methods.

1.1.2.2  E-Sail

The E-sail propulsion concept consists of a spinning grid of tethers, kept at a high
(usually positive) potential by means of an electron gun (Janhunen 2004; Mengali
et al. 2008). When the E-sail is immersed in a surrounding plasma, such as the solar
wind, the electrostatic interaction between the charged grid and the incoming ions
generates a momentum exchange and thus a net propulsive acceleration. A sketch
of the basic structure of an E-sail is shown in Fig. 1.4, while Fig. 1.5 an artistic
rendering.

A first validation test of the E-sail working principle was attempted with the
Estonian satellite EstCube-1 (Litt et al. 2014), whose aim was to test the plasma
brake concept (Janhunen 2010), a derivation of the E-sail working principle useful
for spacecraft deorbiting from LEO (Bassetto et al. 2018; Niccolai et al. 2017b;
Orsini et al. 2018). Unfortunately, the tether unreel mechanism failed, probably
due to vibrational loads during the launch phase (Slavinskis et al. 2015). The first
experimental in-situ data on the E-sail principle should therefore be provided by
the Finnish satellite Aalto-1 (Kestild et al. 2013), which was launched in June 2018
and is equipped with a 100 m-long plasma brake tether to perform an end-of-life
deorbiting phase (Khurshid et al. 2014).

The most recent tool for describing the thrust generated by an E-sail is the model
proposed by Huo et al. (2018), according to which the propulsive acceleration vector
a is given by

a :rg(%e)[va(f'-ﬁ)ﬁ] (1.14)
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Fig. 1.5 E-sail artistic rendering by Alexandre Szames, Antigravité (Paris)

where the same nomenclature as that of Eq. (1.1) is adopted. In Eq. (1.14), T € {0, 1}
is a switching dimensionless parameter that accounts for the possibility of switching
the electron gun either on (t = 1) or off (r = 0), while a. is the characteristic
acceleration, with the same definition as that used for a solar sail.

Similarly to the solar sail case, Eq. (1.14) implies that the E-sail propulsive accel-
eration a belongs to the plane defined by the normal unit vector 72 and the radial unit
vector 7; see Fig. 1.6.

Using the same definitions for the pitch angle «, see Eq. (1.7), and the cone angle
¢, see Eq. (1.11), the following relation ¢ = ¢ () can be derived from Eq. (1.14)

1 2
4 cos“a ) (1.15)

V1 +3cos?a

which is illustrated in Fig. 1.7a. The latter highlights that the maximum thrust angle
is about 20° and, as such, an E-sail has a limited capability of generating a transverse
thrust component (Quarta et al. 2016).

Moreover, similarly to the solar sail case, the same value of ¢ can be obtained with
two different values of «. Indeed, Eq. (1.15) can be analytically inverted to obtain

¢ = arccos(
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Fig. 1.6 E-sail thrust vector characteristics
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Fig. 1.7 Variation of cone angle ¢ and dimensionless acceleration y as a function of the pitch angle
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_\/2(300s2¢+cos¢>,/9cosz¢ — —2)_

sign(¢) arccos

2
a= - . (1.16)
\/2(3 cos? ¢ — cos /9 cos>p — 8 — 2)
sign(¢) arccos >

where the first expression gives the smaller value of « for a given value of ¢. The
magnitude of @ can be expressed from Eq. (1.14) as

a =t&(rﬁ)\/1+3coszoz (1.17)
2 \r

and the dimensionless parameter y defined in Eq. (1.12) can be adapted to the E-sail
case as

A/1 4 3cos?
y = ||a|r| _ 4+ 3cos?a (1.18)
w(®) 2

which gives the results shown in Fig. 1.7b. Again, smaller pitch angles correspond to
larger values of y, so that, when a specific thrust angle must be reached, the smaller
value of pitch angle is preferable in terms of performance requirements. Accordingly,
only the first expression reported in Eq. (1.16) will be used in this analysis. A further
consideration that may be derived from Fig. 1.7b is that an E-sail generates a nonzero
thrusteven when ¢ = =+ /2 rad, and the only way to track a Keplerian arc is therefore
to switch the electron gun off, which amounts to setting t = 0 in Eq. (1.14).

1.2 Displaced Non-Keplerian Orbits in a Heliocentric
Scenario

This chapter is focused on the analysis of a heliocentric DNKO scenario maintained
with a solar sail or an E-sail. Circular and elliptic DNKO cases are considered in
Sects. 1.2.1 and 1.2.2, respectively. Examples of possible applications are given
in Sect. 1.2.3, while a linear stability analysis of circular DNKOs is provided in
Sect. 1.2.4.

Let S be the center of mass of a spacecraft equipped with a propellantless propul-
sion system, which moves under the gravitational attraction of the Sun only and gener-
ates a propulsive acceleration a. The spacecraft is tracking a DNKO with angular
velocity w and, without loss of generality, we assume that its orbital plane is parallel
to the ecliptic plane. The Sun’s center of mass is located at point O, whose projection
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on the orbital plane is C. Let p be the unit vector from C to S. Hence, the scalar
quantities p and r denote the C-S and O-S distances, respectively. Note that p, r and
w are all constant quantities in a circular DNKO, while they are time-varying in an
elliptic DNKO.

The generation of a DNKO is possible only by maintaining the equilibrium
between gravitational, propulsive, and centrifugal accelerations acting on the space-
craft along the whole orbit. Note that, for symmetry reasons, @ and p must belong
to the plane containing 7 and . Since for both a solar sail and an E-sail a lies in
the plane spanned by 7 and 7, the gravitational, propulsive, and centrifugal forces
all belong to the same plane. These considerations about orbital maintenance may
immediately be extended to the general case of a DNKO whose orbital plane is not
parallel to the ecliptic.

1.2.1 Circular DNKOs

Assume that the spacecraft S is tracking a circular DNKO, as is illustrated in Fig. 1.8.
The constant spacecraft angular velocity is @, with @ £ ||| and its orbital period
is T = 27 /w. Since in a circular DNKO both p and r are fixed, the elevation angle

= arccos(é) (1.19)
is a constant of motion. Each circular DNKO is fully characterized by three indepen-
dent parameters, as, for example, the elevation angle ¥ (or, equivalently, the displace-
ment z £ rsin ), the angular velocity w, and wx = | /o /r? (equivalently, the
Sun—spacecraft distance r or the orbital radius p). Note that wg denotes the angular
velocity of a spacecraft moving in a Keplerian orbit with radius r. According to the
traditional classification proposed by Mclnnes (1999), DNKOs can be divided into
three categories.

More precisely, a Type I DNKO is characterized by an angular velocity equal
to the Earth’s mean motion, that is, ® = wg = 0.9856 deg/day. . Hence, Type 1
DNKOs are defined by two parameters only (¢ and wy). Instead, a spacecraft placed
in a Type II DNKO has an angular velocity @ = wg. Finally, circular DNKOs with
unconstrained values of w, ¥ and p are referred to as Type IIl DNKOs.

The condition for orbital maintenance of a generic DNKO can be conveniently
expressed by means of two scalar equations, each one imposing the force balance
along a direction of the plane defined by 7 and @. The first equation involves the
component along 7, while the second is written along the direction orthogonal to 7,
Viz.

&O)

acos¢p = —= — w?p cos Y (1.20)
r

asing = w’psiny (1.21)
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Fig. 1.8 Sketch of a circular
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Equations (1.20) and (1.21) must be specialized to the specific propulsion system
that is considered. In particular, Eqgs. (1.20) and (1.21) can be rewritten as

1
ac(rﬁ) y cos¢p = M—? — w’pcosy (1.22)
r r
r@ n . 2 .
ac<—) ysing = o psiny (1.23)
r

where y is defined by Eq. (1.13) and n = {1, 2} identifies the propulsive system,
either a solar sail (when n = 2) or an E-sail (when n = 1). In addition, in the E-
sail case we assume T = 1 to guarantee a constantly acting thrust. Recalling that
p = rcosr, Egs. (1.22) and (1.23) give the following requirements in terms of
thrust angle ¢ and characteristic acceleration a,
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B (w/wk)* tan
¢ = arctan[l Tty (a)/wK)z:| (1.24)
L N Y 2
yra\r 1 + tan? [(1+ tan? ¥)/(w/wk)* — 1]
(1.25)

A relevant implication of Eq. (1.24) is that the thrust angle necessary for maintaining
a circular DNKO is independent of the specific propulsive system (in fact, it is
independent of 7). Equations (1.24) and (1.25) refer to a generic Type III circular
DNKO and can be specialized to the cases of Type I or Type II orbits. In fact, a Type
I DNKO is simply characterized by v = wg, while a Type II DNKO is obtained
when o = wg.

The procedure for determining the conditions to be met for the maintenance of
a given circular DNKO can be summarized as follows. The parameters w, wg and
Y are fixed when the DNKO is selected. The required value of the cone angle ¢ is
found by means of Eq. (1.24). From ¢, the possible values of the pitch angle « are
obtained through numerical or graphical methods (see Fig. .1.3b) in the solar sail
case, or through Eq. (1.16) in the E-sail case. As already stated, the smaller value of
the pitch angle a is preferable, because it gives a larger value of y (see Figs. 1.3b
and 1.7b). The corresponding value of the dimensionless propulsive acceleration y
is then found by Eq. (1.13) or by Eq. (1.18). Finally, the characteristic acceleration
required for orbital maintenance is obtained from the DNKO parameters and the
value of y through Eq. (1.25).

1.2.2 Elliptic DNKOs

The analysis discussed in the previous section can be extended to the case of elliptic
DNKOs. The simplest application of an elliptic DNKO is in the observation and the
scientific analysis of the polar regions above a planet. Accordingly, the analysis in this
section will concentrate on this scenario. The situation is schematically illustrated
in Fig. 1.9, where P, and P (or v, and v) are the planet and spacecraft perihelion
(or true anomaly), respectively, and the other quantities have the same definition as
those previously used.

Bearing in mind that in our analysis the gravitational attraction of the planet is
neglected, the obtained results will be acceptable as long as the spacecraft remains
outside the planetary sphere of influence. The orbital maintenance requires the grav-
itational, propulsive and centrifugal acceleration to be balanced on the plane defined
by the radial unit vector and the angular velocity vector, or equivalently by p and the
normal to the DNKO plane, directed along the z-axis in Fig. 1.9.
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Fig. 1.9 Sketch of an
elliptic DNKO DNKO  _+——

> op -} spacecraft

Accordingly, the spacecraft motion in an elliptic DNKO may be characterized by
writing its equations of motion along the radial direction (that is, along p) on the
DNKO plane and along the vertical component (or along the unit vector k associated
to the z-axis), viz.

2

h
ﬁ=—”’—@p+ap+p—g (126)

. _“r_OHaz (1.27)

where h, £ p?D is the (constant) component of the angular momentum vector
perpendicular to the DNKO orbital plane, a, and a, are the in-plane radial and
vertical components of the propulsive acceleration, given by

a, = mc( ) y cos(¢ + ¥) (1.28)

a, = tac( ) y sin(¢ + V) (1.29)

Unlike the circular DNKO case, a switching parameter T € [0, 1] hasbeen inserted
in the equations because the spacecraft thrust must now be modulated for orbital
maintenance. In the solar sail case, such a thrust modulation may be achieved by
means of electrochromic control devices (Aliasi et al. 2013b; Funase et al. 2011;
Liicking et al. 2012; Mengali et al. 2016), which change their optical properties
when a voltage is applied (Monk et al. 2007). On the other hand, for an E-sail the
thrust modulation can be obtained by adjusting the grid voltage (Toivanen et al. 2013,
2017), which is directly proportional to the propulsive acceleration magnitude (Huo
et al. 2018).
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Since in our analysis elliptic DNKOs are used to observe the polar regions of a
planet with a non-negligible (heliocentric) orbital eccentricity, it is assumed that the
DNKO has the same shape and the same orbital period as the target planet’s orbit,
which lies on a plane parallel to the planet’s orbital plane. In this case, the Sun, the
spacecraft, and the target planet always belong to the same plane, and the orbit is
referred to as planet following displaced orbit (PFDO). A PFDO is characterized by
a parameter x defined as

s P

rp

X (1.30)

where 7, is the Sun—planet distance. From its definition, x is constant in a PFDO,
as is the vertical coordinate z. The following constraints must therefore be met for
orbital maintenance

x=%x=0, z=2=0 (1.31)

Substituting Eq. (1.30) into Eqgs. (1.26) and (1.27), and enforcing the constraints
(1.31), we get

cos’
a, = “—?x<—3v’ - 1) (1.32)
rp X
2 .
L cos” Y sinyr
= r—?T (1.33)
P

where r, = a,(1 —€3)/(1 + ¢, cosv,), while a, and e, are the planet’s heliocen-
tric orbit semimajor axis and eccentricity, respectively. The equilibrium conditions
become

cos®
a, = mc( ) y cos(@ + ) = 9 ( v 1) (1.34)

r X

cos” ¥ sin

a, = tac( ) y sin(¢ + ) = "o # (1.35)

r’ X

and the following expression for the cone angle is eventually obtained
2 .
= arctan( SOV SV (1.36)
cos3 i — x3

The latter equation provides a constraint to the spacecraft attitude, similarly to what
happens in the circular DNKO case.



20 L. Niccolai et al.

The orbital maintenance requires the thrust magnitude to be suitably adjusted, as
implied by Eqs. (1.34) and (1.35). This variation cannot be achieved by changing
the spacecraft attitude, which is constrained according to Eq. (1.36). Therefore, it is
necessary to implement a control law that varies the generated thrust by modulating
the switching parameter t as

" cos* cos?
r=—1OL 2+ S5V ey (1.37)
acyrgry " cos ¥ X X

where y is a function of the cone angle «.

The procedure required to implement the control law for orbital maintenance of a
PFDO can be summarized in the following steps. Itis assumed that the planet’s orbital
parameters {a P €p } are known, and the PFDO characteristics {z, x } are selected. For
each value of the spacecraft true anomaly v on the PFDO (with v = v,), the elevation
angle is

W= arctan(i) = arctan<w> (1.38)

XTp Xa,,(l —e%)

while ¢ is given by Eq. (1.36) as a function of the propulsive system (i.e., 1), x and
Y, the latter being a function of the true anomaly (or, equivalently, of time). The sail
pitch angle is obtained by means of numerical or graphical methods (see Fig. 1.3b)
in the solar sail case, or by Eq. (1.16) in the E-sail case. The corresponding value
of y is provided by Eq. (1.13) or Eq. (1.18), depending on the thruster type. The
propulsive requirement ta, is given by Eq. (1.37). Note that ta, is the product of
a fixed value (a.), which characterizes the propulsive system performance, and a
varying parameter (7) that accounts for the thrust modulation during the flight.

1.2.3 Case Study

Circular DNKOs could in principle be used to provide a continuous observation of
the polar regions of the Sun. In order to estimate the feasibility of such mission
scenarios, Figs. 1.10 and 1.11 show the requirements for orbital maintenance of a
Type I DNKO (i.e., a DNKO with period equal to 1 year), in terms of thrust angle
and characteristic acceleration, both for a solar sail- and an E-sail-based spacecraft.
The empty zones in the graphs are characterized by required thrust angles that are
unfeasible with the specific propulsive systems. Clearly, the thrust constraint is more
demanding for an E-sail-based spacecraft. The obtained results highlight that using
a solar sail is more convenient for » < rq,, whereas an E-sail is better for r > rg.
Finally, a general consideration of the presented results is that circular DNKOs with
large elevation angles and small heliocentric distances are very demanding in terms
of propulsive requirements.
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Fig. 1.10 Thrust angle and propulsive requirements for orbital maintenance of a Type I circular
DNKO by means of a solar sail-generated thrust
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Fig. 1.11 Thrust angle and propulsive requirements for orbital maintenance of a Type I circular
DNKO by means of an E-sail-generated thrust

A special mission application of circular DNKOs is constituted by a Type 1I
DNKO (MclInnes 1999), whose orbital period is equal to that of a Keplerian orbit
with radius r. A spacecraft placed on such a trajectory is able to observe the polar
regions of a planet with a nearly circular orbit. For a Type Il DNKO, the condition
w = wg holds, and Eq. (1.24) reduces to
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T
o=7 -V (1.39)

A relevant implication of Eq. (1.39) is that a minimum value of possible elevation
angle exists, and is given by

b4
wmin = 5 — Pmax (1.40)

where ¢max = 55° in the solar sail case (see Fig. 1.3a) whereas ¢pax = 19.5°
in the E-sail case (see Fig. 1.7a). Accordingly, these orbits are physically feasible
for propellantless propulsive systems only when large values of elevation angle are
considered, that is, about ¥ > 35° in the solar sail case and ¢ > 70° in the E-sail
case.

Figure 1.12 shows the propulsive requirements for Type II DNKO maintenance
as a function of the elevation angle and the Sun—spacecraft distance. The first inter-
esting implication of Fig. 1.12a is that, for a solar sail-based spacecraft, the required
characteristic acceleration is a function of the elevation angle only and is not affected
by the Sun—spacecraft distance. This is not the case when an E-sail-based spacecraft
is considered, due to the different nature of the propulsive system that affects the
thrust dependence on r. In this case, indeed, the required value of a, is a decreasing
function of . However, it is evident that the characteristic accelerations needed for
orbital maintenance are large for both propulsive systems, which makes this fasci-
nating mission scenario beyond the current or near-term technology level. In partic-
ular, considering a solar sail-generated Type II DNKO, the required characteristic
acceleration is always larger than the reference gravitational acceleration magnitude
ne/ ri « 5.93 mm/s’. This corresponds to a lightness number § greater than one,
while the current state of the art represented by the planned NEA-Scout mission is
B = 0.0101 (Pezent et al. 2019). Similarly, in the E-sail case, a circular DNKO with
a radius close to rg is achievable only for an E-sail with a, « 6 mm/s?, which is at
least six times larger than the currently hypothesized maximum value of 1 mm/s2.
Another special case of circular DNKO is obtained when the elevation angle i is
zero, that is, when the DNKO degenerates in an orbit lying on the ecliptic plane.
This could be exploited to generate an artificial Lagrangian point (Aliasi et al. 2011;
Baig et al. 2008; Morimoto et al. 2007) closer to the Sun than the natural L; point by
suitably adjusting the orbital period. In this case the equilibrium heliocentric distance
is denoted by r,. For a circular DNKO lying on the ecliptic, Eq. (1.24) gives ¢ = 0,
which corresponds to a Sun-facing attitude, i.e., « = O (see Figs. 1.3a and 1.7a) and
y = 1 (see Figs. 1.3b and 1.7b) for both a solar sail and an E-sail. The required
propulsive acceleration (1.25) becomes

2—n 2
a4, = “_2@<ri9> [1 - (i> ] (1.41)
rg Ve wg
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Fig. 1.12 Propulsive requirement for Type Il DNKO maintenance as a function of Sun—spacecraft
distance and elevation angle

Note that Eq. (1.41) gives a, = 0 for ® = wg, corresponding to a Keplerian orbit.
Moreover, Eq. (1.41) implies that, for a solar sail-propelled spacecraft (n = 2), the
propulsive requirement only depends on the ratio w/wg, but this is not true in the
E-sail case.

Figure 1.13 shows the achievable heliocentric distance of an ecliptic circular
DNKO for different values of characteristic acceleration and orbital period for a
solar sail- or an E-sail-based spacecraft, respectively. The generation of an artificial
Lagrangian point in the Sun-[Earth + Moon] system (7 = 1 year) seems feasible for
near-term technology level, but the propulsive requirements imply that a very small
geocentric distance must be assumed, so that the assumption of two-body dynamics
is unrealistic. A thorough analysis of this mission scenario will be given in Sect. 1.3,
when the planetary gravity will also be considered.

The last discussed mission application consists in the maintenance of a heliosta-
tionary condition, that is, a circular orbit that degenerates in a single point placed
above a Sun’s pole at a distance ry (Mclnnes, 2003; Mengali et al. 2007a; Quarta
et al. 2020). In this case, the spacecraft is fixed with respect to a generic heliocen-
tric inertial reference frame t;, as illustrated in Fig. 1.14, and is therefore able to
perform a constant observation of one of the Sun’s polar regions. The elevation angle
required for maintaining a heliostationary position is ¥ = 90°, which corresponds
to a Sun-facing attitude, i.e.,« = 0, ¢ = 0, and y = 1. The propulsive requirements
are found by balancing the propulsive acceleration, viz.

n
g, = ’“‘-?(r—”) (1.42)

I"H re
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Equation (1.42) implies that the required characteristic acceleration for a helio-
stationary position is a. = 5.93 mm/s” (that is, 8 = 1), which is a very demanding
technology requirement, as already stated. On the other hand, for an E-sail-propelled
spacecraft, the propulsive requirement is a function of the levitating distance ry, as
is shown in Fig. 1.15. Not surprisingly, the solar sail option poses fewer demanding
requirements only for r < rg. However, for both propulsive systems, it is evident
that the heliostationary condition maintenance poses very demanding propulsive
requirements.

As far as elliptic DNKOs are concerned, the most interesting application is the
possibility of observing the polar regions of a planet with non-negligible orbital
eccentricity. In this regard, a PFDO could constitute a promising mission scenario.
The simplest PFDO is obtained by assuming x = 1. This implies that the PFDO
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is obtained with a simple vertical translation of the planet’s heliocentric orbit. A
spacecraft tracking such a PFDO would be always placed above the celestial body’s
vertical; see Fig. 1.16.

The cone angle constraint can be calculated from Eq. (1.36) by substituting x = 1.
However, the values of ¢ derived with this substitution are always greater than 90 deg,
far beyond the maximum allowable value ¢p,.x for both a solar sail and an E-sail,
making PFDOs with x = 1 physically unfeasible with these two propulsive systems.

In order to generate feasible solutions, the constraint of PFDO could be relaxed,
allowing x to be smaller than one. This corresponds to the generation of a displaced
orbit with the same eccentricity as the planetary orbit, but with a smaller semimajor
axis, see Fig. 1.17. Such a mission scenario could guarantee the feasibility of the
DNKO, requiring a lightness number variation of a few percentage points with respect

Fig. 1.16 Scheme of a
PDFO with x =1
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to the nominal value (Gong et al. 2014a; Niccolai et al. 2017a), but it significantly
increases the spacecraft—planet distance. Therefore, the mission performance of such
a polar observation mission would not be satisfying.

1.2.4 Linear Stability Analysis

In order to investigate the feasibility of the DNKO concept, a linear stability analysis
is now discussed. For the sake of simplicity, only circular DNKOs will be analyzed,
even though the proposed method could be easily extended to an elliptic case with
similar results.

The linear stability of circular DNKOs is studied under the assumption that the
sail attitude coincides with its design value, so that both the cone angle ¢ and the
parameter y remain constant and equal to their nominal values ¢, and y,. Accord-
ingly, during the flight the spacecraft is not subjected to any transverse acceleration,
and the vertical component of the angular momentum h z remains constant and equal
to its nominal value 7, = pgwe; see Eq. (1.26). The subscript e will now be used
for the nominal equilibrium (unperturbed) value. The equations of motion (1.26) and
(1.27) can be rewritten by assuming that both the radial and vertical spacecraft coor-
dinate are given by the sum of their design value {p,, z.} and a small perturbation
term {6,,, 8.}, viz.

p=pe+8y 2=z 438, (1.43)

with 8,/p. < 1 and §,/z, < 1. Substituting Eq. (1.43) into Eqgs. (1.26) and (1.27),
neglecting the perturbations term of order greater than one, and subtracting the equi-
librium solution, we obtain the dynamical equations describing the evolution of the
perturbation components. If the temporal derivatives are transformed into derivatives
with respect to a dimensionless time 7 £ .1, the results after some calculations are
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8, = a8, + ans; (1.44)

8, = ané, + and, (1.45)

where the prime symbol denotes a derivative with respect to 7. The coefficients a;;
are defined as

ay £ 3cos’ Y, — 1 = 3(w} /wy ) + flcos g — (1 + 1) cos Y cos(¢e + Ve)]
(1.46)

ain £ 3cos Y, siny, — flsinge + (1 + 1) sin Y, cos(@e + Vo)1 (1.47)
az = 3cos Y, sinyr, + f[sing, — (1 + n) cos Y. sin(p, + V)] (1.48)

a» = 3sin’> Y, — 1+ flcosp. — (1 + 1) sin ¥, sin(¢e + V)] (1.49)

where f is given by

2,2 ;
f=f(Ve, &} /oy) = (1 @, /W%, ) 1 tan” ¥,

¢ e +
1 + tan® v, [(1 + tan? I/Ie)/(wg/w%(,,) - 1]2
(1.50)

Note that all of the four coefficients a;; depend on the pair (we, a)f / w%() Indeed, the
nominal value of the cone angle ¢, is determined by the DNKO parameters through
Eq. (1.24).

Using the Laplace transformation method, the characteristic equation associated
with the system of differential Eqs. (1.44)—(1.45) can be written in the form

st4bs>+c=0 (1.51)

where
b £ —(an +axn) (1.52)
¢ £ anan — apa (1.53)

Since the characteristic equation is biquadratic, only a marginal linear stability is
achievable. The latter requires all roots of Eq. (1.51) to be imaginary. Equivalently,
the three conditions that guarantee a stable motion are b > 0, ¢ > 0, and b*—4c > 0.
Clearly, such conditions must be combined with the propulsive system constraints,
i.e., ¢ < Pmax and f < O (the sail cannot produce a thrust towards the Sun). When all
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Fig. 1.18 Stability region of circular heliocentric DNKOs

the aforementioned conditions are combined, the resulting marginal stability regions
for circular heliocentric DNKOs are shown in Fig. 1.18a for the solar sail, and in
Fig. 1.18b for the E-sail case.

The stability conditions of practical interest are met for a solar sail-propelled
spacecraft only, provided ¢ < ¢mnax. Instead, for an E-sail-based spacecraft, the
stability region is narrow and exists only for small elevation angles (¥, < 20°).
This suggests that a solar sail could constitute a better candidate for a future DNKO
scientific mission.

1.3 Displaced Non-Keplerian Orbits in a Circular
Restricted Three-Body Problem

Previous results have shown that one of the most promising utilizations of non-
Keplerian trajectories is the generation of artificial orbits that are synchronous with
the rotation of the observed planet. On the other hand, the generation of a DNKO with
a vertical displacement above the ecliptic is very demanding in terms of the propulsive
acceleration magnitude it requires, and equilibrium is possible only assuming large
spacecraft—planet distances, so that the planetary gravity can be neglected.

The natural extension of the previous analysis is therefore obtained by including
the planet’s gravity (thus moving from a two-body to a three-body heliocentric frame-
work) in the mathematical model. With this in mind, a special application of the
discussed model is the generation of an artificial equilibrium point when the non-
Keplerian orbit belongs to the ecliptic (case of zero displacement). In particular,
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L;-type equilibrium points will be considered, since they represent a vantage point
for the scientific observation of the Sun, and for early solar warning missions. In
this case, the spacecraft motion must be synchronous with the planetary revolution.
This section is devoted to the analysis of such a special equilibrium condition in a
three-body scenario. Section 1.3.1 discusses the mathematical model used to derive
the requirements for the equilibrium maintenance. These results are then applied to
some specific mission scenarios in Sect. 1.3.2. Finally, Sect. 1.3.3 is focused on the
linear stability analysis of the equilibrium condition.

1.3.1 Mathematical Model

Assume now that the spacecraft S is moving under the gravitational forces exerted
by the Sun and a planet. The analysis of the orbital motion of S can be simplified
by means of two fundamental assumptions. First, the space craft total mass mg is
negligible with respect to the Sun’s mass m ) and the planet’s mass m ,, so that the
motion of the two celestial bodies is unaffected by the presence of the vehicle. In the
second place, the orbital eccentricity of the primaries is neglected, so that they are
assumed to track two coplanar circular orbits around the center of mass of the system
C, while maintaining a constant distance /. These assumptions define the classical
circular restricted three-body problem (CR3BP) (Koon et al. 2011; Szebehely 1967).

In order to study the spacecraft motion, introduce a Cartesian reference frame
(C; i, }', IAc). The unit vector i points from the Sun to the planet, kis perpendicular to
the ecliptic in the direction of the planet’s angular momentum vector, and j completes
the right-handed frame; see Fig. 1.19. Based on the coordinate axes definition, it
can be verified that the reference frame 7 rotates with a constant angular velocity

wp = ,/G(m, + me)/ P relative to an inertial frame.

Using the standard notation of a CR3BP, the total mass mg + m, of the two
primaries is taken as the reference mass, and the (constant) distance [/ is chosen
as the reference length. Finally, the time ¢ is expressed in dimensionless units by
normalizing w), to 1. Accordingly, the planet dimensionless mass is p L m p/(me+
m ), while the dimensionless distance between C and the planet (or the Sun)is 1 —pu
(or w); see Fig. 1.19. Bearing in mind that the angular velocity vector of the reference
frame can be expressed as k in dimensionless units, the motion of  is described by
the following differential equation (Battin 1987)

i”+21}xf/+1}x(12xi)+ Fat LF,—a (1.54)
P

where the prime symbol denotes a derivative with respect to the dimensionless time
(twg), and the tilde superscripts are used to identify dimensionless quantities. In
particular, F, 7 and F, are the dimensionless position vectors of § with respect to
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spacecraft

Fig. 1.19 Sketch of the CR3BP framework (Aliasi et al. 2011)

C, the Sun, and the planet, respectively, with 7 = ”’N'O || and 7, = ||i' » || Finally,
in Eq. (1.54), a denotes the dimensionless propulsive acceleration vector provided
by the sail.

By geometrical considerations, it is possible to express the position vector and
the planet—spacecraft vectorial distance as

F=Fo—pifp=F—(—wi=Frfp—i (1.55)

which allows Eq. (1.54) to be rewritten as a function of a single dimensionless vector,
viz.

i"c)+2icxf’®+icx[icx(i@—uf)]+I%MF%)+ ; Fs(fo-i)=a

In order to simplify the notation and make the nomenclature consistent with that
of the existing literature (Aliasi et al. 2011), the thrust models for the solar sail
and the E-sail cases are expressed by means of the lightness number formulation.
Accordingly, the dimensionless propulsive acceleration vector @ generated by a solar
sail can be written from Eq. (1.1) in dimensionless units as

l—p FPo-n

a=p—
r(ZD by + by + b3

{bifg + [b2(Fo - ) + bs]a} (1.57)
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where 7 is the Sun—spacecraft unit vector. Considering the E-sail case, the vector
a can be expressed by means of an equivalent lightness number as

LMo+ (o - )] (1.58)

a=rth 2

where 8 = aclz/(GmO). When the propulsive system is chosen, Eq. (1.57) or (1.58)
can be substituted in Eq. (1.56) to study the system dynamics.

An artificial equilibrium point (AEP) in a CR3BP is an equilibrium point in the
rotating (synodic) reference frame t. Such an AEP corresponds to a non-Keplerian
orbit, when observed with respect to an inertial frame. The determination of AEPs in
the CR3BP framework can be done with the aid of Eq. (1.56) by setting the derivatives
of the Sun—spacecraft vector e F@ equal to zero, i.e., Fbe = Fbe = 0, where the
subscript e identifies a nominal (and unperturbed) condition.

1.3.2 Case Study

As already mentioned, the most interesting application of AEPs for solar observation
is constituted of an L;-type AEP in the Sun-[Earth 4+ Moon] CR3BP. In this case,
the reference distance of the CR3BP is [ = rq, = 1 au, the angular velocity of the
synodic frame is wg = 27 rad/year, while ;1 = 3.0404 x 107°,

This case is illustrated in Fig. 1.20, which shows that the spacecraft is at an
equilibrium position in the synodic reference frame, and lies on the Sun—Earth line
at a (dimensionless) distance 7o € (0, 1) from the Sun, viz.

FOe =0l (1.59)

The maintenance of an L;-type AEP requires a constantly acting propulsive
acceleration (7 = 1 for the E-sail) directed along the i-direction, viz.

1—pa
a, = ﬂeTMi (1.60)

rOe

so that the required thrust angle is constantly equal to zero, i.e., ¢ = 0. This condition
can be obtained only with a Sun-facing attitude, i.e., « = 0. The required perfor-
mance parameter of the sail can be given as a function of the desired Sun—spacecraft
equilibrium distance as

WG 1 5.
Bo= 01— o B o (1.61)
l—n (1-7oe) L—p
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Fig. 1.20 Sketch of the
L1-type AEP maintenance
mission scenario

The results of Eq. (1.61) are summarized in Fig. 1.21. Note that realistic values
of B, can only maintain AEPs whose distance from the Earth is significantly smaller
than 0.1 au. However, a spacecraft placed at an AEP with e 7, = 0.980521 could
guarantee an early warning time of about 2 h in case of solar flares, thus doubling
the performance of the ACE mission (Stone et al. 1998), which is currently orbiting
around the (natural) equilibrium point L;.

Fig. 1.21 Required nominal 5
lightness number as a
function of Sun—AEP
distance in the Sun-[Earth +
Moon] CR3BP ar
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1.3.3 Linear Stability Analysis

The analysis of the dynamical behavior of solar sail- or E-sail-based spacecraft in
the vicinity of an L;-type AEP is now performed using the transformation

F=F,+5F 2 [f@e —u+x,y, z]T, F=0F2 [vx, vy, VZ]T (1.62)

where {x, y,z} < 1 and {vx, Vy, vz} <« 1 are dimensionless perturbation terms.
Introduce the state vector x defined as

x = [x, Y, 2, Vi, Vy, VZ]T (1.63)

of which the components are the position and velocity errors relative to the L;-
type AEP; see Eq. (1.62). Substituting Eq. (1.62) into Eq. (1.54), subtracting the
equilibrium solution (1.61) and neglecting the second-order perturbation terms, the
spacecraft linearized dynamics may be written in a compact form as

x = Ax (1.64)
where
OI1
A= |:(C [D] (1.65)

in which Q is a 3 x 3 zero matrix, I is a 3 x 3 identity matrix, while matrices C and
DD are defined as

¢ 00 020
C2[0c0|,DE]| 200 (1.66)
0 0 c3 000
with
1- 1-
S R e gy
"Oe (1—799) "oe| "o (1—706)
(1.67)
1
L (1.68)
"Oe (1-;6)

=c—1 (1.69)
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The existence of one positive eigenvalue of matrix A in Eq. (1.65) implies that the
spacecraft (perturbed) motion around L;-type AEP is always unstable (Aliasi et al.
2012; Biggs et al. 2010). Therefore, to guarantee AEP maintenance, the spacecraft
must be equipped with a suitable control system.

As is well known, the unstable direction of L;-type points is the radial direction
(along the unit vector i). Accordingly, a control system for AEP maintenance could
generate a suitable variation of the lightness number § with respect to the nominal
equilibrium value g,, thus introducing a small variation §8 and adjusting the radial
component of the propulsive acceleration. The lightness number variation could be
achieved by exploiting electrochromic control devices (Aliasi et al. 2013b; Funase
et al. 2011) for the solar sail case, or by adjusting the grid voltage for the E-sail case
(Toivanen et al. 2013, 2017). Equation (1.64) may be written as

x = Ax + B3 (1.70)
with

0
0
0
(1 _M)/FII@()
0
0

(1.71)

Assume that a proportional-derivative control law is applied, viz.
88 = —Kx (1.72)

where K is a row vector of gains. If only the radial direction is controlled, K has the
following structure

K[k 00k, 00] (1.73)

where k; (or k) is the gain relative to x (or v,). When Egs. (1.71), (1.72) and (1.73)
are substituted into Eq. (1.70), it is found that the system stability depends on the
eigenvalues of matric C, defined as

C=A-BK (1.74)

which obviously depend on the propulsive system (through 1) and the selected AEP
(through 7). This allows the control system designer to select values of k; and
ky capable of guaranteeing stability. Detailed discussions on such a control strategy
exist in the literature for the solar sail case (Niccolai et al. 2020b), for the E-sail case
(Niccolai et al. 2020a), and also for a generalized sail (Aliasi et al. 2011).



1 Displaced Non-Keplerian Orbits for Sun and Inner Planet Observation 35

1.4 Conclusions

The foregoing analysis has shown the potentiality of solar sails and electric solar
wind sails as primary propulsive systems of a spacecraft tracking a heliocentric
displaced non-Keplerian orbit. The performance requirements (in terms of propulsive
acceleration magnitude) of orbits with significant displacements are very demanding,
so that this advanced mission concept seems feasible only for a medium- or far-term
technology level.

On the other hand, the generation of an artificial L,-type Lagrangian point in
the Sun-[Earth + Moon] system constitutes a special case of non-Keplerian orbit
with significantly lower performance requirements. Such a specific mission scenario
would have a very interesting scientific application, since it would be ideal for a solar
observation mission capable of providing an early warning in case of solar flares. In
this case, the natural instability of such an equilibrium point could be counteracted
by a suitable control system capable of adjusting the sail lightness number.
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Chapter 2 ®)
Dynamics and Control of Electrostatic e

Flight

Marco B. Quadrelli, Michele Bechini, Joseph Wang, and Shota Kikuchi

Abstract We describe the principles of electrostatic flight in tenuous plasma around
solar system bodies. The lack of an atmosphere, low gravity levels, and unknown
surface soil properties pose a very difficult challenge for all forms of known loco-
motion at airless bodies. The environment near the surface of asteroids, comets, and
the Moon is electrically charged due to the Sun’s photoelectric bombardment and
lofting dust, which follows the Sun’s illumination as the body spins. If a body with
high surface resistivity is exposed to solar wind and solar radiation, Sun-exposed
areas and shadowed areas become differentially charged. Our work in this field is
motivated by the E-Glider, i.e., the Electrostatic Glider, which provides an enabling
capability for practical electrostatic flight at airless bodies, a solution applicable to
many types of in situ missions, which leverages the natural environment. The E-
Glider is a small spacecraft that uses, instead of avoids, the charged environment in
the solar system for near fuel-less circumnavigation, allows in situ characterization
of the plasmasphere of planetary bodies, and reduces the risk of landing on hazardous
surfaces.
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2.1 Introduction

Small airless bodies in the solar system (small asteroids and comets) represent the
next frontier in deep space exploration. Recent studies have demonstrated the impor-
tant role played by small airless bodies in the origin and history of the solar system
(Quadrelli et al. 2017b). Understanding small airless bodies also contributes directly
to research addressing the characteristics of the solar system that led to the origin
of life. The National Research Council has designated technologies for exploring
small bodies as a high priority for NASA because of their destination potential for
both scientific discovery and human spaceflight (which would also likely require
precursor robotic missions) (Council 2011).

Currently, our knowledge of small bodies is mostly obtained from remote sens-
ing. While remote sensing is very useful in providing information from a distance,
an in-depth knowledge requires proximity and in situ measurements. Small satel-
lites (SmallSat) (including CubeSats and nanosatellites) can enable a wide range of
proximity missions around small bodies.

In the last few years, nanosatellites have found numerous interesting applications
in commercial and scientific missions. Their role has switched from the old concept of
acheap and highly reliable small technology demonstrator to one of the most adopted
technologies in space application, especially for Earth observation. The novelty in the
application of nanosatellites lies in interplanetary missions and high-level scientific
missions. To make these types of missions feasible for a nanosatellite, a “push” in
the development of new advanced technologies is required. In particular, the main
fields in which the biggest effort should be employed are propulsion (state-of-the-art
solutions are chemical and electric thrusters (Pdscoa et al. 2018), but two promising
technologies are solar sails and field-emission electric propulsors), communication
(low-power deep space systems), and navigation and control (autonomous navigation
and high-accuracy pointing). If properly developed, these technologies can lead to
the beginning of a new era of space exploration based on less expensive but more
versatile spacecraft with new operational capabilities.

However, mobility around small bodies is highly challenging (Quadrelli et al.
2017b). Gravitational acceleration produced by small bodies is very small, typically
on the order of the milli-G order of magnitude (Quadrelli et al. 2017b). The shape of
asteroids/comets is typically extremely irregular, and the mass distribution is typically
nonuniform. Hence, the gravity field around small bodies is typically highly complex
(Scheeres 1994; Scheeres et al. 2006).

The National Research Council (USA) stated that the development of new tech-
nologies for small-body mobility should be of high priority for NASA (Council 2011).
Moreover, recent observations have demonstrated the relevance of small bodies from
an astrobiological point of view (Quadrelli et al. 2017b), making their exploration
extremely intriguing. In situ analysis of small bodies like asteroids and comets is
limited by the knowledge of the surface terrain since all the current robotics and
human systems rely on the interaction between the system itself and the main body
surface. Several studies have revealed that the surface of small bodies can show
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extremely different landscapes composed of a thick layer of fine regolith in some
cases or by big boulders in other cases (Han 2015; Scheeres et al. 2006). Recently,
some advanced vehicle concepts capable of operating in extreme conditions like the
ones depicted above have been proposed, for example, the DuAxel vehicle (Nesnas
et al. 2012) which will be capable of operating in extremely challenging surface
conditions, or the recently assembled small helicopter capable of flying in Mars’
atmosphere (Withrow-Maser et al. 2020), avoiding the problems related to the sur-
face conformation. Despite the extremely fascinating capabilities of these vehicles,
they are still not suitable for applications on a small airless body due to the extremely
challenging conditions for mobility.

The environment presented by small bodies is extremely challenging (Quadrelli
et al. 2017b). Due to the extremely irregular shape presented by some asteroids,
the gravity field can be highly irregular, especially on the surfaces (Scheeres 1994;
Scheeres et al. 2006). The combined effects of the irregularity of the gravity field and
the low intensity of the gravitational acceleration produced by these bodies (milli-G
order of magnitude Quadrelli et al. 2017b) make the environment highly perturbed
(Scheeres 2012). The effects of solar radiation pressure (SRP) have been proven to
have a strong impact on vehicle dynamics (Scheeres 1994, 1999). As a result of this
highly perturbed environment, escape velocities from these bodies are particularly
low (Scheeres and Marzari 2002; Scheeres 2007). This must be carefully taken into
account both for landers and orbiters, and for these reasons, vehicles that operate
in micro-gravity are different from planetary vehicles, requiring special precautions
in the design phase. Mobility in this environment is currently achieved by using
hoppers, grippers, and hybrid systems (Seeni et al. 2010; Quadrelli et al. 2012). No
other solutions are present at this time (Quadrelli et al. 2017b). Another promising
idea is to take advantage of the environment near the airless body, developing the
vehicle named Electrostatic Glider (E-Glider) capable of exploiting the naturally
charged particle environment near the surface to produce lift (Quadrelli et al. 2017b).

As will be discussed later, for small satellites, the effects from solar radiation
pressure and electrostatic interactions between a charged airless body and a charged
spacecraft can become comparable to that of a gravitation field, and can thus have a
strong impact on the vehicle dynamics (Scheeres 1994, 1999; Cui and Wang 2019).
The combined effects from a small and irregular gravitational field and the perturba-
tions from solar radiation pressure and Coulomb force make the dynamic environ-
ment around small bodies highly complex (Scheeres 2012). As a result, vehicles that
operate in such a highly perturbed micro-gravity environment need to satisfy a set of
mobility requirements different from standard planetary spacecraft. Various propul-
sion options and mobility concepts have been previously proposed for small-body
missions, such as solar sails, electrospray thrusters, hoppers, grippers, and hybrid
systems (Seeni et al. 2010; Quadrelli et al. 2012).

The E-Glider concept, developed at NASA’s Jet Propulsion Laboratory (Quadrelli
et al. 2017b), is a new technology that can offer significantly more advantageous
propulsion and navigation capabilities for proximity operations around small airless
bodies using SmallSats.
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This concept makes it possible to have a “closer look™ at the asteroid surface
without touching it and thus avoiding all the problems related to interacting with an
extremely uncertain surface.

The E-Glider concept utilizes the electrostatic force between spacecraft and the
naturally charged environment in proximity of an airless body for mobility. Without
a global magnetic field and an atmosphere, small airless bodies are directly exposed
to solar radiation and space plasma and thus are electrically charged by the ambient
plasma and the emissions of photoelectrons and secondary electrons. A spacecraft
around a small airless body is also electrically charged by the same process. By
manipulating the charging state of a “glider” and thus the Coulomb force, an E-Glider
may achieve complex orbital maneuvers beyond the capabilities of other mobility
options.

We note that utilizing the electrostatic interaction between charged bodies had
been considered for possible space applications in recent years, such as for docking,
formation flying, collision avoidance, and attitude control (Quadrelli et al. 2017b;
Schaub et al. 2004; Aslanov and Schaub 2019; King et al. 2002). However, these
applications differ from the E-Glider concept because all of them rely on the Coulomb
forces artificially generated between two (or more) spacecraft, while the E-Glider
interacts directly with the electrostatic field around small bodies.

The E-Glider vehicle concept is bioinspired by small spiders (named gossamer or
ballooning spiders) that produce charged threads that are mutually repelled (creating
a sort of “hot-air balloon” made by thin threads) due to the presence of an electric
charge, which also interacts with the Earth’s static atmospheric electric field, gener-
ating a lift component on the spider itself (Morley and Robert 2018). This ballooning
is effective also in absence of convection or aerodynamics effects. Thus, behaving
like a gossamer spider, the E-Glider transforms the problem of the spacecraft charg-
ing into an advantage being capable of orbiting and maneuvering due to electrostatic
interactions with the environment (see Fig.2.1).

This paper proposes the two distinct types of operations for an E-glider, namely,
electrostatic hovering and electrostatic orbiting. The basic strategy of electrostatic
hovering is to create artificial equilibrium points by inducing repulsive electrostatic
force. These artificial equilibrium points are present not only on the nightside but also
on the dayside, unlike natural equilibrium points, as illustrated in Fig. 2.2. Therefore,
the proposed method can potentially achieve fuel-free hovering on the dayside with-
out experiencing an eclipse. On the other hand, the utilization of electrostatic force
offers advantages for orbiting operations as well. This paper identifies a new class of
periodic orbits around asteroids using electrostatic force, which is called electrostatic
periodic orbits. In contrast to the natural terminator orbits, these orbits are displaced
from the terminator plane in the direction of the Sun, as depicted in Fig. 2.2, enabling
the observation of the sunlit side of an asteroid. Besides, the electrostatic periodic
orbits are Sun-synchronous, thereby ensuring constant illumination from the Sun.
Another advantage of electrostatic orbiting is that it only requires a small amount of
power; for example, some electrostatic periodic orbits consume only a few watts of
electricity.
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As mentioned above, electrostatic hovering and electrostatic orbiting methods
using an E-glider allow dayside operation without requiring any fuel. Therefore,
the proposed methods are advantageous for mass budget, optical observation, solar
power generation, and thermal design. By virtue of these characteristics, the E-Glider
enables asteroid missions with lower cost and higher scientific value. For instance,
an E-Glider could serve as a daughter spacecraft (secondary spacecraft deployed by
a bigger spacecraft that acts as the mother spacecraft) for close observation of an
asteroid. In addition to these practical advantages, this study is also intriguing in that
completely new aspects of astrodynamics are revealed.

Many science objectives can be addressed by the E-Glider at small bodies, such
as determining surface mechanical properties, searching for in situ resources, and
understanding and simulating human activities in a low-gravity environment, among
many others. Thanks to recent advances in miniaturization, several science-grade
instruments are becoming available for implementation on small vehicles such as
CubeSats. Some of these instruments which could be suitable for use on the E-Glider
are (Kobrick et al. 2014) quadrupole ion trap spectrometers (2.5 kg, with isotopic
accuracy < 1%), snow and water imaging spectrometers (with high throughput, low
polarization, high uniformity, in the 350-1700-nm spectral range), advanced infrared
photodetectors (thermal sensitivity of 0.2°), high-resolution visible cameras (used for
science, optical navigation, and autonomous navigation demonstration), and micro-
seismometers.

To alter the charge level of the electrodes of the E-Glider, the methods described
in Quadrelli et al. (2017a) have been considered. A “classic” charge ejection system
that works by emitting beams of electrons (Evlanov et al. 2013) or ions (Masek and
Cohen 1978) could be used to generate and control surface charging (Lai 1989), but
it must be noticed that the emission of only positive ions leads to negative potential
of the spacecraft of the order of kV (Lai 1989; Masek and Cohen 1978). Because of
the potential bias due to the differential charging caused by the returning particles
and to the uncertainties in the definition of the return current patterns (Quadrelli et al.
2017a), charge control systems based on monoenergetic beams are not commonly
used. Moreover, for the E-Glider concept, the system for generating ion beams can
be bulky. Another possible method is the use of electron field emission devices
(Iwata et al. 2012; Khan et al. 2013). Currently, these devices are limited to only
electron emission, and they need to be hard-mounted and coupled to the surfaces to
be charged. These devices can be used to imitate photoelectron emission (Quadrelli
etal. 2017a) due to the low potential reached. Proper selection of the surface material
could act as another simple way to generate differential charges on surfaces. Several
studies on the electrical properties of the materials are available in the literature
(e.g., Plis et al. 2018; Czepiela et al. 2000; Mizera 1983). This method is not well
suited for the E-Glider concept, even if this is a simple and passive method, because
the differential charge is strongly dependent on the environmental conditions, which
can be highly variable in the scenarios that will be explored by the E-Glider. In
conclusion, the last method considered to induce different potentials on different
surfaces is the employment of direct biasing devices like batteries and solar cells or
small Van De Graaff generators (Peck 2005). A small Van De Graaff generator seems
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to be the most promising and reliable charge source to be applied to the E-Glider
concept due to the possibility of generating high surface potentials (Quadrelli et al.
2017a), even if drawbacks like the presence of moving parts or the necessity of being
always powered by batteries or solar cells are still present. These methods must be
capable of reacting in a short time to a fast-changing external environment that can
be sensed by using classic Langmuir probes mounted onboard and that could act also
as electrodes to control the E-Glider dynamics.

This paper presents a unique dynamical framework behind the complex environ-
ment around an asteroid involving the interaction between irregular gravitational
force, SRP force, and electrostatic force. Consequently, this research expands the
possibility of flight mechanics in space. This paper concludes that electrostatic flight
using an E-Glider is useful for asteroid missions and exhibits unique and valuable
dynamic characteristics. Figure 2.3 shows the elements of the concept of operations
for modeling and simulation of E-Glider operations: (a) the relevant dust and charge
environment is modeled with high-fidelity physics codes; (b) the coupled orbital and
attitude dynamics can now be modeled in this environment; (c) the local plasma
conditions, combined with the E-Glider dynamics and local charge levels can new
enable the process of electrostatic inflation; (d) electrostatic maneuvering is now
possible; (e) circumnavigation and small-body sampling is enabled based on elec-
trostatic hovering and orbiting; and (f) leading to new airless body science that was
not possible before.

The chapter’s layout is organized as follows. In Sect. 2.2, we discuss the chal-
lenges presented by the environment near an airless body. Then in the Sects. 2.3-2.7,
a description of the kinematics and kinetics of electrostatic flight is presented. We
consider a system composed by a small airless asteroid and an E-Glider. These sec-
tions include the derivation of the equations of motion and of attitude dynamics. The
gravitational and the SRP effects equations are derived for an extended spacecraft,
and the gravitational field is defined both for a spherical body and for an ellipsoidal
one. The core of the dynamical modeling is the spacecraft—plasma electrostatic inter-
action model and the model used to define the plasma around an airless body. These
topics are discussed in Sect. 2.8, where both an analytical and a numerical model
of the electric field are presented, and in Sect. 2.9, where the equations for the elec-
trostatic effects are derived. The definition and the analysis of a new class of orbits
named electrostatic periodic orbits are carried out in Sect. 2.10 by using the Nit-
ter model for the electrostatic field definition. In the same section, the effects of an
ellipsoidal asteroid on the E-Glider orbital dynamics are evaluated. By using the
same model for the electrostatic field and for the spacecraft, the attitude stability of a
double-dipole spacecraft is addressed in Sect. 2.11. These two analyses are merged to
investigate the coupled orbital attitude stability in Sect. 2.12. The other mode to con-
duct the dayside operation of the E-Glider, the fixed hovering with respect to the Sun,
is investigated for a point-charge spacecraft in Sect. 2.13 by using the particle-in-cell
(PIC)-described plasma field. In Sect. 2.14, a preliminary control law to switch a
single-dipole and a double-dipole E-Glider from a hovering condition to another is
defined and investigated, by including also a preliminary electrostatic attitude con-
trol. In regards to the power required and the potential reached by the electrodes,
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Table 2.1 E-Glider concept models

M. B. Quadrelli et al.

»

1

Coupled
Trajectory &
Attitude
Dynamics

A

Electrostatic Inflation
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S/C model

Electrodes geometry
model

Plasma model

Sections

Point-charge S/C Sphere PIC Section 2.13
Single-dipole S/C Sphere PIC Section 2.14
Double-dipole S/C Sphere Nitter Sections 2.10, 2.11,
2.12,2.15
Double-dipole S/C Sphere PIC Sections 2.14, 2.15
Double-dipole S/C Wires (hoops) PIC Section 2.15

several analyses are conducted considering both the Nitter and the PIC plasma model
for both the orbital and the hovering case for several electrodes geometries to identify
the most promising one, and by comparing the results obtained and reported in Sect.
2.15. In conclusion, the main outcomes of this research are summarized in in Sect.
2.16 with possible future developments on the E-Glider concept.

To have an easier overview of the spacecraft models described in this work, they
are summarized in Table 2.1 with the sections in which they are discussed.
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2.2 Environmental Challenges at Small Bodies

The physics at airless bodies is dominated by four physical fields (Kobrick et al. 2014;
Quadrelli et al. 2015): (a) microgravity, responsible for locomotion; (b) cohesion
forces, which can dominate particle interactions through van der Waals forces; (c)
solar radiation, which is constantly acting; and (d) electrostatics, which is strongest
at the terminator where it can lead to significant dust transport. The highly irregu-
lar shapes of many asteroids and other small bodies lead to unique modeling and
dynamics challenges. In contrast to the gravitational fields of spherical and ellip-
soidal bodies, those produced by near-earth objects (NEOs) are frequently much
more complex. The gravitational fields of these irregular bodies exhibit high lev-
els of variation at both the surface and locations near the bodies. These gravitational
fields are often orders of magnitude weaker than the Earth’s. In addition to exhibiting
irregular shapes, the gravitational fields produced by small bodies often have milli-G
or micro-G orders of magnitude. As a result, escape velocities from these bodies are
exceptionally low and must be carefully considered when maneuvering landers or
spacecraft. Another consequence of these low gravitational magnitudes is that the
rotational period, sometimes as fast as a fraction of a minute, may impact the motion
of the spacecraft’s motion. It may be possible to take advantage of this behavior
to aid in motion between surface locations on a small body. This could potentially
be achieved by applying an impulse to the lander such that it hops away from the
surface without an orbital velocity component while the small body continues to
rotate. This maneuver would lead to a change in position when gravity pulls the
lander back to the surface. As the topics examined illustrate, it is necessary to under-
stand the impacts of both small gravitational magnitudes and irregular gravitational
field shapes to ensure successful spacecraft interactions with small bodies. The envi-
ronment near the surface of airless bodies (asteroids, comets, moons) is electrically
charged due to interactions with solar wind plasma and ultraviolet (UV) radiation.
Charged dust is ever present, in the form of dusty plasma (Vladimirov 2005). Comets
have a gas tail and a second electrostatic tail. This environment is also largely unex-
plored. Electrostatically levitating dust grains have been hypothesized to exist above
tens of meters above the dayside surface (Hartzell 2012; Lee 1996). If a body with
high surface resistivity is exposed to the solar wind and solar radiation, sun-exposed
areas and shadowed areas become differentially charged. Charging on the dayside
surface is dominated by photoelectrons emitted due to solar UV radiation that cre-
ate a positive surface potential, while the shadowed side accumulates electrons and
acquires a negative surface potential. Recent work Renno and Kok (2008), Stubbs
etal. (2006) shows that on the Moon, soft solar X-rays with wavelengths smaller than
25 Angstroms can remove electrons with energies of 500 to 1500 eV from the surface
and create cm-scale electric fields which may reach levels of 50—150kV/m. The
spokes in Saturn’s rings are most likely clouds of particles electrostatically levitated
from the surfaces of larger bodies in the rings, and electrostatic dust transport pro-
cesses have been proposed on the surface of Mercury (Ip 1986) and comets (Mendis
et al. 1981). Asteroid electric charge has never been measured, but simple estimates
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predict that an electric potential difference of 1kV can be attained on the dark side
compared to the sunlit side, which becomes slightly positively charged by photoelec-
tron emission. These differences are enhanced further at the terminator (the day/night
boundary) when fields could reach 100-300 kV/m (Aplin et al. 2011) (with results
obtained by simulation). Millimeter-size particles can be most easily lifted from the
surface of [tokawa (Hartzell 2012). As these particles are lifted, they dislodge smaller
particles that are harder to lift due to their strong cohesive forces. Once separated
from the surface, grains can either travel on ballistic trajectories, escape from the
asteroid, or levitate. During these migrations, the larger particles can get trapped in
topographic lows, as observed in Miyamoto (2007). As a surface element on a resis-
tive asteroid rotates in and out of view of the Sun, electrostatic levitation may agitate
its uppermost particulate layer. Larger levitated particles remaining gravitationally
bound to the asteroid are redistributed across its surface following local electrostatic
and gravity gradients. Consequently, the study of levitating dust is relevant in that
it provides some insight into the plasma environment and confirms the possibil-
ity of levitation. An intriguing example from nature discussed in Gorham (2013)
refers to existing observations and the physics of spider silk in the presence of the
Earth’s static atmospheric electric field (—120 V/m negative) to indicate a potentially
important role for electrostatic forces in the flight of gossamer spiders. A compelling
example is analyzed in detail, motivated by the observed “unaccountable rapidity”
in the launching of such spiders from the vessel H.M.S. Beagle, recorded by Charles
Darwin during his famous voyage, on a day without wind, and far away from the
shore. It is believed that such spiders can emit threads that are either preloaded with
a static electric charge so that the presence of this charge will lead both to mutual
repulsion among the emitted threads, and an additional overall induced electrostatic
force on the spider, providing a component of lift that is independent of convection
or aerodynamic effects. The E-Glider biomorphically behaves like one of these spi-
ders, greatly favored by the charged environment, in absence of aerodynamics and
convection, and in the microgravity fields at small bodies.

2.3 Kinematics

The definition of the notation and the reference frames used is necessary to correctly
understand the dynamic models and the equations of motion explained in the fol-
lowing paragraphs. The notation used to express the vectors and the matrices in the
different reference frames is the following:

e “x stands for a vector or a tensor x expressed in the a-frame

e “wy, stands for the angular velocity of ¢ frame with respect to b frame expressed
in the a frame

e “R,, stands for the rotation matrix (or tensor) R which converts ?x into ¢x, thus
ay — aRbe



2 Dynamics and Control of Electrostatic Flight 51

x,mas

Fig. 2.4 Main body-centered reference frames: asteroid-centered inertial (ACI) and
radial/in-track/cross-track (RIC)

2.3.1 Main Body-Centered Reference Frames

e Radial/in-track/cross-track (RIC) frame: r

The radial/in-track/cross-track (RIC) reference frame is the reference frame used
to write the translation equations of motion. This is a non-inertial reference frame.
The RIC frame is defined as (see Fig. 2.4):

O = origin at the main body center of mass

e X = axis directed away from the solar system barycenter (e.g., along the radial
direction)

Y = axis lying on the orbital plane and completing the right-handed orthogonal
frame (e.g., along the in-track direction)

e 7 =axis parallel to the orbital angular momentum vector (e.g., along the cross-track
direction)

The RIC can be derived from the perifocal reference frame by translating it from
the barycenter of the solar system to the main body center of mass and then by
applying a rotation equal to the true anomaly of the main body.

"R, =[0®)]s 2.1



52 M. B. Quadrelli et al.

Fig. 2.5 ACI reference frame

e Asteroid-centered inertial (ACI) frame: a
The Asteroid-Centered Inertial (ACI) reference frame helps to define the attitude
and the rotations of both the spacecraft and the Main Body. This reference frame
can be assumed to be inertial when the attitude refers to it (the non-inertial com-
ponents are due to translation).

This reference frame can be defined as (see Fig. 2.5):

e O = origin at the main body center of mass

e X = axis lying on the equator and pointing towards the prime meridian at the
reference epoch

e Y = axis lying on the equator and completing the right-handed orthogonal frame

e 7 = axis directed as the main body rotation angular momentum vector

The ACI reference frame can be derived by translating the international celestial
reference frame on the main body and then rotating it as

“R; = [Wols[81i[e]3 (2.2

where W, is the position of the prime meridian at a given epoch, § is the declination
of the positive pole, and « is the right ascension of the positive pole (see Fig. 2.5).
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Fig. 2.6 Spacecraft-centered reference frames: body-fixed (BF) and post-fixed (PF)

2.3.2 Spacecraft-Centered Reference Frames

e Body-fixed (BF) frame: b
The body-fixed (BF) reference frame is rigidly “attached” to the spacecraft. The
propagation of the attitude equations of motion is carried out in this reference
frame. We assumed the attitude and the rotation rates considered as expressed in
the BF frame and related to the ACI frame.

The definition of the BF reference frame is (see Fig. 2.6) as follows:

e O = origin at the spacecraft center of mass
e Axes = defined by the geometry of the spacecraft (usually oriented towards the
principal axes of inertia)

The attitude quaternion ”q,, defines the orientation with respect to the ACI frame.

2.4 Linearized Equations of Motion for Translational
Motion

In the ensuing paragraph, we derive the equations of motion both for the case of
the Clohessy—Wiltshire formulation, suitable for a main body with almost circular
orbits, and for the case of the more accurate “full dynamic” formulation, which can
be applied also to asteroids that are on orbits with high eccentricity.
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The linearized equations of motion are obtained by considering the main body
as a target and the E-Glider as the chaser, while the Sun is the third body in the
full model case. The derivation of the equations of motion is in the RIC reference
frame; thus, the distance of the target from the Sun and both the angular velocity
and the angular acceleration with respect to the Sun are needed to derive the correct
formulation. We assume the case of “proximity flight” (Scheeres and Marzari 2002)
in the derivation of the equations of motion; thus, the distance of the spacecraft from
the Sun and the distance of the main body from the Sun are comparable, and the
distance of the spacecraft from the main body is much less than the previous two
distances. By knowing the Keplerian parameters of the main body orbit around the
Sun and 8 = 6(¢), the equations applied in the computation of the distance d of the
main body from the Sun, and the instantaneous asteroid orbital angular velocity and
angular acceleration 6 and 6 are

hg 1 Pﬁl
d=—-%. = (2.3)
s 14+ e,cos0 1+ e,cos0
. h2 P
§ = "o _ VIt 24
d? d?
.. s e4sinfo e.0%sind
f=-2/—=. = -2 (2.5)
P, d 1+ e,cos0

The angular velocity vector of the main body about the Sun is €2, and it has a
constant direction taken to be in the Z-direction in the perifocal (PQW) frame; thus,
2 is also the angular velocity of the RIC frame with respect to the PQW frame. The
magnitude of 2 follows Eq. (2.4). Moreover, " = (0, 0, 6) and rQ = (0,0, 6) can
be easily verified. We need the spacecraft acceleration in the RIC frame to write
the translational equation of motion in this reference frame. Let r be the position
vector of the spacecraft with respect to the main body, while Dy and D, are the
position vectors of the spacecraft with respect to the Sun and of the main body
with respect to the Sun, respectively, as shown in Fig. 2.7. By knowing that D, =
D, + r, the absolute acceleration can be obtained after some mathematical steps as
(Curtis 2010):

D,=D,+a+ @ xr+2x2xr+22xv (2.6)
where r, v, and a are in the RIC frame.  x r is the term related to the angular
acceleration of the frame, while £ x £ x r and 28 x v are the centrifugal term
and the Coriolis accelerations, respectively. By solving Eq. (2.6) for the relative

acceleration a in the RIC frame and by knowing that ¥ = D, — D, it results that

Aa="F—QUXr—2x2xr—22xv 2.7
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Fig. 2.7 Full model reference frames and vectors

The vector ’t measured in the inertial frame must be computed to define the
relative acceleration in the RIC frame (the comoving one). To do that, a linearized
model that is valid since r << Dy, D, can be used. By recalling that ﬁa = —%Da,
the equations of motion of the chaser relative to the target measured in the P“QW
inertial frame can be derived after some mathematical steps, assuming negligible the
higher-order terms, as

-} [r— 2 o, -r)Da] 2.8)

By expressing r and D,, in the comoving RIC frame and by substituting the result
into Eq. (2.7), the equation of motion for the translation for the full model in the
RIC frame can be obtained by introducing the term % which gives the effects of the
active forces acting on the spacecraft. Hence,

o [T L L Y
ra=— — 2 4y |46 | = [ 467 4y | +26 | v (2.9)
M 43 ]
+r, 0 0 0
P =Ty (2.10)

For the purposes of this work, the main body gravitational perturbation effects, the
Solar radiation pressure force, and the spacecraft electrostatic interactions with the
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plasma field are considered. The effects of the magnetic field B of both the asteroid
and the Sun have been neglected in the following analyses by assumptions.

The Clohessy—Wiltshire formulation can be derived by assuming the target (the
main body) to be on a circular unperturbed orbit around the third body (the Sun).
This strong assumption allows to consider the mean motion of the main body as con-
stant, hence 6 = N = const. Moreover, e = 0 for a circular orbit; thus, the angular
momentum can be written as h, = /s D,. By using these relations and by knowing
that since N = const, the term related to Qis null, and the first cardinal equation in
the RIC frame (Eq. (2.9)) can be rewritten by using the Clohessy—Wiltshire approx-
imation as follows:

rf +vy +3r,
"a=— +2N|—v, |+N*| 0 (2.11)
M 0
—r
="y (2.12)

2.5 Attitude Dynamics

The equation of motion for the attitude is the classical Euler’s equation used for
attitude propagation. This equation can be derived from the momentum equation
written in an inertial reference frame. The Euler’s equation in the BF frame is

P JP0u =P TP @ x Pway + T (2.13)

bw,, is the angular rate of the BF frame (thus the spacecraft angular rate) with
respect to the inertial reference frame (ACI) expressed in the BF reference frame.
The term °T collects all the active torques applied to the spacecraft expressed in the
BF reference frame. The active torques are given by the gravity field of the main
body, the solar radiation pressure torque, and the electrostatic effects. The attitude
dynamics equation must be completed by adding also the attitude kinematics. We
used the quaternion representation in this work; thus, the quaternion kinematics
equation can be written as

1 [tw
by, _ ab b
qa_ 2 |: O i|® qa (214)
Here, °q, is the attitude quaternion from the ACI to BF reference frame, and the

symbol ® stands for the quaternion products. The quaternion must be normalized
after each integration step in order to avoid divergences.
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2.6 Gravitational Forces and Moments

Two different gravity field models have been considered, the classical and simple
point mass gravity model and a more complex and accurate model based on the
spherical harmonics expansion model.

2.6.1 Point Mass Gravity Model

The point mass gravity model is suitable for bodies with a spherical/symmetric
mass distribution. If we can assume that the mass of the main body is concentrated
in the center of gravity of the body itself, then the point mass gravity model is
valid. This model is singularity-free, and its computational cost is extremely low,
such that the point mass gravity model can be used for feasibility studies and first
approximation analysis. f,, the gravitational force acting on the spacecraft, can be
simply derived by knowing that the gravitational force is conservative. Thus, the
gravitational acceleration is a, = VU, where U is the gravitational potential; thus,
it results to be
n

a, = —r—3r (2.15)

The formulation for the gravity gradient tensor Gy is the following (Gottlieb 1993):

3
G, =Va, = — = (I—r—2r®r) (2.16)

73

Notice that the symbol ® stands for the outer product.

2.6.2 Spherical Harmonics Model

The expansion in spherical harmonics of the gravitational field is a commonly used
method to compute the gravitational potential U,. This method offers the possibility
to compute the tangential components of the gravitational and to achieve an accuracy
level higher than the point mass model without introducing an excessively high com-
putational load (e.g., as the FE MASCON method). For the analysis of an E-Glider,
the terminator region can be of particular interest; thus, a singularity-free method is
mandatory for the computation of the gravity field also at the poles. There are sev-
eral singularity-free methods; the one used here is the method developed by Pines in
1973 (Pines 1973) due to its accuracy and fast computational capabilities. A modi-
fied recursion formula is needed for the computation of the Legendre polynomials to
also achieve the stability required for high-order gravitational models since the one
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originally proposed by Pines was unstable for high n (Eckman et al. 2011; Lundberg
1988). Hence, the gravitational potential can be rewritten as

n

Ug= pn Y Apm()Dy(s.1) 2.17)
n=0

m=0

The definition of p, is Pines (1973) (see Eq. (2.26)) and D,, ,,(s, t) is a mass
coefficient function. Equation (2.17) must be differentiated in Pines’ reference frame
in order to compute the gravitational acceleration a,; thus, the equations for the
gravitational acceleration and for the gravity gradient tensor are

a, = VU, = aji + az + ask + asf (2.18)

0 . N .
G, = Va, = - (i + aof + ask + i) (2.19)
r
The equations to compute both the coefficients of Eq. (2.18) and the derived
coefficients of Eq. (2.19) simply and efficiently are available in Pines (1973).

2.6.3 Forces and Torques on an Extended Body

The computation of both the gravitational forces and the gravitational torques acting
on the spacecraft is mandatory, independently from the model assumed. The local
acceleration a, (r) and the local gravity gradient G, (r) components can be computed
as explained in the previous section.

In the analysis, the spacecraft can be considered or as an extended single body
(hence with a single mass and a single inertia), or as an ensemble of parts (multibody
approach) with their own mass localized at the center of gravity of the part itself. A
linear model can be assumed for the case of a satellite modeled as an extended body.
In this case, the vector p = r — r(, in which ry is the position of the center of mass,
gives the position of a point with respect to the center of mass of the spacecraft; thus,
the approximated equation for the gravitational acceleration is

a,(r) = 2,(rp) + G (r0)p (2.20)

By integrating Eq. (2.20) and by remembering that f s/C pd M is the first moment
of mass about the center of mass itself, hence null by definition, the gravitational
force results to be

f, = a,(r) M 2.21)
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In the case of a spacecraft modeled as an ensemble of parts, the total gravitational
force acting on the whole spacecraft can be computed as the summation of the forces
acting on each part constituting the spacecraft; thus, by referring with the index i to
the i-th part, the gravitational force is

f, = Z ( / o ag(r,-)dMi> = Z (a,(r)M;) (2.22)

l

where r; and M; are the position of the center of mass and the mass of the i-th
part, respectively. This method has a stronger impact on the computational load with
respect to the previous one, but it allows us to achieve a higher level of precision
for highly extended bodies (where the linearized model of the first case is no more
valid).

For the case of a single extended body, by using the very same assumptions of
the previous paragraph, the equation for the gravity torque is

T, = / p % (a,(ro) + Gy (ro)p)d M (2.23)
s/C

By remembering that, once again, | s/C pdM is the first moment of mass about
the center of mass itself, hence null by definition, we can obtain

T, = / p X G, (ro)dM (2.24)
s/C

The total torque for the case of a spacecraft made by several parts can be expressed
as the sum of the torques given by the gravitational forces acting on each part i,
resulting in

= Z (/i—thpzm pix 3g(l‘,‘)dM,-> = Z (pi X ag(ri)Mi) (2.25)

i i

where p; is the position of a point of the i-th part with respect to the center of mass of
the i-th part itself. As before, this method is both more precise and more expensive
from the computational point of view.

2.6.4 Irregular Asteroid Model

The asteroid is modeled as a homogeneous triaxial ellipsoid with semimajor axes
R., Ry, and R, (R, > R, > R.). The mean radius of the asteroid is given as R =
50 m, which satisfies R> = R,R,R., and the axis ratio is taken as a variable in
later subsections. The asteroid is rotating uniformly about the shortest axis with the
rotation period of 7,,, = 8 hr, and the rotation axis is assumed to be perpendicular to
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Fig. 2.8 Reference frames H. B
around an ellipsoidal asteroid ’ Spacecraft

the ecliptic plane (Kryszczynska et al. 2007). Then the asteroid body-fixed coordinate
can be defined as shown in Fig. 2.8. Here, a left superscript “H” represents the Hill
coordinate system, and “B” represents the asteroid body-fixed frame. The * 7 axis and
B 7 are identical because of the assumption regarding the rotation axis. Henceforth, the
position of a spacecraft is expressed in terms of the Hill coordinate as “r = [x, y, z]T
and in terms of the asteroid body-fixed frame as ®r = [x3, yz, z5]".

Let ¥ C g denote the rotational transformation matrix from the asteroid body-fixed
coordinate to the Hill coordinate system. Then the coordinate transformation for an
arbitrary state vector u is expressed as “u = #CpBu, where 7 Cyp is given by the
equation below.

€080, —Sinb,,; 0
Hep = | sinb., €086 O (2.26)
0 0 1

Here, 6,,, is the rotation phase of an asteroid and given as a function of time by
the following equation:

2
Orpr = —t 2.27
' TV'O[ ( )

2.6.5 Irregular Gravitational Field

The gravitational potential of an asteroid is calculated based on a triaxial ellipsoid
model. The gravitational coefficients C,,,, of its spherical harmonics expansion up to
the fourth order are defined by the following equations (Scheeres 2012):



2 Dynamics and Control of Electrostatic Flight 61

Cio= —— (2R — (R? + R2))
20 — lORg c a b
1
Cyn = R: — R}
p%) ZOR(%( . )
15 2 (2.28)

5
Cip = 5C20C22

5 2
Cu = 2_8C22

Using these coefficients, the gravitational potential is given by the equation below.
I R\ (1 2 2
Ug =— 1+<7> {5C20(3sin 8p — 1) +3Cocos 830052)»3}

r r

R\ (1 s > (2.29)
+<7> {§C40(353in ép —30sin”“ §p + 3) :

r

+ 5 04 cos? 85 (7sin? 85 — 1) cos2 1 4 55 cos4
) 42 cos” dp(7sin“ dp )cos2ip + 105C44 cos™ 8p cos4rp

where §5 and A g denote the latitude and longitude, respectively, defined in terms of
the asteroid body-fixed frame. The relation between (5, Ag) and the position of a
spacecraft can be expressed as follows:

8 = sin~! (Z—B>
,

(2.30)
Ap = tan~! (y—B>

Then from Eq. (2.29), the gravitational acceleration from an ellipsoidal asteroid
can be obtained.

2.6.6 Gravitational Torque

The gravitational torque T can be expressed as follows by applying the Taylor series
expansion (Hughes 1986):

3
Tg = “orxIr 2.31)
r
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It is important to note that both the gravity gradient torque and the electrostatic
torque are dependent on the position of a spacecraft with respect to a small body, and
therefore the orbital motion of a spacecraft exerts an influence on its attitude motion.

2.7 Solar Radiation Forces and Moments

The exchange of momentum between the photons and a surface results in solar
radiation pressure. Each source of electromagnetic radiation has an effect on a solid
surface, but the pressure given by the solar radiation is predominant at 1 AU (Lyon
2004); thus, the other terms are negligible in this analysis. In a macro-model approach,
the incident radiation on a surface can be either absorbed, specularly reflected, or
diffusely reflected (by assuming no transmission of radiation through the spacecraft).
In the following, d A is the surface area with normal fi subjected to the incident flux
®. The incident flux has an inclination @ with respect to the normal f. The versor §
points towards the origin of the radiation. The summation of the three forces given
by the absorption, the specular reflection, and the diffusive reflection of the incoming
radiation gives the total resultant force over a flat surface d A:

® 2
dfp = dfps + df g + dfpg = ——dAcosa |:<2Cpscosa + gc,,d) fi+ (Cpg + Cpa) s] (2.32)
Cc

The two models suitable for the computation of the solar radiation pressure effects
are the cannonball model and the backward ray-casting model.

2.7.1 Cannonball Model

The cannonball model is a classical simplified approach to compute the resultant force
and torque over the external surfaces of a spacecraft. The spacecraft can be approxi-
mated by a sphere of equivalent external area and with constant thermo-optical prop-
erties as an assumption of this model. The incoming flux of electromagnetic radiation
is incident over the cross-sectional area, such that the total force results to be

® 13 5
£, = ——7R (Cps+ 5 Cpa+Cpu ) § (2.33)

With this model, the determination of the resulting torque is not possible (indeed
T, =0).
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2.7.2 Backward Ray-Casting Model

This method relies on the generation of rays on the surfaces of the spacecraft. The
propagation of these rays in the backward direction allows us to check if there
are intersections and shadowing between surfaces. The spacecraft surfaces must
be approximated as an ensemble of large arrays made by small “facets” to apply
this method. Each facet acts as a source for a single ray; thus, if the facets are small
enough, the total force can be computed as a summation instead of solving the integral
over the entire surface. If § - i < 0, the facet is certainly in shadow; hence, the ray
and the facet can be discarded immediately from the computation.

A ray-casting intersection algorithm is needed to evaluate the rays that intercept
one surface before reaching another one. The contribution must be discarded after
the first intersection. The degree of precision depends on the number of facets used.
The higher the number of facets, the higher the precision, but also the higher the
computational cost. If thin wires or, more in general, thin features are present, the
aliasing may arise (as in the case of forward ray casting), but the error introduced is
usually not significant.

2.8 Plasma and Charging Interactions Around Small
Asteroids

Without a global magnetic field, airless bodies such as asteroids are exposed directly
to solar radiation, and space plasmas are thus electrically charged. To calculate the
electrostatic force applied to an E-Glider, the plasma environment around an asteroid
and the interactions between the E-Glider, asteroid, and plasma must be modeled
appropriately. This section discusses such interactions and relevant modeling studies.

2.8.1 Plasma and Charging Environments Around Small
Asteroids

Asteroids have a wide range of size. Typical near-earth asteroids (NEAs) have a size
distribution from 1 m to ~32 km. Most asteroids are irregular shaped and show sig-
nificant macroporosity (Clark et al. 2002). Many asteroids are covered by a regolith
layer, similar to the Moon. An asteroid is a dielectric object. While few direct mea-
surements of asteroids’ surface properties are currently available, one expects that
the conductivity and dielectric constant of an asteroid’s surface would be similar to
that of the lunar surface, which are estimated to be 10~'#S/m - 10~°S/m and 2-10,
respectively (Olhoeft and Strangway 1975).

Solar wind (SW) is a mesothermal plasma (the directed plasma flow speed is larger
than ion thermal speed but less than electron thermal speed). While the solar wind
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plasma parameters can undergo substantial change, the parameters under the average
solar wind condition at 1 AU relevant to this study are plasma density ny ~ 5cm™>;
solar wind flow speed V,, ~ 400 km/s; and solar wind electron temperature 7, ~ 10
eV. Based on these parameters, the solar wind Debye length is Ap ~ 10.5 m, the
ambient solar wind proton flux density is I';o ~ 19V, 2~ 2 x 108 cm=2s~! (current
density J;p ~ 0.32 pLA/mz), and the ambient solar wind electron flux density is
Lo ~ no/kT,/m, ~ 6.6 x 103cm~2s~! (current density J,o ~ 1 LA/m?). Since
the mean-free-path in the solar wind is typically on the order of 1 km or 10 s,
the plasma flow around small asteroids (size smaller than 1km) can be considered
collisionless.

Photoelectron emissions occurs at a sunlit surface. The photoelectron temper-
ature is T, ~ 2.2eV. Under normal sunlight incidence at 1 AU, the photoelec-
tron flux density is T 50 ~ 1 ppor/kTpn/m, 2 39.8 x 108 cm~2s~! (current density
Jpno ~ 6.4 uA/mz), the number density is npp0 ~ 64 cm™3, and the photoelectron
Debye length is Ap_ppo ~ 1.38 m. The photoelectron number density at the asteroid
surface as a function of the local sun elevation angle « is n,;, (&) = n,j, sina. For
surfaces with a small Sun incidence angle, the photoelectron Debye length would
be significantly larger than Ap_pn0, and the photoelectron flux density significantly
smaller than I" 0 due to reduced photoelectron emission.

An asteroid in a mesothermal solar wind flow forms a plasma wake behind it in
which only mobile electrons can penetrate (Fig. 2.14 Wang and Hastings 1992; Wang
and Hu 2018). Since only the electrons can impinge on the dark side of the body,
the wake side surface will charge negatively until the local electric field is strong
enough to repel all impingement electrons. Depending on the solar wind condition,
the potential on the dark side can thus reach negative values of tens to several hun-
dreds of volts (Fig. 2.15) (Lee 1996; Mendis et al. 1981). On the sunlit side, while
both ions and electrons can strike the surface, surface charging is mostly dominated
by photoelectron emission. The emitted photoelectrons cause the surface to accu-
mulate positive charges until its potential is high enough to impair photoelectron
emission itself. The potential of the sunlit surface is therefore on the order of the
photoelectron temperature, i.e., a few volts. One notes that the combined effects
from the plasma flow and localized sunlit/shadow region on the asteroid surface can
generate a complex plasma flow field around asteroids and differential charging on
the asteroid surface.

Many studies have been carried out to investigate the interactions between aster-
oids and solar wind plasma and the dynamics of charged dust grains (Lee 1996;
Nitter et al. 1998; Colwell et al. 2005; Han and Wang 2019; Yu et al. 2019). In this
section, both analytical modeling and numerical simulations will be presented. Nitter
in Nitter et al. (1998) carried out an analytical derivation of the mono-dimensional
plasma sheath around an asteroid. From Nitter et al. (1998), we first derived a multi-
sheath model that has been used also for preliminary study on the E-Glider con-
cept (Quadrelli et al. 2017a,b; Kikuchi 2017). This derived model was obtained by
relaxing some hypotheses (Hartzell 2012) and by including the effects of drifting
electrons (Jeong 2008). The analytical approach is not capable of solving the equa-
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tions for nonelementary cases unless strong assumptions and simplifications are
taken into account (Corradino 2018). Hence, numerical simulations based on fully
kinetic particle-in-cell (PIC) simulations are also carried out to obtain the electric
field around small asteroids.

2.8.2 Analytical Modeling of the Plasma and the Electric
Field

We first present a simplified analytical analysis. The relationship between particle
densities and the electrostatic potential is described by Poisson’s equation. Given
that the asteroid has a spherical shape and the particle distribution is symmetrical
about the subsolar line, the electrostatic potential is expressed as a function of the
altitude h and the solar incident angle 6 defined by the equations below.

h=r—R
0 — cos! (_i_c) (2.34)

Here, R = D /2 is the radius of an asteroid. Then the electrostatic potential around
the asteroid is modeled using the following Poisson equation, which is expressed as
a second-order differential equation in terms of & (Nitter et al. 1998; Jeong 2008;
Hartzell 2012):

9% (h, 6
% = —8%(}1,- —ne —ny) (2.35)

where e is the elementary charge; gy is the vacuum permittivity; and n;, n,., and
n, are number densities of the solar wind ions, the solar wind electrons, and the
photoelectrons, respectively. Assuming that the solar wind ions are modeled as a
mono-energetic beam, and that the solar wind electrons and the photoelectrons fol-
low Maxwellian distributions, n;, n., and n, are given by analytical expressions, as
presented in Jeong (2008). Based on this assumption, ¢ (%, 6) can be solved numer-
ically from Eq. (2.36).

Given that there is the direct relationship between (%, 6) and the position vector
r, the electrostatic potential can also be expressed in the Cartesian coordinate as
¢ (r). Therefore, the electrostatic force acting on a spacecraft with the charge Q is
calculated from the equation below.

¢ (r)
or

Fp=0 -E(r)=-0 (2.36)

Here, E(r) denotes the local electrostatic field. Although the Poisson’s equa-
tion is decreased to a one-dimensional differential equation as shown in Eq. (2.36),
this electrostatic force model can represent three-dimensional variation by numeri-
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Fig. 2.9 Electrostatic potential profiles for different solar incident angles
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Fig. 2.10 Relationship between the solar incident angle and the Debye length

cally approximating the electrostatic field in longitudinal and latitudinal directions
(Hartzell 2012).

Figure 2.9 depicts the electrostatic potential profiles computed from Eq. (2.35)
for several different solar incident angles. It can be observed that the surface of the
asteroid is positively charged when the solar incident angle is small (i.e., near the
subsolar region), while the surface is negatively charged when the solar incident angle
is large (i.e., near the terminator region). The enlarged view in Fig. 2.9 also shows that
non-monotonic sheath profiles appear in some cases, which implies that the plasma
structure around an asteroid is complex. Figure 2.10 shows the relationship between
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Fig. 2.11 Number densities of charged particles

the solar incident angle and the Debye length A p, which is defined in Nitter et al.
(1998). The Debye length is an indication of how far from the asteroid surface the
electrostatic effects can exert influence. Thus, Fig. 2.10 implies that the electrostatic
force obtained in the terminator region is stronger than that of the subsolar region.
Figure 2.11 illustrates the distributions of the charged particles along the subsolar
line (¢ = 0deg). One of the remarkable features is that the number density of pho-
toelectrons is considerably large near the surface. This dense photoelectron layer on
the dayside involves a strong screening effect. Consequently, the Debye length near
the subsolar point is comparatively short, as shown in Fig. 2.10. It is also shown in
Fig. 2.11 that when the altitude increases, the density of the net electrons approaches
that of solar wind ions, which indicates that the plasma is in a quasi-neutral state.
Figure 2.12 illustrates a contour map of the electrostatic potential around the
asteroid, which is expressed in the x—y plane (please note that the symbol [S] is
used in the figures of this chapter to mark the direction of the Sun). The broken
line in the enlarged view corresponds to the potential level of zero volts, and it is
evident that the dayside region close to the surface has positive potential; on the other
hand, there exists a strong negative potential region on the nightside and around the
terminator. Note that the wake streams of the solar wind behind the asteroid are not
considered in this simulation, which can exert a strong influence on the nightside
electrostatic potential (Han et al. 2016a; Yu et al. 2016); however, the current model
is regarded to be valid for the analysis of plasma structures on the dayside and in the
terminator region, which is our major interest as mentioned in the introduction. The
visual representation of the electrostatic field is displayed in Fig. 2.13. The direction
and magnitude of the electrostatic field are expressed by the arrows and their colors,
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Fig. 2.13 Electrostatic field vector components around the asteroid

respectively. This figure is useful to understand the behavior of electrostatic force
acting on an E-Glider and to make effective use of it.

These unique characteristics regarding the plasma environment around an aster-
oid, which are provided in Figs. 2.9, 2.10, 2.11, 2.12 and 2.13, have been revealed
in previous studies as well and are consistent with them (Nitter et al. 1998; Poppe
2011; Han et al. 2016a; Yu et al. 2016). From these observations, it can be concluded
that the plasma model used in this study is valid and can be applied for E-Glider
simulations.

Besse and Rubin presented in Besse and Rubin (1980) a very clear and simple
model of dipole charging, with an insight on the definition of the photoelectron sheath
for a sphere. Besse and Rubin (1980) shows the possible issues with a trapping region
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for photoelectrons on the sunward side of a charged sphere, and the model used in
Besse and Rubin (1980) would be of interest in future studies. For instance, a cross-
comparison of the analytical model described in this section coupled with the model
presented in Besse and Rubin (1980) with the more accurate but time-consuming
numerical simulations using the USC-IFEPIC (presented in the next section) will be
carried out for E-Glider charging in plasma. Once calibrated, the analytical method
can be used to quickly estimate the effects of the photoelectron emission from the
E-Glider, making it possible to easily include the effects of spacecraft material prop-
erties in the analyses presented in this work. As the spacecraft material selection has
not been finalized yet, detailed material properties were not included in E-Glider
charging calculations in this paper but will be assessed in future study.

2.8.3 PIC Simulations of the Plasma and Electric Field

As discussed in Section 8.1, the plasma environment around small asteroid is that
of a collisionless, mesothermal plasma flow. Furthermore, since the photoelectrons
dominate the charging of the sunlit surface and the solar wind electrons dominate
the charging of the wake side surface, the detailed dynamics of both the solar wind
electrons and the photoelectrons play an important role in asteroid charging. Thus,
full kinetic numerical simulations are usually required to correctly model the plasma
environment and electric field around a small asteroid.

The collisionless nature of plasma flow around small asteroids renders the particle-
in-cell (PIC) method (Birdsall and Langdon 1991), which solves plasma particle
trajectory, space charge, and the Poisson equation self-consistently, as the preferred
modeling method. To resolve the electron dynamics and the photoelectron sheath
correctly, we apply a full particle PIC simulation model, which uses macro-particles
to represent both electrons and ions. To maintain the correct mesothermal velocity
ratio, full particle simulations must also be carried out using the correct ion to electron
mass ratio.

In this study, the simulation model used to resolve the plasma environment and
electric field is a recently developed immersed-finite-element particle-in-cell code,
USC-IFEPIC, Han et al. (2016a,b). The USC-IFEPIC code is a three-dimensional
(3D) full particle electrostatic PIC code designed to simulate plasma interactions
involving complex boundary conditions. All plasma species (solar wind protons
and electrons, photoelectrons, and secondary electrons) are represented by macro-
particles. The electric potential @, the space charge, and the trajectories of each
macro-particle are solved self-consistently from Poisson’s equation and Newton’s
second law:

d
V(e 7 ®) = —e(t; — e — iy — nse), md—: —gE+vxB) (237
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where € is the relative permittivity, n;, n., n 5, and n,, are the number densities of the
solar wind ion, solar wind electron, photoelectron, and secondary electron, respec-
tively. In this study, the contribution of secondary electrons emitted from the asteroid
surface is ignored because the secondary density is orders of magnitude smaller than
that of the other species (Han 2015; Lee 1996; Whipple 1981). Application of the
E-Glider is for small asteroids. As the size of most small asteroids is smaller than
the ion gyro-radius, the effect of the interplanetary magnetic field is also ignored.

In plasma charging studies, the object surface is typically treated as the boundary to
the ambient plasma, and surface charging is handled through a boundary condition
coupled with a current balance calculation. Such an approach, which is used in
standard spacecraft charging software, is not always sufficient for asteroid charging
because asteroids are dielectric objects. The asteroid capacitance is often not trivial,
and the combined effects from plasma flow and localized sunlit/shadow regions also
generate complex differential charging on the surface. In the USC-IFEPIC code, the
asteroid is considered as part of the simulation domain with material conductivity
explicitly included. The relative permittivity of the asteroid surface is taken to be
similar to that of the lunar regolith, ¢ ~ 4. The electric field is solved for both inside
and outside of the asteroid; and asteroid charging is calculated directly from local
charge deposition at the surface (Han et al. 2016b).

Full particle PIC simulations using the real ion-to-electron mass ratio are com-
putationally expensive. A critical aspect in this modeling study is to resolve the
electric field accurately for complex asteroid shapes while still maintaining an effi-
cient computing speed. USC-IFEPIC applies a novel field solution algorithm, the
non-homogeneous interface flux jump immersed-finite-element PIC (IFE-PIC) algo-
rithm (Han et al. 2016a, b), to solve the electric field. In this algorithm, the boundary
is treated as an interface between two mediums. The solution mesh can be generated
regardless of the location of the interface. Poisson’s equation is solved using a finite
element (FE) method with a bases function designed to resolve the discontinuity of
the electric field flux at the interface (Han et al. 2016b). This approach allows one
to use a Cartesian-based mesh to solve the electric field in the presence of complex
boundaries with the same accuracy as a body-fitting mesh FE solver (Kafafy et al.
2005; Kafafy and Wang 2006). This approach also preserves the standard particle-
search and particle-mesh interpolation in PIC, thus maintaining the standard PIC
computation speed (Wang et al. 2006).

The USC-IFEPIC model was validated against the one-dimensional (1D) ana-
Iytical solutions of Nitter et al. (1998), Jeong (2008) in Ref. Han (2015) and was
previously applied to simulate lunar surface charging (Han et al. 2018), asteroid
charging (Han and Wang 2019), and charged dust dynamics around small asteroids
(Yu et al. 2019). Figures 2.14 and 2.15 show a typical set of asteroid—plasma inter-
action simulations using USC-IFEPIC. The asteroid is taken to be a spherical object
that has a rock core and an outer layer of dust grains. The radius of the rock core is
about 12.62 m, the outer dust layer thickness is djqy, 2 1.38 m, and the total asteroid
radius is 74 = 14 m. The asteroid size is similar to that of the near-Earth asteroids
1998 KY26, 2004 FH, 367943 Duende, and 2014 RC.



2 Dynamics and Control of Electrostatic Flight 71

0.00 0.05 0.10 0.15
- o

-0.15 -0.10 -0.05 0.00
- k8

o

-0.15 -0.10 -0.05 0.00
T -

Fig. 2.14 USC-IFEPIC simulations of solar wind—asteroid interactions. From top to bottom: solar
wind ions, solar wind electrons, and photoelectrons
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Fig. 2.15 USC-IFEPIC simulations of solar wind—asteroid interactions: electrostatic potential

The species density distribution (Fig. 2.14) shows very clearly the presence of
a marked and well-defined plasma wake. The general rarefaction in proximity of
the asteroid surface can be attributed to the overall negative net charge acquired by
the body. The photoelectrons show a typical diffusion pattern from the sunlit side,
and their density rapidly decays to zero with increasing heights. While the species
densities of course determine the whole plasma environment and electrostatic fields,
per se they only come into play in the E-Glider model when calculating current
collection and power expenditure. The electrostatic potential, on the other hand,
directly influences the spacecraft dynamics, and it is therefore perhaps the most
important result of the simulations.

As shown in Fig. 2.15, the near-surface field resembles that of a dipole, which
is consistent with the differential charging phenomenon, while the far field decays
radially (except in the wake region). The surface potential is in the range of —20 V on
the dark side and slightly negative on the sunlit side. This relatively low and negative
potential on the sunlit side indicates that, at least for this size of the asteroid, the
increased solar wind electron flux is sufficient to offset the positive charge generation
caused by the photoelectrons. The potential profile obtained from the simulation also
shows that the Nitter model implemented in the past (Nitter et al. 1998; Hartzell 2012)
does not provide accurate estimates, especially for small asteroids, being derived
from an infinite planar surface 1D model. The main drawbacks of this model are the
inability to correctly capture the wake and its underestimation of the radial decay
(Fig. 2.16). Both inaccuracies lead to an excessively optimistic and nonconservative
estimate of the electric fields.

The electrostatic field intensity, of which the PIC-derived data is shown in
Fig. 2.17, offers virtually the same data as the potential, but in a more easily readable
form. The electrostatic force on the E-Glider is then calculated by interpolating the
electric field obtained from USC-IFEPIC.
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Fig. 2.16 Obsolete electrostatic potential calculated with the Nitter model

Fig. 2.17 Electrostatic field magnitude

2.9 Electrostatic Forces and Moments

The electrostatic acceleration can be expressed as

L _Fe_ 009
E="M T M or

(2.38)

where F g is the electrostatic force, Q is the charge of an E-Glider, and ¢ is the
electrostatic potential. Finally, the SRP acceleration is obtained from the following
equation:
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~ (1+)PA~
asgp = asgp - d = Wd

(2.39)
where Py ~ 1 x 10'7 kg.m/s? is the solar flux constant; d is the distance from the
Sun expressed in AU; and ¢ = Cs + 2/3C, is the reflectivity of the surface of a
spacecraft. This model, which is the so-called cannonball model, assumes that a
spacecraft has a spherical shape and that the SRP force consists of only a radial
component. It should be also noted that the effect of the solar eclipse is not included
in this SRP model.

The electrostatic torque applied to a spacecraft is defined by the equation below.

Tr = /p x dFg(R) (2.40)

Here, R denotes the relative position vector of a mass element with respect to the
center of mass of the small body. R can be expressed as follows:

R=r+p (2.41)

where r is the relative position vector of the center of mass of the spacecraft relative
to that of the small body, and p is the relative position vector of the element relative
to the center of mass of the spacecraft. Considering the vector form of the Taylor
series, the following equation can be derived when p < r:

JR)=fr+p) = f@O)+Vf)-p (2.42)

where V = 9/0r (see Fig. 2.18).

The electrostatic potential ¢ is expressed as a function of the radial distance r
and the solar incident angle «. Therefore, the partial derivative of the electrostatic
potential is given by the equation below.

Fig. 2.18 Mass element of SC
the spacecraft modeled as a '
rigid body

Small body
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where e, is a unit vector along the radial direction, and e, is a unit vector along a
transverse direction that exists in the same plane as the subsolar line and e,. According
to the definitions, e, and e, are expressed as follows:

r
e = ——
-
(2.44)
cos o 1 -
e, =———T— —d
rsin« sin o

Note that d is a unit vector pointing from the Sun to a small body, which satisfies
r - d = r cos . Then substitution of Eq. (2.44) into Eq. (2.43) yields the following
equation:

a9
or

10¢g cosa J¢g 1 0k 4

-—— 4+ ——— Jr— ———d

r or r2sinoe do rsina do (2.45)
= fir+ fza

where f; and f, are functions of r and «, which are calculated numerically based
on the electrostatic potential model. In the same manner, the derivatives of f} and f,
can be expressed as

o) ~ 0 N
W gr—gd, P g (2.46)
ar ar

where g, g», and g3 are also computed numerically. Consequently, the electrostatic
torque can be obtained from Eqs. (2.40)—(2.46) as follows.

T, — —/p X Vg (R) dQ
= —/p x (fiRR+ fL(R)d) dQ
~ — / p X {(fi(®) + Vfi(X) - p)(x + p) + (fo(r) + V fo(x) - p)d} dQ

=—/p><{(f1+glr~p—gza~p)(r+p)+(fz+gzr'p—gsa-p)&}dQ
zglrer+g2(rxJ&+&er)+g3axJ€l

(2.47)
where J is the tensor defined by the equation below.

J= / (I1°E — pp™) d 0 (2.48)
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When it is assumed that the mass distribution and the charge distribution of a
spacecraft are identical, the following relationship holds.

dQ(p) _ dm(p) (2.49)

0 m

Based on this assumption, the electrostatic torque in Eq. (2.47) can be rewritten
as follows:

T = g{glr><Ir—i—gz(r><I(Ai—i—(Al><Ir)—i—g3(A1xI(Ai} (2.50)
m
where I is the moment of inertia tensor defined by the equation below.
I= f (IoI”E — pp”) dm (2.51)

The detailed electrostatic torque model derived in this subsection is used for
numerical simulations.

Figure 2.12 shows that the gradient of the electrostatic potential is broadly directed
to/from the center of the small body. Based on this observation, it can be approxi-
mated that the electrostatic force applied to a spacecraft has only a radial component,
yielding the equation below.

% 0 (2.52)
oo

Based on this approximation, the following equations hold.

eg1=T, g2=g=0 (2.53)

Here, I can be numerically computed from the equation below.

r'er)= S, 2 (2.54)

From Egs. (2.50), (2.52), and (2.53), the electrostatic torque can be approximated
by the following simplified form:

or
Tg>~ —rxIr (2.55)
m
Comparing Eqgs. (2.31) and (2.55), it is evident that the electrostatic torque is
expressed in the same form as the gravity gradient torque. This similarity enables
analytical analyses for the attitude motion of an E-Glider by extending conventional
analysis methods. The simplified electrostatic torque model derived in this subsection
is used for analytical studies.
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2.9.1 Finite Element Electrostatic Force Modeling

To include the plasma wake effects is one of the biggest issues in modeling the
electrostatic field, and all the analytical models seem to be inadequate for this purpose.
For this reason, the electrostatic field and the electrostatic potential are external
input data. These data represent the electrostatic field and potential sampled on a
3D Cartesian mesh of points. The data (both for the electrostatic potential and the
electrostatic field) are given in the RIC reference frame, and they are time-invariant
(Corradino 2018) by assumption. The time-invariant nature of the data is a strong
assumption, but otherwise, the implementation of a dynamic model for the data
will result in a high computational load, and it will imply also the need for storage
capabilities for a huge amount of data.

The computation of both the force f, and the torque T, exerted on the spacecraft
is possible by starting from the input files containing the values of the electrostatic
field of the asteroid under analysis.

We can consider the spacecraft as an extended body characterized by a net charge
and first and second moment of charge, or as an ensemble of parts, each one charac-
terized by a net charge localized in the center of charge of the part (which could be
not coincident with the center of mass of the part itself). If the assumption of a unique
extended body is valid for the spacecraft, the electric field is linear by assumption
(as done for the gravity field in a previous section); thus, by defining p, the electric
field can be expressed as

E(r) = E(ro) + G.(ro)p (2.56)

in which G,(r() is the electrostatic field gradient computed in the center of mass
of the spacecraft. The derivation of an analytical expression is not possible for the
electrostatic field gradient; thus, it is numerically computed starting from the data
of the electrostatic field. The tensor G, (rp) is obtained by taking the vector of the
gradient of the electrostatic field along the three directions shaped column-wise into
a matrix. Hence, the electrostatic force is

£, = / [E(ro) + Ge(ro)p]dg =E(ro) [ dq+Ge(ro) | pdgq
s/c s/c s/C (2.57)

= E(ro)g + G.(ro)S,

The left integral cannot be canceled out because, as specified before, the center of
charge may not coincide with the center of mass of the spacecraft. In analogy with
the mass-related cases, this term is the first moment of charge S, about the center
of mass. This term is negligible if the center of mass and the center of charge are
coincident. If the spacecraft is an ensemble of i parts, the summation of the force
acting on each part is the total force given by the electrostatic field. By naming r;
the position of the center of mass of each part, the total electrostatic force is
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f.=Y" (/,-_,hpm E(I'i)in> =y <E(ri) dqi> = Z (E(ri)q:)

2 4
(2.58)
As for the previous case, this method allows us to achieve a higher accuracy
(especially in those cases in which the spacecraft is very extended and thus the linear
approximation is no more valid) but has as a drawback higher computational cost.
The torque due to the electric field on an extended spacecraft with respect to the
center of mass of the spacecraft itself is

i—thpart

T, = / p x E(r)dq (2.59)
s/C

By considering the spacecraft as a single extended body, the linear approximation
for the local variation of the electric field is valid; thus, Eq. (2.59) can be rewritten
as

T, = / p x [E(ro) + G.(ro)p] dg
s/C

= / pdq x E(ry) + / p x G (ro) pdq (2.60)
s/C s/C

= Sq X E(I’()) + TeG

where T, involves the computation of the second moment of charge I, which is
similar to the computation of the mass inertia tensor J, with charges instead of masses.
If the spacecraft is made of parts, the transport theorem can be applied to translate all
the contributions of each part to a reference point, and then the summation of these
contributions gives the second moment of charge of the entire spacecraft. T,; can
be computed as the gravitational torque; thus,

GE,yZ(Iq,ZZ - [q,yy) + Ge,leqfxy - Gt’,x_v[q,xz + Iq,yz(GE,zz - Ge,yy)
TeG = Ge,xz(lq,xx - Iq,zz) - Ge,yzlq,xy + Ge,xqu,yz + Iq,xz(Ge,xx - Ge,zz) (261)
GexyUqyy = Igxx) + Ge,yzlgxz = Gexzlgyz + Ig.xy(Ge,yy — Gexx)

with G,(ry) computed in the center of mass. If the spacecraft is an ensemble of
parts by assumption, the total torque acting on the spacecraft is the summation of the
torques generated by the electrostatic field on each part i. By calling r; the position
of the center of mass of the i-th part, Eq. (2.59) becomes

T =) (p; x E(r)q;) (2.62)

i

This last formulation offers a more accurate estimation of the torque given by the
electrostatic field, but the computational load is higher, as in the previous cases.
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2.10 Electrostatic Orbiting and its Stability

Dayside equilibrium points can be created by inducing electrostatic force; however,
electrostatic hovering at such an equilibrium point will consume a large amount of
power. For this reason, this section proposes the electrostatic orbiting method as an
alternative strategy for an E-Glider operation and identifies a new class of periodic
orbits around asteroids called electrostatic periodic orbits.

2.10.1 Orbit Design Methodology

Electrostatic periodic orbits are designed by using the symmetry inherent in the
equations of motion, Eq. (2.9), which can be expressed as follows (Broschart et al.
2009; Hénon 1969):

t,x,y,2) = (—t,x,=y,2) (2.63)

If the set of variables on the left-hand side of Eq. (2.63) satisfy Eq. (2.9), then
that on the right-hand side also satisfies the equation. This symmetry is known to
hold for the circular restricted three-body problems subject to SRP, and it holds for
an E-Glider system as well because the electrostatic potential is assumed to have
symmetry about the x axis. Because of the symmetry, if an initial position on the
x—z plane is given as r = [xo, 0, zo]" and an initial velocity perpendicular to this
plane is given as i = [0, Yo, 0]7, then the spacecraft trajectories obtained through
forward and backward propagation are symmetrical to each other about the x—z plane
(Fig. 2.19a). Thus, when a spacecraft perpendicularly intersects the x—z plane again,
a periodic orbit solution is obtained as a closed continuous trajectory (Fig. 2.19b).

Then a set of initial conditions, with three degrees of freedom, are expressed as
(x0, 20, Y0). On the other hand, terminal constraints, x = z = 0, must be satisfied
when a trajectory intersects the x—z plane after half a period. Consequently, an
electrostatic periodic orbit solution, which is obtained by numerical computation,
has one degree of freedom. To systematically analyze the solution space, an initial
altitude h( and an initial phase vy, which are alternative parameters for describing
the initial position in place of xy and z¢, are introduced as follows:

h0=,/x§+z%—R

(2.64)
Yo = tan™! (—Z—O>

X0

Note that ¥y = 0 and 90° correspond to the subsolar point and the terminator
point, respectively. Among the three initial variables (hg, ¥, yo), an initial altitude
hy is designated as a free parameter to search for periodic orbit solutions.
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Fig. 2.19 Orbit design methodology of electrostatic periodic orbits

2.10.2 Electrostatic Periodic Orbit

Figure 2.20 provides an example of a natural periodic orbit (i.e., Q = 0), which
is commonly referred to as a terminator orbit, and Fig. 2.21 provides examples of
electrostatic periodic orbits for two different charge levels. These orbits are obtained
with 1y = 15 m. Note that these figures are expressed in the Hill coordinate, and thus,
the negative direction of the x axis corresponds to the direction of the Sun. According
to the definition of the coordinate system, these orbits can also be classified as Sun-
synchronous orbits that do not experience an eclipse. Here, the periods of the orbits
shown in Figs. 2.20, 2.21a, and bare T = 3.5, 4.9, and 7.3 hr, respectively.

Figure 2.20 shows that the orbital plane is displaced from the terminator plane
in the anti-Sun direction due to the effect of SRP. This observation indicates that
this natural periodic orbit is located on the nightside of the asteroid; thus, it is not
suitable for optical observations. This is the primary drawback of terminator orbits
around asteroids. By contrast, as shown in Fig. 2.21, electrostatic periodic orbits
are located on the dayside. Therefore, these orbits offer a significant advantage for
optical observations. Moreover, these orbits are Sun-synchronous and achieve con-
stant illumination from the Sun, which is advantageous for solar power generation
and thermal design. Broadly speaking, when the magnitude of a charge increases, an
orbit achieves larger displacement from the terminator plane in the direction of the
Sun, as depicted in Fig. 2.21a and b. Another important fact is that these orbits are
accomplished by inducing negative charging, thereby requiring only a small amount
of power, as will be pointed out in Sect. 2.15.3.

Figure 2.22 illustrates the history of the magnitudes of forces acting on a space-
craft during one orbital period in the orbit provided in Fig. 2.21a. The magnitude
of the electrostatic force was computed as 1-10 u N in this simulation. While the
electrostatic force is weaker than the gravitational force, it has the same order of
magnitude as that of the SRP force. This result indicates that an electrostatic peri-
odic orbit with displacement in the direction of the Sun can be achieved without
fully compensating for the gravitational force, leading to energy-efficient operation
compared with electrostatic hovering.
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2.10.3 Evolution of Periodic Orbit Solutions

Shape transitions of electrostatic periodic orbits are depicted in Fig. 2.23. These
orbits are computed for different charge values, —200 WC < Q < -3 uC, and a
constant initial altitude, 7o = 15 m, by applying the numerical continuation method
(Seydel 2009). The vertical axis represents an initial phase ¥ obtained as a result
of the numerical calculation. This figure shows intriguing structures of both the
entire solution space and orbital shapes themselves. The orbit that is expressed as
the diamond marker at Q = 0 corresponds to the natural periodic orbit, which is
also shown in Fig. 2.20, and it has an initial phase larger than 90°. By contrast,
all of the electrostatic periodic orbit solutions depicted in this figure are obtained
with initial phases smaller than 90°. It can be inferred from this result that these
electrostatic periodic orbits are placed on the dayside, unlike natural terminator orbits.
Interestingly, bifurcation appears in the region with a comparatively small magnitude
of charge, and it involves several different orbit solutions with exactly the same charge
value. As already mentioned, an orbit with a larger magnitude of a charge appears
to have larger displacement from the terminator plane.

Figure 2.24 illustrates electrostatic periodic orbits computed for different initial
altitudes, 10 m < hy < 80m, and a constant charge, 0 = —50 wC. The vertical axis
represents an initial velocity yo obtained as a result of the numerical calculation.
As observed from the figure, a higher initial altitude does not necessarily result in
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Fig. 2.20 Natural periodic orbit
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Fig. 2.22 Forces acting on the spacecraft during one orbital period

a larger periodic orbit. Moreover, the orbits on the left side and the right side are
almost symmetric to each other about the x—z plane. This result implies that the size
of an electrostatic periodic orbit is limited by the charge level because electrostatic
force cannot exert influence on the motion of a spacecraft at a high altitude.

It is to be noted that Figs. 2.23 and 2.24 merely show examples of electrostatic
periodic orbit families but not the entire orbit solutions. There probably exist other
orbit families that are not presented in this study, because multiple equilibrium points

are present in this system.
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Fig. 2.23 Electrostatic periodic orbit solutions for different charge levels

2.10.4 Effects of Shape Irregularity

Analysis results that have been presented in previous sections are based on the spher-
ical asteroid model. However, asteroids have irregular shapes in general, and the
motion of a spacecraft around such an asteroid can be strongly perturbed due to its
irregular gravitational field. Moreover, considering an E-glider system, irregularly
shaped asteroids form irregular electrostatic fields around them, posing an additional
perturbation on the spacecraft. This section evaluates the effects of these perturba-
tions on spacecraft dynamics.

2.10.4.1 Irregular Electrostatic Field

Electrostatic potential around an asteroid is obtained from Eq. (2.35) as a function of
the altitude /& and the solar incident angle 8. In the case of a spherical asteroid, there
exists an explicit relationship between (%, 8) and the position vector r, as presented
in Eq. (2.34). On the other hand, in the case of an ellipsoidal asteroid, there is no such
explicit expression because the position vector and the normal vector to the surface
are not parallel, as shown in Fig. 2.8. Therefore, this subsection derives the implicit
relationship (4, 6) and the position vector r to compute the electrostatic potential
around an ellipsoid.
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An arbitrary position on the surface of the ellipsoid is defined as

80

BRs =[xy, ys, 251" (2.65)
Then these position variables satisfy the equation below.
32 2
f(-xs’yst):_s‘}‘y_s"‘——l_O (2.66)
a Rb

The normal vector with respect the surface of the ellipsoid at (x;, ys, ) can be
derived as follows:
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Bn — 8f % af ' — 2)6_; Zys' 2Z‘v '
dxs dys 0zg R2" R} R?
B “n

(2.67)

~ |n|

where 7 represents a unit normal vector. The position vector can be expressed by the
following equation:
Bp —BR,+h-Bn (2.68)

The coordinate transformation from the asteroid body-fixed coordinate to the Hill
coordinate yields the equations below.

Hr :HCBB", H;l\:HCBB;l\ (269)
Finally, the solar incident angle can be calculated as
6 = cos™! (1@ - "d) (2.70)

where Hd = [1, 0, 0]T. Based on these equations, i and 6 can be calculated implicitly,
which can be expressed as follows:

h=filt,x,y,2)

@2.71)
9 = fz(tv-xs yaZ)

Note that these implicit functions are time-dependent because the coordinate trans-
formation 7 C g is a function of the asteroid rotation phase 6,,,. Once h and 6 are
obtained from Eq. (2.71), the electrostatic potential around an ellipsoidal asteroid
can be computed based on Eq. (2.35). The calculation process described above is
presented in Fig. 2.25.

Figure 2.26 provides simulation results of the electrostatic potential around an
asteroid modeled as a triaxial ellipsoid with an axisratioof R, : R, : R, =2.0:1.5:
1.0. The electrostatic potentials were calculated for four different rotation angles.
These figures demonstrate that a time-varying irregular electrostatic field has been
successfully simulated based on the proposed method. It appears that the structure
of the electrostatic potential changes dynamically in accordance with the rotation
phase of the asteroid. Moreover, this analysis method is performed by mapping an
electrostatic potential from a spherical coordinate to an ellipsoidal coordinate based

Fig. 2.25 Process of I—) (h,7) —> (h,0)

calculating the altitude and

the solar incident angle for H @
an ellipsoid (h.Rs) l (I:B
1
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Fig. 2.26 Electrostatic potential around the ellipsoidal asteroid

on the geometrical relationship between them; therefore, it can emulate the time-
varying behavior with relatively low computational cost compared with the classical
particle-in-cell method.

2.10.4.2 Orbital Motion around an Irregularly Shaped Asteroid

Figure 2.27 provides the simulation results of the orbital motion of an E-glider around
an ellipsoidal asteroid. The initial position and velocity used in these simulations are
that of the periodic orbit solution around a spherical asteroid which is depicted in Fig.
2.21a. The equation of motion is the same as the one used for a spherical asteroid,
but the gravitational potential U and the electrostatic potential ¢ are replaced by
the models incorporating irregularly shaped effects, as discussed in Sects. 2.6.5 and
2.10.4.1. Note that the directions of asteroids illustrated in Fig. 2.27 merely show the
initial states of them, and the asteroids are rotating with respect to the Hill coordinate.
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Fig. 2.27 Orbital motion around an irregularly shaped asteroid

Figure 2.27a shows the case for an asteroid with a relatively small oblateness,
such as Bennu and Ryugu (1999 JU3) (Nolan et al. 2013; Bellerose and Yano 2010).
Although the simulated orbit is perturbed from the reference orbit, the position of the
spacecraft after one period is close to the initial position. This result demonstrates that
electrostatic orbits obtained for a spherical asteroid can serve as good approximations
around a nearly spherical asteroid. On the other hand, the simulation result for an
asteroid with a highly irregular shape, such as Itokawa (Fujiwara et al. 2000), is
depicted in Fig. 2.27b. It is evident that the spacecraft escapes from the asteroid and
is pushed away in the anti-Sun direction by the SRP.

In conclusion, it has been demonstrated that the motion around an irregularly
shaped asteroid is perturbed because of the irregular gravitational and electrostatic
field effects, and the perturbations might cause escape or collision in the worst-
case scenario. This problem can be solved with two different approaches. The first
one is to redesign a reference orbit by taking into account the effects of the shape
irregularity. The other approach would be the implementation of feedback control
of the electrostatic force. The magnitude of forces acting on the spacecraft orbiting
around the ellipsoidal asteroid is presented in Fig. 2.28, which corresponds to the
simulation provided in Fig. 2.27a. Here, the labels “J2” and “J4” represent the higher-
order gravitational forces due to the J, (= —Cy) and Js(= —Cyp) terms, respectively.
As observed from this figure, the electrostatic force is stronger than the higher-
order gravity and the SRP force. This result implies the perturbations can potentially
be compensated for by applying the feedback control of electrostatic force via the
spacecraft charge.
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Fig. 2.28 Forces acting on the spacecraft orbiting around an irregularly shaped asteroid

2.11 Attitude Stability

2.11.1 Linearized Euler Equation

The attitude motion of a spacecraft significantly depends on the orbit around a small
body. This chapter assumes that a spacecraft is orbiting in a circular electrostatic
periodic orbit with a slight displacement in the Sun’s direction. Then the orbital
coordinate system can be defined as shown in Fig. 2.29.

The origin is at the center of the spacecraft; the z axis points in the direction of
the center of the small body; the y axis is perpendicular to both the z axis and the
velocity vector of the spacecraft; and the x axis completes a right-handed Cartesian
coordinate system. Note that the direction of the x axis is identical to that of the
velocity vector of the spacecraft when the orbit is circular. In terms of the orbital
coordinate, the attitude of the spacecraft can be expressed by Euler angles (¢, 6, ¥),
considering a 2—1-3 rotation sequence from the orbital coordinate to the body-fixed

Fig. 2.29 Orbital coordinate
system

Sun
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coordinate. Note that the x, y, and z axes are called the roll, pitch, and yaw axes,
respectively.
The angular velocity vector is expressed in the spacecraft-fixed frame as

SC€wsc/1 = Cwscio +5Cowoyr (2.72)

where ¢ C, denotes the rotational transformation from the orbital coordinate to the
spacecraft-fixed coordinate given by the equation below.

*Co = R.(Y)R($)R,(6) (2.73)

Considering a 2-1-3 rotation sequence, the angular velocity vector of the
spacecraft-fixed frame relative to the orbital coordinate can be calculated from the
following equation (Hughes 1986):

é — ¥ sinf
Scwsc/g = Gpos¢ + l/f sin ¢ cos 6 2.74)
—6 sin¢ + Y cos ¢ cos O

Assuming that the orbit offset angle illustrated in Fig. 2.29 is sufficiently small
(8§ < 1) and that the mean motion of a small body is negligible compared with that
of a spacecraft orbit (N < n), the angular velocity vector of the orbital coordinate
relative to the inertial coordinate can be calculated from the following equation:

0 0
wo/r~—nfcosd|~-n|l (2.75)
sin & 8

where n represents the mean motion of an orbit around a small body. Under the
approximation that the mean motion of an electrostatic periodic orbit is identical to
that of a Keplerian orbit with a radius of r, the following relationship is obtained.

n~ | K (2.76)

73

The position vector r and the moment of inertia tensor I are expressed in the
spacecraft-fixed frame as

SCr =5€Cy%r=5¢Cy | 0 (2.77)

SCY = (2.78)

S O
o~ o
S~ o o



90 M. B. Quadrelli et al.

Let the Euler angles and their derivatives be given as follows:

Here, ¢ is aroll angle that satisfies ¢ < 1. Then by substituting Eqs. (2.72)—(2.79)
into the Euler equation, it can be easily observed the equations of pitch motion about
the y axis and yaw motion about the z axis are satisfied, which means that these
motions are in equilibrium. The remaining equation about the roll axis must satisfy
the equation below to achieve the equilibrium attitude.

7 3 r _
I, — Iy)n2(¢ -8+, — 1) (r_’: + %) P24 =

& (I = I)n* {4+ 6)¢ -8} =0

(2.80)

Here, £ is a nondimensional scalar value that represents the effect of electrostatic
torque and is defined by the equation below.

0r’r(r)
mu

3 (2.81)

By solving Eq. (2.80), the equilibrium roll angle is obtained from the next equation.

. 8
¢ = e (2.82)

If the equilibrium attitude given by Eq. (2.79) is stable, an E-Glider system can
achieve passive stabilization using gravity gradient torque and electrostatic torque.
Given that the attitude of a spacecraft has a small deviation from its equilibrium state,
the Euler angles can be expressed as (¢ + ¢, 6, ), where ¢, 6, ¥ < 1. On the
basis of this assumption, Egs. (2.73) and (2.74) are approximated by the equation

below: .
1 ¥ —0 ¢

S€Co = | =y I e+ ¢ | . *“oscio~ 9 (2.83)
0 —(p+¢) 1 4

Consequently, the following linearized Euler equations can be derived:
L — (L — Iy + L)nr + 4+ &), — L)n’p =0

LOGB+ &)U, — I)n*0 =0 (2.84)
LY + (I = I, + Inyr — (I = L)’y =0
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2.11.2 Stability Conditions

This subsection derives stability conditions of the attitude motion of an E-Glider
based on the linearized equations of motion. Let the inertia ratio parameters be
defined as

I, —1I, I, —1I, I, — I,

o) = 03 =
I, I, I.

(2.85)

(o3}

By using these parameters, Eq. (2.84) can be rewritten as the equation below.

¢ — (1 —o)nyr + @G+ &on’p =0
6+ (3+E)on’0 =0 (2.86)
Y+ (1 —o3)ng +osn’y =0

These linearized equations show that the roll motion and the yaw motion are
coupled with each other, whereas the pitch motion is independent.

When the eigenvalue of this system is expressed as A, the characteristic equation
regarding the pitch motion is given by the equation below.

M+ GB+Eon*=0 (2.87)

In the same manner, the characteristic equation regarding the roll and yaw motions
is derived from the first and the third equations of Eq. (2.86), as expressed by the
equation below.

MH+{1+GB+80 +0103n*2% + (4 + E)oyozn* =0 (2.88)

Given the form of the characteristic equations presented in Egs. (2.87) and (2.88),
the pitch motion is stable when the eigenvalues are a conjugate pair of pure imaginary
values, and the roll-yaw motion is stable when the eigenvalues have two conjugate
pairs of pure imaginary values. Accordingly, the stability condition of the pitch
motion is given by the following inequality, considering the relationship between the
inertia ratio parameters.

B+&)o0r>04 B+&)(o1—03)>0 (2.89)

The stability conditions of the roll-yaw motion are given by the three inequalities

below.
4+ &)o03 >0

I+ @B+§)o1 +o0103>0 (2.90)
{1+ @+&)o1 +0103)> —4(@d + &E)o103 > 0
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Table 2.2 Classification of the stability domain based on the & value

Category Condition
Class 1 0<é&

Class 2 —-3<&£<0
Class 3 —4<&<-3
Class 4 &< —4

Fig. 2.30 The stability
domain of the attitude
motion subject to gravity
gradient torque

W Stable
B Unstable

Consequently, when the four inequalities given by Egs. (2.89) and (2.90) are
satisfied, the attitude motion of a spacecraft subject to the gravity gradient torque
and the electrostatic torque exhibits stability. It is to be noted that these inequalities
are expressed as the conditions on o) and o3. Another important fact is that the
stability condition is dominated by the nondimensional parameter £. According to
the definition given by Eq. (2.81), this parameter is an index of the magnitude of the
electrostatic torque relative to the gravity gradient torque, and & = 0 corresponds to
the classical attitude problem, in which the attitude motion is influenced solely by
the gravity gradient torque (Hughes 1986).

In accordance with the & value, the stability behavior of the attitude motion of a
spacecraft can be categorized into four types, as indicated in Table 2.2. Figure 2.30
shows the stability domain expressed in the o;—o3 plane when the electrostatic torque
is not considered. The blue region represents the cases where the spacecraft achieves
stable libration around an equilibrium state. On the other hand, Fig. 2.31 illustrates
the stability domains for the cases where the electrostatic is induced by using an
E-Glider system. This figure shows examples of the four different types of stability
diagrams, which are categorized based on Table 2.2. Comparing Figs. 2.30, 2.31a,
and b, the class 1 system has a smaller stable region than that of the conventional
system, while the class 2 system has a larger stable region. Intriguingly, the stability
domain changes drastically in the class 3 and class 4 systems, as depicted in Fig. 2.31¢c
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Fig. 2.31 The stability domain of the attitude motion subject to gravity gradient and electrostatic
torques

and d. These results imply that the use of electrostatic torque enables a spacecraft to
stabilize its attitude even when the spacecraft is originally unstable under the effect
of the gravity gradient torque.

Since the attitude stability behavior of an E-Glider significantly depends on the
& value, it is of great importance to analyze the possible range of £. As given by
Eq. (2.87), the & value is a function of the charge Q and the distance r. Therefore, a
contour map of £ can be created in the Q — h plane, as illustrated in Fig. 2.32. Here, &
is the altitude, and the orbit offset angle is specified as ¢ = 10°. This figure indicates
that £ varies widely enough to allow all of the possible four stability types. Based
on this contour map and Table 2.2, the categorization of the attitude stability can
be expressed in the Q — & plane, as shown in Fig. 2.33. Each category is displayed
in four different colors. This color map enables easy identification of the attitude
stability behavior of a spacecraft orbiting in the corresponding electrostatic periodic
orbit. A category transition appears at the altitude of approximately # = 18 m, which
corresponds to the minimum-potential altitude of a non-monotonic sheath profile.
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Fig. 2.33 Classification of the attitude stability based on the & value

2.11.3 Pitch Motion and Phase Diagram

Consider the situation where the offset of an orbital plane from the terminator plane
is sufficiently small, and thus § >~ 0 holds. In this case, if the roll and yaw motions
are initially in equilibrium, these motions and the pitch motion do not influence each
other. The independent pitch motion can be analyzed from the governing equations
by substituting ¢ = ¥ = v = ¢ = 0. This condition yields the equation below.
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cosd 0 —sinf ) 0
SCCo=| 0 1 0 |,%Cwsc,;=|60-n (2.91)
sinf 0 cos® 0

Consequently, the equation of pitch motion is derived from Euler’s equation as
follows: .
6 =(3+&0m*sinfcosh =0 (2.92)

By integrating this equation, the following equation is obtained:
0>+ 3+ &)opn’sin*0 = Cy (2.93)

where Cy is an integration constant. Let 7 denote a time unit defined by the equation

below.
1

T=———— (2.94)
ny(3+§)oy
By using this time unit, Eq. (2.93) can be normalized as
do\’ R
<_A> +sin?0 = 6 (2.95)
dt
where ;
f=~- Cy=Cyxt? (2.96)
T

Once Cy is specified by an initial condition, the pitch angle 6 and its change rate
df/dt are governed by Eq. (2.95). In other words, Eq. (2.95) describes the law of
the conservation of energy. Note that it is assumed that Egs. (2.89) and (2.90) are
satisfied, and thus the attitude motion is in a stable state.

Figure 2.34 illustrates the phase plane plot for the pitch motion described by Eq.
(2.95). This figure is displayed as a contour map of the Cy value. It is to be noted
that the values in this figure are normalized by the time unit. A stable equilibrium
appears at® = 0°, and unstable equilibria appear at§ = +90°. Itcan also be observed
that the pitch motion exhibits two modes of behavior depending on the Cy value:
libration motion when Cy < 1 and tumbling motion when Co > 1. The boundary
between these two modes is a separatrix defined as Co = 1, which is represented as
a bold contour line in the figure. This phase plane does not depend on the system
parameters because it is scaled by the time unit t, which is a function of the £ value.
The proposed analytical method enables comprehending the mode of the pitch motion
of an E-Glider subject to electrostatic torque.
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Fig. 2.34 Phase plane for the pitch motion

2.12 Coupled Orbital Attitude Stability

The stability of the attitude motion of a spacecraft subject to electrostatic torque
has been analyzed using an analytical approach. Although these analyses enable an
understanding of the dynamical structure of the attitude motion, they are performed
based on linearization and approximations. This section, therefore, investigates the
attitude motion through numerical simulations to verify the validity of the analytical
theories established in the previous section.

2.12.1 Coupled Orbit-Attitude Equations of Motion

Let (eo x, €0,y, €0,;) denote a set of unit vectors of the orbital coordinate. From the
definition of the orbital coordinate, e¢ ,, €0, ,, and e¢  are calculated as

r €o; XV
= -, e(),y = —, €ox = e(),y X €0, (297)
|| leo,; x V|

By using these basis vectors, the rotational transformation matrix from the Hill
coordinate system to the orbital coordinate system can be expressed as follows
(Hughes 1986):

T
°Cy =["eo. "eo,y "eo..] (2.98)

Considering a 2-1-3 rotation sequence from the orbital coordinate to the
spacecraft-fixed coordinate, the attitude of a spacecraft is expressed by Euler angles
(¢, 6, ¥). Then the following kinematic equation is derived.
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é 1 singtan6 cosptan6 | [ @,
0 0 cos¢ —sin¢ Wy
v 0 singsecH cos¢sechd | | @,
- - (2.99)
1 sin¢gtan 6 cos ¢ tan 6 Wy — Q
=10 cos¢ —sin¢ wy — 2y
| 0 singsecO cospsect | | w, — €2,

T
where SCwSC/l = [a))m Wy, wz] > SC(DSC/O = [‘Z’xv ‘Z’yv (Z)Z]T7 and SC"’O/I = [Qxa Qy, QZ]T'

The angular velocity 5w, is given by the equation below.

s¢ (2.100)

wo;1 =°Co (P@o/n + °Cr o)

Here, “wy,; = [0, 0, N]” holds from the definition; S C and ? Cj are obtained

from Egs. (2.73) and (2.98), respectively; and @/, which is the angular velocity

vector of the orbital coordinate with respect to the Hill coordinate, is obtained from

the relationship below.

X . T

[Cwosu] =Cu (°Cn) (2.101)

OCpy can be computed by numerically integrating the position and velocity of a

spacecraft. Here, the notation [u]* requires the formation of a skew-symmetric matrix
from the elements of u according to the following equation.

0 —Uu3z Uy
=] uz 0 —u (2.102)
—ur u; O

The equation of attitude motion given by the Euler equation can be expressed in
the spacecraft-fixed frame as follows:

L., Uy, — L)y,
Loy | = | (I, — L)oo, | +5Tg + 5Tk (2.103)
Izd)z (Ix - Iy)wxa)y

The gravity gradient torque T is calculated from Eq. (2.31), and the electrostatic
torque T is calculated from Eq. (2.50) based on the detailed model. Both T and
T are dependent on the position of a spacecraft in addition to its attitude, and thus
the attitude motion is coupled with the orbital motion. Consequently, Egs. (2.9),
(2.99), (2.103), and the relationship between position and velocity provide a total
of 12 equations; thus, the following 12 variables can be calculated via numerical
integration:

(X, ¥, 2, %, 9,2, 0,0, 9, $,0, ) (2.104)
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2.12.2 Stable and Unstable Attitude Motion

The attitude motion of an E-Glider is simulated for four cases that are listed in
Table 2.3. Numerical simulations are performed for two different periodic orbits with
two different sets of moment of inertia parameters. Figure 2.35 shows the reference
electrostatic periodic orbits for the numerical simulations. The orbit illustrated in
Fig. 2.35a has a £ value of —0.18, and thus the attitude stability mode is catego-
rized as class 2, as shown in Fig. 2.36a. On the other hand, the orbit illustrated in
Fig. 2.35b has a £ value of —3.86, exhibiting the class 3 stability mode, as presented
in Fig. 2.37a. Figures 2.36b and 2.37b show that one set of moment of inertia param-
eters is a stable case and that the other set is unstable. Initial conditions are given
such that the state variables are in the equilibrium state, but small errors are added
in the initial ¢ and 6 values.

The simulation results are presented in Fig. 2.38. The history of the Euler angles
(¢, 6, ) is provided in this figure. Figure 2.38a and b correspond to the simulations
for the orbit illustrated in Fig. 2.35a, ¢ and d illustrate the results for the orbit shown
in Fig. 2.35b. Figure 2.38a indicates that each Euler angle oscillates about an equi-
librium state without diverging. Note that the broken line in the figure represents the

Table 2.3 Simulation conditions for stable and unstable attitude motions

Charge Altitude 3 Category I, Iy, I Stability
Case A —30 pC 20m —0.18 Class 2 4,5 2 |x1073Kg/m? Stable
Case B —30 pC 20m -0.18 Class 2 2,5, 4 | x1073Kg/m? Unstable
Case C 280 uC 58m -3.86 Class 3 2,5, 4 |x1073Kg/m? Stable
Case D 280puC  [58m -3.86 Class 3 4,5 2 |x1073Kg/m? Unstable
100 150
100
100
50
E ) e 2
Eo E =0 E
N : 0 N = : 0
-50 50
50 =100
50 100 Lo
Sl | 50 g -100 0 5 = 150 -
¥ [m] % [m] -100 50 xo[m] 50 100 y(ml % [m] -100-50*01'“]50 100
100 100 150 150
100 100
50 50
50 50
Ey Eg Ey Eo
N ~N N N
-50 50
-50 =50
-100 =100
=100 -100 -150 -150
100 50 0 -50 -100 -100 -50 0 S0 100 150 100 50 0O -50 -100-150 -100-50 0 50 100
yim] x[m] y[m] x[m]
(a) @ =-30uC, hy =20m (b) @ =—-280uC, hy =58m

Fig. 2.35 Reference electrostatic periodic orbits for simulations of the attitude motion
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Fig. 2.36 The stability of the attitude motion for cases A and B
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Fig. 2.37 The stability of the attitude motion for cases C and D

equilibrium roll angle that is calculated numerically based on the nonlinear equa-
tions of motion. This result demonstrates that an E-Glider can orbit around a small
body with a stable attitude motion even under the influence of electrostatic torque. In
contrast, Fig. 2.38b illustrates that an unstable set of moment of inertia parameters
leads to a large deviation in the Euler angles. Therefore, the shape or orientation of
an E-Glider must be designed properly to achieve a stable attitude motion.

Another intriguing result is presented in Fig. 2.38c and d. It can be observed
from Fig. 2.38c that although the spacecraft configuration is unstable for the orbit
given in Fig. 2.35a, it can achieve a stable attitude motion for the orbit presented in
Fig. 2.35b. This result demonstrates that even when the attitude motion of a spacecraft
is unstable under gravity gradient torque, it can be stabilized by inducing electrostatic
torque. Figure 2.38d shows that a spacecraft that is stable for gravity gradient torque
can exhibit an unstable attitude behavior under the electrostatic environment. The
simulation results have revealed that the attitude motion of an E-Glider exhibits
unique characteristics that cannot be observed in classical attitude dynamics subject
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Fig. 2.38 Numerical simulation results of stable and unstable attitude motions

Table 2.4 Simulation conditions for libration and tumbling in the pitch motion

6o Cy Pitch motion
Figure 2.39a 2 x 10~ rad/s 0.19 Libration
Figure 2.39b 6 x 10~ rad/s 1.73 Tumbling

only to gravity gradient torque. Moreover, the simulation results confirm that the
numerical simulations agree with the analytical theories discussed in the previous

section.

2.12.3 Libration and Tumbling in the Pitch Motion

As described in Sect. 2.11.3, when the roll and yaw motions are in equilibrium states,
the pitch motion can be solved independently based on an analytical theory. This
section demonstrates the validity of the analytical analysis by performing numerical

simulations.
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Fig. 2.39 Numerical simulation results of libration and tumbling in the pitch motion
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Fig. 2.40 Simulated trajectories in the phase plane for the pitch motion

The simulation is performed for the case A condition presented in Table 2.3,
which provides a stable attitude motion. Equation (2.95) indicates that the Cg value
is conserved for the pitch motion, and Co <1 corresponds to libration, while Co > 1
corresponds to tumbling motion. The attitude motion of an E-Glider is numerically
simulated for two cases with different initial pitch rates §, that involve different pitch
motion modes. Table 2.4 provides the simulation conditions, and Fig. 2.39 depicts
the simulation results. It can be observed from Fig. 2.39a that when the initial pitch
rate is relatively small, the pitch motion exhibits stable libration. On the contrary,
Fig. 2.39b shows that a larger initial pitch rate results in tumbling about the pitch
axis.

Figure 2.40 illustrates the histories of the pitch motion that are displayed in the
phase plane. The trajectories represented as the solid red and magenta lines corre-
spond to Fig. 2.39a and b, respectively. The broken lines show a contour map of
the analytically calculated Cy value, which is also illustrated in Fig. 2.34. Figure
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2.40 demonstrates that the numerically calculated trajectories approximately follow
the contour lines, and reasonable agreement is found between the analytical theory
and the numerical simulations. It is to be noted that both d6/df and é@ described
in the figure are nondimensional values that are scaled by the time unit t given in
Eq. (2.94). Because t is a function of the £ parameter, the effect of the electrostatic
torque implicitly appears in Fig. 2.40. Therefore, these simulation results confirm
that the attitude motion of an E-Glider subject to electrostatic torque can be analyzed
based on classical approaches by introducing the & parameter.

2.13 Hovering and Its Stability

Hovering is a type of active control in which a continuous control thrust cancels out
the nominal accelerations acting on the spacecraft (Broschart and Scheeres 2005;
Kominato et al. 2006). For the E-Glider, the net charge Q of the spacecraft itself
generates thrust or better, a continuous force. The solar radiation pressure has a
strong influence on the shape of the orbits near a small body like an asteroid (leading
also to the instability in some cases Scheeres and Marzari 2002), due to the weak
gravitational attraction. Hovering can be a solution to avoid these problems by elim-
inating through an active control the accelerations of the spacecraft, thus creating
an artificial equilibrium point at a desired location. Until now, fuel restrictions have
limited hovering applications, but for the E-Glider, these limitations do not apply,
since only the power constraints of the spacecraft will set a limit and not the fuel level.
The case of fixed hovering with respect to the Sun has been analyzed in Bechini et al.
(2021), Bechini (2020) and discussed here, while the case of hovering over a specific
location of an asteroid is not considered (this scenario will be by far more complex
due to the alternance of sunlit/shadow phases). Before approaching the hovering
problem, we analyzed the zero-velocity curves to better understand the potential
field near the asteroid. The equations of motion contain the electrostatic potential
term to make this analysis relevant to the E-Glider case. The analysis points out that
the Nitter model, used up to now, is not adequate to describe the electrostatic field
in close proximity of an asteroid since by using the more refined model provided by
the PIC analysis, the identification of new and more equilibrium points with respect
to the ones predicted by the Nitter model is possible. This led also to the possibility
of identifying stable equilibrium points in subsolar hovering on the sunlit side which
is at an altitude of about 10—100 m from the surface of the asteroid. An E-Glider
can hover on these points by using a charge level lower than the one predicted by
using the Nitter model. The sensitivity analysis shows that the charge over mass ratio
needed to hover grows quadratically with the radius of the spacecraft.

Next, we list the assumptions used to define the case study and under which the
obtained results are valid. The bodies in the system under investigation are the Sun,
a reference asteroid (considered as the main body) in a heliocentric orbit, and a
spacecraft orbiting in close proximity to the asteroid. The main body has a circular
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Table 2.5 Reference spacecraft characteristics

Parameter Value
Shape Sphere
Radius 0.065 m
Mass 1.33 Kg
Cpa 0.14
Cps 0.43
Cpa 0.43

heliocentric orbit by assumption; thus, the equations of motion can be written by
using the Clohessy—Wiltshire approximation (Curtis 2010).

We assumed the spacecraft as a solid sphere. The mass of the spacecraft is constant
and equal to 1.33 Kg (as for a 1U CubeSat CubeSat 2019). The radius of the reference
spacecraft is equal to 0.065 m (it is computed from the volume of a sphere equivalent
to a 1U CubeSat). The computation of the SRP properties of the spacecraft can be
performed by assuming a layer of Mylar with a coefficient of absorptance (C),)
equal to 0.14 (Finckenor 1999) that covers the surface. The coefficients of specular
(Cps) and diffuse (C ) reflection have the same value, equal to 0.43, by assumption.
The SRP force is modeled by using the backward ray-casting model. The charge Q is
considered as fixed and modeled as a point charge concentrated in the center of mass
of the spacecraft; thus, the first moment of charge is zero. Table 2.5 summarizes the
spacecraft characteristics.

The main body of these simulations is the reference asteroid used also for the PIC
(particle-in-cell) analysis (Yu et al. 2016). The reference main body is a spherical
asteroid with a radius of 14 m. The gravity model used is the point mass model with
w = 0.0017 m3/s%. The circular heliocentric orbit of the asteroid has a radius of 1
AU and a period of 365.25 days at epoch 2451545 JD. The rotational parameters
are assumed to be measured at the same epoch of the orbital parameter. The right
ascension of the rotational axis is set to 0°, and the declination is set to 90° with
a rotational period of 1°/day. Table 2.6 summarizes the orbital and the rotational
parameters of the asteroid.

2.13.1 Zero Velocity Curves

The Clohessy—Wiltshire equations (see Egs. (2.11) and (2.12)) can be rewritten in
the RIC frame as (Curtis 2010):
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Table 2.6 Reference asteroid characteristics

Orbital parameters Rotational parameters
Epoch 2451545JD
E I;OC et 0 Epoch 2451545JD
poch OTise Epoch offset 0
Mean anomaly 0 . .
Orbital period 36525 d Rotational axis RA 0
roital peroc o0 cays Rotational axis DE 90 deg
Semimajor axis 1 AU . . .
Eccentricit 0 Prime meridian position 0
cce.n rl?l Y Rotational period 1 deg/day
Inclination 0 G ¢
RA of ascending node 0 cometry
L Shape Sphere
Argument of periapsis 0 .
N Radius 14m
Gravity
. . Plasma
Gravity model Point mass - field -
m T
Gravitational parameter 0.0017 m3 /s> asmatie ue
" . oUu
X—2Ny=——
ox
.. . aUu
V+2Nx = —— (2.105)
dy
.. oU
I=——
0z

In Eq. (2.105), U is the potential as a function of the position of the spacecraft r.
For the case under analysis, the contributions to the total potential are the gravitational
effect, the centrifugal effect, and the equivalent potential given by the solar radiation
pressure and by the electrostatic potential. Thus,

U 0

—ar = 3N +ag, +ap. + ME"
U 0

— E =dgy + ap.y + MEy (2106)
aU 0

— E = —sz —{—ag.z —I—ap,z + MEZ

By integrating and by assuming a simplified case in which the potential of the
SRP force is U, = a,, - r as in Scheeres (1999), the potential can be written as

N2 2 2 Q
U@) = —Ugr) - —- (Bx*=2) + 0@ —a,r (2.107)

where U, (r) is the gravitational potential (resulting from a, = VU,), and ¢, (r) is
the electrostatic potential in r resulting from E = —V¢,. Equation (2.105) can be
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written in a more compact form; thus,

82
a_t; - _vU (2.108)
But
or Or_ 0 gy (2.109)
ar oz ot '
where
ar 9°r - 1d2
—V.V=— (2.110)
At o2 2dt

where v and v are computed in the co-moving frame relative to the co-moving frame.
Moreover, we can notice that

3 5 aUdx U dy U3z dU
Evw=Zgyr =8 TR @.111)
ot ot dx Jt dy ot az ot dt

Thus,
ld,_ _dUu_1d, dU
S P —0= L0420y =0 2.112
2at T @ T ra ta T T a (V +20) @112)

This leads to v> +2U = C; which is constant and corresponds to an integral
of motion (or the Jacobi integral). The total energy can be written as %vz +U =
Eror. Since v2 > 01s always true, U (r) < C; must hold. This last equation defines
a constraint for the allowable regions of the spacecraft. The boundaries of these
regions are the zero-velocity curves. The potential U (r) is affected by the spacecraft
charge Q (see Eq. (2.107)); thus, an analysis for different levels of Q in proximity
to the asteroid allows better understanding of the presence of equilibrium points
and the U transitions. The equilibrium points can be obtained by imposing di =0in
Eq. (2.105), resulting in the equilibrium conditions ag = % = dU = 0. The analysis
here presented is reduced to the xy plane in which the negative x 1s the sunlit side of
the asteroid, with the sunlight coming from the -x-direction.

First, we analyzed the case for Q = O wC. The results obtained and shown in
Fig. 2.41 are consistent with the ones already presented in Kikuchi (2017). Only
one equilibrium point exists in proximity to the asteroid on the dark side. In the
equilibrium point, the effect of the SRP plus the centrifugal force (both acting in the
+x-direction) counter the effect of the gravitational acceleration of the asteroid. The
potential is negative, with negative peaks in proximity to the planet.

Next, we analyzed the case when the spacecraft has a positive charge. In this case,
the influence of the charge itself on the potential field is not strong. On average, if the
positive charge is increased, the potential field is “pushed” through more negative
values. The main behavior in close proximity to the asteroid is not strongly affected
by the charge as the potential keeps decreasing through highly negative values as in
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Fig. 2.41 Potential map and zero-velocity curves for Q = 0pnC

the case for Q = 0. Figure 2.42 shows the zero-velocity curves plots for the cases of
0 = 15uC (top), Q@ = 25 nC (mid), and Q = 75 pC (bottom).

The blue dots are the equilibrium positions. The plots on the right column of
Fig. 2.42 are the details of the plots on the left computed only for the sunlit region
(=55 <x <0 and 0 <y <40) with a more refined mesh. By looking first at the
plots on the left column, we can notice that different levels of positive charge do not
have a strong impact on the shape of the potential field. Moreover, the effects of the
plasma wake are evident (obviously, they are not presentif Q = 0, see Fig. 2.41). The
modifications in the potential field given by the influence of the plasma are different
from the results previously obtained by using the Nitter model (Kikuchi 2017),
especially in the terminator line (transition between sunlit side and dark side) and
in close proximity to the asteroid surface. By neglecting the infeasible equilibrium
point located at x = y = z = 0, there is at least one collinear (y = 0) equilibrium
position on the dark side, far from the surface at about 105—110 m. These equilibrium
points disappear (as shown in Fig. 2.42 for O = 75 nC) if the level of charge reaches
high values, in this case, higher than 50 wC. Due to the presence of a photoelectron
sheath near the surface of the asteroid, the presence of equilibrium points can be
hypothesized for a positively charged spacecraft in this region. To detect these points,
we needed an extremely refined mesh, for this reason, the plots on the right column of
Fig. 2.42 were produced. These analyses indicated the presence of more equilibrium
points. These new equilibrium points are non-collinear (they have y # 0), and there
are more than one non-collinear equilibrium points for the same level of charge
Q. This result is the consequence of the complex shape of the electric field near
the surface of the asteroid. These points were not detectable with the Nitter model,
since it uses an oversimplified model for the electric field computation with respect
to the PIC results. The mesh used does not allow us to find collinear equilibrium
on the sunlit side, but their presence can be predicted by considering again the
photoelectron sheath. The mesh must be extremely fine to detect these points, leading
to a strong increment in the computational time. The analyses restricted to the case
y = z = 0and x # Oreported in the following sections confirm the presence of these
equilibrium points at an altitude below &~ 2 m (altitude at which the electrostatic
potential has a minimum, thus an inversion of the sign in E,), but with a strong
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Fig. 2.42 Zero-velocity curves for Q > OpnC

gradient of variation of Q for small variation in the position x. The non-collinear
points obtained are not very sensitive to variations in the charge levels; furthermore,
they are still present even for levels of charge in which the dark side equilibrium
point has already disappeared. The coexistence (at least for a low level of positive
charge) of equilibrium points both on the sunlit side and on the dark side is ensured,
with both collinear and non-collinear points on the sunlit side.

Second, we analyzed the case in which the spacecraft has a negative charge. The
charge of the spacecraft affects the potential field in a way such that the potential on
the sunlit side falls to extremely negative values, while on the dark side, the potential
becomes strongly positive in close proximity to the surface. Figure 2.43 shows the
zero-velocity curves for the cases of 0 = —5 uC (left) and Q = —10 nC (right).

The equilibrium conditions are present both on the sunlit side and on the dark
side even for a low level of charge; moreover, there is more than one equilibrium
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Fig. 2.43 Zero-velocity curves for Q < OuC

condition on the same side for the same level of charge. This result is in contrast with
the previous study (Kikuchi 2017) based on the Nitter model. By using the Nitter
model, the equilibrium conditions were obtained only on one side per time with a
negatively charged spacecraft; moreover, the equilibrium conditions on the sunlit side
were obtained only for extremely high levels of charge (Kikuchi 2017). A comparison
between the equilibrium points on the sunlit side for the two cases reported indicated
that the equilibrium points are closer to the asteroid surface for a charge higher in
modulus. Also, this result is in contrast with the Nitter theory, where an augmenting
negative charge moves the spacecraft far away from the asteroid towards the direction
of the Sun (Kikuchi 2017). The detection of equilibrium positions on the sunlit side
is affected by the dimensions of the mesh, thus, in this case, to also augment the
number of points in the grid without strongly affecting the computational time, some
analyses have been performed for the case in which —55 <x <0and 0 <y <40
with a more refined mesh. The results are in Fig. 2.44.

There are more equilibrium positions, for the same level of charge, on the subsolar
axis, as deduced before. Moreover, several noncollinear equilibrium points (equilib-
rium points with both x and y different from zero) are present also for a low level of
charge. A comparison between the three cases reported in Fig. 2.44 indicated a drift
of the equilibrium points for different levels of charge. By making the charge more
negative, the collinear equilibrium points move towards the surface of the asteroid
until they disappear (see the case of Q = —25 wC), while the non-collinear points
seem to drift away, and some of them seem to appear and then disappear (a better
understanding of this phenomenon can be obtained by using an extremely refined
mesh). These results cannot be obtained by using the Nitter model; in particular, the
presence of more than one non-collinear equilibrium position has not been assessed
before.
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2.13.2 Subsolar Hovering

The analysis of the zero-velocity curves points out that there are several points
of equilibrium dependent from the charge. The analysis was restricted to only the
subsolar axis (thus only along the x-direction, with y = 0 and z = 0) in order to
better characterize the equilibrium conditions in this region by achieving a higher
accuracy without strongly refining the mesh. The equation for the hovering along
the x-axis (Eq. (2.113)) can be derived from the general equation of motion written
under the Clohessy—Wiltshire assumptions; thus,

Jox | Jpx Q
AN* x4+ 222 P2 L B = =0 2.113
x5 s HEe ( )
The solution of Eq. (2.113) for Q/M gives the charge over mass ratio needed to
hover at each position along the x-axis. The stability has been evaluated for each
equilibrium condition. The stability conditions for the case under exam are

d
a—U =0 (2.114)
X
0°U

eq

where the selected Q /M always verifies Eq. (2.114). The x derivative of Eq. (2.113)
leads to

— _3N2__—8_""p_ =X (2.116)

The second derivative of the gravitational potential is computed by using Pines’
algorithm with a modified recursion formula (Gottlieb 1993; Pines 1973; Lundberg
1988; Fantino and Casotto 2009). The derivative of the electric field can be numer-
ically computed as the x-component of the gradient of the electrostatic field. The
% can be neglected since the E-Glider is supposed to fly in close proximity
with respect to the asteroid; thus, ‘%” ~ 0 can be assumed. The results of this first
analysis are reported in Fig. 2.45.

The central gray band in Fig. 2.45 represents the asteroid, and the blue dotted line
represents the limit of the nominal photoelectron sheath (which corresponds to the
nominal photoelectron Debye length, equal to 1.38 m). Only a few points of stable
hovering over the sunlit face exist. These points are at about 42 m from the center of
the asteroid and can be interesting from a “real mission” point of view. A negatively
charged spacecraft could achieve almost all the hovering conditions, except some
positions on the dark side (at more than 100 m of distance from the center of the
asteroid) and for altitude below the photoelectron sheath (which are not reported
in the figure for scale issues, since these points are located at values even equal
to Q/M = 0.0024 C/Kg). This analysis, in agreement with the results obtained in

term
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Hovering position VS S/C charge over mass ratio
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Fig. 2.45 Subsolar hovering conditions
Table 2.7 Radius values for simulations
Reference [m] Values [m]
0.065 0.10.250.50.751.02.05.07.510

Corradino (2018), confirmed that in the nominal case, for the assumed spacecraft
and main body parameters, the Q /M ratio required for the hovering over the sunlit
face is in the order of 107> C/Kg. A stable hovering at about 10 — 100 m of altitude
is possible by assuming that the levels of power and voltage required are achievable.
Moreover, the level of charge needed to achieve the hovering condition in subsolar
positions is lower than the one predicted by using the Nitter model (Kikuchi 2017).

A sensitivity analysis of the equilibrium conditions has been performed by chang-
ing the value of the equivalent radius of the sphere which represents the spacecraft
to improve the characterization of the hovering conditions. The values used for the
simulations are reported in Table 2.7.

The reference value is equal to the radius used for the previous analysis. The other
parameters are kept fixed, such that only the radius changes. An analytical study has
been performed before the numerical analysis. The Q /M equation can be written as

0

I IR

M M

1
o ] — 2.117)

Ey

By considering the spacecraft as a “point” concentrated in the center of mass of the
equivalent sphere, the only term dependent on the radius of the sphere Rg¢ is the SRP
force. By using the simple cannonball model (only for the analytical formulation),
the derivative of Eq. (2.117) with respect to Rgc is
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Hovering position VS S/C charge over mass ratio
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Fig. 2.46 Variation of normalized IQ/MI as a function of Rgc
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aa% ]:’ is linearly increasing for positive values of Rgc; thus, the O /M needed for the
hovering in proximity to an asteroid increases quadratically with the increment of
the equivalent radius of the spacecraft (the minimum is achieved for Rgc = 0 which
is a infeasible solution). The numerical results are reported in Fig. 2.46.

The big red marker stands for unstable equilibrium positions achievable with a
negative spacecraft charge, while the big blue marker stands for the stable equilibrium
positions obtained with a negative charge. The small markers stand for the equilibrium
conditions achieved with positive charges (the color code for stable and unstable
equilibria is the same). The simplified analytical approach is compliant with the
numerical results. The Q/M needed to achieve the hovering condition increases
with a quadratic law with the radius of the spacecraft. The Q/M ratios reported in
Fig. 2.46 are the absolute value of the ones computed with a prefixed radius in a
defined position normalized by the Q /M ratio obtained at the very same position for
the reference radius. The normalized | Q /M| increases both on the sunlit and on the
dark side by moving away from the surface. The variation of the spacecraft radius
does not affect the stable equilibrium region. Figure 2.47 shows that the behavior on
the dark side seems to be quite different from the predicted one.
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Table 2.8 Main body positions

Position [AU] Reason

0.4 Mercury orbit

1.0 Earth orbit

1.5 Mars orbit

2.2 Inner asteroid belt radius
2.75 Mid asteroid belt radius
3.3 Outer asteroid belt radius

The behavior of these curves is due to the fact that the normalized |Q/M| is
computed as the ratio between two absolute values. If the radius of the spacecraft
increases, the transition from a negative to a positive Q /M ratio (obviously the sign is
dictated by the charge Q) is anticipated, as can be seen in Fig. 2.48; For Rg¢ = 0.065,
the transition happens at &~ 105 m, while for Rgc = 0.5 m, the transitions happens
at about 25 m from the center of the asteroid. For a radius higher than 1 m, the O/M
needed for the hovering on the dark side is positive for regions close to the asteroid.
A second transition region located at about 105 m can be identified in Fig. 2.48. This
is due to the electric field x-component that becomes positive.

A sensitivity analysis to evaluate the effects of the position of the main body
with respect to the Sun on the |Q /M| ratio has been performed. The five different
positions reported in Table 2.8 are considered in this analysis.
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Hovering position VS S/C charge over mass ratio
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Fig. 2.48 Q/M for the first three cases examined

The positions considered are selected by considering the regions interesting for
possible applications of an E-Glider. The case of an asteroid at 1 AU is the reference
for the analysis. By changing the distance with respect to the planet, the orbital
period (computed in agreement with the selected semimajor axis) and the plasma
parameters (the solar wind density and the solar wind ions and electrons temperature)
change. The variation of the plasma parameters strongly affects the current collected
by the electrodes and the power needed to maintain the charge, but these effects are
not considered in this analysis. The results of the numerical analysis are available in
Fig. 2.49.

The absolute values of the Q /M obtained for each planet are normalized by the
absolute value of the Q/M computed for the reference case. Figure 2.49 indicates
that the normalized | O / M | increases on the sunlit side in the case of an inner asteroid,
while it decreases in the case of outer asteroids. Moreover, the increment is higher if
compared to the decrements obtained in each case of an outer asteroid. This is due
to the strongest effects of the solar wind acting on the sunlit side. By moving away
from the asteroid in the direction of the Sun, the difference with the reference case
increases by following an exponential law. On the dark side, the trend is the opposite.
For an inner asteroid, the O /M needed switching from negative to positive closer
to the surface with respect to both the reference case and the outer asteroids; thus,
there is a region (just before the transition) in which the Q /M required is effectively
reduced in modulus (see Fig. 2.50). Also, in this case, there is a second transition
position located at about 105 m (see Fig. 2.50) from the center of the asteroid, on
the dark side region due to the inversion of the sign in E,. Figure 2.50 confirms that
hovering on the sunlit regions requires a higher level of charge for inner asteroids,
while on the dark side, the charge required for these asteroids is lower. The solar wind
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effects on the dark side hovering are quite low for an outer asteroid, since the |Q /M |
increment switching from 1.5 AU to 2.2 AU is much stronger than the one computed
from 2.2 AU to 3.3 AU (see Fig. 2.49). The positions of the stable equilibria are
almost not changed with respect to the reference case (the legend for the equilibrium
point is the same of the previous cases).
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2.13.3 Electrostatic Periodic Orbit

2.13.3.1 Introduction

Previous works assessed the presence of a class of periodic orbits, called electrostatic
periodic orbits Quadrelli et al. (2017b), Kikuchi (2017), under the assumption of
an electrostatic field modeled with the Nitter model. The previous work that used
the PIC results (Corradino 2018) only hypothesized the possibility of achieving
the electrostatic periodic orbits without defining them. The electrostatic periodic
orbits computed by using the Nitter model are found to have different shapes as a
function of the charge. Moreover, assessed was the possibility to have more than one
periodic orbit for the same level of charge starting from different initial positions
(Kikuchi 2017). These orbits are found to be displaced through the direction of
the Sun, allowing the E-Glider to orbit the central asteroid on the sunlit side, thus
in a more favorable position with respect to the periodic neutral orbit, which is
found to be displaced through the dark side of the asteroid (this can have drawbacks
from the mission viewpoint). These orbits, as said, were computed by assuming the
Nitter model for the electrostatic field close to the main body. As shown above, the
electrostatic field described by the PIC results is much more complex than the one
obtained by using the Nitter model, especially for a negatively charged spacecraft
on the sunlit side (which is the case for which the electrostatic periodic orbits have
been obtained); thus, it is necessary to evaluate if these orbits are still present even
if the PIC results are used and/or if they have some modifications from the results
obtained by using the Nitter model.

2.13.4 Neutral Periodic Orbit

The natural periodic orbits determination has been used as a benchmark case for test-
ing the algorithm. The natural periodic orbits are periodic orbits in the RIC reference
frame characterized by a neutral total charge QO = 0 wC, referred to in the literature
as terminator orbits (Quadrelli et al. 2017b; Kikuchi 2017). These orbits are known to
be displaced through the dark side of the asteroid. They are Sun-synchronous orbits
with the characteristics of being perpendicular to the subsolar axis. Since the neutral
orbits are characterized by a charge equal to zero, they are influenced only by the
gravitational effects and by the Solar radiation pressure. In Fig. 2.51, shown is an
example of a neutral terminator orbit found with the previously described algorithm
computed in the RIC reference frame for about (2.1, 0, 39.94)T as initial position
(in meters) and (0, 0.00656, 0)” as initial velocity (in m /s) propagated for a period
of time equal to 10 Earth days using the full-model equation of motion described
in Eq. (2.9). From the plot, it can be noticed that the drifting of these orbits is low
indeed, and the displacements from the reference initial orbit (the orbit obtained for
the first orbital period) are small. The period of the orbit is about 5.48 h. To test
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Fig. 2.51 Example of a neutral terminator orbit

the iterative process, the initial conditions that allow us to obtain a neutral periodic
orbit have been evaluated. Since the shape and the position of the neutral orbit are
influenced only by the gravitational effects and by the SRP, it is expected that a drift
of the initial position is needed to obtain a periodic neutral orbit towards the dark
side (positive x-direction in the RIC reference frame) if the distance from the center
of the asteroid increases. This expectation is fully confirmed by the initial positions
computed and reported in Fig. 2.52. The blue line in Fig. 2.52 represents the surface
of the asteroid. The maximum displacement computed in the x-direction is about 2.2
m, obtained for 7y = 40 m. These positions are computed by using ¢y < 90° as an
initial guess.

2.13.5 Connection with the Electrostatic Periodic Orbit

Once the algorithm was proven to work properly for a neutral orbit, it was used to
find the initial condition that allows us to obtain an electrostatic periodic orbit, thus
connecting with the previous section where the periodic orbits are described analyt-
ically. It has been noticed that the computational cost of this algorithm is extremely
high; thus, we reduced the zone of interest in which to select the initial guess con-
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Fig. 2.52 Neutral terminator orbit’s initial positions

ditions. The periodicity of an electrostatic orbit can be achieved by exploiting the
spacecraft charge level to cancel out the force component along the x-direction in the
RIC reference frame. To identify the level of charge over mass ratio needed to cancel
out the x-component of the force, it is possible to use Eq. (2.117), here reported for
completeness.

Qo _ [_3N2x_&_@]i (2.119)

By evaluating Eq. 2.119 on a domain such that both the x- and the z-directions
in the RIC reference frame are different from zero, the searched level of Q/M
is obtained. The results of this analysis are reported in Fig. 2.53, while Fig. 2.54
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Fig. 2.53 Charge over mass ratio required for orbiting
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Fig. 2.54 Axial electrostatic field in the xz-plane

presents the level of the axial electric field (along the x-direction) on each point of
the evaluation domain of the Q/M ratio.

Figure 2.53 allows us to identify those regions in which the charge over mass
ratio required for the orbiting is less than the one required for the subsolar hovering,
resulting in a more efficient strategy that can also enable the achievement of more
interesting observation points. The sunlit regions that allow for a smaller charge over
mass ratio with respect to the hovering case are few and located near the terminator
region. This result is expected since the highest strength of the axial electrostatic field
is computed above this region (as demonstrated in Fig. 2.54). In Fig. 2.53, the region
in which it is possible to establish a periodic neutral orbit can be also found (colored
in violet in the figure). It can be noticed that the neutral orbit region obtained in Fig.
2.53 is coincident with the one computed with the previously discussed algorithm and
reported in Fig. 2.52. By exploiting these “low-charge” regions, it could be possible
to “tug” the orbit in the sunlit direction. It is possible to identify also some regions of
low required charge near the subsolar position, in close proximity to the equilibrium
points identified when the charge is negative. Anyway, orbiting in these regions can
be extremely risky since the favorable regions are surrounded by extremely adverse
regions, in which the electrostatic field is weak, thus requiring a high level of charge.
Moreover, these regions are close to the surface of the asteroid; thus, in a real case, the
perturbations given by the irregularity of the surface itself can be dangerous for the
mission. In conclusion, it can be stated that the electrostatic orbiting is advantageous
(from the charge over mass ratio point of view) and mainly feasible near the terminator
region. Therefore, the selection of the guess initial point can be limited to this region.
Furthermore, the charge can also be limited to a level of Q/M lower than the one
required for the hovering. This reduction of the zone of interest allows speeding up
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Fig. 2.55 Axial electrostatic field in the xy-plane

the entire process, but the drawback is that the possibility of achieving an electrostatic
periodic orbit is not explored nor for regions further from the asteroid surface nor
for a higher level of charge. This means that the solution space is not completely
explored; thus, a better characterization (with a more powerful algorithm) could be
needed to fully explore the solution space. It is better to stress here a main difference
between the Nitter model used for past analysis and the model resulting from the PIC
method used here. The electrostatic field around a spherical object in a 3D domain
can be defined using the Nitter model by computing the field itself on a reference
plane (the xy-plane in the RIC reference frame for example) and then performing
a rotation of 360° of the obtained results around the x-axis. The electrostatic field
obtained from the PIC results is computed by interpolating the data that outcome
from the numerical analysis on the 3D sector identified by the x-axis and the positive
semi-axis of y and z directions in the RIC reference frame. The 3D complete field
can then be obtained by mirroring the 3D sector with respect to the xy-plane and
then with respect to the xz-plane. By evaluating the x-component of the electrostatic
field on the xy-plane (reported in Fig. 2.55) and comparing the results with the ones
reported in Fig. 2.54, some variations between the plots are evident. Especially on
the sunlit region, the differences between the x-component of the electrostatic field
on the xy-plane and the one in the xz-plane are quite strong in magnitude and shape
of the field itself. Thus, the PIC-based model has a higher degree of complexity with
respect to the Nitter model since it does not show the rotational symmetry previously
discussed for the Nitter model. This loss of symmetry in the numerical results of
the PIC analysis can be compared with the Nitter model computed for the case of a
slightly ellipsoidal main body in Kikuchi (2017); thus, in this case, an electrostatic
field can be obtained which does not have a rotational symmetry about the x-axis
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in RIC reference frame. Hence, this “asymmetry” can affect the periodicity of the
orbits, also leading to open orbits as reported in Kikuchi (2017).

By running the simulation, it is possible to compute the initial conditions that
allow us to obtain those orbits that cross the xz-plane perpendicularly. These vectors
of initial conditions are stored in an external file compatible with MatLab. This file
is post-processed in order to propagate the obtained initial conditions for an entire
orbital period and check the distance between the starting point and the final point.
This process of evaluation of the obtained orbits is a fast way to verify if they are
closed, thus periodic, and if not, how big the distance between the starting and the
final condition is. The results of the post-process analysis show that by using a PIC-
based electrostatic field model and under the restriction previously reported, in the
region of low required charge defined above, there are no periodic electrostatic orbits.
This means that it is not possible to obtain a closed periodic orbit displaced through
the sunlit direction by imposing a constant negative charge to the spacecraft. The
analysis of the obtained distances shows that the smallest deviations (less than 1 m)
are obtained for a radius of the starting orbit below 17 m and level of charge of the
order of 10~7 C. For a higher radius of the initial position, by imposing a charge
level lower than 10> C, deviations lower than 1 m after an orbital period have not
been computed. The minimum distance computed is 17 cm obtained for Ry = 16 m,
Vyo = 0.0105 m/s and Qg = —1.9 - 1077 C. In the following, the orbit obtained by
imposing a charge equal to Q = —1.6 uC and a starting distance from the center
of the asteroid equal to 21 m is taken as an example. The algorithm gives as initial
position the vector r = (—3.245, 0, 20.748) in meters, and as initial velocity the
vector v = (0, 6.562, 0) in millimeters per seconds. Both r and v are expressed in
the RIC reference frame. The condition of perpendicularity at the crossing of the xz-
plane is satisfied since by propagating the orbit for the resulting half-period (which
is about 1.94 h) it is obtained in which the x-component of the velocity vector is of
the order of magnitude of 10~!3, while the z-component is of the order of magnitude
of 107", The y-component of the velocity at the crossing position is —1.09 cms
per second. Thus, the velocity vector results to be perpendicular to the xz-plane as
expected. The orbit obtained for a propagation of one orbital period is shown in
Fig. 2.56.

It is evident that even if the trajectory crosses the xz-plane perpendicularly, the
orbit results in being an open orbit, thus not periodic. The displacement of the final
position with respect to the initial condition is both through the positive x-direction
and through the positive z-direction in the RIC reference frame. This result is in
agreement with that stated in Kikuchi (2017) for the case of an ellipsoidal main
body; thus, the result confirms that the loss of a degree of symmetry given by the PIC
results affects the possibility of defining electrostatic periodic orbits, as previously
hypothesized. The main cause of the asymmetry is thus in the electrostatic field in
which the spacecraft moves along its orbit. The electrostatic field components along
the orbit under analysis for one orbital period are reported in Fig. 2.57.

From Fig. 2.57, it can be noticed that in correspondence with the half-period, the
electrostatic field components have a strong modification (with a high gradient) with
respect to the instant of time just before and just after the crossing of the xz-plane.
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This modification has an effect on the electrostatic force acting on the spacecraft.
Like in the motion of a pendulum, to have periodicity in the trajectory, it is required
that the resultant of the forces acting in the out-of-plane direction is zero when the
pendulum is in the vertical position in order to avoid perturbations in the trajectory
and thus rotations of the plane of motion and loss of periodicity. The same must be
verified for the orbital motion here considered, but due to the shape of the electrostatic
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Fig. 2.58 Total force components along the orbit (top) and norm of the forces acting on the space-
craft (bottom)

field, the balance between the forces acting in the x-direction (but also along the z-
direction) in the RIC reference frame is not satisfied, as can be noticed in Fig. 2.58 in
the upper plot. The non-zeroing of the force component along the x-axis in the RIC
reference frame and the unbalancing of the forces along the z-direction cause the
displacement of the final point with respect to the initial position and the asymmetry
of the orbit and thus of the resultant of the forces on the spacecraft (as can be noticed
in the plot on the bottom in Fig. 2.58).
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2.14 Control

2.14.1 Control Approach

Key characteristics of small-body targets are lower gravity and lack of atmosphere.
The low gravity allows for (1) longer timelines for surveillance and characterization
of the target site, (2) gradual descent to the target, (3) multiple landings or contacts
and ascent, and (4) aborting and restarting during critical activities. Low-gravity
maneuvering differs fundamentally from high gravity in the timescales, requirement
for high thrust, and the need for closely monitoring the trajectory and attitude-control
loops. An important characteristic of these missions is the lack of a priori information
about the body. JPL’s AutoNav (Quadrelli and Bhaskaran 2019) is ideally suited for
E-Glider operations and is capable of achieving position control to within 3 m and
horizontal velocity control better than 2 cm/s. Landmark-based autonomous navi-
gation with terrain relative navigation (TRN) and hazard detection and avoidance
(HDA) will be necessary for the E-Glider to reach critical landing sites of high sci-
entific interest that are surrounded by terrain hazards. TRN is an image processing
method that extracts kinematic position (and optionally attitude) information from
onboard sensor data (e.g., camera images, LIDAR range image/mabp, etc.) for subse-
quent use in an estimation filter. HDA is a landing function that uses data collected
onboard to identify safe landing sites in real time as the vehicle descends. The NEAR
and Hayabusa asteroid landings demonstrated that such missions are feasible using
ground-in-the-loop navigation at tens of meters of accuracy. Future proximity opera-
tions and landings on small bodies may need to achieve accuracies of less than 5 m. A
typical timeline for the E-Glider, in the context of a small-body mission, is discussed
next. Once released, the vehicle extends its wings and hovers. Through an array of
Langmuir probes that measure the spatial distribution of the charges surrounding the
vehicle, a map of the local electrostatic field is generated. This map is the result of
the differentials between the model and the measurements which are continuously
updated in flight. Once the electric potential has been mapped, the E-Glider is able
to use this electrostatic topographic map for path planning and navigation. Further
articulation of the electrodes would generate a component of lift depending on the
articulation angle. This selective maneuvering capability would lead to electrody-
namic (rather than aerodynamic) flight. In this context, a potential field approach
to path planning for navigation (Quadrelli et al. 2004) is a likely candidate. For
navigation, the important determination is which low-altitude ranging sensors (i.e.,
altimetry) would be needed closer to the ground, if it would be more advantageous for
the E-Glider to descend/ascend cyclically in response to solar illumination condition,
or what is needed for stable station keeping. Another concern is how to differentially
bias the charge on the surfaces relative to the body being orbited since solar wind
can cause charge neutralization within a fraction of a second on exposed spacecraft
surfaces. To provide continually varying charge emission to control the spacecraft
potential relative to the space environment and asteroid, proper orbital design will
significantly mitigate this concern by leveraging the natural charging, first hovering
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in the dark side (where both the E-Glider and the surface are charged negatively)
and then approaching the positively charged surface in the sunlit side at much lower
altitude when both the E-Glider and the surface are charged positively. E-Glider
navigation requires a local measurement of the direct current (DC) electric field
near the spacecraft (and a feedback loop for control). Measuring DC electric fields
requires double-probe sensors on long deployable booms (typically 30 m or more in
1-AU solar wind). These measurements are a function of the spacecraft’s electrostatic
environment including photo- and secondary emission, current bias setting, etc.

In the rest of this section, we consider the E-Glider as an extended body, par-
ticularly a dipole. We examine the possibility for a dumbbell E-Glider to achieve a
hovering position with a desired attitude on the sunlit side in the RIC reference frame
starting from a given initial position. Since the equations of translational motion and
the ones of the attitude motion are highly coupled for a dumbbell spacecraft, the
assessment of the capabilities of an E-Glider to perform both attitude and orbital
control together by exploiting the electrostatic force and torque is fundamental. The
coupled control is here developed for the planar case. An initial attempt to control a
point mass E-Glider by acting on both the net and the differential charges has been
performed in Corradino (2018) but under strong assumptions (e.g., the linearity of
the electrostatic field). In this work, the case in which the spacecraft is composed by
separated electrostatically active masses linked by a rigid tether controlled by adopt-
ing a control strategy similar to the one presented in Corradino (2018) is investigated.
The problem is reduced to the planar case by considering only the xy-plane in the
RIC reference frame.

2.14.2 Assumptions of the Hovering Dipole Model

The system can be represented in the planar case as in Fig. 2.59. The position of
the center of mass R, and the attitude angle v, defined as the angle between the
x-direction in the RIC reference frame and the x-direction in the BF reference frame
(see Fig. 2.59), describe the system under investigation.

The objective is the achievement of a desired hovering configuration defined by
R, and ¥, starting from a given initial position R,y and . The hovering condi-
tions have been previously found under the assumption of the Clohessy—Wiltshire
equations (see Sect. 2.13.2). Here, the RIC reference frame is used to derive an ideal
control law, but the terms related to the heliocentric motion of the spacecraft have
been neglected; since the order of magnitude of the apparent forces given by the
non-inertial RIC reference frame is as low as their effects result in a periodic motion
with a characteristic time of about one Earth year, they can be safely neglected in
first approximation.

The equations of motion (and so all the terms related) are reduced to the 2D
case (only x- and y-components). The electrostatic effects can be modulated by
changing the charge of the two point masses A and B. To achieve the desired hovering
condition, the total resultant charge must be at least equal to the one obtained in
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Fig. 2.59 Reference frame Youe |
for the control analysis 4

Re

the previous analysis for the case of a point mass spacecraft (see Sect. 2.13.2).
Hence, Q4 = O nover, Where Q gover can be computed by evaluating Eq. (2.117) at
the desired final position and configuration. The level of charge that allows the E-
Glider to electrostatically levitate at each position over the asteroid on the sunlit side
must be evaluated at each instant of time. The level of charge needed to hover at the
current position and the one needed to achieve the final hovering can be decoupled
by writing Q(¢t) = Qq + d Q(t), where d Q(¢) is the net charge control variable.

Dumbbell spacecraft can be considered as a single dipole immersed in the electro-
static field given by the PIC analysis. The basic physics of an electric dipole indicates
that the first moment of charge can be obtained by differentially charging the end-
points of the dipole itself, hence, by differentially charging A and B. By assuming,
for example, a charge -g on mass A and +¢ on mass B, a dipole moment defined
as S, = gL is generated. The electric dipole moment acts on the direction from the
negative to the positive charge (along the x-direction in BF reference frame); thus,
it can be expressed in RIC frame components as

Sqx = qLcosy (2.120)
Sq.y = qLsiny
If the differential charge on A is the positive one, the dipole moment acts in the
—x direction in a BF frame. The differential charging affects at the same time the
dynamics of the position of the center of mass and the attitude dynamics, since the
dipole moment generated tends to align the spacecraft with the local electric field
(generating the rotational effects given by S, x E(R.)), but it also gives a transla-
tional component since the E-field is a local property. By adopting the formulation
derived in Sect. 2.9.1, the electrostatic acceleration can be expressed as

. Q S,
M - ME(R(‘) + Ge(Rc)M (2.121)
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where M = M4 + Mg, Q = Q4 + Op, E(R,) is the 2D electric field evaluated at
R,, and G,.(R,) is the 2D electrostatic gradient tensor evaluated at R.. Equation
(2.121) shows how both the net and the differential charge affect the translational
motion of the center of mass.

Since the reference frame used is the RIC reference frame and since the analysis is
reduced to the planar case, the solar radiation pressure affects only the motion in the x-
direction in the RIC frame by assumption. Due to the rigid dumbbell spacecraft model
adopted for the E-Glider, both the total gravitational force acting on the equivalent
mass M located on the center of mass and the effects of the decentralized masses
M, and Mp given by the gravity gradient term G, must be considered. This last
contribution can be expressed as (Beletsky and Lavin 1993)

G = %

1 T
I:E(-]yy + J2) — Jexs ny§ szi| (2.122)

where

Jii = Myi + Mpi withi = x,y,z
Jij = Muinja+ Mpigjp withi =x,y,zandi # j

with x, y, z components of the vectorr = R — R, in the local vertical/local horizontal
(LVLH) reference frame with the R position vector in the ACI reference frame of
the part considered. Hence, f, = — %RG + Gy. Also in this case, the vector and the
tensor must be reduced to the 2D case by taking only the components related to the
x- and y-axis.

The Euler equation previously discussed can be used for the rotational motion. By
assuming that the angular rate of the spacecraft with respect to the inertial reference
frame expressed in the body reference frame is @ = (0, 0, 1ﬁ)T and by assuming that
the BF reference frame is aligned with the principal axis of inertia, we obtain that
Jo x @ = 0. Thus, the cardinal equation for the rotation around the z-axis in the
BF frame can be written as J..% = T.. Solar radiation pressure torque is assumed
to be negligible in this analysis, while the electrostatic torque can be computed as
T,. =8, x E(R.) + T, . (see Sect.2.9.1). S, x E(R,) gives the effect of the dipole
moment which tends to align the dipole itself with the local electrostatic field, while
T,c.; is the third element of the vector T,;. The vector T, is defined by the second
moment of charge I;; thus, it depends on the level of charge of the spacecraft. From
geometric considerations, we can easily verify that I, is symmetric for a dumbbell
spacecraft. Moreover, 1, ,, and I, .. are always equal for the spatial symmetry of
both the masses and the charges.

If the problem is reduced to the planar case, the vector T, has only the component
T, different from zero. In order to develop an electrostatic control system based
on the charge level of the points A and B, T, , must be formulated as an explicit
function of the charge Q (since the terms related to the differential charge are auto-
balanced). By starting from the computation of I, and after some mathematical
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steps, we can write T, ; = G xy (RC)LT2 Q. This equation indicates that the higher
the distance between the charges, the higher the torque given by the electrostatic
gradient. By considering the symmetry relations and by remembering that we are
analyzing the planar case, we can write the z-component of the gravitational torque
as T, . = Gg xy(R.)(Jyy — Jxx). The coupled equations of motion can be written as

i Koo Gy "f,  "ECR)  "G.(R.),
R.= 'R, L S
R? Y Tu Tt T 2 r !
. Jyy —J L? 1
W = ng,xy (ch) 2 o + bGe,xy (ch) Q + (bsq X bE(rRC))
Jzz 4Jzz Jzz
(2.123)

In Eq. (2.123), the equations for the translation are in the RIC reference frame,
while the equation for the rotation is in the BF frame. The electrostatic effects depend
on both Q and S,, which can be assumed to be the inputs of the system (even if the
real control variables are the net charge Q and the differential charge g); thus, the
redefinition of the equation of motion as an explicit function of Q and S, is needed
in order to properly formulate a control law. This implies that S, must be written in
a common reference frame, or the RIC or the BF frame for all the equations. For the
planar 2D case, the RIC reference frame and the BF reference frame have the z-axis
in common, such that the rotation matrix that allows switching from the inertial to
the body reference frame ’R, is the elementary rotation matrix about the z-axis of
an angle . By defining br, = ”Sq x "E("'R,), we can write T, = °R,”T, with
"T, ="S,; x "E("R.). In the RIC reference frame, for the case under analysis, we
have’S, = ("S;.x,"Sy.y, 0)7, thus"T, = (0,0,"E,” S, . — 'S, ,"Ex)".Byapplying
the rotation matrix ’R, to 'T,, we can verify that since the "T, has only the z-
component different from zero and since the RIC and the BF reference frames have
the z-axis in common, *T, = (0, 0, "EV Sy x — ’Sq,y’Ex)T ="T,; thus, Eq. (2.123)
can be rewritten by switching S, from the BF frame to the RIC reference frame (to
obtain S, in all the equations) as

G, 'f,  "E(R) ’Ge(’Rc),S

T Moy i g
R.=——"R.+—*%
R3 L R VR AV 1

" Jyy —J. L? 1

b r yy XX b r r r r

=G, (R [ 2— Gexy('R)— S, x "E(R,)) —
4 gy ( )< 7. )+ oy )4JZZQ+( q ( ))JZZ

(2.124)

2.14.2.1 Proportional-Derivative (PD) Active Control

In an initial analysis, a proportional-derivative (PD) controller has been selected to
command the required accelerations that must be given to reach the desired con-
figuration. The PD receives as input the state vector of the errors, composed of the
error itself (given by the difference between the position at a given instant of time
and the reference position) and its time derivative and gives as output the required
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accelerations by scaling by a factor Kp the error and by a factor K, the error time
derivative. A PD controller has been used for each variable in the analysis pro-
posed, so the system can be assumed to be composed by three parallel PDs, each
one with its own Kp and Kp parameters to be tuned. The parameters of each PD
controller have been selected by starting from reference values (Corradino 2018)
and then adjusted for the case under analysis by using the trial-and-error method.
The outputs of the PDs are the inputs of an ideal actuator which processes these
demanded accelerations in order to obtain the net charge and the differential charge
needed. The control system is thought to shift the spacecraft from an equilibrium
condition (artificially generated by tuning the value of Q) to the next one, hence
starting from R, to R.,4. The total charge is considered as Q = Q, + d Q such that
RL.(RL., 0,q) = I'icd(Rcd, 04, 0) = 0. The control equations are derived by assum-
ing that R is close to R.; (small displacements) such that once that the error state
vector is processed by the PD block, the following control equations can be written:

.o VEX "Gﬂ_\/,’( rG(’,/\,y
Axc M T dQ
Aer=\ 5 o i |5 (2.125)
b 2 TE,_TE,
Ay Gewyiz, 7= — 7 Sq.y

where AR, = (A%, A ¥, AZ.) and AV are the demanded accelerations given by the
PDs. From simple geometrical relations, we can derive the equation in matrix form
that relates the first moment of charge in the RIC reference frame to the differential
charge ¢. Thus,

do 1 0
Sqx ¢ = 1|0 Lcosyr {dQ} (2.126)
Sy 0 Lsiny

By defining as A the matrix that relates the output of the PDs to the vector
dQ, Sy, Sq,y)T and naming B the matrix that links the vector (dQ, S, », Sq,y)T
with the net charge and the differential charge, we can compute the ideal actuator
equations by computing the pseudoinverse of the 3 x 2 [A - B] matrix.

2.14.3 Ideal Hovering Control for a Single-Dipole Spacecraft

The simulations are run by considering a spacecraft composed by identical spheres
(which are the “point masses”) of 0.065 m of radius linked by a tether such that the
distance between the center of mass (and charge) of sphere A from the center of mass
(and charge) of sphere B is 10 m. The gravity model used for the asteroid is the point
mass model. The ideal control developed relies on the fact that the inertia matrix
of the spacecraft is perfectly known. The exact knowledge of the inertia matrix can
be an issue for a long-term mission or for objects which stay in space for a long
period of time. The measurements of the state of the system (thus position, velocity,
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and acceleration of both the center of mass and the angular coordinate) are exact by
assumption. Moreover, the electrostatic field and its gradient at each instant of time
and for each position are assumed to be exactly known. This last assumption can be
extremely difficult to be satisfied in practical cases since even if there is the capability
of measuring the electrostatic field at each position through some Langmuir probes
(Chen 2003), the time needed to know the electrostatic field must be infinitesimal, and
the electrostatic field may also change as a function of time. Lastly, the control system
is assumed to be capable of determining the needed net and differential charges
instantaneously and the actuator to be capable of providing them to the system itself
in a short period of time. The masses are supposed to have the capability of assuming
a certain level of charge as it is transmitted as input, without time delays. To make
the ideal actuator model more realistic, a certain threshold for the maximum and the
minimum charge that the actuator can deliver has been considered in the simulations.
If the net or the differential charges reach the saturation level, the actuator model
automatically scales the other charge to maintain the alignment of the resultant force
equal to the one that can be obtained without the saturation limit.

Due to the strong coupling already noticed and since both the net control charge
and the differential control charge affect both the translational and the rotational
dynamics together, we analyzed first the capability of achieving a desired position
disregarding the attitude control; then the attitude control was added to explore the
possibility of performing both the translation and the attitude control simultaneously.

This control strategy aims to verify the possibility of achieving a desired final
position given an initial state vector by imposing a control action only on the trans-
lation of the spacecraft. The attitude dynamics is not directly controlled here, but it
evolves under the electrostatic effects since the equations of motions are coupled. In
particular, due to the electrostatic torque given by the total charge (term T,.;) and
due to the dipole moment effects, the spacecraft is expected to start spinning about
the z-axis in the BF frame. A certain level of charge (Q() must be always maintained
in order to guarantee the hovering condition, such that a certain level of torque is
always acting on the spacecraft. Each change in the charges causes a torque acting
on the spacecraft which cannot be balanced by any other torque (since the spacecraft
is composed of a single dipole and does not have any momentum exchange device),
and which induces a rotation of the spacecraft itself. The control of such a spacecraft
is also made extremely difficult by the fact that the forces along the x- and y-axis
in the RIC reference frame depend on the attitude of the dipole, making the control
action and the translational motion itself strictly bounded to the attitude motion and
constrained by that. The initial scenario of the simulation is given by the spacecraft
hovering at an arbitrarily chosen initial position and attitude over the sunlit face of
the main body, as reported in Table 2.9.

Since the spacecraft at the initial condition is hovering, the initial velocities are
all equal to zero. The reference final position has been arbitrarily chosen as reported
in Table 2.10.

The maximum charge level is set to be equal to 750 wC. All the considerations
and issues related to charging a spacecraft to such a high level have not been taken
into account in this analysis. The simulation time is set to 20 h (as done in Corradino
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Table 2.9 Initial position and attitude in hovering
x [m] y [m] ¥ [rad]
-25 2 1

Table 2.10 Reference position in hovering

X [m] y [m]
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2018). The results of the simulation are reported in Fig. 2.60 by the means of the
error between the position at the current instant of time and the reference position
(e-g-’ ex(t) =x() — xref)-

Both the position errors are dropped to zero in a short amount of time by using the
ideal control law previously discussed. From Fig. 2.60, the possibility to maintain the
hovering condition is evident even if the desired location is not a stable equilibrium
point, as in the case here presented (see Sect. 2.13.2). The norm of the forces acting
on the spacecraft is in Fig. 2.61.

As expected, the electrostatic force has a peak during the first instants of time due
to the control action demanded by the PD controller. When the spacecraft reaches



132 M. B. Quadrelli et al.

Fig. 2.62 Electrostatic force Electric Force Component in RIC
components for the hovering 0.0002 1
control without attitude
Control
— 0.0001 1
£
= —— Fex
bt — Fey
S 0.00001
—0.0001
0 5 10 15 20
time [hr]
Fig. 2.63 Control charges Charge Levels
for hovering control without
attitude control
_0.0005
o
K] — Qo0
3 0.0000 — dQ
& — dq
5
—0.0005
0 5 10 15 20

time [hrl

the desired final position, the electrostatic force is maintained almost constant in
order to keep the position. The delivered electrostatic force is always higher than the
gravitational force acting on the spacecraft, which is due to the fact that to maintain
the hovering position, the electrostatic force must counter the summation of both
the gravitational and the SRP forces. Hence, the hovering is confirmed to be an
energetically inefficient strategy. The electrostatic force is expected to be delivered
mostly along the x-direction in the RIC frame in order to maintain the hovering
position. This is confirmed in Fig. 2.62.

The levels of charge (both net and differential) needed are reported in Fig. 2.63
together with the level of charge Q, that must be maintained to achieve the hovering
at the reference position. Once the final position has been achieved, the net charge
d Q required to maintain the final position is almost zero, while a continuous control
on the differential charge is needed to avoid drifting of the spacecraft. In Fig. 2.63,
the blue dotted lines show the saturation levels imposed for both the total and the
differential charge.

To reduce the control effort and the pulsations in the differential charge, a dead
band in which the spacecraft is free to drift should be considered. The dead band can
be defined in terms of both x and y positions. If the spacecraft is inside this region,
the only charge applied is Qy, while if the spacecraft exits the predefined region, the
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complete control law previously described is applied again. The differential control
charge also generates a torque that affects the attitude motion of the spacecraft,
modifying the spinning rate. The electrostatic torque contributions are reported in
Fig. 2.64.

Figure 2.64 points out that the torques introduced during the position keeping are
all positive, meaning that the spacecraft rotates in a counterclockwise direction in
the RIC reference frame around the z-axis with an increasing spin rate. This result
is confirmed by Fig. 2.65.

The highest contribution to the total electrostatic torque, in this case, is given by
—38y,y Ex because the electric field is mostly directed along the x-direction in the RIC
reference frame (see Fig. 2.66).

As expected, after an initial phase in which the spacecraft angular position oscil-
lates under the torques given by the control charges required to translate the space-
craft itself from the initial position to the reference one, the angular position becomes
positive during the position-keeping phase, and the spin rate increases. To limit the
increment in the spin rate, the dead-band control law previously discussed can be
used (Fig. 2.66).
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2.14.4 Position and Attitude Control for Single-Dipole
Spacecraft

Once the capabilities of achieving a desired position in hovering starting from an
initial hovering condition with a single-dipole spacecraft have been explored, the
possibility of achieving a desired final position with a desired final attitude starting
from a given initial hovering condition is analyzed. The initial conditions are main-
tained equal to the ones reported in Table 2.9, while the final reference conditions
are set as reported in Table 2.11.

The spacecraft has a line connecting the two masses perpendicular to the subsolar
axis (the -x direction in the RIC reference frame) at the final desired attitude. The
scenario described in this case is far more complex than the previous one because here
a single electrostatic dipole that acts as an ideal actuator (that has coupled effects on
the rotational and on the translational dynamics) should control a spacecraft with the
rotational and the translational dynamics highly coupled. Furthermore, if the electric

Table 2.11 Reference position and attitude in hovering
X [m] y [m] Y [rad]
-23 1 —m/2
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Fig. 2.67 Position and Position Errors
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dipole is aligned with the electric field described in each point by the PIC results, the
torque component given by the first dipole moment is null, such that the modulation
of the net charge gives the only control term on the attitude motion.

Figure 2.67 shows the results of the simulation which has been selected as the
best one since it leads to a “stable” final configuration.

By considering the results in Fig. 2.66, we expected that the highest torque will
be delivered by the term —E, S, ,. Moreover, the term G, ,,, which is the highest
in modulus, causes a strong coupling between the y-position and the attitude of
the spacecraft (see also Eq. (2.124)), making the control extremely difficult. On the
contrary, the x-position is not strongly affected by the attitude dynamics, since the
predominant component of the control action is the net charge term. Figure 2.67
confirms this expectation. The reference x-position is achieved in a relatively low
amount of time (about 2 h), while after 25 h of simulation, both the y-position and
the angular position dynamics show low-amplitude and low-frequency oscillations
around a reference error value which is different from zero. In particular, the residual
error for the y-position is in the order of centimeters far from the reference value
reported in Table 2.11, while the angular position error is of about 1.5 radians.

Hence, a PD controller can drive single-dipole spacecraft to a certain fixed final
configuration, performing both the translational and the attitude control simultane-
ously. The main problem is that the PD controller is not capable of making the error
equal to zero in steady-state conditions. This drawback is due to the proportional
part of the PD controller; thus, a simple solution could be to augment the gain Kp
associated with the proportional error, putting a bigger effort in the control action
and making the steady-state error closer to zero or to substitute the PD controller
with a proportional-integral-derivative (PID) one. The integrative part of this new
controller will ensure the zeroing of the steady-state error.

The biggest issue for the case here analyzed is the coupling of the equations of
motions and, as a consequence, also the ones of the actuator. In particular, the net
charge is always different from zero, and it gives a constant torque which always acts
on the attitude motion of the spacecraft. By changing the structure of the spacecraft,
the torque term related to 7, , can be canceled out for symmetry, making it possible
to partially decouple the equation of motions and the equation of the ideal actuator
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(indeed, the adoption of a new geometry can be seen as a change of the ideal actuator).
The new geometry adopted and the new hovering control results are described in the
following section.

2.14.5 Ideal Hovering Control for a Double-Dipole
Spacecraft

The spacecraft with the new geometry adopted is composed by four spheres con-
nected by two rigid tethers in a cross shape. The length of the tether is maintained
equal to the one of the single-dipole spacecraft previously analyzed (10 m). The
radius of each sphere is equal to Ry = 0.046 m such that each sphere of the new
spacecraft has half cross-sectional area with respect to the single-dipole spacecraft.
A mass equal to 0.665 Kg per sphere has been fixed to maintain the total mass of the
spacecraft constant. Figure 2.68 shows the new geometry adopted and the reference
frames used.

The total charge Q is now split in the four spheres, resulting in a net charge equal
to Q/4 per each sphere. The differential charge associated with the spheres aligned
with the x-axis in the BF reference frame is named ¢; (or first differential charge),
while ¢, (or second differential charge) is the differential charge of the spheres on
the y-axis in the BF frame. If the charges are assigned as in Fig. 2.68, the vector S,
in the RIC reference frame can be redefined as the summation of the effects given
by the two dipoles formed by the masses along the x-axis and along the y-axis in the
BF frame; thus, the matrix that links the vector (d Q, S, «, Sq’y)T with the net and
the differential charges can be rewritten as

Fig. 2.68 Reference frame Yo ]
for the control analysis: 4
four-sphere spacecraft /
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dQ 1 0 0 doQ
Sqx ( = | 0 +Lcosyyr —Lsinys q1 (2.127)
Sq.y 0 +Lsinyr +Lcosyr 9

This new configuration is double symmetric with respect to the x-axis and the y-
axis in the BF frame. Thus, the term given by the gravity gradient can be canceled out
by the equation of motion for the rotation yr. The symmetry of the spacecraft leads
alsoto I, ,, = I, ,x;thus, Tog . = G, xy(Iy vy — I, xx) = 0in the Euler equation for
the attitude motion. Thus, the equations of motion for the four-sphere spacecraft can
be written as

r r r r r r
R, = —trg, g e TECR ) TGCR
R3 M M M M !

. 1
¥ = ('8, x"E(R) &

(2.128)

In Eq. 2.128, the effects of the total charge are present only in the translational
equations of motion. Moreover, in the ideal case here analyzed, the rotational motion
is affected only by the electrostatic effects induced by the dipoles, which are directly
delivered by the actuator. Thus, a finer control of the rotational motion can be
achieved.

By following the very same procedure described for the case of a single-dipole
spacecraft, the accelerations commanded by the controller can be linked to the vector
dQ, Sy x> Sy, y)T through the matrix A, here redefined as

A%, e Den om0 40

. PEy "Geyy "Goyy
AVet = |57 —5 - | {Sax [ =AF Sax (2.129)
AY 0 = —E|S, Sy

Jzz

2z

The problem of the loss of controllability due to the alignment of the electric
dipole with the electrostatic field is no more an issue since even if one of the dipoles
is aligned with the electric field lines, the other dipole is still capable of delivering
a certain level of torque due to the perpendicularity of the two dipoles. Due to the
partial decoupling of the equations of motions and of the actuator achieved with the
geometry here presented, the coupled orbital and attitude control of the E-Glider can
be achieved more easily with respect to the single-dipole case.

2.14.6 Position and Attitude Control for a Double-Dipole
Spacecraft

Here, the results for the coupled control of both attitude and orbital motion to achieve
a desired hovering condition with a desired angle of the x-axis in the BF reference
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frame with respect to the x-axis in the RIC reference frame are discussed. The
parameters used are the same presented for the single-dipole case (see Tables 2.9
and 2.11). The saturation level for this simulation is set equal to 750 wC for both
the net and the differential control charges. In this case, the control law adopted
is capable of driving to zero the errors both in the translational motion and in the
attitude motion without any overshoot and in a relatively low amount of time, as
Fig. 2.69 points out.

The higher level of decoupling of the equations reached by adding the second
dipole makes possible finer control of both the attitude and the orbital motion in the
ideal case. By comparing the error rejection here presented with the results obtained
for the coupled control in the single-dipole case, the improvement offered by adopting
the second dipole is clear, as all the errors are driven to zero almost simultaneously
without any oscillations or coupling both in the y error and in the angular error.

In the upper part of Fig. 2.70, the electrostatic force components F, , and F, , are
reported, while in the lower portion, there are the two terms S, E, and —S§, , E,
the sum of which gives the electrostatic torque on the spacecraft. The biggest effort
is related to the x-component of the electrostatic force also in this case. Regarding
the electrostatic torque terms, after an initial phase of almost constant low torque (in
which the control action is mostly devoted to reducing the error in the x-position),
there is a strong peak due to an abrupt variation of the component —S,, , E,. After
this strong peak, both the terms of the electrostatic torque have a positive value which
gradually decreases to almost zero once the i error becomes null.

In the upper portion of Fig. 2.71, the commanded charge levels to obtain the
previously discussed electrostatic forces and torques are reported, while in the lower
part, the actuator electrostatic effects are presented. The control charges needed are
well under the saturation limit imposed, also during the initial transient phase in
which the charges reach the highest level due to a strongest control action needed.
The strong variations and the changes in the polarity of both g; and g, during the
initial phases determine the previously noticed peaks in the electrostatic force and
torque. In particular, by considering the initial attitude of the spacecraft, even if the
magnitudes of the differential charges are comparable, values of S, , notably higher
than those of §, , are expected during the initial phase. This is confirmed by the plot
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Fig. 2.70 Electrostatic force (upper) and torque (lower) components: double dipole

of the actuator electrostatic effects. The high value of S, , in this phase, coupled with
the also relatively high levels of the net control charge d Q, gives the peaks previously
noticed in the F, , components. The strong peak in the electrostatic torque is given
by the S, , component of the first momentum dipole even if S, . is higher, due to the
components of the electric field in the region considered. During the final phase in
which the main objective is to maintain the hovering condition previously achieved,
the charge levels are very low such that the resulting S, , component is positive and
slightly higher in modulus than S, , to ensure the zero torque condition (given by
SqxEy — S4.yEx = 0) once the system reaches steady-state conditions. Since the
component E, of the electric field is always positive and greater than E, (which is
also negative) in the region of interest, the general rule | S, | > |5, y| can be derived
for the case here analyzed. Moreover, S, and S,;, must have opposite signs in order
to balance the torque contribution.

As said, the saturation level of 750 wC was arbitrarily imposed on the actuator,
and it could be reduced to a more realistic value. A high limit of saturation for the
levels of charge implies a wider range of feasibility for the maneuvers tested, and
it makes it possible to increase the proportional gains K p of the PD controller here
adopted, reducing the error at steady state. This means that the proper definition
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Fig. 2.71 Control charges (upper) and actuator electrostatic effects (lower): double dipole

of a saturation level affects the choice of the controller and the error in steady-state
condition for a PD controller. The selection of a saturation charge below the predicted
levels of Q/M defined in Sect. 2.13.2 is not possible; otherwise, the actuator will
saturate before reaching the charge level needed to levitate over the asteroid surface,
making the hovering not feasible. By considering Fig. 2.45, we can conclude that
by reducing the saturation level, a sort of “no-fly” zone is created starting from the
asteroid surface (the height of this zone increases as the saturation level decreases).
This zone must be avoided to prevent the spacecraft from irreversibly collapsing on
the asteroid.

2.14.7 Tether Length Sensitivity

In this section, an analysis of the effects of the length of the tether that links the
four masses of the spacecraft is presented. The length of the tether can be seen as
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Table 2.12 Tether length values for simulations
Value 1 [m] Value 2 [m] Value 3 [m] Value 4 [m] Value 5 [m]
0.25 1.00 2.00 5.00 10.00

a parameter of the actuator since it affects the outputs S, ; and S, , delivered by
the actuator in the RIC reference frame once the net control charge dQ and the
differential charge ¢ and g, are given as input. During this analysis, five different
spacecraft are considered. All of them are equal, except for the length of the tethers.
The tether lengths used for these simulations are reported in Table 2.12.

As for the previous analysis, the tether length is considered as the separation
distance between the center of mass of two spheres with opposite position with
respect to the center of mass of the spacecraft. Since the charge for this analysis
is assumed to be concentrated in the center of mass of each sphere, the length of
the tether is the separation distance between the two charges that constitutes one
of the two dipoles of the spacecraft. It is assumed that the two tethers of a single
spacecraft are equal in length in order to maintain the symmetry of both the masses
and the charges, making it possible to use the very same control law developed for
the four-sphere spacecraft. The parameters used here are the very same as in previous
simulations. The proportional and derivative gains K, and K, of the PD controllers
have been kept constant and equal to the ones selected for the simulation discussed
previously. Also, the initial and final conditions are kept constant with respect to the
previous analysis in order to detect only the variations due to the different lengths
of the tether selected. The saturation level is 750 wC, which is high enough to
ensure the convergence of all the error dynamics to about zero for all the cases here
analyzed. Figure 2.72 presents the results obtained from the simulations of the cases
reported in Table 2.12.

Only the level of charges and the rejection of the errors for each case are reported
in the figure since it is possible to identify the effects given by changing the tether
length by analysis of these two plots. Generally speaking, it is possible to identify
two regions in both the plot of the charge level and the plot of the errors. The first
region is referred to the transient phase and the second one to the hovering conditions
maintained. The transient phase in the plot of the charge level is characterized by the
abrupt variation of the differential charges and the high level of the net charge d Q.
In the plots of the errors, the transient phase is identified as the region in which the
errors move from the initial value to a band close to the condition of zero error and
do not escape from this region. It is immediately clear that the length of the tether
affects the duration of the transient phases. By increasing the length of the tether, the
time duration of the transient phase is reduced. The reduction is more evident in the
plot of the charges. It is better to remark that the levels of charge are influenced by
the error through the accelerations imposed by the PD controllers and that the errors
are affected by the charges since they define the level of force and torque applied to
the system in a closed-loop system; thus, a reduction in the transient phase of the
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Fig. 2.72 Control charges (left) and error dynamics (right) for different tether lengths

charges implies a reduction in the transient phase of the errors. The reduction of the
transient phase of the errors is evident by doing a comparison between the case of
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tether length equal to 0.25 m and the one which measures 1 m. In the former case, the
error is driven to zero in almost 6 h, while in the latter case, it takes only about 2 h.
By doing the same comparison for the other case, it can be seen that the settling time
(defined as the time at which the errors enter in the band close to zero and do not exit
again) is reduced by just a few minutes. On the contrary, on the plot of the charges, it
is evident that the initial transient phase is strongly reduced. The transient phase of
the charges can be divided into two sub-phases; in the first one, the control charges
are varying in a continuous way, and in the second one, they behave in an impulsive
way. The increment of the length of the tether mostly reduces the time of the first
phase, while the second one is not largely affected by the length of the tether. It can
be noticed that the amplitude of the impulses in the control charges highlighted by
the simulations during the second phase of the transient is extremely reduced if the
tether is 1 m long. Moreover, during the transient phase in all the cases, except the
last one reported, the charges reach the saturation level. Now the second part of the
plots, the hovering conditions maintained, is taken into account. The increment of the
tether length affects the level of the differential charges ¢; and ¢, needed to maintain
the position achieved and to obtain the condition of zero torque previously identified
as necessary to maintain the desired attitude. In particular, the reduction of the level
of g5 is evident. This is due to the fact that the level of ¢, at = —m/2 affects only
S4.x» while g; affects only S, ,. From this, and by recalling that the electric field in the
region swept by the spacecraft during this maneuver has a positive component along
the x-axis and a negative one along the y-axis lower in modulus than the positive
one and also that the electrostatic torque can be computed as T, = S, , E, — S, , Ex,
the reason for which a value for g, always notably higher than ¢, is obtained, it is
rather clear. In general, it can be concluded that a higher tether length implies a lower
level of charge needed to accomplish the same maneuver in a lower amount of time.
For the cases analyzed here, it is also evident that for a tether length equal to 0.25
m, achievement of the previously defined hovering condition is extremely difficult,
and the feasibility of the maneuver cannot be ensured since there is a phase during
the transient in which the center of mass of the spacecraft is extremely close to the
asteroid surface, reaching a minimum distance from the center of the asteroid of
about 18 my; thus, it should be verified that the attitude conditions during this phase
are such that the electrodes do not impact the surface of the asteroid. It can be noticed
that the four peaks of maximum error in the x-position of the spacecraft with a tether
of 0.25 m correspond to the peaks in the net charge Q = dQ + Qy equal to the
saturation level. This analysis highlights the fact that adopting a short separation of
the charges can make the mission unfeasible from the energetic point of view. This
is due to the fact that the level of charge needed by each electrode affects the total
power level required onboard; in particular, a higher charge means a higher electric
potential (in modulus) of the spacecraft and thus a higher power needed to maintain
the level of charge.
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2.15 Including the Effect of Charging Electrodes

2.15.1 Spacecraft Charging

The power supply voltage for charging a spacecraft, which is regarded as the elec-
trostatic potential of the spacecraft relative to the ambient plasma potential, is given
by the equation below.

Ve = = (2.130)

A spacecraft in the plasma environment around an asteroid collects charged par-
ticles. Besides, the spacecraft itself is also exposed to the solar radiation and emits
photoelectrons. As a result, the charge of the spacecraft varies due to the current flux
from/to the ambient plasma, as expressed by the equation below (Nitter et al. 1998;
King et al. 2002).

aQ

e R (2.131)

where I;, 1., and I, are the currents from the solar wind ions, the solar wind electrons,
and the photoelectrons emitted from the asteroid surface, respectively; and 1, ;. is
the photoelectron current from the spacecraft. These currents can be expressed as
follows (Nitter et al. 1998; Havnes et al. 1987; Hirata and Miyamoto 2012):
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where kp is the Boltzmann constant; v; = (v} — 2e¢/m;)'/? is the velocity of the
solar wind ions; T, and T, are the temperatures of the solar wind electrons and
photoelectrons, respectively; m; and m, are the masses of an ion and an electron,



2 Dynamics and Control of Electrostatic Flight 145

respectively; &;. is the photoemissivity of a spacecraft; Jy = 4.5 x 107% A/m? is the
photoemission current density at 1 AU (Nitter et al. 1998); and d is the distance of
an asteroid from the Sun expressed in AU. These equations indicate that a positively
charged spacecraft attracts more electrons, while a negatively charged spacecraft
attracts more ions. The last equation shows that the photoelectric effect is less likely
to occur for a positively charged spacecraft. Note that Eq. (2.132) is derived based
on the assumption that vy ; < vp < vre.

Since the charge of the spacecraft is affected by the ambient plasma, the spacecraft
must emit current constantly in order to maintain the charge level (King et al. 2002).
The emitted current /. is given by the following equation:

d—Qzl,-—Ie—Ip—l—Ip,sc—ISC:O
dt (2.133)
e =1 — I, — I+ I

Although possible methods for emitting current from a spacecraft are not dis-
cussed in this paper, several solutions have been proposed in previous research
(Quaderelli et al. 2017a; Schaub et al. 2004; King et al. 2002). Consequently, the
required power for electrostatic levitation with a constant charge Q is calculated
from Eqs. (2.130)—(2.133) as follows:

The flow chart to calculate the required power is described in Fig. 2.73.
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Fig. 2.73 Flow chart of power calculation
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2.15.2 Power Required for Electrostatic Hovering

Electrostatic hovering above an asteroid can potentially be achieved by creating arti-
ficial equilibrium points with electrostatic force. This section investigates the feasi-
bility of electrostatic hovering from the perspective of power requirement. Analyses
are performed for the collinear equilibrium point solutions obtained in the previous
subsection.

Figure 2.74a shows the magnitude of voltage required for electrostatic hovering at
the corresponding altitude. The power supply voltage is calculated from the required
charge based on Eq. (2.130). This result indicates that dayside hovering requires at
least 100 kV levels of charge. Although such high-voltage charging itself might not
cause any risk to a spacecraft, it can cause electrostatic discharge, which is harmful
to spacecraft subsystems. Therefore, the spacecraft must be designed to prevent
electrostatic discharge itself or instrument damage due to it, as discussed in previous
research (Schaub et al. 2004; King et al. 2002).
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Figure 2.74b illustrates the power required to hover the spacecraft at an equilib-
rium point. It is indicated that hovering on the dayside near the surface requires the
power of as much as 100 kW, while hovering on the nightside requires only about
15 W, despite almost the same charge levels. This difference primarily stems from
two reasons. First, the mass of an electron is much smaller than that of an ion, and
thus, electrons are much more mobile in a plasma. This results in a large negative
current flux, requiring much power to maintain a positive charge. Second, a dense
photoelectron layer near the surface is present around the subsolar region, as shown
in Fig. 2.11. This environment also involves a large negative current for a positively
charged spacecraft. These results imply that electrostatic hovering with a negative
charge is more feasible than that with a positive charge from the perspective of power
requirement.

2.15.3 Power Required for Electrostatic Orbiting

The power requirement for electrostatic orbiting is analyzed in this subsection.
Figure 2.75 shows the power history of the orbit provided in Fig. 2.21a during one
orbital period. Even though the charge Q is given as a constant, the required power
varies because the current flux from an ambient plasma depends on the position of
a spacecraft with respect to an asteroid. The broken line in the figure represents the
average power defined by the following equation:

1 T
P,.= —f P(t)dt (2.135)
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Fig. 2.75 Power consumption during one orbital period



148 M. B. Quadrelli et al.
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The average power required for this electrostatic periodic orbit is calculated as
2.56 W, and it appears to be feasible for missions.

Figure 2.76 shows the voltage and power required to achieve electrostatic periodic
orbit solutions provided in Fig. 2.23. Figure 2.76a is simply obtained from the rela-
tionship between the charge and the voltage, and Fig. 2.76b plots the average power
of each single periodic orbit. Interestingly, even though the solution space structure of
electrostatic periodic orbits is complex and involves bifurcation, the power diagram
exhibits a simple profile as shown in Fig. 2.76b. According to this analysis, example
values of the required voltage and power are | V.| = 89.9kV and P,,, = 2.56 W for
the orbit with Q = —10uC; and |Vi.| = 449kV and P,,. = 63.8 W for the orbit
with Q = —50 nC.

Comparing Figs. 2.74b and 2.76b, electrostatic orbiting requires considerably
lower energy than electrostatic hovering on the dayside. Although an E-Glider must
be inserted into an orbit either by itself or a mother spacecraft, after the insertion,
it can orbit around an asteroid without requiring any fuel. The required voltage and
power largely depend on the design of an E-Glider, and thus, further investigations
must be carried out to optimize the entire system design of the E-Glider. In addition,
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as mentioned in Sect. 2.15.3, the spacecraft must be designed to have the capability
of handling high voltage.

2.15.4 Current Collection for Spherical Electrodes

As already indicated above, the electrodes are assumed to be totally insulated from
the spacecraft structure and also from the other electrodes such that the mutual
capacitance is equal to zero. This gives a diagonal capacitance matrix for the overall
spacecraft given only by the self-capacitance of each electrode.

To correctly evaluate the total power needed to maintain a certain level of charge,
computation of the current collected by each electrode of the spacecraft is required.
The current collection in a plasma can be analyzed by considering two different
regimes: the sheath-area-limited (SAL) regime and the orbit-motion-limited (OML)
regime (Bhattarai and Mishra 2017).

The SAL regime can be adopted when the radius of the electrode R,; is comparable
or higher than the sheath dimension given by the local value of the Debye length A p.
Hence, if R,;/Ap > 1, the thin-sheath approximation of the SAL model can be used.
In the SAL regime, all the particles that enter the Debye sheath are assumed to be
captured by the electrode; thus, the current density is mostly limited to the thermal
current on the spacecraft surface (Mott-Smith and Langmuir 1926).

Instead, the OML regime can be assumed when the radius of the electrode is
lower than the sheath dimension, such that R, /Ap < 1. In this case, under the
assumption of the OML regime, only a small percentage of the particles that enter
the Debye sheath are captured by the electrode (only the particles with a trajectory that
approaches the electrode with a minimum distance below a certain threshold), while
most of the particles are deflected following a curved trajectory that does not bring
them close enough to the electrode to be captured. Thus, in the OML regime, it can
be assumed that the current collected is mainly limited by the electrode dimension.

First, the current collected by a spherical electrode in a plasma environment as the
one described by the PIC analysis is evaluated. The density of each species at each
position is known from the outputs of the PIC analysis. By knowing these densities
and the temperature of each species, the total Debye length can be computed at each
position as

sokp/e?

Ap(R) =
n N%R) Y T(,R)

e (2.136)

T,

where R is the position vector in the RIC reference frame, &y is the vacuum permit-
tivity, kp is the Boltzmann constant, e is the elementary charge, N; (R) is the density
of the species j function of the position of evaluation, and 7; is the temperature of
the species j. By assuming a plasma field as the one previously described, the total
Debye length can be evaluated by using the PIC results as explained. In Fig. 2.77,
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Fig. 2.77 Total Debye Debye Length vs Altitude
length as a function of the
altitude
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the Debye length as a function of the altitude on the subsolar axis (x-axis in the RIC
frame) is reported.

The total Debye length is almost always higher than 2 m. Thus, for the case of a
spherical electrode with radius R; = 0.046 m, the OML regime is the most suitable.
Under this assumption, the collected ion current /; for each spherical electrode can
be computed as (Quadrelli et al. 2017b; Nitter et al. 1998)

1 2eV, V2

Ii = ZASpheN,'V,' (1 — ¢ 2l> if Vel < mle,
mivi L (2.137)

m,-vi

;=0 if V,
1 ] > 26

where Aj,; is the external surface of the sphere considered as an electrode, e is the
elementary charge, v; = (v}, — 2e¢/m;)?? is the solar wind ion velocity computed
by knowing the potential ¢ of the plasma and the drift velocity, V,; is the bias
electrostatic potential of the spherical electrode, and m; is the proton mass.

If the electrode has a negative potential (V,; < 0), the collected electron and
photoelectron currents are computed as (Bhattarai and Mishra 2017)

aTm, kBTe
(2.138)
1 8k T V.
I, = ~AgpneN, | —2Lexp [ <2
4 nm, kBTp

Both the electron and the photoelectron can be expressed by using the very same
formulation. Note that in Eq. 2.138, the electrode potential V,; is negative; hence,
the entire exponential term is negative, leading to an exponential decrement of the
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collected current if the potential is decreased. This can be expected since the more
negative the potential, the better the approximation of an ion-saturated sheath (Bhat-
tarai and Mishra 2017).

If the electrode has a positive potential (V,; > 0), the electron and photoelectron
current collection is enhanced and can be computed as (Laframboise and Parker

1973)
I 1A N 8kpT, - eV,
e = T Asph€lNe | —
4ot Tm, ksT,

1 8ksT, eVy
Ip = ZASphENp m l+kB_T
e P

(2.139)

By using these equations, the power needed by the spacecraft here considered
can be evaluated to assess the feasibility of hovering from the energetic point of
view. The total power needed is computed by evaluating both the potential V,; and
the current collected I,; by each electrode of the spacecraft. Once that these values
are available, the total power needed is computed as the sum of the power required
by each electrode at each instant of time. Knowledge of the exact position in the
RIC frame of each electrode leads to a more accurate evaluation of the collected
current since the exact density of each species on that location is known from the
PIC results. The scenario used for the simulation here presented is exactly the one
previously analyzed in Sect. 2.14.6; thus, the length of the rigid tethers is 10 m. The
results in terms of potential for each electrode (upper plot) and total power needed
onboard (lower plot) for the repositioning and pointing maneuver analyzed in depth
in Sect. 2.14.5 are shown in Fig. 2.78.

Note that the legend of this figure says which color is associated with the electrode
located on a certain semi-axis in the BF reference frame. The symmetry of the
potential of the electrodes located on two opposite sides with respect to the center of
mass of the spacecraft is given by the fact that they are all equal from the geometric
point of view and because the two electrodes that form a dipole have the same level of
net charge Q and opposite differential charge dg. The potential bias of the electrodes
is extremely high, reaching values even higher than 10000 KV in modulus during
the initial transient phase. During the final position-keeping phase, the potentials
drop to lower values in modulus, being about —1400 kW for the electrodes along
the x-axis in BF and 600 KV and about —3400 KV for the electrodes on the +y and
-y semi-axes, respectively. These levels are clearly unfeasible, especially for a small
CubeSat like the one simulated here. Such a high potential is given by an extremely
low capacitance due to the extremely reduced size of the spheres. By increasing the
size of the spheres, the enhancement of the self-capacitance could be possible, but
the hypothesis of the OML theory could be not valid for the needed increment in the
size of the sphere; moreover, a higher surface area implies a higher current collection
that can affect the total power needed. The total power required during the initial
transient phase shows peaks of about 800 W, while during the final position-keeping
phase, the power required is about 75 W. These values are extremely high for the
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Fig. 2.78 Electrode potentials (upper) and total power needed (lower) for a four-sphere spacecraft
model

state-of-the-art technologies available for the power production in a small CubeSat
(NASA 2020). By considering both the total power level and the potential reached by
the electrodes, we can state that neither the maneuvering phase nor the final hovering
phase are feasible with the spherical electrodes assumed here.

In Corradino (2018), an analysis that investigates the behavior of different elec-
trode shapes in plasma is reported, and from this analysis the wire electrodes, in
particular, if they are shaped like a loop, appear to be capable of reducing both the
power consumption and the potential with respect to the spherical electrodes here
presented. A detailed analysis of the simulations run by using the wire electrodes is
presented in Sect. 2.15.5.
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2.15.5 Current Collection for Wire Electrodes

From the analysis of several electrode shapes reported in Corradino (2018), good
improvements from the power consumption point of view can be obtained by using
a wire electrode. In particular, the high efficiency of the hoops in achieving an
extremely low power consumption with a lower increment in the voltage with respect
to a straight wire has been highlighted. This effect is given by the fact that hoop elec-
trodes can be modeled exactly as wire electrodes but with a total length equal to the
loop length. For this reason, in this section, the benefits that have been theoretically
evaluated for a simpler static case in Corradino (2018) are simulated for the previ-
ously analyzed scenario in order to assess the feasibility of the maneuver itself by
using a different electrode model (the hoops in this case).

The assumption of OML regime is valid also for type of electrodes, in particular
for the case in which the radius of the wire is small (as in this case in which a
radius of 1 mm has been assumed). The total current collection for a wire electrode
is here modeled by using the empirical formulas derived in Choiniere et al. (2003)
and Fuhrhop (2007) used also in Corradino (2018). For the case of negative hoop
potential we can write that

L= Laen, [Bkeli 2 JTi + F -V, (2.140)
el—4 1€1V; ﬂmiﬁ i 1 .

where A; is the surface area of the loop, F is the energy of the ion beam computed
as F = %emiv%, and V; is the potential of the wire. In the case of positive potential,
the collected current can be computed as

1 |8kyT, [8ksT,\ 2
Lo = —A (eNe B¢ 1 eN, ﬂ) —J1¥X (2.141)
4 T, am, | T

where X is the nondimensional potential defined in Choiniere et al. (2003) as X =
V/T,.

To perform simulations also for this case, a new spacecraft model is needed. To
verify the possibility of using a wire-hoop electrode, a 1U CubeSat (CubeSat 2019)
has been selected. Hence, the spacecraft’s central body is a cube of 10 x 10 x 11 cm
of mass 1.33 Kg with optical properties equal to the previously analyzed cases. The
hoops are assumed to be tangent to the rectangular side faces of the CubeSat. Each
hoop is modeled as a circumference with the center of mass at 2.5 m from the center
of mass of the central body, such that each hoop in this case has a radius of 2.445 m
(see Fig. 2.79). As previously declared, the thickness of the wire that composes the
hoop is assumed to be | mm. By using this new configuration, the center of mass of
two opposite hoops is located at exactly 5 m of distance.

By assuming that the total charge of each hoop is concentrated in the center of
mass of the hoops, the same model developed in Sect. 2.14.5 can be used to simulate
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a) 1U E-Glider Concept b) 1U E-Glider Concept Detail

Fig. 2.79 1U E-Glider concept with wire electrodes (not to scale)

the spacecraft dynamics in 2D. For the case here presented, the distance between the
two charges of a dipole is equal to 5 m.

Since the total mass of the CubeSat is halved with respect to the previous cases,
the saturation level for both the net and differential charge can be reduced to £50 n.C.
For the maneuver here analyzed, the standard distance of 10 m between the charges
cannot be used because the further portion of the “most inner hoop” may collide with
the asteroid surface.

The results of the potential and power analysis are reported in Fig. 2.80. The upper
plot shows the potential level of each electrode, while the second plot shows the total
power needed to perform the maneuver and to keep the final condition.

Also in this case, the symmetry of the potential level assumed by two opposite
electrodes can be noticed. During the initial transient phase, the potential of the
electrodes is extremely high for all of them, reaching levels of about 500 KV and
also showing strong oscillations from strongly positive to strongly negative values
as a function of the polarity of the charges. During the position-keeping phase the
levels of charge needed are lower, and as a result, the potential of the electrodes
settles down to about 50 KV in modulus for the electrodes on the x-axis in the body
frame, — 150 KV for the electrode on the -y-axis in the BF frame, and about 100 KV
for the electrode on the +y-axis in the BF frame.

The values obtained for the position-keeping phase are in agreement with the
analysis of this type of electrodes developed in Corradino (2018), where the analysis
was carried out using the convergence method previously introduced that led to the
computation of the “true” capacitance C and the “true” potential V,; of an electrode in
plasma. By using the results of the analysis in Corradino (2018), for a wire electrode
with a radius of the wire of the order of 10~* m and length of the order of 10! m
(as the case here analyzed), a potential of the order of about 10° — 10° volts can be
expected for a spacecraft of comparable mass. Thus, by computing the potential of the
electrodes as Q/C, a slightly overestimated value for the actual potential is obtained
but inside the range provided in Corradino (2018). This makes the analysis carried
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Fig. 2.80 Electrode potentials (upper) and total power needed (lower) for a four-Hoop 1U CubeSat

out in this work suitable at least for the preliminary evaluation of the feasibility of
hovering on the sunlit side of an airless body.

The extremely high level of the potential is mainly due by the fact that the capaci-
tance of a wire electrode is extremely low, of the order of 10~!! Farad. By considering
the total power needed, we can immediately notice that the amount of power to be
provided is low even during the initial transient phase. During the initial phase of the
simulation, the power needed has a peak of about 6 W due to a peak on the potentials
of all the electrodes. During the position keeping, the total power needed is extremely
low, settling down to about 0.3 W. Also in this case, the result of the simulation is
in agreement with the results of the parametric analysis on the total power required
by a wire electrode reported in Corradino (2018) since a total power of the order of
10~" W was expected.

In this case, by looking at the power level required, the maneuver and, in general,
the hovering can be stated to be feasible with a state-of-the-art solution for onboard
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power generation. The limiting factor here is confirmed to be the extremely high
level of the potential, as already highlighted by previous analysis (Quadrelli et al.
2017b; Corradino 2018). The potential can be reduced by substantially increasing
the length of the electrode. The increment in the total length can be achieved by
using multiple hoops, but this can make the control law extremely complex due to
the presence of a higher number of dipoles and due to the fact that the interferences
among the electrodes (that are neglected here) can become relevant due to the short
distance among two consecutive electrodes.

To assess the effects of a higher mass on the required power and on the electrode
potential, we analyzed the case of a 12U CubeSat with four hoop electrodes.

2.15.6 Example of a 12U CubeSat with Four Hoop Electrodes

In this section, the results obtained from the analysis of a 12U CubeSat are reported.
The central box-shaped body used for this simulation has the same dimensions of
the 1THOPSat satellite (1HOPSat 2020) (22.6 x 22.6 x 34 cm) and a total mass of
22 Kg. Once again, the hoops are located on the side rectangular faces with the center
of mass at a distance of 2.5 m from the center of mass of the central 12U structure
(thus a radius of the hoop equal to 2.387 m; see Fig. 2.81). Also in this case, the
thickness of the wire is set to be equal to 1 mm. The initial and the final conditions
for the maneuver analyzed are the same as the previous case with a 1U CubeSat, and
the optical properties of the external faces are unchanged. Due to the higher mass,
the saturation level used in this case is £750 wC. The increment of the mass with
respect to the 1U CubeSat previously analyzed affects only the net charge, resulting
in a higher Q¢ and in a higher d Q needed to achieve the maneuver. The higher level
of Q = Qo + d Q makes the maneuver unfeasible for the low saturation limit since
|Qol > 50 nC.

a) 12U E-Glider Concept b) 12U E-Glider Concept Detail

Fig. 2.81 12U E-Glider concept with wire electrodes (not to scale)
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Fig.2.82 Electrode potentials (upper) and total power needed (lower) for a four-Hoop 12U CubeSat

The selection of a new saturation level of +750 wC leads to an increment in the
saturation level itself with respect to the previous case which is almost proportional to
the increment in the spacecraft mass. This makes the dynamics of the two simulations
almost equal (the low differences detected are due to the different surface areas).
This makes it possible to evaluate the changes in the total power required and in the
electrode potentials due to a higher mass, and thus a higher level of charge needed.
From the analysis already developed for a single static electrode in Corradino (2018),
a nonlinear increment in the total power needed with respect to the increment in the
mass of the spacecraft can be expected.

The resulting potential of the electrodes (upper) and the resulting total power
(lower) are reported in Fig. 2.82. The results are proportional to the ones reported in
Fig. 2.80.
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During the transient phase, the potentials are extremely high, reaching peaks of
about 10000 KV, which are practically unfeasible with the technology available
nowadays for space applications. Also during the final position keeping, the poten-
tials are high, reaching a level higher than 650 KV in modulus for each electrode
(—650 KV is the potential of the electrodes aligned with the x-axis that results to
be the ones with lower potential in modulus). The potential reaches scales linearly
with the increment of mass (the small variations here are due to a different size of
the hoops).

On the other side, the total power required is below 400 W during the entire
transient phase. The total power settles down to a level of about 20 W and has an
increment of about 60 times the power computed for the 1U CubeSat previously ana-
lyzed. This value is in agreement with the sensitivity analysis reported in Corradino
(2018) in which a superlinear increment (power of \/E) with the spacecraft mass has
been identified. The total power levels obtained from this analysis are feasible for a
12U CubeSat spacecraft (e.g., the 6U solar panels produced by Innovative Solutions
In Space can be used as a power source onboard).

The maneuver here analyzed is clearly feasible for a 12U E-Glider from a dynam-
ical and power point of view, but it results to be unfeasible for the extremely high
level of potential on each electrode. This analysis confirmed that the limiting factor
for the development of an E-Glider mission is the potential level of the electrodes and
not the power required to enable the electrostatic flight. Moreover, the total power
needed and also the potential reached during the transient phase are much higher than
the values computed for the final position keeping. This means that the feasibility of
a given maneuver must also be carefully evaluated from the energetic viewpoint. The
enhancement of the power needed during the maneuvering phase is due to the fact
that the charge levels of the electrodes are substantially increased during this phase
with respect to the ones needed during the position keeping. Also in this case, the
increment obtained is not linear, in agreement with the analysis of the power con-
sumption sensitivity with respect to the O /M ratio developed in Corradino (2018),
in which, again, a superlinear increment (power of ﬁ) is identified.

The potential levels reached here for all the cases analyzed make mandatory a new
evaluation of the effects of a spacecraft with such a high potential on the environment
in which it operates. For example, if the plasma sheath of the spacecraft (enhanced
by the extremely high potential) is wide enough to reach the surface of the asteroid, it
may affect the photoelectron sheath of the main body itself, which can cause change
of the flow of the particles and a modification in the solar wind effects, leading
to strong variations in the previously computed conditions of hovering. Corradino
(2018) reported a numerical simulation (provided by William Yu and Dr. Wang from
USC) run by using the PIC method in which it is proven that a spacecraft with a
potential of 1 KV, for the plasma here analyzed, has a sheath of a few Debye lengths,
thus not high enough to strongly affect the results previously obtained. The same
type of evaluation should also be carried out for higher potentials in order to try to
define a limit potential that should not be exceeded. The extremely high potential
may also prevent this type of technology to be applied to a planetary environment
(thus in presence of an atmosphere) due to the atmospheric breakdown threshold that
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should not be exceeded in order to avoid strong discharges (glow discharges), peak
in the power needed for the levitation, and also possible damages to the electrode
itself.

From the material viewpoint, the composition of all the electrodes here analyzed
is a challenge; in particular, the sputtering and the erosion of the electrodes that can
strongly limit the lifetime of an E-Glider mission must be evaluated. Finally, we
showed that the current collection can be enhanced by a flowing plasma (Choiniere
et al. 2003); thus, more exact numerical simulations with the PIC method should be
useful to evaluate this increment for the cases here presented and eventually find a
correction factor for the basic OML formulation assumed here.

2.16 Conclusions

This paper has proposed a novel flight mechanism around airless bodies in the solar
system, utilizing the electrostatic field around them. The two distinct types of opera-
tions have been presented, namely, electrostatic hovering and electrostatic orbiting.
We showed that both of these methods allow dayside operation without requiring any
fuel. Therefore, the electrostatic flight around an asteroid offers significant advan-
tages against conventional methods based on natural dynamics, from the perspective
of mass budget, optical observation, solar power generation, and thermal design. By
inducing the electrostatic force, several different artificial equilibrium points around
an asteroid can be created, including the dayside equilibrium that cannot be observed
in the natural dynamics. Electrostatic hovering can be achieved by placing a space-
craft at these artificial equilibrium points, and it could potentially be an option for
effective proximity operation around asteroids. However, the power analyses showed
that electrostatic hovering on the dayside requires high levels of power, based on our
current model. For this reason, the electrostatic orbiting method was also discussed
as an alternative strategy for an E-Glider operation. A new class of periodic orbits,
called electrostatic periodic orbits, was successfully designed. These orbits exist on
the dayside of an asteroid, requiring only a few watts of power for some cases. More-
over, the specific impulse of the E-Glider was found to be significantly higher than
conventional propulsion systems. From these observations, the electrostatic orbiting
strategy appears to be promising for asteroid missions.

Finally, the effects of an irregularly shaped asteroid, including the irregular gravi-
tational field and the irregular electrostatic field, have been formulated and evaluated.
As aresult, an electrostatic periodic orbit solution can serve as a good approximation
for an asteroid with a relatively small oblateness. Although an asteroid with a highly
irregular shape perturbs the orbital motion significantly, possible approaches to this
problem were also proposed, including feedback control of the spacecraft charge.

While much work remains to be carried out, including gaining additional insight
into the engineering behavior, developing approaches for path planning and nav-
igation, and conceiving plans to build and test a prototype, we conclude that the
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electrostatic flight method using an E-Glider is useful for airless body missions and
exhibits intriguing and valuable dynamic characteristics.

Acknowledgements (©2020. Allrights reserved. This research was carried out at the Jet Propulsion
Laboratory, California Institute of Technology, under a contract with the National Aeronautics and
Space Administration, under the NASA Innovative Advanced Concepts Program. The authors are
very grateful to Dr. Henry Garrett of JPL and many students who have worked at JPL with Dr.
Quadrelli on the E-Glider, including Mr. Filippo Corradino of the Politecnico of Torino, Italy.

Nomenclature

Main body to Sun distance, m
Angular momentum, m?/s
Semimajor axis, m

Eccentricity, -

Semilatus rectum, m

True anomaly, deg

Gravitational parameter, m>/s?
Mass, Kg

Force, N

Orbital angular velocity in a circular orbit, rad/s
Angular velocity, rad/s

Mass inertia moment matrix, kg m?
Torque vector, Nm

Acceleration vector, m/s2

Velocity vector, m/s

Position vector, m

Gradient tensor of a vector field
Solar radiation pressure coefficient
Electric field vector, V

Single charge, C

Total net charge, C

R HAQN™T <& H=8 22T v >

S,  First moment of the charge vector, Cm

I, Second moment of the charge tensor, Cm?
Subscript

a Asteroid

s Sun

SC Spacecraft

g Gravitational

p Solar radiation pressure
pa  Absorption

ps  Specular reflection

pd  Diffuse reflection
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e Electrostatic

x, Y,z General directions of a component in a vector/tensor

Superscript (for rotation matrices, the super- and subscripts refer to this list)
r Radial/in-track/cross-track (RIC) frame

a Asteroid-centered inertial (ACI) frame

b Body-fixed (BF) frame
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Chapter 3 ®)
Tracking and Thrust Vectoring i
of E-Sail-Based Spacecraft for Solar

Activity Monitoring

Marco Bassetto

Abstract The Electric Solar Wind Sail (or E-sail) is a propellantless propulsion
system conceived by Dr. Janhunen in 2004. An E-sail extracts momentum from
the charged particles constituting the solar wind by means of long and electrically
charged tethers, which are deployed and kept stretched by spinning the spacecraft
about a symmetry axis. Trajectory analysis of an E-sail-based spacecraft is usually
performed assuming that the tether arrangement resembles that of a rigid disc.
However, this assumption may be inaccurate since the actual shape of each tether is
affected by the chaotic interaction between the solar wind dynamic pressure and the
centrifugal force due to the spacecraft spin. The first goal of this chapter is there-
fore to describe the thrust and torque vectors of a non-flat E-sail. Then, the orbital
and the attitude dynamics of a spinning E-sail are analyzed separately due to the
marked separation between their characteristic timescales, showing that the torque
acting on the E-sail induces a perturbation on the orientation of the thrust vector.
Accordingly, the modulation of the tether electrical voltage is proposed and investi-
gated as a possible attitude control strategy. An effective control law is first obtained
as a function of spacecraft attitude and time, and then validated through numer-
ical simulations. Finally, two heliocentric mission scenarios (useful, for example,
for the monitoring of near-Earth objects or the surveillance of solar activity) are
analyzed, where the thrust vectoring of the E-sail is exploited for the generation of
Earth-following orbits or the maintenance of a heliostationary equilibrium point.

3.1 Introduction

The Electric Solar Wind Sail (E-sail) is an innovative propellantless propulsion
system conceived by Janhunen (2004). An E-sail extracts momentum from the solar
wind flow, which electrostatically interacts with long conducting tethers which are
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kept charged by an on-board electron gun (Janhunen 2011; Janhunen and Sandroos
2007); see Fig. 3.1.

The same physical principle is also used by the plasma brake, which is a promising
option for reducing the decay time of satellites in low-Earth orbits at their end of
life (Bassetto et al. 2018b; Janhunen 2010b; Niccolai et al. 2018b; Orsini et al.
2018). The tethers are deployed and kept stretched by rotating the spacecraft about a
symmetry axis (Fulton and Schaub 2018; Janhunen et al. 2010, 2013), so that the E-
sail qualitatively takes the shape of a spoked wheel (Quarta et al. 2016b). Along with
the conventional solar sail, the E-sail is a promising propellantless propulsion system,
even though it needs electrical power to produce the required electric field. However,
unlike conventional solar sails, a very interesting property of the E-sail is that its thrust
magnitude scales as the inverse of the Sun—spacecraft distance (Janhunen 2010a).

In order to get preliminary simulation results, the E-sail thrust vector is often
modeled in a simplified way that assumes the tether arrangement resembles that of
a rigid disc of given radius (Mengali et al. 2008; Niccolai et al. 2017a, b, 2018a;
Quarta and Mengali 2010, 2016b; Yamaguchi and Yamakawa 2013). Using such an
ideal configuration, Huo et al. (2018) have recently obtained an analytical description
of the E-sail thrust vector using an interesting geometrical approach. However, the
Huo model may be inaccurate as the actual shape of each tether is affected by the
chaotic interaction between the solar wind dynamical pressure and the centrifugal
force due to the spacecraft spin. Accordingly, the tethers are not perfectly straight,
and the uncertainty associated with their actual shape makes it difficult to obtain an
estimate of the thrust and torque vectors, which are necessary information for both
trajectory analysis and attitude control design.

The first goal of this chapter is therefore to discuss a refined mathematical model
to describe the E-sail thrust and torque vectors. The mathematical model presented
in Sect. 3.2 is a useful improvement over existing ones, as it allows the influence of
the tether arrangement on the E-sail performance to be quantified without the use of
numerical algorithms (Bassetto et al. 2018a). In particular, Sect. 3.2 first describes

Fig. 3.1 Spinning E-sail /\’
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the thrust and torque vectors provided by an E-sail with a generic shape, attitude
relative to the Sun, and electrical voltage. The general expressions of the thrust and
torque vectors are then specialized to the case of an axially symmetric E-sail (which
occurs when the tethers are uniformly distributed about the spin axis and have the
same shape) with a uniform electrical voltage. Afterwards, an approximate expres-
sion of the equilibrium shape of a single tether is analytically determined with the
simplifying assumption that the sail spin axis is parallel to the local radial direction.
What this shows is that the equilibrium shape of each tether can be described by a
natural logarithmic function when the sail spin rate is sufficiently high. Finally, the
expressions of the thrust and torque vectors are further simplified assuming that the
E-sail maintains the assigned equilibrium shape even when the sail spin axis is not
parallel to the local radial line, a reasonable hypothesis if the angle between them
does not exceed a few degrees.

Starting from that model, Sect. 3.3 introduces the differential equations that
describe the motion of a spacecraft under the action of the propulsive force and
torque provided by a rigid E-sail with a uniform electrical voltage (Bassetto et al.
2019b). The orbital motion and the attitude dynamics are analyzed separately due
to the marked separation between their characteristic timescales. It is shown that
the torque acting on the conducting tethers induces a perturbation on the orientation
of the thrust vector, thus reducing the maneuvering capabilities of an E-sail-based
spacecraft.

Section 3.4 proposes an effective control law that can remove the disturbance
torque due to the tether bending by suitably adjusting the tether electrical voltage
(Bassetto et al. 2019a). It is shown that the proposed solution requires a small elec-
trical voltage modulation and guarantees the maintenance of the required thrust
magnitude. Moreover, Sect. 3.4 proves that the modulation of the tether electrical
voltage is also a feasible option for actively controlling and maintaining the space-
craft attitude (Bassetto et al. 2020). The proposed control law, which is analyti-
cally derived as a function of the spacecraft attitude and time, is validated through
numerical simulations.

Finally, Sect. 3.5 analyzes two heliocentric mission scenarios, useful for the moni-
toring of near-earth objects (NEOs) or the surveillance of solar activity, in which the
E-sail is used for the generation of earth-following orbits (EFOs) (Bassetto et al.
2019c) or the maintenance of a heliostationary condition (Bassetto et al. 2019b).
In particular, the former scenario is obtained when the apse line of the spacecraft
osculating orbit precedes at an angular rate equal to the Earth’s mean motion. In
this case the problem is addressed using a locally optimal formulation, in which
the E-sail control parameters are chosen such as to maximize the time derivative of
the osculating argument of perihelion of the spacecraft orbit. The latter, instead, is
obtained when the spacecraft velocity relative to the Sun is zero and the propulsive
acceleration is used for balancing the local Sun’s gravitational field. In this case, it
is shown that a proportional controller is sufficient for stabilizing the E-sail radial
dynamics in the vicinity of the (nominal) equilibrium point.
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3.2 E-sail Concept and Modeling

Consider an E-sail-based spacecraft and assume the vehicle to be modeled as an
axially symmetric rigid body spinning about its symmetry axis 7 at an angular
velocity @ £ w i of constant magnitude w. The E-sail consists of N > 2 tethers,
which are modeled as planar cables belonging to the plane (fk, ﬁ), where fk (with
k=1{0,1,..., N —1}) is orthogonal to #; see Fig. 3.2.

The displacement of the generic tether with respect to the spacecraft main body
can be evaluated by introducing a principal body reference frame 73 (S; xp, » VB 2 B)

with the origin S at the spacecraft center of mass and unit vectors {l B> J B> k B}
defined as

A A

T A A AN
kgp=n =

, ip=io , Jp X g 3.1

Note that the plane ( i, k 3) contains the first tether (labeled with £ = 0), whereas

the unit vector i « can be written as
iy =cosfip+sinljp (3.2)

where {; is the angle, measured counterclockwise from the direction of i B, between
x; and xp; see Fig. 3.2. Likewise, {; is the angle between the plane containing the

k-th tether and the plane identified by the unit vectors i p and k p. Assume now that
the shape of the generic tether can be described, in the plane (;k k B), through a
continuously differentiable function fi = fi(xx) : [x., X, ] € R, where x,, > 0 (or

x;, > 0) is the distance of the tether root (or tip) from the spacecraft spin axis zz;
see Fig. 3.3.

Fig. 3.2 E-sail geometrical Tﬁ,
arrangement. Adapted from R
Bassetto et al. (2018a) T k”
sail nominal AZ (% k”) plane

plane ~-~.__ - :

i | (k+1 j—t h tether &%
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-

Fig. 3.3 Generic tether
displacement. Adapted from
Bassetto et al. (2018a)

tip
(k+1)-th tether \I

N
v

The position vector d; of an infinitesimal arc-length ds; of the k-th conducting
tether is given by

di = xiix + fiks (3.3)
with
dse =/ 1+ (f;) dx (3.4)

where f{ £ df;/dx; is the local tether slope. From Eqs. (3.3) and (3.4), the expression
of the unit vector §; tangent to the generic tether at point (xx, fi) is

o o ddi _ dudi+dfiks it fiks 35

; _
A 1 ()2 J1+(£)

which can be rewritten using Eq. (3.2) as a function of {fB, ; B> k B} as

cos?;;fB + sinck}B + f,;IAcB
N2 ’
1+ (f)

8 = (3.6)



172 M. Bassetto

3.2.1 Thrust and Torque Vectors of a Three-Dimensional
E-sail

The aim of this section is to obtain an analytical expression of both the thrust and
torque vectors generated by a spinning E-sail of a given three-dimensional shape,
under the main assumption that each tether belongs to a plane containing the space-
craft spin axis z . Both the total force and the total torque generated by the E-sail can
be computed starting from the elementary force d F due to the solar wind dynamical
pressure acting on an infinitesimal arc-length ds; of the generic conducting tether.
According to recent work by Janhunen et al. (2010) and Toivanen and Janhunen
(2013, 2017), when the Sun—spacecraft distance r is on the order of rg = 1 au, the
thrust dF; gained by dsy is

dFk =O0rU | dsk (37)

where u  ; is the component of the solar wind velocity u perpendicular to §;, whereas

o 2 o@(rﬁ) with o5 2 0.18max(0, Vi — V) /S g (3.8)
r

in which V; (ranging in the interval [20, 40] kV) is the tether voltage, V,, is the electric
potential of the solar wind ions, with a typical value of about 1 kV (Janhunen et al.
2010), € is the vacuum permittivity, m , is the proton mass, and ng = 5 x 10°m~3 is
the average solar wind number density at r = rg. Assuming a purely radial solar wind
stream, that is, u £ u¥, where 7 is the Sun-spacecraft unit vector and u ~ 400 km/s

is the solar wind speed, the term u, ; in Eq. (3.7) becomes
uLk=u(§k X?) x§k=u[?—(?-§k)§k] (39)
Moreover, according to Fig. 3.4, the Sun—spacecraft unit vector 7 can be written

as a function of {i g, j 5, kp} as

AN ey Py
F = sin@,cos8,ip + sina,sind, j 5 + cosa,kp (3.10)

where

a, = arccos(? . IAcB> € [0, w]rad (3.11)

referred to as pitch angle, is the angle between 7 and k B, While
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Fig. 3.4 Pitch (&) and T;Q;H
clock (8,) angles. Adapted . . P
from Bassetto et al. (2018a) sail nominal A 25 /"
plane =-.__ : i gl |
y s
= ;
| /' :
Sefec - - - i —>
-G Yp 75
1" tetl : J &
" tether---.7- ST
- ™~ i J‘
& g y 5” ) :
‘f B 7 \;Zx
il /
Sun
arccos | -2 if 7-j5>0
A ‘lrxkg||
d, = » (3.12)
27w — arccos| ——£— | otherwise
||er3|)

is the clock angle, which ranges in the interval [0, 277 ] rad and is measured counter-
clockwise starting from ?B between xp and the projection of 7 on the sail nominal
plane (xp, yp); see Fig. 3.4.

Note that 3, is undefined when ¢, = 0, that is, when the E-sail is Sun facing. In
particular, the Sun-facing configuration occurs when the sail nominal plane (xg, yg)
is orthogonal to local radial unit vector ¥ and, accordingly, IAcB = r. Taking into
account Egs. (3.6) and (3.10), the dot product 7 - §; in Eq. (3.9) can be rearranged as

_ Poip o+ fk/? . I?B _ cos (3, — t) sinay, + fklcosan 3.13)

1+ () 1+ (£)

N\ AN
r-Ssg

Therefore, with the aid of Egs. (3.4), (3.6), (3.9), and (3.13), the elementary thrust
dF, provided by Eq. (3.7), can be rewritten as

cos (8, — g)sinay, + fk/ COS o,
N2
L+ (f)
1+ (£,) dxy (3.14)

dF; =oxu |:? — (COS Cka + sin Ck./;B + f,jC\B):|
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3.2.1.1 Total Force

Starting from Eq. (3.14), the total force dF acting on the infinitesimal arc-length
ds; of the k-th tether is

dFy = dAF + dBiig 4+ dCij y + Dk (3.15)

where

dA = oruy/ 1+ (£7) doxs (3.16)

cos (8, — ) sina, + fk/ cos

dBk = —O} U Cos Ck dxk (317)
2
V1+(f)
8n - i n . n
dC, = —oy using S G Z W SInA F fycosan (3.18)

J1+ (7))

,cos (8, — L) sina, + fk/ cos a,
de = —O'kufk
N2
V1+(f)

Therefore, the force F acting on the generic conducting tether is

dx (3.19)

R

F, = / dF, = AF + Biig + Coj 5 + Dik (3.20)
Xry
with
Ay & /dAk,Bk = /dBk,Ck = /de,Dk S /de (3.21)
Xry Xry Xry Xry

whereas the total force F acting on the E-sail (composed of N > 2 tethers) is given by

N—1
F=Y Fi=Af+Biy+Cjy+Dky (3.22)
k=0

where
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N-1 N-1 N-1 N-1
ALY ALBEY B.C2Y C. D2 D (3.23)
k=0 k=0 k=0 k=0

3.2.1.2 Total Torque
The torque dT'; given by an infinitesimal arc-length ds; of the k-th conducting tether is
dT, = d; x dF; (3.24)

Taking into account the expressions of d; and dF given by Egs. (3.3) and (3.15),
respectively, and using Eq. (3.10), dT'; can be written as a function of {i g, j 5, kp} as

AT = dExip + dFj 5 + dGik (3.25)

where

"ou(sin o, cos (5, — + ’cosa,
d& = {xksinck |:0kucosa,, — fion ( n€0s (n — %) + i 1)i|

1+ ()

oru(sina,cos (3, — &) + f{cosay)
1+ (f)°

1+ (f) dxs (3.26)

+ fisin gy — fxOp u sin @, sin 3, }

. sin r,,cos (3, — + ficosa,
dF, = {—xkcos Lk |:okuc0sozn — fkcku( ¢ ( %) + fycosa )]

1+ (f)°

cku(sin a,cos (8, — ¢x) + f,('cos a,,)
1+ ()

1+ (f) dx (3.27)

G 7 = og wxg sin aysin (8, — o)y 1+ (f7) dxy (3.28)

Therefore, the torque T’y acting on the generic tether is

— frcos gy ~+ f10y u sin o,,cos 3, }

X[k

T, = / AT = &ip + Fij g + Giksp (3.29)

Xr
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with
Xy Xy Xy
et [agm2 [arge [ (330)
Xry Xry Xy
whereas the total torque T' acting on the E-sail is
N-1
T = T,=Cip+Fjp+Gksp (3.31)
k=0
where
N-1 N-1 N-1
ELY & FEY F.G2) G (3.32)
k=0 k=0 k=0

Equations (3.22) and (3.31) are the expressions of the total force and torque acting
on an E-sail with a given tether shape, length, and angular separation between tethers.
These results will be applied to the noteworthy case of a Sun-facing E-sail (Mengali
etal. 2013; Quarta and Mengali 2016a), thus obtaining a set of closed-form relations.
Some simplifying assumptions need to be introduced to get a more tractable form of
both F and T, as is thoroughly discussed in the next section.

3.2.2 Thrust and Torque Vectors of an Axially Symmetric
E-sail

This section makes the previous general expressions of the thrust and torque vectors
specific to the case of an axially symmetric E-sail. In this case, the tethers are assumed
to both have the same shape and electrical voltage and to be uniformly distributed
about the zg-axis, that is

B 2k

G = — (3.33)

As such, the E-sail is symmetric about the zz-axis and the shape of its tethers can
be described through a suitable differentiable function f = f(x), where the x-axis
is orthogonal to zp and (x, zp) defines the plane where the generic tether lies; see
Fig. 3.3. Using the general mathematical model discussed in Sect. 3.2.1, the thrust
(F) and torque (T') vectors acting on an axially symmetric E-sail of given shape can
be expressed in analytical form as a function of the E-sail attitude. In fact, assuming
r = rg, the vectors F and T become
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F= %NLcm[(Z P+ (P —2) (? : I?B)I?B] (3.34)
T = %MNLzou (I?B x ?) (3.35)

where P € [0, 1] and M € [0, 1] are two dimensionless coefficients related to the
tether shape f through the equations

Al dx
pa / > (3.36)

dx (3.37)

where L is given by
LA f 1+ (F) dx (3.38)
0

and the abscissa of the root section is neglected (i.e., x, = 0). It is worth noting that
T induces a pitch oscillation resembling that of a spherical pendulum.

In the special case of a flat shape, thatis, when f = f* = 0and all tethers belong to
the (xp, yp) plane, Eqs. (3.36)—(3.38) give P = 1, M = 0, and L = x,. In that case,
the torque is zero independent of the E-sail attitude, whereas Eq. (3.34) reduces to

F= %NLGM [?+ (?-I?B)I?B] (3.39)

consistently with the results discussed by Huo et al. (2018). The magnitude of F
when f = f'=0is

1
F = EN Lou+/1+ 3cos’a, (3.40)

which depends on the Sun—spacecraft distance r through the parameter ¢ defined in
Eq. (3.9).
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3.2.3 Tether Equilibrium Shape

The problem of describing the actual E-sail equilibrium shape is substantially simpli-
fied when the spacecraft spin axis is aligned with the solar wind velocity vector.
In that case, each tether can be thought of as being aligned with the force field
and belonging to a plane containing the spacecraft spin axis. An estimation of the
tether equilibrium shape of a Sun-facing E-sail can be obtained using the approach
discussed by Toivanen and Janhunen (2017). Assuming a spinning E-sail, Toivanen
and Janhunen (2017) describe the tether equilibrium shape with an integral equa-
tion, which is solved numerically. In particular, using an analytical approximation
of the tether shape, Toivanen and Janhunen (2017) also obtain closed-form expres-
sions for both the thrust and torque arising from the solar wind momentum transfer.
Their results essentially state that the tethers form a cone near the spacecraft, while
they are substantially flattened around the tip region by the centrifugal force. A new
approximation of the tether equilibrium shape will be achieved in the next section
using an analytical procedure.

In this section, instead, it is shown that the tether tip slope may be found in
closed form with some simplifying hypotheses. The procedure to perform such a
calculation starts by assuming that the equilibrium shape of each tether results from
a combination between the centrifugal force due to the spacecraft spin about 7 and
the electrical interaction of the solar wind particles with the conducting tether. Since
each tether is assumed to be at equilibrium, the sum between the centrifugal and
the electrical forces is balanced by the constraint reaction at the root section of the
cable. It is worth noting that this simplified model neglects the inertial forces due to
the E-sail acceleration. Actually, the tether shape also depends on the instantaneous
acceleration of the spacecraft, which, in its turn, is affected by the current shape of
the E-sail. However, such a problem is not solvable with an analytical approach, as
its solution requires an iterative numerical procedure, which is very expensive from
a computational point of view. The removal of the inertial forces in the presented
model is equivalent to assuming that the E-sail velocity is constant, a reasonable
approximation within sufficiently small time intervals. Also note that at a Sun—sail
distance r = rg, the ratio of the electrical to the gravitational force per unit length is
equal to

Ol

>~ 6.2737 (3.41)
pPho/T ;
where p is the tether linear mass density (approximately equal to 107> kg/m for a um
-diameter aluminum tether), whereas og ~ 9.3 x 10~"3 kg/m/s when V = 20kV;
see Eq. (3.8). Therefore, from Eq. (3.1), the gravitational effects on the E-sail are
small when compared to the electrical forces acting on the tethers.
The elementary centrifugal force dF,, acting on ds; can be written recalling that
Xy, is the distance of ds; from the spacecraft spin axis z (see Fig. 3.3), that is
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_ 2 S 2 "2 2
dek =pwxpdspiy = pwxy/ 1+ (fk) dxpiy (3.42)

where ?k is given by Eq. (3.2) as a function of {33, ; 5} Enforcing the Sun-facing
condition &, = 3, = Ointo Egs. (3.15)—(3.19), the sum d F 5, between dFy and d F ,,
becomes

pwxe fie
o1+ (f)

A 1 A N2
dF, = ou i+ kg |1+ (f) dee  (3.43)
k [ T’ ] e

where gk, given by Eq. (3.2), is the unit vector obtained from the projection of d F,
on the E-sail nominal plane (xp, yg). Without loss of generality, the notation may be
simplified by dropping the subscript k in the variables {xy, fk/, Ok, lA'k} of Eq. (3.43).

Assume now the generic tether to have no bending stiffness, so that only an internal
tension acts tangentially to its neutral axis. In this case, according to Toivanen and
Janhunen (2017), the direction of the vector tangent to the tether at a generic point P
of abscissa x € [x,, x;] is parallel to the direction of the integral of dF from x to x,
(i.e., the integral of the total force from P to the tether tip). Therefore, from Eq. (3.43),
the tether slope f  at point P is the solution of the following integral—differential
equation

Xt
ou [ d

£ = SRLCP)
Sy Nag o S
,oa)xfE 1+(f)d§ oufm

(3.44)

X

where the numerator (or denominator) in the right-hand side is the component along
the zp-axis (or xp-axis) of the resultant force acting on the tether arc between P and
the tip, that is

F(x) épa)Z/E\/l—f-(f')sz—cu/% (3.45)
¥ v 1+ ()

(3.46)

s [
F,(x) :GM/JTW

Introduce now the dimensionless abscissa & £ x /x;, with h € [h,, 1], where
hy £ x, /x; > 01is the value at the root section. Equation (3.44) can be conveniently
rewritten as
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fh= (3.47)

where K > 0 is a dimensionless shaping parameter, defined as

Képth

(3.48)
ou

which relates the tether equilibrium shape of a Sun-facing E-sail to the ratio of the
centrifugal (p w”x;) to the electrical (ou) effects. The tether slope at the tip, that is,
a

the exact value of fl £ f'(h = 1) can be obtained from Eq. (3.47) using a limiting
procedure, viz.

fi = lim f () = (3.49)

K1+ (6] -7

Equation (3.49) can be rewritten as

(f,’ = %)[1 + (f,’)z] =0 (3.50)

the only real solution of which is

, 1 ou

= —= 3.51
fi K po?x ( )

As expected, the tether slope at the tip sharply reduces as the E-sail spin rate
increases. The variation of fl with {x;, @} is shown in Fig. 3.5 for p = 107> kg/m
and V = 20kV. In particular, ft < 0.1 (or K > 10) when w > S5rph (with
Irph ~ 1.7453 x 10~ rad/s) and x; > 5 km, which implies a tether slope at the tip
less than 6°.

Having obtained the exact value of f,’, it is now possible to calculate the function
f "(x) (or f "(h)). To that end, a recursive procedure is necessary, which, starting
from the tether tip and backward proceeding towards the root, numerically solves
Eq. (3.47) for a given value of K. The results of such a procedure are summarized
in Fig. 3.6 for some values of the shaping parameter K. In particular, Fig. 3.6 shows
that f, = 1/K, in agreement with Eq. (3.51).

Note also that the tether slope at the root becomes f (0) ~ 2f, = 2/K when
the shaping parameter is sufficiently large (that is, when K > 5) and h, = 0.
In particular, the latter condition amounts to neglecting the main body width and to
assuming the root section to be attached to the z g-axis. Inthatcase, 1 /K < f ) /K
or, equivalently
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10

Fig. 3.5 Tip slope ﬂ asa
function of the spin rate w
and the spin axis-tip distance
x¢; see Eq. (3.51). Adapted
from Bassetto et al. (2018a)

Fig. 3.6 Tether slope f "asa
function of the dimensionless
abscissa i £ x/x; and the
shaping parameter K ; see
Eq. (3.48). Adapted from
Bassetto et al. (2018a)
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K2+1 N2 K244
= () == (3:52)

which implies

1+ ( f’)z ~1 (3.53)

The tether shape may be obtained by means of a numerical integration, and the
results are summarized in Fig. 3.7 assuming &, = 0.

Notably, an accurate analytical approximation can be obtained for a sufficiently
large value of the shaping parameter, for example when K > 5. In that case,
substituting Eq. (3.53) into Eq. (3.47), the result is

[dg
I (h) ~ h __2=n/K (3.54)

1 1 - 1—h2— 2fi—=f(W)]
K [ede— [ fdg K
h h

Fig. 3.7 Tether shape as a 0.3 1 T
function of i £ x/x, and K ; ' :
obtained through numerical

integration. Adapted from

Bassetto et al. (2018a) 0.25

0.2

0.1

0.05}
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Since max{2[ f; — f(h)1/(Kx;)} =~ 0.11 (see Fig. 3.7), the last relation may be
further simplified as

, 2
S (h) ~ m (3.55)

Notably, the approximation (3.55) gives the exact value at tether tip (i.e., f,’ =
1/K), and also captures the approximate value at tether root (i.e., f (0) = 2/K), in
agreement with the estimate obtained previously. Figure 3.8 compares the analytical
approximation of Eq. (3.55) (dashed line) with the numerical solution (solid line),
showing that the two results are nearly coincident when K > 5.

Accordingly, an accurate analytical solution of the tether shape can be found from
Eq. (3.55). Indeed, using a variable separation and integrating both sides, it may be
verified that

0 0.2 0.4 0.6 0.8 1

Fig. 3.8 Tetherslope f asafunctionof & and K : numerical (solid line) vs. analytical approximation
(dashed line). Adapted from Bassetto et al. (2018a)
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fh) = 2X;1 L+h ith h € [h,, 1] (3.56)
“k \1+n )" " '
or, using Eq. (3.48)
2ou X+ X .
f&x)=—In with x € [x,, x;] (3.57)
pw Xr + X

Equation (3.57) proves the importance of the logarithmic function for describing
the equilibrium shape of a Sun-facing E-sail. Its actual accuracy is better appreciated
with the aid of Fig. 3.9, which plots Eq. (3.56) with i, = 0.01. The obtained results
are nearly coincident with those reported in Fig. 3.7, which correspond to a numerical
integration of the actual tether slope.

This result is qualitatively in accordance with the numerical simulations by
Toivanen and Janhunen (2017), which show that the tethers form a cone near the
spacecraft, whereas they are flattened by the centrifugal force near the tip region.
Actually, the analytical approximation by Toivanen and Janhunen (2017) estimates
a parabolic shape of the tethers, with the effect of a null slope at their tips. The
discrepancy between the two models is consistent with the assumption that in the

0.3 . ' .

0.25}

0.2r

01¢

0.05}

0 0.2 0.4 0.6 0.8 1
h

Fig. 3.9 Tether approximate shape as a function of the dimensionless abscissa # £ x/x; and K
when i, = 0.01; see Eq. (3.56). Adapted from Bassetto et al. (2018a)
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paper by Toivanen and Janhunen (2017) the tips of the main tethers host remote units
connected to an external rim in order to provide mechanical stability to the sail. In
the presented case, instead, the remote units are not included in the model with the
aim of decreasing the stress at tether root. As such, a nonzero tip slope is an expected
result.

3.2.4 Approximate P and M for a Logarithmic Shape Tether

Section 3.2.3 introduced the dimensionless shape coefficient K, , which relates the
tether equilibrium shape of a Sun-facing E-sail to the ratio of the centrifugal (pw>x;)
to the electrical (ou) effects; see Eq. (3.48). Section 3.2.3 also provides an analytical
approximation of the tether shape, which is valid as long as K > 5, or

5
s % (3.58)
t

@ = Wmin

which means that the E-sail spin rate @ must be sufficiently high. The analytical
expression of the tether equilibrium shape found in Sect. 3.2.3 (see Eq. (3.57)) is
here reported assuming x, = 0, viz.

fx) = b,x,ln(l + i) with x € [0, x,] (3.59)
Xt
where b; is defined as
2 2
o 2% _ 2 (3.60)
pw?x; K

However, the spin rate cannot exceed a maximum value wp,, related to the tether
yield strength 7,.x, that is

o [2Tmax
W = Wmax = B
pX;

(3.61)

Using a pm-diameter aluminum tether (Seppédnen et al. 2013) with p =~
1075 kg/m and Tpex = 0.1275N, the allowable pairs {w, x,} are shown in Fig. 3.10
when x, € [1, 10] km. For example, assuming @ = 10rph, Fig. 3.10 shows that the
maximum value of x, is about 9 km. In that case, Fig. 3.11 shows the variation of
{L,P, M} with x; € [1,9]km according to Egs. (3.36)—(3.38).
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Fig. 3.10 Allowable spin rates as a function of x; for a pm-diameter aluminum tether (Seppénen
et al. 2013). Adapted from Bassetto et al. (2019b)

Even though the coefficients P and M must be calculated numerically, they can
also be accurately estimated with an analytical approximation. As a result, closed-
form expressions of the E-sail propulsive characteristics can be easily obtained,
which are very useful for both trajectory simulation and preliminary mission analysis
purposes. In fact, the condition @ > wpiy, With w taken from Eq. (3.60) and @y
from Eq. (3.58), implies b; < 0.4. Observing that

, b,
=" oy (3.62)

X +x

the contribution of ( f ')2 in Egs. (3.36)—(3.38) may be neglected so as to obtain

L>~x,P~1, M=>~In®2)b (3.63)

in accordance with the graphs of Fig. 3.11 and consistently with Eq. (3.53). Substi-
tuting now Eqgs. (3.63) into Eqs. (3.34) and (3.35), the approximate expression of the
thrust vector reduces to Eq. (3.39) (with the magnitude given by Eq. (3.40)), whereas
the torque vector becomes

I R
T = zln(Z)blNchm(kB x ?) (3.64)
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Fig. 3.11 Variation of 1.015
{L, P, M} with x; when

o = 10rph. Adapted from 1.01t
Bassetto et al. (2019b) oy
==
~ 1.005
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the magnitude of which is
1 ) i
T = Eln(2)b,NL o u sin o, (3.65)

Finally, from Eq. (3.63) the function f (x) describing the shape of each tether can
by simplified as

fx) ~ —ln<l + %) with x € [0, L]. (3.66)

20u
pw?
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3.3 E-sail Dynamics

3.3.1 Orbital Dynamics

Consider an E-sail-based spacecraft that covers a heliocentric parking orbit of given
characteristics. The spacecraft is modeled as a point mass subjected to the grav-
itational force of the Sun and to the E-sail thrust. The spacecraft state is defined
by a set of non-singular modified equinoctial orbital elements (MEOEs) (Walker
1986; Walker et al. 1985) {p, f, g, h, k, L}, which are related to the classical orbital
elements {a, e, i, 2, w, v} of the osculating orbit by the following relationships

p= a(l — ez), f =ecos (2 + w), g = esin (L + w),
h = tan (i /2)cos 2, k = tan(i /2)sin<2,
L=v+Q+ow (3.67)
where a is the semimajor axis, e is the orbital eccentricity, i is the orbital inclination,
2 is the right ascension of the ascending node, w is the argument of perihelion, and v
is the true anomaly. The spacecraft heliocentric motion is described by the vectorial

differential equation (Betts 2000)

i =Alalg,, +¢ (3.68)

where x £ [p f g hk L]" is the state vector, A € R®*3 is the state matrix, defined as

— 0 % 0 -
sinL (q+1) cos L+f g(k cos L—h sin L)
—cosL (g+1) ;Iin L+g f(hsin Lq—k cos L)
p q q
A2 ,u— 0 0 (14+h2+k?) cos L (3.69)
© 2q
(1+h*+k?) sin L
0 0 h sin L—k cos L
L q -

where ¢ £ (1 4+ fcos L + gsin L), whereas ¢ € R®*! is given by

<%0}

qu[o 00000 17 (3.70)

A
CcC =

inwhich 1, ~ 1.327x 10! km" /s2 is the Sun’s gravitational parameter. In Eq. (3.68),
a is the spacecraft propulsive acceleration vector, the components of which must
be expressed in the radial-transverse-normal reference frame 7gryy, centered at the
spacecraft center of mass S, of unit vectors
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N A XV oA

e.=r.e, = —— e =e,xe, (3.71)
[lr x|

where 7 is the Sun-sail position vector, while v is the spacecraft absolute velocity;
see Fig. 3.12.

Note that Eq. (3.68) is free from singularities since ¢ = p/r, being p the semilatus
rectum of the spacecraft osculating orbit. The spacecraft propulsive acceleration
vector a can be obtained from Eq. (3.39) by computing the ratio of the thrust vector
F to the spacecraft mass m, viz.

a2 Lo % 16 )i (3.72)

Fig. 3.12 Reference frame
and E-sail characteristic
angles. Adapted from
Bassetto et al. (2019c)

Sun .
osculating .-

orbit \, -7
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where, consistently with the nomenclature adopted in Sect. 3.2, 7 is the unit vector
perpendicular to the E-sail nominal plane pointing in the opposite direction to the
Sun, while

N L
a VL Ogl (3.73)

ac
m

is the characteristic acceleration of the E-sail, that is, the maximum feasible propul-

sive acceleration when r = rg. In particular, such a performance level is achieved

when the sail attitude is Sun facing, that is, when o, = 0. Indeed, when 7 = 7 and r

= rg, then

a=ace, (3.74)

with reference to Fig. 3.12, when o, # 0, a belongs to the plane {e,, 7} and the
angle o between e, and a, referred to as thrust cone angle, is given by

1 + cos?w,,
o = arccos| ————— (3.75)

V14 3cos2a,

the maximum value of which, reached when «,, >~ 54.74°, is approximately equal to
19.47° It is also interesting to evaluate the dependence of the propulsive acceleration
magnitude on «,. This can be done by computing the dimensionless propulsive
acceleration y, defined as

s llallr  /T+3 cos?a,

y = (3.76)
ac rg 2
In this context, Fig. 3.13 shows y and « as a function of «,.
Finally, the components of a in Zgyy are
a,
lalry = | a (3.77)
ay
with
a2a-e = &(@)(1 + cos” a,) (3.78)
2\r
a2a-e = _Cl_zc (@) sin &, cos a,, sind (3.79)
r

a, 2a-e, = %(&e) sin o, cos o, cOs & (3.80)
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Fig. 3.13 Dimensionless ]
propulsive acceleration and 09F-——--F--= IO N
cone angle as a function of

a,. Adapted from Bassetto -
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where § € [0, 27 ] rad is the angle (measured counterclockwise) between the projec-
tion of 7 on the local horizontal plane (i.e., the plane (e, €,) perpendicular to the
Sun-spacecraft line) and e,,; see Fig. 3.12.

3.3.2 Attitude Dynamics

This section deals with the problem of analyzing the attitude dynamics of a spin-
ning E-sail-based spacecraft. Indeed, when the spacecraft attitude is perturbed from
the Sun-facing configuration, that is, when the zg-axis slightly differs from the
Sun-spacecraft direction (IAc B # ), the spacecraft experiences a nonzero propul-
sive torque, which may be described using the approximate expression (3.64). The
attitude motion of the spacecraft is here studied without any type of control. Later in
this chapter we will address the problem of investigating a strategy capable of main-
taining and controlling the E-sail attitude by generating a suitable control torque.
In particular, it will be shown that the attitude control can be performed through a
suitable modulation of the electrical voltage of each tether.

Under the assumption that the spacecraft (including the E-sail) behaves like a
rigid body, the dimensionless coefficient M (see Eq. (3.37)) and the spacecraft
inertia tensor are both constant. The effects of the torque due to the tether inflection
on the spacecraft dynamics can therefore be analyzed by a numerical integration of
the classical Euler equations. To that end, the components of T in the body reference
frame are written as a function of the three Euler angles {¢, 6, ¥}, which define
the orlentatlon of TB with respect to an 1nert1al reference frame 7;(S; x;, ys, z;) of
unit vectors {l I _] I k 1}, where k1 = 7, while i 7 points towards a fixed direction in
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space. Using a rotational sequence 3(yr) — 1(¢) — 2(0) (Wertz 1978) to describe
the orientation of 73 relative to 77, the components of 7 in the body reference frame
are

—cos¢sinf
[rlg, = sin ¢ (3.81)
cos ¢ cos b

whereas the components of the torque vector in 73 are given by

1 sin ¢
[T17, = —Eln(E)blNchm cos ¢ sin @ (3.82)
0

In this context, Sect. 3.2.1 shows that the sail attitude can also be expressed as a
function of the pitch angle o, and the clock angle 3, ; see Egs. (3.11) and (3.12). In
particular, «, and 3, are related to the Euler angles through the following equations

cosa, = cos¢ cosb (3.83)
sin o, 8in 3, = sin ¢ (3.84)
sin «,,cos 8,, = —cos ¢ sin 6 (3.85)

With the assumed rotational sequence 3(iy) — 1(¢) — 2(0), the kinematic
equations of a rigid E-sail-based spacecraft are

¢ = Q,cos6 + Q,sin 6 (3.86)
6 =Q, — (Q,cos0 — Q,sinb) tan ¢ (3.87)
Y = (Q, cos @ — Q,sin ) sec ¢ (3.88)

where {Q,, Q,, Q.} are the components of the spacecraft angular velocity  in 7.
Although, in principle, the spacecraft attitude dynamics is affected by the rotation of
Tp with respect to the Sun-sail line due to the vehicle orbital motion, this effect is
negligible because the spacecraft mean motion (about 1.99 x 10~ rad/s for a helio-
centric circular orbit of radius equal to 1 au) is usually several orders of magnitude
smaller than the typical values of {2, Q,, .}. This is the reason why the orbital
and the attitude motions may be studied separately. Accordingly, the Euler equations
are
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Q, = —hQ2sing + AQ,Q, (3.89)
Q, = —hQZsinf cos p — A2, Q, (3.90)
Q, =0 fromwhich Q, =w (3.91)

with

In(2)N L (ou)? L8 I — I,

h2&
pw*l, 1,

(3.92)

where I, and I, are the spacecraft longitudinal and transverse moments of inertia,
respectively. Note that 4 is a dimensionless parameter that depends on the tether
shape through w, see Eq. (3.66), and on r and V through the design parameter o; see
Eq. (3.8).

3.3.2.1 Linearized Attitude Dynamics

Assuming «, to be sufficiently small, which implies {¢, 0} < 1, Eq. (3.81) reduces
to

rlm, =1 ¢ (3.93)

while, using Egs. (3.64) and (3.93), the components of the propulsive torque vector
in 7 become

¢
(T, = —%ln(Z)blNch 0 (3.94)
0

Accordingly, the linearized kinematic equations are Longuski et al. (2005)

b= Q. + 608, (3.95)
0 =Q, —p(Q, — Q) (3.96)
U =Q, — 09, (3.97)

which can be further simplified observing that 2, > 6%, viz.
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b =Q,+6Q, (3.98)
6=0Q, —¢Q, (3.99)
v =Q. (3.100)

Bearing in mind Eq. (3.91), the linearized Euler equations for the axially
symmetric E-sail are given by

Q= —ho*p+ 10 Q, (3.101)

Q, = —ho’0 — Lo Q, (3.102)

From Eq. (3.91), the value of €2, is constant and is equivalent to the nominal spin
rate w. Therefore, Eq. (3.100) implies that ¢ = 1 4+ wt, being ¥ the initial value
of ¢ and ¢ the time. Using the dimensionless time 7 £ tw and angular velocities
{Qx, S~2y}, defined as

— (3.103)

Therefore, Egs. (3.98), (3.99), (3.101) and (3.102) can be equivalently written in
matrix form as

0 A—h 0

dx . ~30 0 —h

Y _Bx with B2 3.104

o 100 1 (3.104)
10

wherex 2 [Q, , ¢ 6] is the dimensionless state vector. Using the Routh-Hurwitz
stability criterion and taking into account that # > 0 and A < 0, it is possible to
verify that the linear differential system of Eq. (3.104) is stable and is characterized
by a pair of imaginary poles. Therefore, the presence of a torque due to a pitch angle
«a, different from zero does not affect the stability of the E-sail linearized attitude
motion.

3.3.2.2 Numerical Simulations
The stability of the nonlinear E-sail-based spacecraft attitude dynamics has been

investigated by an extensive simulation campaign for some E-sail configurations. In
particular, Table 3.1 reports the characteristics of five possible E-sail arrangements



3 Tracking and Thrust Vectoring of E-Sail-Based Spacecraft for Solar ... 195

’slp‘ile::liefig;iioxagf);ve possible E-sail L (k) N @ (rph)
E-sail arrangements 1 2 500 43.46
2 4 250 21.73
3 6 168 14.49
4 8 126 10.86
5 10 100 8.69

characterized by (NL) = 1000 km, w = 0.95wmax [see Eq. (3.61)], and V = 20kV
(Seppinen et al. 2013).

Using the configurations 1 and 5 as exemplary cases, Egs. (3.86)—(3.91) have been
numerically integrated with initial conditions

{atn. 80} £ {10,905, {Q4, 2y, 2} £ {0, 0, @} (3.105)

and assuming A = —0.5 and I, = 1000 kg m>. The simulation results are illustrated
in Figs. 3.14, 3.15, 3.16 and 3.17. The pitch angle shows a periodic time variation
(the maximum value of which coincides with «,,,) due to a nutation motion of the
spacecraft symmetry axis; see Figs. 3.14 and 3.15. Both the amplitude and frequency
of the nutation oscillations are higher for an E-sail with longer tethers. Moreover,
introducing the components of the unit vector k g in the inertial reference frame 7;

(that is, [IAcB]T] £ [k, ky, kZ]T), Figs. 3.14 and 3.15 show that the E-sail symmetry

axis is subjected to a precession motion, too. Again, the frequency of oscillation is
higher for an E-sail with longer tethers.

Fig. 3.14 Time variation of &0 10 I[ 1| |
Qp, ki, and ky for E-sail 1 i =Nl — A e e N —i ]
defined in Table 3.1. Adapted o I
from Bassetto et al. (2019a) =) 8 L L I
0 0.5 1 1.5 2

t [min]
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Fig. 3.15 Time variation of
Qp, ki, and ky for E-sail 5
defined in Table 3.1. Adapted
from Bassetto et al. (2019a)
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Fig. 3.16 Time variation of
[F]7, for E-sail 1 defined in
Table 3.1. Adapted from
Bassetto et al. (2019a)
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The long-term propulsive effect due the torque acting on the spacecraft is better
appreciated by representing the time evolution of the thrust vector components in
the inertial frame. This is possible using the following equations

F, = % NLou@BP —2)[cech (s cy + spchsy)] (3.106)

F, = %NLGM(Z%P—Z)[C(pcG (sO sy —spchcy)] (3.107)
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Fig. 3.17 Time variation of AR 1T TV 1 [TV 1T
[F17, for E-sail 5 defined in g 0 '
Table 3.1. Adapted from 8 I
Bassetto et al. (2019a) 3 30k L4 L.
0 3 6 9 12 15
g 30 T T ‘l
E o0
s | |
=~ 30 i (ISR | I
0 3 6 9 12 15
&8 370
L 368/ —
0
t [min]
1 2
Fz=ENLOM[Z—P+(3'P—2)(C(,0C0) ] (3.108)

where s £ sin, ¢ £ cos, while {Fy, Fy, F;} are the components of F in 7;. Both
Figs. 3.16 and 3.17 show that the long-term thrust direction is radial, with small-
amplitude and short-period oscillations due to the nutation motion. An active control
system is therefore necessary to counteract the effect of the external torque, allowing
the spacecraft to give a long-term nonzero transverse thrust.

3.4 Attitude Maintenance and Control

The results presented so far show that the torque provided by an E-sail is zero when
its attitude is Sun facing. In that configuration, Sect. 3.2.3 proves that the equilibrium
shape of each tether is well approximated by a natural logarithmic arc when the sail
spin rate is sufficiently high, and the electrical voltage is uniform. The more complex
case of an E-sail that generates a transverse thrust (and, accordingly, a nonzero torque
vector) is discussed in Sect. 3.2.2 under the basic assumption that the E-sail maintains
arigid shape independent of the pitch angle «,,; see Fig. 3.18.

Such an assumption is reasonable if the pitch angle is small and, therefore, the
tether arrangement is not far from the equilibrium shape found in a pure Sun-facing
configuration. In fact, a transverse thrust is necessary for orbital maneuvers since
it allows the orbit angular momentum to be varied. A transverse thrust compo-
nent can be obtained by inclining the sail nominal plane with respect to the local
radial direction. This problem has already been addressed by Toivanen et al. (2015),
according to whom the sail attitude can be controlled by modulating the tether voltage
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Fig. 3.18 E-sail conceptual
sketch. Adapted from
Bassetto et al. (2019a)

E-sail
wind

Sun

synchronously with the sail rotation. However, tether bending causes the onset of a
disturbance torque, which induces a perturbation on the orientation of the spacecraft
spin axis. The latter experiences an undamped precession-nutation motion, which
tends to align the thrust vector along the Sun—spacecraft direction. In particular,
the numerical integration of Euler’s attitude equations (see Sect. 3.3.2) shows that
the amplitude and the frequency of these two harmonic motions are affected by the
initial conditions, the spacecraft inertia tensor, the number of tethers, and the elec-
trical voltage. Because the external torque causes the long period thrust to be oriented
in the radial direction, this perturbative effect must be removed.

The aim of this section is first to discuss a simple control law that counteracts the
generation of the external torque by suitably adjusting the tether electrical voltage.
Janhunen and Toivanen (2018) have recently presented an algorithm to control the
sail attitude. The effectiveness of such an algorithm is confirmed by a full end-to-end
simulation in which the tethers are modeled as elastic wires, while the solar wind
characteristics are taken from historical satellite data. The same problem is here
addressed in an analytical way. In essence, the idea is to ideally divide the sail plane
into two symmetrical parts delimited by the straight line passing through the torque
vector, and to assign a given value of electrical voltage to each part. Note that, from
an operational perspective, the crossing of such a control plane may be detected by
simply measuring the current value of 3,, as is better illustrated in the next section.
The value of the two control voltages is chosen such as to remove the external torque
and, at the same time, to maintain the nominal thrust vector. The obtained solution
shows that the required variation of electrical voltage is some orders of magnitude
smaller than its reference value. Then, we propose a strategy for changing the E-sail
attitude. Previous work on this subject dates back to the work by Janhunen (2013),
who discussed the problem of creating and modifying the E-sail spin rate with small
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photonic sails applied to the tips of the main tethers. Later, Toivanen and Janhunen
(2013) showed that the sail attitude can be controlled by modulating the voltage
of each individual tether to produce a torque for thrust vectoring. In this case, the
control is obtained by modulating the electrical voltage of each individual tether as
a function of the time and the sail attitude, assuming that the spacecraft maintains an
axially symmetric shape. Again, the E-sail is virtually divided into two parts, each
one characterized by a precise level of electrical voltage. To that end, a control plane
(perpendicular to the sail nominal plane) is defined to locate where the tether voltage
must change. The amplitude of the voltage modulation is obtained in an indirect way
by enforcing the sail attitude to track a desired time history. The control strategy is
validated through numerical simulations, which show that the required torque can
be generated with a small modulation of the electrical voltage with respect to its
reference value.

3.4.1 Attitude Maintenance for Tracking Purposes

The numerical simulations shown in Sect. 3.3.2 prove that the torque acting on the
E-sail tends to align its spin axis with the radial direction. Therefore, such a torque
must be removed so that the E-sail can generate a long-term nonzero transverse thrust.
This is possible by properly adjusting the tether voltage, according to a control law
that is now discussed. In the following analysis the assumption is made of small pitch
angles (that is, o, < 10°), which implies that the tethers maintain the equilibrium
shape found in the Sun-facing configuration; see Sect. 3.3.2. In that case, the tether
shape is accurately described by a natural logarithmic arc, provided the E-sail spins
at a sufficiently high rate, in accordance with Eq. (3.58). The second approximation
here introduced is that the E-sail shape does not change when the electrical voltage
is slightly modified from its nominal value.

A simple control strategy is now proposed, which consists in changing the design
parameter o with respect to its nominal value by changing the tether electrical voltage;
see Eq. (3.8). Using the results presented in Sect. 3.2.4, the torque generated by an
axially symmetric E-sail with a uniform tether electrical voltage is given by the
following equation

1 S
T, = 5In@bN Lo (kB x r) (3.109)

where the subscript d stands for “disturbance”, being T'; an unwanted torque. From
Sect. 3.2.1, the expression of T'; can also be written in the body reference frame as

T,=Eig+ Fjy+Gkg (3.110)
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where {£€, F, G} are given by Eq. (3.32). Therefore, the problem is to look for a
control law that can cancel the three components {£, F, G} of the resultant torque.
Note that G = 0 is a sufficient condition to ensure a constant spin rate because
of the assumption of axial symmetry. A reduction of the spin rate is undesirable
because it would produce a greater tether bending, thus reducing the propulsive E-
sail performance, and increasing the magnitude of the disturbance torque. On the
other hand, an increase of w must be avoided to prevent the tether yield strength to
be exceeded.

In order to face the problem, the tethers are first divided into two subsets by the
plane (referred to as control plane) passing through T'; and k B, as is schematically
illustrated in Fig. 3.19 by the dotted line. All the tethers in the same subset have
the same electrical voltage, but those belonging to the half-plane containing the
projection of the position vector 7 on the sail nominal plane (7)) have a higher
potential (om,x) than those belonging to the other half- plane (omm) In particular, the
value of o} depends on the sign of the scalar product lk 7, where i lk and 7 are given
by Egs. (3.2) and (3.10), respectively. The sign ofi « - T may be conveniently rewritten
considering that sin o, > 0, viz.

sign{iy - 7} = sign{cos (8, — &)} (3.111)

where ¢; is given by Eq. (3.33). Therefore, 6y = omax When cos (3, — ;) > O,
whereas o; = o, When cos (8, — £;) < 0. Note that o; must be switched from o,
to omax (Or, vice versa, from oy, t0 Oin) When the k-th tether crosses the control
plane, that is, when cos (3, — ¢;) = 0. Note also that the overall thrust does not
change if Ad £ (Ojax — Omin) = 2(G — Omin). In that case, the E-sail can maintain
a fixed attitude with respect to the Sun—spacecraft line without affecting the total
propulsive acceleration.

With reference to the configuration of Fig. 3.19, the torque balance requires the
following equilibrium conditions to be met

“’mmN/z 1 Xt "Jmmx N—1
£2 / Z AElon + / > dEilg,, =0 (3.112)
0 k=N/2
I"mmN/z 1 Xt ‘Umax N—1
Fa / Z AdFi oy + / > dFiloy, =0 (3.113)
n k=0 0 k=N/2
“’mmN/z 1 fl“max N—1

é/ ngk"’""" / Y 4G, =0 (3.114)

o 5 k=N/2
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Fig. 3.19 Sketch of a projection of r on
generic E-sail for attitude the nominal plane
maintenance determination.
Adapted from Bassetto et al.
(20192)

Table 3.2 Summations of Nj2—1 N1
trigonometric functions in k=0 - k=N/2""
Egs. 3.112)=(3.114) sin g cot(r/N) —cot(n/N)

cos Lx 1 -1

sin L cos L 0 0

sin?gy N/4 N/4

cos 2¢x N/4 N/4

where the whole expressions of d&;, dF;, and dgG; are reported in Sect. 3.2.1; see
Egs. (3.26)—(3.28). With the aid of Table 3.2, the summations in Egs. (3.112)—(3.114)
give the following results

N/2-1

Z A&y, = |:0min i oS (Jlncot(l)Llfll2
=0 NIVT+ ()

S +)Cf1'-|-2f1(fl')2
VI+ (i)

N-1
> d&ls,, = |:—Gmax U COS cot(£>L2fz/2
k=N /2 N7 1+ (£

ftxf) + 2f2(f2/)2

— Zomin u sin «, sin J,,

]dx (3.115)

— Zomax u sin o, sin J,,

:|dx (3.116)
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Nj2-1 /

Z dfk |0min = |:_0min u cos anLIflz

k=0 V14 ()

h +xf1/+2f1(f1/)2

V1I+(fi)?

N .
+ Zomm u sin o, oS J,,

:|dx (3.117)

N-1 ,
Z dFy |0'mz|x = |:Gmax u cos 05nL2fzz
k=N/2 V1I+(f2)
2
+ /+ 2 ’
b N e 1 sinay cos s, 222 fszz) dx  (3.118)
4 V1+ ()
N/2-1

Z dGi |y, = Omin U X Sinay, [sin 3, — cos (Bn)cot(%ﬂ\/ 1+ (f]’)2 dx
k=0

(3.119)

N-1 .

Z dGi |y, = Omax U X Sina, [—sin d, + cos (Bn)cot<—)]\/ 1+ (fz’)2 dx

k=N/2 N
(3.120)

where, with reference to Fig. 3.19, the clock angle is given by

3
5, = = — L~ 3.121)
2 N

whereas f; (or f,) describes shape of the k-th tether in the plane (fk, i(\];) for k =

{0,1,...,N/2—1}(ork = {N/2, N/2+1, ..., N—1}).Note that f; £ f (6 = Omin)
and f> £ f(0 = Opmay). The assumption that the E-sail shape does not change when
the electrical voltage is slightly modified from its nominal value entails that f; =
f>» = f,thatis, the E-sail preserves its nominal shape. The latter is given by Eq. (3.57)
when x, = 0, which requires the spacecraft spin rate to be sufficiently high and, as
such, the tether slope to be sufficiently small, or

max(f’)2 = b0 (3.122)

where b; is given by Eq. (3.60). Moreover, consistently with Eq. (3.63), the
assumption is made that x; [, = x/1,, = L.

Bearing in mind that 6,,,x = (20 — omin), Eq. (3.114) is satisfied for any value of
Omin, Whereas Eqgs. (3.112) and (3.113) are equivalent to each other (i.e., they have
the same solution). In particular, from Eq. (3.121) it is possible to verify that
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sin §,,

Z1
m = co0sd, = —sin (—) (3.123)

N

The three integrals obtained by substituting Eq. (3.115) into Eq. (3.112) reduce
to

L L2
/ (x+ ff') dx = > (3.124)
0
L
/(f +xf')dx = L*b/In(2) (3.125)
0
L
b L3
/(xf) dx = 4 (3.126)
0

and the solution of Eq. (3.112) is

(3.127)

|: N sin (r/N)bIn(2) i|
Omin =01 — tan o,

2

which implies that
(0 — Omin) X tana, (3.128)

Instead, Toivanen and Janhunen (2017) have shown that the voltage modulation
necessary for removing the torque is proportional to a function of «,,, that is

(0 — Omin) & sina, (1 + sina,) (3.129)

Therefore, when «, is sufficiently small, the right-hand side of both Egs. (3.128)
and (3.129) may be approximated with «,. As a result, Eq. (3.127) is in agreement
with Toivanen and Janhunen (2017) as long as o, < 1.

For exemplary purposes, consider the E-sail configurations 1-5, the characteristics
of which are defined in Table 3.1. Figure 3.20 shows the required o,,;, /0 as a function
of a,,.

Note that oy,in /0 is @ monotonic decreasing function of ¢, and its value reduces
as long as an E-sail with longer tethers is used. This is an expected result, since
the external torque is higher when, for a given thrust magnitude, the tethers have
a greater length. In particular, for a fixed value of the product NL, the external
torque is proportional to L2, being wmax o L™'; see Eqgs. (3.60), (3.61), and (3.64).
Note also that the required o, and op,x are not much different from their nominal



204 M. Bassetto

oy, [deg]

Fig. 3.20 Required opiy /0 as a function of «,. See Table 3.1 for E-sail characteristics. Adapted
from Bassetto et al. (2019a)

value 0. Hence, the previously enforced hypothesis that f| = f, = f is realistic.
For example, for a 5-type E-sail, and assuming o, = 10°, opmin =~ 0.9938c and
omax =~ 1.00620. This is an interesting result because, as long as Ao /o < 1, the
assumption of axial symmetry can be retained even when the electrical voltage of
the two half-planes is different. In that case, it is convenient to define the required
value of Ao per unit of generated torque, that is

a Ao 2sin(n/N)

— = 3.130
T, ul?cosa, ( )

K

where
A 1 2 .
T, = ||T4|| = Eln(Z)blNL ousino, (3.131)

Note that « depends on the E-sail geometrical characteristics and on the current
sail attitude. Since « is independent of the E-sail shape, a control torque obtained by
individually modulating the tether voltage can also be generated in the (particular)
case of a flat E-sail. The next section will use Eq. (3.130) to derive a control law able
to change the sail attitude and, at the same time, to remove the disturbance torque
due to the tether bending.
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3.4.2 Attitude Control for Thrust Vectoring

The creation of a transverse thrust component requires the sail nominal plane (xg, y5)
to be oriented such as to reach a suitable value of the pitch angle «,,; see Fig. 3.21.
The aim of this section is to show how the spacecraft attitude may be adjusted
with a control torque T, generated through a suitable modulation of the (generic)
tether electric potential. To that end, recall that the E-sail is assumed to maintain an
axially symmetric shape, which is independent of both the pitch angle «,, and the
tether voltage V. The control torque 7. is the result of two vectors: (1) the attitude
variation torque (T',), which ensures the required change of «,, to be obtained, and
(2) the vector —T; (with T; given by Eq. (3.109)), which removes the disturbance
torque produced by the tether bending, that is

T.2T,-T, (3.132)

The value of Ag £ (Omax — Omin) > 0, necessary for generating the desired
control torque T, is

Ao = kT, (3.133)

where k is given by Eq. (3.130). The two vectors on the right-hand side of Eq. (3.132)
will be analyzed separately.

Consider first the attitude variation torque T',. Its magnitude T, is found by
enforcing a desired time evolution of the sail pitch angle. Without loss of gener-
ality, assume that the E-sail is initially placed in a Sun-facing configuration, such
that its nominal plane (xg, yp) is orthogonal to the Sun—sail direction; see Fig. 3.21.
The attitude maneuver is better visualized with the aid of two additional reference
frames. More precisely, let 7;(S; x;, y;, z7) be an inertial reference frame of unit

Fig. 3.21 Sketch of an Eag
E-sail at a generic given «
attitude. Adapted from B

Bassetto et al. (2020) f

~

yﬂ
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vectors {11, j,, k;} with i l] = 130 and k, = kBO = 7, where i lBU (or kBO) is the unit
vector i g (or kB) at the initial time ¢t = 0 Also mtroduce an aux111ary reference

frame 74 (S; x4, ya, z24) of unit vectors {lA, ]A, kA} with JA = j,. In particular,
T, is a non-inertial reference frame, which rotates about the y4-axis (fixed in the
inertial space) of an angle equal to the pitch angle «,, until the attitude maneuver is
completed; see the sketch in Fig. 3.22.

The rotation of the sail nominal plane (xg, yg) is chosen to track a desired time
variation of the pitch angle, that is

| P t—tle_[ 3.134
o, = tf_2< E) (3. )

where the symbol ~ denotes the desired value, 7 the attitude maneuver time, A is a
suitable constant, and

[[21®)—1(t—1) (3.135)

in which 1(¢) is the step function. Note that the initial and final eqpilibrium_ conditions

at the beginning and at the end of the attitude maneuver, that is, &, (0) = «,, (tr) =0,
are automatically met. In this context, Eq. (3.134) can be integrated over time to get

~  24(, 278
L= 3.136
“ < 3ff>1_[ ( )

Iy
where the constant A is obtained by enforcing the final condition &, () £ @, , viz.
30,
A= ' (3.137)
2tf

from which

SRE

6, [ 1 1\’
”_T[§_<§) ]]‘[ (3.138)

Figure 3.23 shows the desired time variation of the pitch angle and its derivative,
corresponding to Eqs. (3.136) and (3.138), respectively.
The attitude variation torque 7', is chosen such that the rate of change of o, equals

that given by Eq. (3.138). Let 4 = &n; 4 be the angular velocity with which the
auxiliary frame 7, rotates about its y4-axis. If the pitch angle were able to meet
the desired time variation of Eq. (3.136), the principal body frame would exactly
follow the auxiliary frame during the whole attitude maneuver and, accordingly, the
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Fig. 3.22 Sketch of the
attitude maneuver with the
control torque. Adapted from
Bassetto et al. (2020)

k: ku“
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L

e (1)

time

(k,,T ) plane

(b) Attitude maneuver.
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Fig. 3.23 Desired time variation of the pitch angle during the E-sail attitude maneuver. Adapted
from Bassetto et al. (2020)

E-sail spin axis zp would always coincide with z4. The desired spacecraft angular

momentum vector H in the auxiliary frame is therefore H= I, w k 4, where I is the
spacecraft longitudinal moment of inertia. As a result, the required attitude variation

torque T 4 is given by

T,=Q.x H=T,i, (3.199)
where
2 6&,1 T ol t t\?
T, 2 Loa,= —L>"| — — <—) ]_[ (3.140)
lf l‘f l‘f

Moreover, under the previous assumption that zz = z,, the onset of a pitch angle
different from zero also causes a disturbance torque to act along the y,-axis, that
is, Ty = —Td}A, where T is given by Eq. (3.131). From Eq. (3.132), the control
torque is



3 Tracking and Thrust Vectoring of E-Sail-Based Spacecraft for Solar ... 209
T.~xT,—T, (3.141)

or

60, Lo [ ¢ 1> ~  NL(ow)*In(2) sin o, ~
T, ~ 2l o (_) l_[iA+ (ou) ng ) sin o i, (3.142)
Iy tr Iy pw

While the attitude variation torque T, is an explicit function of time, T ; depends
on «,, which must therefore be measured during the attitude maneuver. Because T,

and T ; are perpendicular to each other, the magnitude of the control torque is

~2 ~2
T.2||IT.||=\T,+T, (3.143)

In analogy with the previously described approach for counterbalancing the distur-
bance torque alone, the sail nominal plane is now split into two parts by the control
plane, which is orthogonal to the (x4, y4) plane and passes through T .. Again, the
tethers belonging to the half-planes separated by the control plane are set to two
different levels of electric potential, that is, according to Eq. (3.133), 0 £« T, /2. The
orientation of the control plane is defined by the angle B = B(¢, «,) € [0, 27) rad,
which is the angle, measured counterclockwise from x4, between T . and the x 4-axis.
With reference to Fig. 3.24, the angle B is obtained as

A Ty
B= arctan(F) (3.144)

a

where T, and T, are given by Egs. (3.131) and (3.140), respectively.

nominal
plane
Jans-
- o goP
T gLy oo

Fig. 3.24 Control torque and orientation of the control plane trace. Adapted from Bassetto et al.
(2020)
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Note that when the attitude maneuver ends, 7, — 0 and p — m/2rad. The value
of o, to be assigned to each tether depends on the angular displacement y; of the
generic tether relative to the control plane, that is

= wt+g —B (3.145)
Therefore, the resultant control law is

Y
A { log 5 if y €[0,m)rad (3.146)

o+ KZTF if y € [m,2m)rad

where o and « are given by Egs. (3.8) and (3.130), respectively, while 7, must be
computed from Eq. (3.143). Finally,  is obtained as

t Q) if t<tr
palde an(Ta st (3.147)
%rad if >t

3.4.2.1 Numerical Simulations

The effectiveness of the proposed control law is now checked by numerically inte-
grating the Euler attitude equations. To that end, the torque components generated by
the E-sail are written in the principal body frame 7. The kinematic equations of a
rigid E-sail are those given by Egs. (3.86)—(3.88), while the classical Euler equations
are

Q, =2Q,Q. +&/1 (3.148)
Q, = -AQ,Q, + F/I, (3.149)
Q. =G/I, (3.150)

where X is defined in Eq. (3.92), {2y, Qy, ©2,} are the components of the spacecraft
angular velocity about its center of mass, and {£, F, G} are the components of the total
torque generated by the E-sail in the principal body frame 7. Note that {€, F, G}
include not only the contribution to the total torque given by the modulation of the
electrical voltage, but also the effects of the tether bending. Bearing in mind that
bl2 =~ ( (see Eq. (3.122)), the expressions of d&, dFy, and dGy, taken from Sect. 2.1,

are reported below for ( f /)2 =0
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dé, = cku[(f - xf’) sin g sin o, cos (8, — ) — f sin,, sind,
+ x sin g cos o, ] dx (3.151)

dF, = cku[(xf/ — f) cos Ly sin &, cos (3, — ) + f sinw, cos 3,
— X cos g, cosay,] dx (3.152)

dGy = o u x sine, sin (§,, — ¢;) dx (3.153)

The torque components from the k-th tether are obtained by integrating Eqgs.
(3.151)—(3.153) along the tether length. The result is

& = MLZO'k {b; sin &, [cos (B, — L) sinx (In8 — 2) — sin 3, (In4 — 1)]
+ (cosa, siniy)/2} (3.154)

Fi = uL*oy {by sin oy [—cos (8, — ) cos T (In8 — 2) + cos 8, (In4 — 1)]
— (cosa, costy)/2} (3.155)

Gr = uL?oy[sina, sin (8, — ¢) /2] (3.156)

The special case of flat E-sail can be retrieved by simply setting b; = 0. For
exemplary purposes assume that I, = 31, = 3000kg m?>, L = 2km, and & ~
0.0758 rad/s, from which b; ~ 6.471 x 1073. The initial conditions are ¢(0) =
00) = ¥ (0) = Q,(0) = 2,(0) = 0 and 2,(0) = 0. Equations (3.86)—(3.88)
and (3.148)—(3.150) have been numerically integrated by implementing the control
law described by Egs. (3.146) and (3.147) with &nf = 5% and t; = 2 min. Two
E-sail configurations have been considered, the former with N = 16, the latter with
N = 32. In both cases, the simulations are reported in a time span greater than 7,
to verify whether the E-sail can maintain its final attitude with the proposed control
law.

The results are shown in Figs. 3.25, 3.26, 3.27 and 3.28. The time evolutions of
the sail pitch angle during and after the attitude maneuver (see Fig. 3.25) exhibit an
oscillatory behavior around a value close to the desired angle of 5°. It can also be
observed that the mean asymptotic values tend to slightly decrease over time. Such
a behavior is due to the combined effect of the torque component generated along
the zp-axis (see Fig. 3.26), which causes a small increase of the sail spin rate from
0.0758rad/s to 0.0761 rad/s and the presence of the disturbance torque T ;. Indeed,
the observed decrease of «,, no longer occurs when the torque along z is set equal
to zero (i.e., G = 0) and/or when the E-sail takes a perfectly flat shape (i.e., b; = 0).
This is clearly illustrated in Fig. 3.27, where the time evolution of «,, is shown for
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N = 16 in three different cases characterized by {b; # 0, G # 0}, {b; = 0, G # 0},
and {b; # 0, G = 0}. Figure 3.26 also shows the components £ and F, the values
of which never exceed 0.25 Nm. Finally, Fig. 3.28 reports the time evolutions of
Ao /o. Note that Ao = 0 att = 0 because of the assumption that the E-sail starts its
attitude maneuver from a Sun-facing configuration. During the attitude variation, the
maximum value of Ao /o is about 0.0651 (or 0.0327) when N = 16 (or N = 32).
Therefore, for both E-sail configurations, the electrical voltage modulation is a few
percent only of its nominal value. The values of Ao for t > ¢, allow an E-sail to
maintain its final attitude, in accordance with the results presented in Sect. 3.4.1.

For a given E-sail configuration, it is interesting to compare the order of magnitude
of Ao required for varying the spacecraft attitude with that necessary for maintaining
it. To that end, since

. T . e
kT, o sin (—) KTy o< N sin (—) (3.157)
N N

it turns out that T,/ Ty o< N~'. This is confirmed by the results shown in Fig. 3.28, in
which the required Ao during the attitude maneuver is maximum in the configuration
with the smallest number of tethers (N = 16). In other words, when N is sufficiently
small, the voltage modulation necessary for removing the disturbance torque becomes
negligible when compared to that required for changing the spacecraft attitude. In
those cases, the assumption of a flat sail (corresponding to a negligible disturbance
torque due to the tether bending) becomes a reasonable approximation, useful for
simplifying the mission analysis.

y [( E(.‘{_’;]

t [min]

Fig. 3.25 Time evolution of the pitch angle «,, during attitude maneuver when N = 16 (solid line)
and N = 32 (dotted line). Adapted from Bassetto et al. (2020)
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Fig. 3.26 Components of E-sail torque in 75 during attitude maneuver when N = 16 (solid line)
and N = 32 (dotted line). Adapted from Bassetto et al. (2020)
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Fig. 3.27 Time evolution of «, for N = 16 when {b; # 0,G # 0}, {b; = 0,G # 0}, and
{b; # 0, G = 0}. Adapted from Bassetto et al. (2020)
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t [min]

Fig. 3.28 Time evolution of Ao /o during attitude maneuver when N = 16 (solid line) and N = 32
(dotted line). Adapted from Bassetto et al. (2020)

3.5 Mission Applications

Because propellantless propulsion systems can provide a continuous thrust without
mass consumption, they turn out to be needful when a spacecraft must accomplish
high-energy or long-term deep-space missions. The use of propellantless propulsion
systems is indeed fundamental for tracking non-Keplerian orbits (Baig and McInnes
2010; Forward 1991; Heiligers and Mclnnes 2015; McKay et al. 2011; Zeng et al.
2014), generating artificial Lagrangian points (Aliasi et al. 2013; MclInnes 1999),
or maintaining a heliostationary position (Dandouras et al. 2004; Mclnnes 2003;
Mengali and Quarta 2007). In the latter case, the spacecraft is first required to reach
a point with zero absolute velocity (McInnes 2003; Mengali and Quarta 2007), and
then to exploit its propulsive acceleration for balancing the solar gravitational attrac-
tion and maintaining that position. Possible scientific missions for a heliostationary
spacecraft (Dandouras et al. 2004) include observations of the Sun, the monitoring of
NEOs, or the release of a small solar probe along a rectilinear trajectory (Quarta and
Mengali 2011, 2013). Solar activity monitoring and NEO surveillance could also be
performed through the generation of an EFO (Heiligers and MclInnes 2015), which
is obtained when the apse line of the spacecraft osculating orbit follows the Earth
during its revolution around the Sun. The basic idea behind this concept is to place
the spacecraft into an eccentric orbit belonging to the ecliptic plane, the apse line of
which precedes at a mean angular rate @ = 27 rad/year. This amounts to having a
phasing angle ¢ between the apse line of the osculating orbit and the Sun—Earth line
that fluctuates (in time) with zero mean value; see Fig. 3.29.
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apse line

osculating orbit

Earth’s orbit
Fig. 3.29 Phasing angle ¢ in an EFO. Adapted from Bassetto et al. (2019c)

The maintenance of a heliostationary position and the generation of an EFO
are investigated in the following parts of this section, with the assumption that the
spacecraft is equipped with an E-sail.

3.5.1 Spinning E-sail in Heliostationary Condition for Solar
Activity Monitoring

The problem of maintaining a heliostationary position is especially involved from a
control point of view when an E-sail is used as primary propulsion system. In this
case, in fact, the heliostationary condition is known to be unstable (Niccolai et al.
2018a) and, accordingly, a small error in the insertion causes the spacecraft to move
away from the prescribed reference position. The aim of this section is therefore
to study a feedback control system capable of stabilizing the dynamics of an E-sail
around a heliostationary position at one astronomical unit from the Sun (i.e., r =
re). In such a situation, the spacecraft absolute velocity is zero, the thrust vector is
parallel to the Sun—spacecraft line (that is, k p = ), and the propulsive acceleration
magnitude balances the local Sun’s gravitational field. According to Egs. (3.39),
(3.40), and (3.64), and bearing in mind Eq. (3.8), the heliostationary condition is
described by

F N L
[IF| _ Og U _ M_2® (3.158)
m m 3

T=0,

where m is the total spacecraft mass, which is assumed to be constant. It is worth
noting that the dynamics of a spinning E-sail exhibit a marked separation between
the orbital and the attitude motion; see Sect. 3.3.2. Indeed, a deviation from the Sun-
facing condition (that is, the presence of a small pitch angle «,, # 0) generates a
propulsive torque that induces a marginally stable oscillatory motion with a period
on the order of few minutes; see Figs. 3.14, 3.15, 3.16 and 3.17. Such a peculiarity
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allows the attitude dynamics and the orbital motion of a spinning E-sail to be studied
separately.

The instability of the heliostationary condition can be checked starting from Eqgs.
(3.8), (3.40), and (3.158), according to which the propulsive acceleration about the
reference point is

F NL
FIl oo u(@) _ M_;a(@) (3.159)
m m r rg N r
from which the spacecraft equation of motion is
F 2
;:_M_§+uzﬂ_g[@_<@)} (3.160)
r m rg LT r

If we define v 2 (r/rg — 1) as the dimensionless error in radial distance, the
linearization of Eq. (3.160) yields

p—E2 =0 (3.161)

Ty

which describes an unstable motion. Accordingly, a control system is required to
make the heliostationary equilibrium point stable.

A simple solution is to change the tether electrical voltage V (and so, the value
of 0g) as a function of the Sun—spacecraft distance. The voltage can therefore be
conveniently adjusted so as to induce a variation of the propulsive acceleration in the
form of a proportional control law, viz.

Fl_ B (") (1 kyv) (3.162)

m rd\r
where k), is a constant, dimensionless, parameter. Since the magnitude of the propul-

sive acceleration is proportional to the tether voltage V (see Egs. (3.8) and (3.40)),
the maximum percentage variation of V is

AVinax
Ta = kp(vmax - l)min) (3163)

where Vyax (Or Umin) is the maximum (or minimum) value of v, while V is the nominal
value of the tether voltage. Substituting Eq. (3.162) into (3.160), the linearized
dynamics about the reference position becomes

b4 %(k,, 1)y =0 (3.164)
D
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which describes a harmonic motion when k, > 1, that is

v(t) = vy cos (w,t) + X sin (w,1) (3.165)
,

n

where , £ /1o (kp —1)/r is the natural frequency and {v, v} are the initial
conditions. The oscillation period is 27 /w,, which is smaller (or greater) than 1 year

ifk, > 2 (or 1 < k, < 2), whereas w, £ \/io/r3 if k, = 2. In the special case

when vy = 0, Egs. (3.163) and (3.165) give A VmaX/V = 2k, vy, that is, the maximum
percentage variation of the tether voltage is proportional (through k) to the error vy.

Because the linearized dynamics described by Eq. (3.164) have imaginary poles,
the nonlinear model can be proved to be locally stable around the equilibrium point
v(0) = 0 and v(0) = 0 by defining an appropriate Lyapunov function. To that end,
consider the nonlinear equation of motion

po (L—kp)v —kp?

T IR (3.166)

V=

and let ¢ be defined as [¢; qz]T, where g, £ yand 92 £ J. Note that Eq. (3.166) can
be rewritten as

q91=q
: o (I=kp)ai—kp gf < g(qn) (3.167)
@ =T ey

Then introduce the candidate Lyapunov function

1
V(g = —/g(ql)dql + 56122 (3.168)

with V(0) = 0, from which

Vig) = Mo|: q1

1
il k,q — (1 +k,) In(1 —q?2 3.169
r% 1+Q1 + p 41 ( + p) Il( +6]1):| + q; ( )

2

It may be verified that, when k, > 1, V(q) > 0Vq # 0 and V(q) = 0vq. This
implies that 1V (q) is a Lyapunov function and the origin is a locally stable point when
a proportional feedback control law is implemented.

The radial oscillations described by Eq. (3.165) can also be damped out with a
proportional-derivative control system. In that case, the tether voltage is modulated
in such a way that the propulsive acceleration magnitude is in the form
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F kgv
u:@<rﬁ> | —kop — —db (3.170)
m r2\r P 3
® Vol re

where k; > 0 is a constant, dimensionless, parameter. In this case, the linearized
dynamics is

o
i+ 22k, — 1 —2 | =0 (3.171)

"8 \/Me/réq’;

which describes a second-order system with damping factor ¢ £ k;/ (2 kp, — 1) and
natural frequency w,. For example, when k; = 2,/k, — 1 (that is, { = 1), the time
variation of the radial error is

V(1) = exp(—wyt)[vo + (Vo + wpv0)1] (3.172)

and the maximum variation of tether voltage is A Vi« /V = vy if 1y = 0. Note that,
in this case, the stability of the complete system follows from the asymptotic stability
of the linearized equation of motion.

3.5.2 Thrust Vectoring for the Generation of EFOs
With reference to Fig. 3.12, the E-sail propulsive acceleration vector is
a=c5(2)[e + (e - )] (3.173)
r

where the switching variable t € {0; 1} is now introduced to model the possibility
of turning off (with t = 0) the electron gun in such a way as to obtain a coasting arc.

The problem of generating an EFO is here addressed by finding the control param-
eters «,, and t that maximize the time derivative of the argument of perihelion w at
any time ¢. In this case, since the spacecraft motion takes place on the ecliptic plane
(i.e., its trajectory is two-dimensional), the normal component of the propulsive
acceleration must be a,, = 0, while the radial (a,) and transversal (a,) components
become

a, =75 (2)(1+cos’ a) (3.174)

ac VGB .
a; = r—(—) sin o, COS O, (3.175)
2 \r



3 Tracking and Thrust Vectoring of E-Sail-Based Spacecraft for Solar ... 219

where now the E-sail pitch angle ranges in the interval [—90, 90]°. In this simplified
scenario, the time derivative of w is (Battin 1999)

2
2 [_ cos Vv + e cos v 0 va,] (3.176)

o= _[— a s
wo e r+e(1+e cos V)

where p is the semilatus rectum of the osculating orbit, v is the true anomaly, u £
o + v is the argument of latitude, and {a,, a,} are given by Eqgs. (3.174)—(3.175). The
locally optimal values «; and t* can be determined by first computing the stationary
points {, , oy, } of the function w(«,). To that end, consider the equation

ow

=0 3.177
da, ( )
from which
k2 — ko k2 4+1+1
o, = arcsin d w1 (3.178)
2(k2 + 1)
tn, = Gy, — % (3.179)
where

(1+ecosv)cosv

>

ke

3.180
(24 ecosv)sinv ( )

Even though {«,,, ., } are functions of e and v only, the locally optimal sail pitch
angle oy must account for the sign of , which is also a function of the argument of
latitude u. Finally, the optimal switching parameter t* is equal to 1 (or 0) when the
maximum obtainable value of w is positive (or negative), that is

o Senle()) 1 (3.181)
2
where sign is the signum function.

The results are reported in graphical form in Fig. 3.30, where the eccentricity
is chosen within the interval e € [0.1, 0.9], corresponding to closed osculating
orbits. Note that, however, Egs. (3.178)—(3.180) are valid for any value of the orbital
eccentricity. In particular, Fig. 3.30 shows that @ cannot be increased when v €
[—55.1,55.1]° and e = 0.1, while the interval of forbidden true anomalies is v €
[—58.9,58.9]° when e = 0.9.

Having determined the locally optimal control law, the semimajor axis ay and the
eccentricity e of the parking orbit are calculated for a given a,. to satisfy the constraint
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Fig. 3.30 Control parameters {«},,*} for the local maximization of @. Adapted from Bassetto et al.
(2019¢)

@ £ 27 rad/year. In particular, the assumptions are made that the perihelion of the
parking orbit is in opposition to the Earth and that the initial true anomaly is vy = 0.
Equation (3.68) is numerically integrated with a pitch angle o, = o, (or o = ay,)
if v e [0, ]rad (or v € [, 2] rad), where {«,,, oy, } are given by Eqgs. (3.178)
and (3.179); see also Fig. 3.30. Figure 3.31a shows the possible pairs {ag, ep} that
solve the problem for a given value of a, € [0.25, 1.5] mm/ s2, that is, for a medium—
high-performance E-sail. Not all the pairs {ao, ¢y} turn out to be admissible and, in
fact, the forbidden region in the right-hand side of Fig. 3.31a corresponds to initial
conditions that provide an insufficient apsidal precession rate, while the dotted line
defines the constraint about the minimum heliocentric distance, set equal to 0.25 au,
which is introduced to prevent the E-sail from an excessive thermal load (Quarta and
Mengali 2010). The possible combinations of aphelion (ryax) and perihelion (rpin)
radii are shown in Fig. 3.31b as a function of {ay, ey}

For example, consider a spacecraft trajectory with a perihelion radius i, = 0.4au
and an aphelion radius 7p,x = 0.6 au. According to Fig. 3.31a, the parking orbit
characteristics are ap ~ 0.42 au and ey =~ 0.06, while the required characteristic
acceleration is a. ~ 1 mm/s>. Figure 3.32 shows the time variation of the control
parameters {«},,7*}, whereas Figs. 3.33, 3.34 and 3.35 show the time variation of
{a, e, w} of the osculating orbit. Note that the functions @ and e are periodic with
the same frequency, as they take their initial values at the end of each on/off cycle; see
Figs. 3.33 and 3.34. The argument of perihelion, instead, is a monotonic increasing
function of time; see Fig. 3.35. In this context, Fig. 3.36 shows the time variation of
the phasing displacement ¢. As expected, the mean value of ¢ is zero, whereas its
maximum amplitude |¢| is about 17°. Within the chosen interval of a., the simulations
show that ||, 1s always below 23.5°; see Fig. 3.37. In the limiting case as a, tends
to zero, the apse line does not rotate at all (w = wy) and |@|,,, tends to 180°.
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Fig. 3.32 Optimal pitch
angle and switching variable
for an EFO with

a. = 1 mm/ s2,

Fmin = 0.4 au, and

rmax = 0.6 au. Adapted from
Bassetto et al. (2019c¢)

Fig. 3.33 Time variation of
a for an EFO with

a. = 1 mm/s?,

Fmin = 0.4 au, and

rmax = 0.6 au. Adapted
from Bassetto et al. (2019¢)

3.6 Conclusions

M. Bassetto

0.5 1 1.5 2

t [years|

This chapter has first addressed the problem of determining the thrust and torque
vectors provided by an E-sail of given shape as a function of the spacecraft attitude.
The general expressions of the thrust and torque vectors have been specialized to the
case of a Sun-facing E-sail, showing that the equilibrium shape of each tether may
be approximated by a natural logarithmic arc when its spin rate is sufficiently high.
With the assumption that the E-sail maintains such an equilibrium shape, analytical
expressions of the thrust and torque vectors have then been derived as a function of
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Fig. 3.34 Time variation of
e for an EFO with

a. = 1 mm/s2,

Fmin = 0.4 au, and

rmax = 0.6 au. Adapted
from Bassetto et al. (2019c¢)

Fig. 3.35 Time variation of
w for an EFO with

a. = 1 mm/ s2,

Fmin = 0.4 au, and

rmax = 0.6 au. Adapted from
Bassetto et al. (2019c¢)

0.18

0.16

0.14

v 0.12

0.1

0.08

0.06

1.5

(w—wp)/2m

0.5

1 1.5 2
t [years]

the sail orientation. The proposed mathematical model allows the performance of an
E-sail to be quantified in closed form, and, as such, to be easily implemented in a

simulation code to get preliminary mission results.

The differential equations of the orbital and attitude dynamics of an E-sail-based
spacecraft are introduced in the central part of this chapter.

Then, an analytical control law has been investigated to counteract the disturbance
torque due to the tether bending, which induces a perturbation on the orientation of
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Fig. 3.36 Phase displacement ¢ for an EFO with a, = 1 mm/ $2, rmin = 0.4 au, and rpax = 0.6 au.
Adapted from Bassetto et al. (2019c¢)

the spacecraft spin axis. In this case, the E-sail has been assumed to maintain its
equilibrium shape found in the Sun-facing configuration, a reasonable hypothesis if
the sail pitch angle is sufficiently small, and the tether voltage slightly differs from
its nominal value. The sdtrategy discussed, which consists in a modulation of the
tether electrical voltage without modifying the total thrust, is simple and effective.
In particular, the results have shown that the tether electrical voltage requires a very
small variation (on the order of 1% or less) with respect to its nominal level, thus
allowing the E-sail to maintain a fixed attitude and, as such, to generate a long-term
nonzero transverse thrust. This chapter has also proved that the attitude of an E-sail-
based spacecraft may be changed by modulating the electrical voltage of each tether.
To that end, an analytical control law has been proposed, in which the voltage level of
each tether is expressed as a function of the time and the sail pitch angle. Also, in this
case a small variation of the voltage level is sufficient for most practical purposes.
The proposed method for controlling and maintaining the spacecraft attitude is easy
to implement and offers good performance in terms of reorientation time.

Finally, two scientific mission scenarios have been investigated with the aim of
testing the E-sail performance in a heliocentric context for solar activity monitoring
and NEO surveillance. The generation of earth-following orbits has been performed
through a locally optimal control law, which has been analytically computed as a
function of the spacecraft state variables, in such a way that the apsidal precession
rate is maximized at any time. In particular, the orbital parameters of the parking orbit
have been calculated a posteriori as a function of the E-sail characteristic acceleration
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Fig. 3.37 Maximum phasing angle @],y as a function of {ag, ep} and a. € [0.25, 1.5] mm/s>.
Adapted from Bassetto et al. (2019c¢)

in order to satisfy the mission requirements. Finally, the dynamics of a spinning E-
sail around a heliostationary position at one astronomical unit from the Sun has been
investigated. It has been shown that, with a suitable modulation of the tether electrical
voltage, the spacecraft center of mass moves along the Sun—spacecraft line around
its nominal position. When a simple proportional controller is used, the maximum
variation of tether voltage is proportional to the error in orbit insertion. The resulting
spacecraft motion is an undamped harmonic oscillation with a period on the order

of some years.

Abbreviations

E-sail
EFO
NEO Near-earth object

Electric solar wind sail
Earth-following orbit
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Chapter 4 ®
Space Elevator for Space-Resource oo
Mining

Yoji Ishikawa

Abstract The space elevator is an innovative space traffic and transportation system
that may be built in the future. The Earth-based space elevator not only significantly
reduces the cost of shipping to space compared to conventional rockets, but also
enables safe and routine delivery of massive payloads to GEO and beyond. The Earth-
based space elevator consists of three main elements: cable, climber, and station. The
climber moves up and down the cable between the Earth surface and the top, and if a
spacecraft is brought to a high altitude on a long cable by the climber and launched
from the height, it can be flown to the orbit of a distant planet. This is because once
released from the cable at altitudes above approximately 47,000 km, objects can
escape the Earth’s gravity. A space elevator can not only be built on the Earth but
also on the Moon and other planets such as Mars, and even on asteroids. Cargos
and/or crewed spacecraft dispatched by the Earth space elevator can fly to the Moon
and Mars to be caught at the end tips of the lunar or Martian space elevators, and
then brought down to the surface. Space elevators can be utilized at both ends of a
flight when cargo and crew return from the Moon or Mars to the Earth. Asteroids are
known to be rich in various kinds of resources, from platinum to nickel to carbon
to water. Space elevators built on asteroids will help to mine and transport such
resources. Transportation between the Earth, the Moon, Mars, the moons of Mars,
and asteroids will be made possible by using space elevators at each location. While
constructing a space elevator will take tremendous effort, when it is completed, it
will contribute greatly to the resource mining of the solar system.

4.1 Introduction

The space elevator is an innovative future space traffic and transportation system.
Expected to be built primarily on Earth, its biggest advantage is that it will reduce
the cost of shipping to space by roughly two orders of magnitude compared to
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conventional rockets. A second significant strength is the safe and routine delivery
of massive payloads to GEO and beyond. Instead of using fuel, the space elevator
employs the Earth’s dynamic rotation and power provided through laser beaming or
some alternative to send spacecraft. The space elevator can not only deploy artificial
satellites to Earth orbit, but also dispatch spacecraft to the Moon and the planets.

The planets that a spacecraft can reach using a space elevator depend on the height
of the cable at which the spacecraft is released—the higher the altitude, the faster it
will be released. Calculations show it is possible to escape the Earth’s gravitational
field by releasing the spacecraft from the cable at a height greater than approxi-
mately 47,000 km (Edwards and Westling 2002). When the spacecraft is released in
a direction in which the Earth revolves around the Sun, its speed becomes the sum
of its speed when it is released and the revolution speed of the Earth. The spacecraft
will then enter an elliptical orbit, with the Earth as its perigee point. When another
planet approaches the path of the orbit, the spacecraft can arrive at that planet. For
example, when sending a spacecraft to Mars, by releasing it from the cable at a height
of approximately 57,000 km, the spacecraft will achieve a speed that is the sum of
the release speed and the velocity of the Earth around the Sun. By acquiring such a
high speed, the spacecraft can follow an elliptical orbit (the Hohmann orbit) to make
a transition to Mars. This is one of the methods for sending a spacecraft to outer
planets such as Mars, but there is another way to allow more rapid transit. As far as
travel to Mars is concerned, if the spacecraft climbed to the top of the cable (where
the counterweight is located, and the height is, for example, 100,000 km; sometimes
called the apex anchor (Swan et al. 2020)) rather than being released at a height of
57,000 km, it would acquire greater energy and reach destinations more rapidly. It
will take six to nine months to arrive at Mars when released at 57,000 km; however,
only two months are necessary if released at 100,000 km.

Conversely, if the spacecraft was released in a direction exactly opposite to the
direction in which the Earth revolves around the Sun, then the spacecraft would
acquire a speed that is the speed of the Earth’s revolution minus the speed at the time
of release. The spacecraft will enter an elliptical orbit with the Earth as its apogee
point. If another planet happens to cross the orbit, the spacecraft can reach the planet.
This is the method for sending spacecraft to inner planets, that is, Mercury and Venus.

A space elevator can be built not only on the Earth but also on the Moon and
other planets such as Mars, and even on asteroids. Cargos and/or crewed spacecraft
dispatched by the Earth space elevator can fly to the Moon and Mars to be caught
at the end tips of the Lunar or Martian space elevators, and then brought down to
the surface. In this way, both acceleration at departure and deceleration at re-entry
using rockets become unnecessary, eliminating the need for rocket fuel and reducing
transfer cost. Space elevators can be utilized at both ends of a flight when cargo and
crew return from the Moon or Mars to the Earth.

Asteroids are known to be rich in various kinds of resources, from platinum to
nickel to carbon to water. Space elevators built on asteroids will help to mine and
transport such resources.
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Space elevators not only lower the cost of transportation but also benefit various
fields. They enable easier access to all the celestial bodies in the solar system and facil-
itate utilization of their resources, zero-gravity manufacturing, Earth observation,
communication between the Moon and planets, and so on.

However, establishing a space elevator, no matter where it is built, still requires
tremendous efforts in various areas such as technology, finance, and law. Despite this,
mining of space resources will inevitably benefit from the reasonable transportation
cost of space elevators, and this will become a driving force in the economy of the
Earth, Moon, and other planets in the solar system in the near future.

4.2 Earth-Based Space Elevators

4.2.1 Overview

The history of space elevator research is surprisingly long. At the end of the nineteenth
century, when there were no rockets yet, Konstantin Tsiolkovsky, known as the father
of space engineering, used the Eiffel Tower as an inspiration to propose a space
tower that would reach orbit if the tower was extended high enough. In 1960, Yuri N.
Artsutanov suggested a precursor of the space elevator to be called a space cableway
(Artsutanov 1960). In 1975, Jerome Pearson developed the basic design of a space
elevator through a calculation of its mechanics (Pearson 1975). However, no material
existed that could withstand the gravitational and centrifugal forces applied to the
cable—a space elevator’s most essential component—and so the space elevator was
thought to be only a dream.

A major turning point was the discovery of carbon nanotubes by Iijima (1991). In
the early 2000s, Bradley Edwards conducted a full-scale study on a NASA project
(Edwards and Westling 2002; Edwards 2000, 2002, and 2003), including cable and
climber design, power transmission methods to climbers, earth port design, and
countermeasures for the harmful space environment. It was a landmark study that
outlined the archetypal space elevator. Based on these previous studies, in 2012,
Obayashi Corporation published the “Space Elevator Construction Concept” in its
public relations magazine Quarterly Obayashi at the same time as completing the
construction of the world’s tallest free-standing tower, Tokyo Skytree® (Ishikawa
et al. 2012). Their concept featured comprehensive architecture and an evolutionary
approach for the foreseeable future, and it became one of the fundamental models
of the space elevator (Ishikawa et al. 2013, 2016). Another important report came
in 2013, with the results of a large-scale study organized by Peter Swan for the
International Academy of Astronautics (Swan et al. 2013). It included not only the
technical aspects of each component but also the feasibility, legal aspects, and finance.
Their follow-up report was published in 2019; it dealt with the space elevator from a
systems engineering approach and the basic conclusion of the 350-page report was
that a space elevator was feasible, assuming carbon nanotubes could be produced
(Swan et al. 2019).
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In the next section, as an example of an Earth-based space elevator, Obayashi
Corporation’s concept is described in detail.

4.2.2 Obayashi Corporation’s Space Elevator Concept

4.2.2.1 Principles

Space elevators are a promising means of transportation in the future. The transporta-
tion cost is estimated to be two orders of magnitude less than that of conventional
rockets, and it is also relatively safer. In addition, the ability to move massive payloads
routinely will enable new missions at GEO and beyond, such as developing space-
based solar power. The Obayashi space elevator design incorporates the need for
human transportation as a principal goal.

There are three key points concerning the space elevator. First, space elevators
are different from the elevators used on Earth. In principle, the vehicle closest to the
space elevator is a monorail. A monorail is a vehicle that travels on or under a single
rail and is generally self-propelled, being driven by the rotation of tires or the like that
sandwich the rails. In addition, stations are located at both ends and along the rails.
Similar to a monorail, a space elevator is composed of a cable (counterpart of the
rail), a self-propelled climber (the vehicle), and a space station (monorail stations).
A space elevator can be regarded as a monorail rotated by 90° to rise vertically into
the sky.

Second, a space elevator is a tower that hangs from space. The center of the
space elevator is said to be in geosynchronous orbit (an altitude of approximately
36,000 km) and during the construction process a cable is extended upward and
downward from this point. A ground structure is typically assembled from the bottom
up, but a space elevator is a tower that hangs from geosynchronous orbit like a spider
descending on its thread.

Third, a space elevator uses the principle of a hammer throw (or sling) to launch
spacecraft. A hammer throw is an athletic event in which the rotation speed of a
hammer is used to propel it in the tangential direction of the rotation, making it fly
for a great distance. In the case of a space elevator, the climber does not have to only
move up and down along the cable, as the cable is attached to the Earth and revolves
with the Earth every 24 hour. The longer the cable, the faster it will revolve at higher
positions. If a spacecraft is launched from a high altitude on a long cable, it can be
flown to the orbit of a distant planet.

Edwards calculated the altitude required for a spacecraft to reach each planet,
as listed in Table 4.1 (Edwards 2002; Swan et al. 2020). Obviously, the higher the
altitude at which the spacecraft is released, the farther the planet that can be reached.
In addition, by achieving maximum velocity (at the top of the cable) a payload can
make faster flights to planets such as Mars in as few as 61 days (Swan et al. 2020).
With a cable of a length of approximately 100,000 km, a spacecraft released from
its end tip can reach the asteroid belt. Giving it extra velocity will enable it to reach
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Table 4.1 Minimum altitude

of the cable at which a

spacecraft can reach the orbit
of a planet once released
(Edwards 2002; Swan et al.

2020)
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Planet Minimum altitude on the cable
Mercury 103,348 km
Venus 54,148 km
Earth -

Mars 56,898 km
Asteroid belts (inner) 67,748 km
Asteroid belts (outer) 98,748 km
Jupiter 119,063 km
Saturn 138,418 km
Uranus 151,383 km
Neptune 156,322 km
Pluto 158,441 km
Solar system escape velocity | 163,000 km

more distant planets such as Jupiter and Saturn. Releasing a spacecraft in the opposite
direction of the Earth’s revolution allows it to be launched into the orbits of inner
planets such as Mercury and Venus. In this way, it is possible to use a space elevator
to launch a spacecraft into the orbit of any planet in the solar system. In Obayashi’s
concept, the cable length is set to 96,000 km, that is, approximately 100,000 km.
The concept is described in detail in this section and an image is shown in Fig. 4.1
(Ishikawa et al. 2012, 2013, 2016).

Fig. 4.1 Image of Obayashi Corporation’s space elevator construction concept
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4.2.2.2 Components

As mentioned above, a space elevator consists of three main elements: cable, climber,
and station. However, Obayashi’s space elevator concept includes slightly more
complicated components, as shown in Fig. 4.2.

The cable is 96,000 km long and connected to the facility on the Earth’s surface,
which is referred as an earth port. The cable revolves around the Earth once every
24 hour and, when drawn out, it tends to extend above the equator as a result of
centrifugal force. Therefore, it is most efficient to build the earth port in an equatorial
region.

The climber moves up and down the cable between the earth port and the top;
however, as the climber rises, the gravity felt by the crew in the climber decreases
rapidly. The design includes research and training facilities that utilize this low-
gravity environment, with a Mars Gravity Center and a Moon Gravity Center at
altitudes of approximately 3,900 km and 8,900 km, respectively, that simulate gravity
on the surface of Mars (approximately 1/3rd of the Earth’s gravity), and on the lunar
surface (approximately 1/6th of the Earth’s gravity). Such low gravitational fields
are difficult to achieve for long periods on the Earth.

Counter-weight 96,000 km
(Solar System Exploration Gate)

To Jupiter or Asteroidss«—0

— Carbon Nanotube Cable

To Mars e« Mars Gate 97,000 km

Deploying Artifical Satellite

to GEO GEQ_Station 36,000 km

_.-"‘H] &sses

Geostationary -~ .
Earth Orbit LEO Gate ; 23,750 km

(GEO)

Deploying Artifical Satellite*
to LEQY

Lunar Gravity Center 8,900 km
3,900 km

~~_Low Earth Orbit (LEO)
Altitude: 300 km

Fig. 4.2 Components in Obayashi Corporation’s space elevator concept
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When a spacecraft is released from an altitude lower than geosynchronous orbit
(approximately 36,000 km), the rotation speed is not high enough for it to escape the
Earth’s gravitational field and it will enter an elliptical orbit whose confocal point is
the Earth. When released at a height of 23,750 km, an object can reach a height of
300 km at the perigee of its orbit. Thus, a low Earth orbit (LEO) gate is set up at that
height to deploy artificial satellites.

In a geosynchronous orbit (approximately 36,000 km), gravitational force and
centrifugal force are just balanced out, so a large geostationary orbit station can be
constructed here. Geostationary satellites can be deployed into geostationary orbit
from here and materials can be transported using the space elevator to space-solar-
power satellites.

Once released from the cable at altitudes above approximately 47,000 km,
objects can escape the Earth’s gravity. If released from an altitude of approximately
57,000 km, the spacecraft will be able to enter the orbit of Mars, so at this point
the Mars Gate is installed. A counterweight is attached to the cable tip at an altitude
of 96,000 km to create balance. When released from here, a spacecraft can fly to
the asteroid belt and, with a little additional acceleration, to Jupiter and Saturn. The
cable tip may be called the Solar System Resource Mining Gate because it is a place
to bring back precious metals from asteroids, Jupiter, and the other outer planets.

4.2.2.3 Cable Mechanics

Several types of forces act on the cable, the principal ones being the universal
gravitational force (gravity) of the Earth and the centrifugal force (Fig. 4.3).

The universal gravitational force varies in inverse proportion to the square of the
distance from the center of the Earth, while the centrifugal force is proportional
to the distance. These forces act in opposite directions. The point where the two
forces balance out lies at the geosynchronous orbit (the GEO). The universal gravi-
tational force is predominant on below the geosynchronous orbit (Earth side) and the
centrifugal force is predominant above it (the space side). Therefore, a significant
amount of tension is applied to the cable. The tensile force reaches a maximum at
geosynchronous orbit and decreases toward both sides.

Angular Momentum Vector

GEO
Gravity Force Dominant Centrifugal Force Dominant

Counter-weight

Fig. 4.3 Universal gravitational force and centrifugal force applied to the cable
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In the Obayashi concept, the cable material is made of carbon nanotubes and its
tensile strength is assumed to be 150 GPa (Demczyk et al. 2002). However, recent
discoveries have put forward other materials that might be preferred for tethers:
single-crystal graphene and a new 2D category of graphene (Nixon 2020). From an
engineering point of view, it is better to make the cable tapered so that the cross-
sectional area of the cable is largest at geostationary orbit. Tapered shape can be
analytically solved, but here the tension, internal tensile stress, and cross-sectional
area were acquired through numerical calculations for a carbon nanotube cable (see
Figs. 4.4, 4.5, and 4.6), by considering the masses of all the stations and assuming
that the safety factor of the cable is 2. Here, only a fixed (that is, non-moving) load is
considered. The two bumpy steps at heights lower than 10,000 km shown in Figs. 4.4
and 4.5 are due to the weights of the Lunar and Mars Gravity Centers.

As the universal gravitational force and centrifugal force balance out, no force
is applied to the earth port. However, when a climber (designed to be 100 tons),
is attached to the cable and attempts to rise, making it a moving load, the cable is
stretched by more than 100 km. In addition, the balance will be lost and the cable
will be dragged down. In order to solve this problem and keep the cable stretched
constantly, tension (pretension) is applied to the cable in advance in this concept.

In other words, the center of gravity of the cable is shifted slightly to the space
side in advance so that the cable is slightly tensioned at the earth port. In addition, a
ballast tension control system is introduced at the earth port at the bottom end of the
cable so that it can be controlled according to changes in the moving load. Figure 4.7
shows the load balance at geostationary orbit during the initial construction. The
difference in the load between the space side and the Earth side at the initial stage is
the amount of pretension. At the moment when the first climber grabs the cable, the
load at the Earth side increases instantaneously; however, the cable never loses the

Fig. 4.4 Tension on the 100,000
cable
80,000
5
g 60,000
g
40,000
20,000

0
0 2,000 4,000 6,000
Tensile Force (kN, only for fixed loads)
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Fig. 4.5 Internal tensile 100,000
stress of the cable
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balance because the Earth-side load does not exceed the load of the space side just
as intended. As the climber rises, the load decreases as a result of the decrease in
gravitational force, and when it rises to 12,000 km, the next climber can start. This
process is repeated every 12.5 days in the construction process, and thus the balance
will never be lost.

In addition, since the geostationary orbit altitude is approximately 36,000 km and
the next climber can start when the previous one reaches an altitude of 12,000 km,
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Fig. 4.7 Load balance at 20
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the cable length is set to 96,000 km, which is a multiple of 12,000, so eight climbers
may be attached to the cable at the same time. This length was also chosen because it
allows spacecraft to fly to most planets in the solar system and also does not resonate
with the Moon’s or the Sun’s gravitational fluctuation period.

In this concept, the shape of the cable is assumed to be that of a belt, with a
thickness of 1.38 mm and widths of 18 mm on the ground, 48 mm at geostationary
orbit, and 36 mm at the tip. A tensile strength of 150 GPa was assumed for carbon
nanotubes, which is more than ten times that of steel. Other forces act on the cable
as well, namely the moving load of the climber (which varies with altitude as the
climber moves), the Coriolis force due to the climber’s movement, the gravitation
forces of the Moon and the Sun, the elastic force of expansion and contraction, the
air resistance due to wind, and so on. For example, Fig. 4.8 shows the results of the
numerical calculation for cable displacement due to wind and Coriolis force.

Fig. 4.8 Cable displacement 100,000 f ;
. .. of | ==Wind Only
due to wind and Coriolis 4 ) -
force *=*Wind and Coriolis Force
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= 60,000 i
= i
= 1
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40,000 !
1]
]
H
20,000 1
1]
1 ]
1
0 1
-6 -4 -2 0

Displacement (km) [+ : eastern, - : western]
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Typhoons rarely visit the equatorial area, but easterly winds predominate. Further-
more, when the climber rises, a Coriolis force that pushes the cable westward arises,
and when the climber descends, it pushes the cable eastward. Figure 4.8 shows that
the greatest displacement of the cable due to the wind force and Coriolis force created
by an upward climber occurs in the immediate vicinity of the Earth, which ends up
displacing the whole cable.

4.2.2.4 Construction Method

The most important process in the construction of a space elevator is the laying of
cables. This concept adopts the method of extending cables vertically up and down
from geostationary orbit, as described above. However, there is no means to carry
cables of 7,000 tons (which is assumed as the final mass in the Obayashi concept)
from the Earth’s surface to geosynchronous orbit. Thus, in this concept, the following
two steps are employed.

In the first step, a cable of 20 tons (the maximum mass that can be carried by a
single rocket) is transported to geosynchronous orbit and then extended vertically
upward and downward. The lower end, once it reaches the Earth’s surface, is fastened
to the ground and the upper end is kept at an altitude of 96,000 km.

In the second step, using this cable, 510 climbers climb one after another and
attach additional cables to the previous one to make the cable gradually thicker. To
maintain the balance of the cables, the mass of the cable that can be reinforced at any
one time is only 1.15% of the previous cable mass, and this process must be repeated
510 times using the 510 climbers. Each reinforcing climber joins the counterweight
one by one at the top of the cable; however, their mass must be limited so that the
mass ratio of the cable to the counterweight is always 1:0.920 in this case. After the
cable has been completed, climbers carry the materials to construct stations via the
cable.

4.2.2.5 Details of Each Component
Earth Port

The earth port is a facility for connecting cables to the Earth. There has been discus-
sion about whether it should be built on the ground or on the sea, and both have
advantages and disadvantages. This concept, however, proposes to use both. On
the land, facilities such as airports and hotels that require a large area but a lower
security level are built. On an offshore floating structure, major facilities such as a
departure/arrival site and quarantine facilities are constructed. Floating structures are
located 10 km from the coast, and underwater tunnels are used instead of bridges to
travel to and from land because the tunnel can be moved if necessary.

The offshore earth port (hereinafter referred to as the offshore facility) is shown
in Fig. 4.9. The earth port consists of an upper building and a concrete floating body.
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The upper building has a circular plane with a diameter of 400 m and is equipped
with buildings such as a departure/arrival site. The total floor area is set to be 270,000
m? and the number of workers is 5,000. The total weight is approximately 4 million
tons, which is several times larger than the largest tanker in the world. The concrete
floating body is a hollow structure and this concept adopts a semi-submersible type
that is suitable for open ocean environments with long periods and high waves. A
box-shaped floating body called a hull is submerged below the water level and a
hollow pillar and a deck are installed on it. The hull is moored by legs connecting
to suction anchors fixed on the seabed.

A cylindrical space is provided in the center of the earth port and space elevator
cables are tied at the bottom. This space is designed to be large enough to house the
climber, which is assumed to have a length of 144 m, as described later.

The cable is pre-tensioned as described above. The tension applied to the cable
changes as the climber rises and the tension is designed to be actively controlled. A
tension control device utilizes the weight of seawater by pumping seawater in and
out of a ballast tank. Since the maximum tension during operation is estimated to be
approximately 400 tons, there is no need for a large ballast tank.

Geostationary Orbit Station

Since a weightless environment is created at geostationary orbit, the station installed
here does not need to be moored to a cable and, as a result, it has no mass limit.
The geostationary orbit station is shown in Fig. 4.10. It has a long vertical shape that
is stable in space and it can act like a train station platform when a six-car climber
arrives. The facility is a combination of 66 hexagonal column-shaped modules of
the same shape and size. This modular structure has some advantages: expandability
such that it can work efficiently even with one or two modules and the number of
modules can be increased even after completion, and redundancy so that the whole
structure can be maintained even if one is damaged. The overall shape is designed
based on a triple helix, allowing the crew to freely move between modules.

A large-size station such as this is critical for the construction and operation of
solar-power satellites, zero-gravity manufacturing, and receiving and transferring
minerals and other resources from the Moon and other planets. A space-elevator
station such as this is straightforward and affordable and allows full use of space
resources. This is central to all discussions on the future of space resources.

Climber

The design of vehicles like the climbers does not come within a construction
company’s field, so they have not been designed in detail. Nevertheless, specifi-
cations are given: a mass of 100 tons, six-car configuration, a full length of 144 m,
payload (cargo) of 70 tons, and crew of 35.
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Fig. 4.9 Earth port offshore facility (upper building diameter 400 m)

4.2.2.6 Construction Schedule and Construction Costs

If the construction of the cable started in 2030, then construction of the entire space-
elevator system with stations could be completed in 2050, following which the oper-
ation might start. The initial construction cost is estimated to be approximately USD
100 billion.
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4.3 Lunar Space Elevator

In general, a space elevator has its center of balance at a geosynchronous orbit
of the planet, and from that point a cable is extended upward and downward and
becomes the basic component of the space elevator. The lower part of the cable
below geosynchronous orbit is dominated by the gravitational force of the planet
and the upper part is dominated by the centrifugal force generated by the rotation
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of the planet, and these forces create tension in the cable, causing it to stay upright.
By raising a payload along the cable and releasing it at a specific altitude with the
planet’s rotational speed, it can be transported from the surface of the planet to other
planets, and vice versa. On the Earth and Mars, space elevators will take this form.

In the case of the Moon, however, the Lagrange points are selected as the center
of balance of a lunar space elevator (Pearson 2005), namely the L1 and L2 points
among all five Lagrange points. In other words, a cable centered on L1 is basically a
cable that extends from the equator of the Moon toward the Earth, while one centered
on L2 is a cable that extends from the equator of the Moon to the opposite side of
the Earth. The cables of the lunar space elevators must be several times longer than
the one on Earth. However, the tension on the cables is not as strong, so special
materials such as carbon nanotubes are not necessary and common commercially
available materials such as carbon fiber, polybenzoxazole fiber, and extended-chain
polyethelene fiber are sufficient. However, since the lunar space elevator enables
mass transportation but its transportation speed is slow, it is considered to be more
like a pipeline. Therefore, it is not suitable for human transportation to the Moon,
which may still require conventional rockets.

Water is an important resource on the Moon and exists at higher latitudes and in
polar regions. Therefore, to secure the path connecting such areas and the L1 point, it
is proposed that, besides the cable installed between the equator and L1 to maintain
tension, another cable be hung diagonally from L1 to a high-latitude or polar region.
This makes it possible to utilize resources not only in low-latitude areas but also in
high-latitude and polar regions.

Lunar space elevators will allow lunar resources to be used in orbits around the
Earth. The lunar regolith can be used as a shielding material or construction material
and lunar water can be used as rocket fuel to travel from there to Mars and the
asteroids. Lunar space elevators can also be used as a means of supplying materials
from the Earth for the construction of lunar bases.

4.4 Martian Space Elevator

On Mars, resources can be found on the surface, underground, and on the moons.
Those on the surface and underground include various ones necessary for supporting
human life, such as carbon dioxide and water, so it is considered that they will first be
used for the inhabitants of Mars. In addition, transporting these resources to the Moon
and using them there may be economically advantageous compared to transporting
them from the Earth. The moons of Mars, Phobos and Deimos, are also full of useful
resources. These resources can be transported to and used on the Martian and lunar
surfaces. Mars, the third planet in the solar system, revolves around the Sun just
outside the Earth’s orbit and can serve as a base camp for mining of resource-rich
asteroids. Therefore, from Mars and the Martian satellites, both humans and cargo
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can travel to the Moon and the asteroid belt. Thus, with a space elevator from the
Martian surface to orbit or through the moons of Mars, this would be a useful space
transportation system.

For the construction of space elevators on Mars or the use of tethers, it is better
to use the moons of Mars. There are two satellites: Phobos at an altitude of approx-
imately 6,000 km and Deimos at an altitude of approximately 20,000 km. For
comparison, the altitude of a geostationary orbit of Mars is approximately 13,600 km.

One way to use tethers on Mars is to use the two moons (Penzo 1984). A tether
with a length of 940 km is deployed above Phobos and a tether with a length of
1160 km is deployed below the moon. Similarly, a tether with a length of 6100 km
will be deployed above Deimos and a tether with a length of 2960 km will be deployed
below the moon. Once a space carrier launched from the surface of Mars reaches low
Mars orbit (LMO) at an altitude of approximately 400 km, it deploys the payload
directly upward, and it is connected to the space carrier with a tether. This means the
carrier and the payload will orbit Mars together at the same angular velocity but at
different altitudes while being connected by the tether. If the length of the tether is
375 km and the payload is separated from the tether when it is in phase with Phobos,
then the payload will orbit while increasing its altitude. By contrast, the space carrier
loses momentum equal to the amount of momentum gained by the payload and orbits
while lowering its altitude. The payload reaches the lower end of the tether hanging
downward from Phobos after raising its altitude. Then, the captured payload is pulled
upward along the tether and, when it reaches Phobos, it shifts to the tether extending
upward from Phobos and then is pulled further upward. When it reaches the top of
this tether, the payload is released. The payload begins to orbit Mars again, rising in
altitude, until it reaches the bottom edge of the tether that hangs down from Deimos.
The payload then climbs up this tether, passes the body of Deimos, and then reaches
the top of the tether. The payload is released from the top and has already gained the
speed to escape Mars. It is worth adding that, if the reverse process is followed, then
a payload arriving from the Earth or the Moon into Mars orbit can be economically
and safely transported onto the surface of Mars with a soft landing. The economic
benefits are calculated as follows. The impulse velocity from the Martian surface
to LMO is approximately 3.74 km/s with or without a tether. The impulse velocity
from Mars to the Earth is approximately 3.0 km/s. However, from release by a space
carrier at LMO to the height of the top of the Deimos tether, the escape velocity
using the tether is 3.83 km/s less than it is without the tether. That is, by using the
tether system, the corresponding amount of fuel can be saved. In this tether system,
the material of the tether may be Kevlar, which is strong enough to withstand the
tension.

The second method for using a tether is to use only one of the moons of Mars
(Weinstein 2003). The system using Phobos is designed as follows. Cables are
deployed upward and downward from Phobos, each with a length of approximately
6,000 km. The bottom end of the lower cable reaches the upper limit of the Martian
atmosphere, at an altitude of approximately 60 km. Phobos is located at an altitude of
6,028 km and orbits Mars at a speed of 2.15 km/s. The rotation speed at the top of the
upper cable is 3.52 km/s and the rotation speed at the bottom end of the lower cable is
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0.77 km/s. On the other hand, the surface of Mars is moving at a speed of 0.25 km/s
in the same direction as the Phobos space elevator, so the relative speed between the
bottom end of the space elevator and the surface of Mars is only 0.52 km/s.

To make a trip or send materials to the Earth, the Moon, or the asteroid belt, a
spacecraft departs the surface using rockets and then latches onto the bottom end of
the lower cable of the space elevator. Since the space elevator passes over the same
point on the surface of Mars twice during the Martian day, there are two opportunities
daily to depart from Mars using the space elevator. Crew and cargo carried by the
spacecraft are transferred to a capsule at the bottom end of the space elevator that
ascends further. The capsule may be self-propelled or lifted by using motors to drive
loop lift cables in increments of about 100 km. The crew and cargo are transferred
to other capsules that ascend the upper cable that extends upward from Phobos until
they reach the top of the tether. Finally, they board an interplanetary transfer vehicle,
which is launched into space at a speed of 3.52 km/s. This velocity is more than
the 2.6 km/s hyperbolic velocity and is equivalent to the Hohmann elliptical transfer
velocity necessary to reach the Earth’s Moon. This velocity is also approximately
equal to the velocity required to reach the asteroids inside the asteroid belt. Thus,
this space elevator enables interplanetary flight to the Earth, Moon, and asteroids
without relying on rocket propulsion.

A human presence on the Moon and on Mars is critical for expansion outward
into the solar system to use its limitless resources. Thus, complete bases need to be
established on both worlds. The resources acquired on other planets can be utilized
for the infrastructure of these manned facilities.

4.5 Space Elevators on Asteroids

As discussed in other chapters in this book, asteroids are known to be rich in a variety
of resources. From the perspective of space-resource mining, space elevators are the
most valuable on asteroids. Mining is autonomous and resources mined by space
elevators attached to asteroids can be transported to the Earth, Moon, and Mars.
Many asteroids will have important and valuable resources and an appropriate spin
rate, and the gravity of asteroids is small, so the material for space elevator cables does
not need to be special. Reusable climbers can lift raw and processed resources along
cables and release them at the right altitude and at the proper time to send them to the
Earth, the Moon, or Mars. It is a very economical and profitable system. For space-
solar-power satellites, which are planned to be constructed in Earth’s geosynchronous
orbit, it is also more efficient to use resources such as metals mined on asteroids rather
than to transport materials from the Earth’s surface (Edwards 2020).
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4.6 Conclusions

When a space elevator is constructed on Earth, transportation from the Earth to the
Moon and other planets will be achieved at a lower cost than in conventional ways
and with more massive payloads. Obayashi’s design includes the transportation of
both people and massive payloads with operations to begin in 2050. In addition,
there are several other efforts focusing on less capable prototypes to validate the
engineering concept with cargo operations sometime prior to 2040. At the same time,
transportation from the Moon, Mars, and asteroids to the Earth will be achieved at
a lower cost, which will greatly contribute to the promotion of resource mining.
Building a space elevator with a total length of approximately 100,000 km will
reduce the cost of traveling to and from almost all points in the solar system. In
addition, it is intended to construct space elevators not only on the Earth but also on
the Moon, Mars, and asteroids for reduced travel costs when arriving at and departing
from the surfaces of these worlds. In this case, transportation between the Earth, the
Moon, Mars, the moons of Mars, and asteroids will be made possible by using space
elevators at each location. While constructing a space elevator will take tremendous
effort, when it is completed, it will contribute greatly to the resource mining of the
solar system.
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Chapter 5 ®)
Orbital Hub: Providing an LEO oo
Infrastructure for Multi-disciplinary

Science and Commercial Use Cases

Volker Maiwald, Dominik Quantius, Claudia Philpot, and Vincent Vrakking

Abstract Skylab, Saljut, MIR, the International Space Station, and Tiangong have
been space stations in low-Earth orbit (LEO), allowing access to a microgravity envi-
ronment for scientific or technology demonstration experiments. Future applications
planned for using resources in LEO are commercial (e.g., Axiom Space Station,
Bigelow Commercial Space Station) or scientific (e.g., the Chinese Space Station).
To analyze all possible needs of potential users, the authors have surveyed needs
from a commercial and a scientific perspective, based on which a design has been
elaborated allowing for a versatile, flexible and cost-effective platform. The Orbital
Hub can serve as a core unit for a larger complex or act on its own. It consists of a
base platform, permanently crewed, and a crew-tended Free Flyer facilitating experi-
ments in an unperturbed environment. This chapter presents the design of the Orbital
Hub and its capability to be used in combination with other space station concepts
or even parts of the ISS, outlining, for example, its complementarity with the Lunar
Orbital Platform Gateway and its advantages over larger platforms, such as the ISS.
Implications concerning application, LEO resources, costs and key technologies are
discussed, showing how a small platform ca be utilized to access those resources
efficiently.
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5.1 Introduction

Operating space stations in low Earth orbit (LEO) began in the aftermath of the lunar
landings during the early 1970s with Saljut and Skylab. Later the Soviet space station
Mir was the first place for international cooperation on a space station, when NASA
sent astronauts to Mir for the Shuttle-Mir program during the 1990s (see Fig. 5.1).
The International Space Station (ISS) replaced Mir in the late 1990s and has been
in operation since, granting humanity access to the “resources”, mostly functional,
of low Earth orbit for long-duration missions. In addition, the Chinese space stations
Tiangong 1 and 2 have been testbeds for the human spaceflight program of the
People’s Republic and the pathfinder for a larger space station.

The ISS’s end of life is approaching, and although the exact date is still open
to debate among the partners, it is expected to occur in the 2020s. The ISS and
its predecessors have granted humans the possibility of Earth and Sun observation
and provided a micro-gravity environment for scientific experiments and technology
demonstration.

While currently the focus of future human spaceflight is directed mostly at the
lunar environment, it is unlikely that the use of infrastructure in low Earth orbit will
come to an end. Current plans for using resources in LEO are aimed at commercial
applications (e.g., Axiom International Commercial Space Station) or scientific ones
(Chinese Space Station).

The use of LEO for commercial, scientific and technical applications requires
understanding of the available resources, as well as the needs of users and end users,
such as companies or scientists on Earth. Therefore, an initial survey of those needs
has to precede any design of a suitable infrastructure. This chapter first presents these
customer voices, then describes the Orbital Hub which has been designed to meet
those needs and has the capability to be used in combination with other space station
concepts or even parts of the ISS.

Fig. 5.1 Russian space station Mir during approach of space shuttle Atlantis during STS-71 (NASA,
public domain)
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Orbital Hub consists of a crewed main platform and a crew-tended Free Flyer
facilitating experiments in an undisturbed environment. It is a versatile, flexible and
cost-effective platform, which can serve as nucleus for a larger complex or act on
its own. It can also complement, for example, Lunar Orbital Platform Gateway.
The Orbital Hub, including the Free Flyer, can be launched with a total of four
launches of the currently available launchers (e.g., ARIANE 5 or 6, Falcon Heavy)
and would house a crew of three. It has development costs of €2.2 billion and annual
operation costs of €1.5 billion, assuming a life of at least 10 years. It is assumed to
be deployable within four to eight years’ time (Jahnke et al. 2018).

Details of the design and design process can be found in Jahnke et al. (2018).
This chapter focuses on its utilization and how the design can be incorporated into
mission scenarios of the future.

5.2 Low Earth Orbit Resources

Low Earth orbit reaches from about 300 km to about 2000 km. Currently, the ISS
is operating at about 450 km orbital altitude. Although no resources appear to exist
in this orbital region (no minerals can be harvested there for production or return
to Earth), something in the LEO has been a sufficient incentive for space-station
operations there for the past five decades, with almost continuous operation of stations
for more than three. This is in addition to the more than six decades of operation of
satellites with various applications.

One resource readily available in LEO, except during eclipses, is solar illumina-
tion, which can be exploited for power generation. While plans for orbital power
plants have existed for some time (Seboldt 2004), they have not yet become a reality,
due to various still unresolved technological obstacles, such as transfer of energy from
orbit to Earth (Seboldt 2004; Shen et al. 2019). So solar illumination is a resource
currently used to sustain spacecraft operation in LEO, but not a justification for it.

However, if under the heading of resources we include anything beneficial,
including conditions rather than just objects or materials, then LEO does have
resources available. The following sections explain, first, general resources, and then
those related only to human spaceflight.

5.2.1 Micro-gravity Environment

One such resource is the micro-gravity environment in LEO. Naturally, this resource
is abundant in any orbit around a main body, but in LEO micro-gravity is combined
with sufficiently easy access in terms of launch costs and communication. It is simply
less efficient to conduct micro-gravity experimentation in a Mars orbit.

The micro-gravity environment can be used for physiological experimentation
(Oei and Mirra 2008), biological experiments (Kwok et al. 2020) or convection-free
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physics (Balter 2019), as well as many other scientific fields (Warren 2020). These
environmental conditions can also be used for additive manufacturing, either for
self-maintenance (Fateri et al. 2018; O’Hara et al. 2018) or maintenance of satellites
in general (Koryanov 2021).

5.2.2 Space Radiation and Space Observation

While space radiation may not immediately spring to mind as an experimental
resource, such as biological (Sgambati 2020)—usually it is considered an obstacle to
be overcome or protected against — it can also be considered a resource unavailable
naturally on Earth due to its protective atmosphere. Similar to micro-gravity, space
radiation is more easily accessible in LEO. However, it also differs between LEO
and deep space, because of Earth’s magnetic field, which shields Earth from some
radiation.

Just as the Earth’s atmosphere protects it from radiation, it is also an obstacle
for space observation by perturbing or absorbing electromagnetic radiation relevant
for measurements. An LEO mission can circumvent that obstacle by placing the
respective instrument outside the atmosphere. Solar observation has been part of
Skylab and ISS (e.g., with the SOLAR experiment). General space observations
have been part of LEO activities, for example, the famous Hubble Space Telescope.

5.2.3 Earth Observation

LEO is also particularly useful for observation not just of space but Earth. Earth
observation from space has advantages over non-spaceborne methods, including:

e accessibility of regions all over Earth with one instrument and with little delay,
not only reducing effort of measurements, but also ensuring comparability of
measurements;

e measurements without restriction due to politics or logistics, e.g., measuring CO,
emissions;

e global view of Earth for measurements, e.g., increases in sea level.

Numerous satellites are used for Earth observation—commercial, scientific and
institutional. Examples of experiments on ISS include experiments for atmospheric
measurements, such as Atmosphere—Space Interactions Monitor (Nature 2021) or
for gravity waves (Magalhaes et al. 2021).
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5.2.4 Human Crew

Most, if not all of the previously mentioned resources can be used with autonomous
spacecraft not requiring a crew. The only location in space where human crew is
currently available is LEO. While there are plans for human spaceflight in the lunar
environment, which shares some of the resources, actual implementation is currently
only present for LEO. Even if human spaceflight expands to other regions, the LEO
remains the least expensive.

The human crew can have two main functions:

(1) workforce, or
(2) experimental subjects.

A human crew can be used to keep experiments technically simple—scientists can
focus on their actual experiment during design, not on its automation. In particular,
experiments where manipulation is required, such as for manufacturing, become
easier when a human crew is actually operating them rather than remote control and
automation. The ability to maintain an experiment and the carrying spacecraft also
enables longer durations of experimentation if required. A human crew can even
allow a space station to become a facility for maintaining or disposing of spacecraft
(Koryanov 2021).

The advantage of a human crew over automation and remote control can be esti-
mated using a simple comparison. During the Apollo missions, the human crews
used the lunar rover to traverse about 20 to 40 km on the lunar surface in a matter of
days. For a similar distance the automated rover Opportunity required ten years on
the surface of Mars, decades later with more advanced technology.

The human crew is usually also part of experiments linked to human physiology,
ranging from general health issues to future human spaceflight missions (Crucian
et al. 2020).

5.2.5 Exclusiveness of Location: Tourism

The LEO is a very exclusive location—and other regions of space even more so. In
total, depending on the exact definition of space, a maximum of 579 people have been
to space.! This compares with the 5,788 people who have climbed Mount Everest.”
By this measure, space is at best about a tenth as accessible as the tallest mountain on
Earth. The exclusivity of this location, accompanied by an incredible view of Earth
and space, makes space attractive for elite tourism. Dennis Tito was the first space
tourist, paying for his own seven-day stay on Mir in 2001; others followed.

In summary, we can say that LEO offers various non-material resources that can
be functional or environmental.

Uhttps://www.worldspaceflight.com/bios/stats.php, accessed 4 May 2021.
2 https:/haexpeditions.com/advice/list-of-mount-everest-climbers/, accessed 4 May 2021.
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5.3 Current Plans for Stations

This section summarizes plans for other space stations to provide a comparison with
the Orbital Hub design. The resources or function(s) to be covered by the stations
are also described.

Currently, the ISS is the only space station in the LEO, operated by an international
consortium of partners. While four ISS partners (NASA, ESA, JAXA, CSA) are
planning a crewed outpost in a lunar environment, other entities also have plans for
LEO stations. However, the details of these plans are often scarce, as business models
are vague, and national or international plans for space exploration are often subject
to changes in the political landscape. For instance, the USA’s Constellation program,
initiated by President Bush, was targeted at the Moon and ran from 2005 to 2010,
before being cancelled by President Obama. In 2017 President Trump initiated the
Artemis program, once more targeted at a lunar landing.

5.3.1 Chinese Space Station

The Chinese Space Station (CSS), launched in April 2021, recently began operations
(Wall 2021). The finished station will consist of three modules (Jones 2021): the
launched core module Tianhe (Wall 2021) and two experiment modules (Xinhuanet
2020). Two predecessors, Tiangong-1 and Tiangong-2 are the basis for the design of
the modules. Assembly is expected to be completed at the end of 2022 (Wall 2021).
The launch vehicle for all launches will be the Long March 5B (Jones 2021) and
the station will have a mass of about 60,000 kg and support a crew of up to three
astronauts for continuous operation (David 2020).

The science onboard will consist of observation, biology and micro-gravity exper-
imentation. An overview of the space station’s core module is given in Fig. 5.2. China
has not published any plans for space tourism on CSS.

5.3.2 Axiom International Commercial Space Station

Axiom Space is a company which is targeting several fields of LEO operations
including space tourism and manufacturing. As an initial step for establishing a
space station in LEO, the company plans to attach a commercial segment to ISS,
expected to begin service in 2024 (Foust 2020). An independent space station, based
on these early components, is planned for 2024-2028 (Wall 2020).

The main purpose of the later station will be manufacturing products intended for
terrestrial use but also use on orbit, reducing costs of future missions by providing
components which do not have to be launched into space. The station will consist only
of rigid modules, manufactured by Thales Alenia Space (Wall 2020a). No further
details are currently available.
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Fig. 5.2 The core module of the planned Chinese space station with docking ports for additional
modules and spacecraft (Brandon-Cremer 2020)
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5.3.3 Bigelow Next-Generation Commercial Space Station

The Bigelow Next-Generation Commercial Space Station has been a changing
concept for at least a decade. Plans as to the exact layout of the system are as yet
unclear. However, it will be based on technology for expandable modules originally
developed by NASA. The Bigelow module BA-330 is designed to operate indepen-
dently and thus form a space station, but can also be attached, for example to ISS
(Wall 2020b).

The station’s technology has been tested with the BEAM-module at ISS. It could
also be used as habitat for human exploration beyond LEO, but in LEO it could serve
for tourism and science alike (Wall 2020b). Launch and assembly of the station has
been postponed several times and currently no definitive plan has been established.
The most recent plan targets using the Vulcan launch vehicle by United Launch
Alliance (ULA 2017), currently still in development.

5.3.4 Gateway Foundation

The Gateway Foundation is planning to create space stations in LEO, with the ulti-
mate goal of establishing the first true spaceport acting as research station, hotel and
transfer node for missions beyond LEO, called simply Gateway (Williams 2020).

The Gateway’s predecessor, currently expected to be a smaller space station, was
previously named Von Braun Space Station, after the prominent figure of spaceflight,
and is now called the Voyager Class Space Station (Gateway Foundation 2020). This
station will have a wheel-like configuration with a central node for docking and a
ring structure consisting of several modules containing the actual habitat volume,
able to accommodate up to 450 people (Gohd 2020).

The station will support scientific undertakings but also act as a hotel accommo-
dating space tourists. The wheel configuration allows artificial gravity to be estab-
lished with the help of rotation, with micro-gravity environments in non-rotating
parts. This can benefit science and tourism alike (Gohd 2020).

The duration of stay is intended to range between days and weeks and the target
group are people with an average and above (from a US perspective) income. Gateway
expects the station to be completed by 2027 (Gohd 2020). Again, details of the launch
plan, construction and assembly have not yet been published.

The next step will be the Gateway, which will have a capacity of 1,400 people
aboard and a diameter of almost 500 m (Gateway Foundation 2020). It will consist
of several rings, supplying artificial gravity by rotation, but also central areas without
artificial gravity. The two inner rings will rotate at a speed allowing gravitation akin
to that on the lunar surface; the outer ring will provide Mars-level gravitation.

The ring modules will have a diameter of 12 m and a length of 18 m. The modular
nature will allow versatility with different purposes for each module (Williams
2020). The designs of the Gateway Foundation resemble the more ambitious projects
currently envisioned for human spaceflight in Earth orbit and beyond.
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5.3.5 Summary

As can be seen, a majority of the plans for future space stations include experimen-
tation in their portfolio, that is, they will be exploiting the micro-gravity environ-
ment and observation opportunities. As far as commercial application is concerned,
manufacturing in space and space tourism are also planned, but not for all stations.

The only station which is already ahead of the planning or testing phases is CSS,
with its first module already deployed. However, none of the published information
for any station is detailed enough to ascertain exactly which resources will be utilized
on them.

5.4 User Needs for LEO Outpost

Orbital Hub was designed using the concurrent engineering method, considering user
needs as well as lessons learned from previous LEO stations. Since only scientific
outposts have existed in LEO to date, the user needs identified also focus on this
application. However, they are not specific to Orbital Hub.

5.4.1 Scientific Point of View

A survey within the German scientific community with experience in space exper-
iments (physics of soft condensed matter, material science, Earth observation,
atmospheric physics, space medicine and physiology, radiation dosimetry, astrobi-
ology, radiation biology, gravitation biology, astrophysics, robotic and exploration,
technology demonstration) identifies the following typical future needs from an
operational point of view (Jahnke et al. 2018):

(1) Crew flexibility/higher degree of self-direction

(2) Safety/clean zones within the station

(3) Direct communication between crew, station experiments and scientists on
ground

(4) Crew selection and scheduling based on scheduled experiments

(5) Emphasis on internal station logistics

More details on how the survey was conducted can be found in Jahnke et al.
(2018). For brevity, only those survey results that form the basis for the subsequent
station design are given here.

The need for an LEO station which is more flexible and more specifically tailored
to scientific and commercial activities implies a requirement for stakeholder input,
particularly from potential users (e.g., scientists), in the early design phases of a
project.
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Crew Flexibility and Higher Degree of Self-direction

At the moment, crew activities onboard the ISS are meticulously predefined and
approved by ground support. A tight schedule of work, physical training and leisure
time is set for ISS expeditions, greatly limiting the astronauts’ freedom and affecting
their stress levels. This determinism, compared to a regular laboratory on ground,
can prohibit creative solutions on board. A higher degree of self-direction for the
crew is envisioned whilst ensuring safety standards are met with specific “flight
rules”. Relaxing this tight schedule would potentially increase crew well-being and
productivity.

Safety and Clean Zones

Currently, all station areas have similar standards of safety and cleanliness. High
levels of cleanliness and safety result in financial costs and time costs for the crew.
Various zones within the station could have different cleanliness and safety standards,
reducing cost and time effort. Experimentation areas should be divided into zones
depending on the cleanliness requirements, and the crew space should be removed
from these areas to allow a more relaxed, comfortable and less sterile living environ-
ment for the astronauts, with mental health benefits for the crew. Separation of these
areas could be achieved with the use of air locks. However, the design should also
be cost-effective, aiming to use as little space as possible and cleverly distributing
station systems to achieve zoning but not extending the station’s volume and thus
costs.

Direct Communication Between Crew, Station Experiments and Scientists on the

Ground

Currently, Capcom/Eurocom communication protocols prevent direct discussions
between the crew and scientists. This renders support by scientists for the crew
less effective, and similarly, reporting of results is cumbersome. This increases the
amount of time needed, affecting crew time and mission costs. Capcom/Eurocom
communication protocols between the station crew and ground should be relaxed.
A direct link between the scientists involved and the crew would facilitate exchange
of information on experiments and results, making experiments faster and more
effective.

Even without crew involvement, direct communication between automated exper-
iments and scientists would improve the handling of experiments. Increased involve-
ment by scientists in communication concerning experiments would also reduce
workload at the operation centers controlling the station. Safety measures within
these communications, e.g., when non-routine activities occur, need to ensure that
the station is not at risk. This could be achieved by moderation and supervision of
communication.

Crew Selection and Scheduling Based on Scheduled Experiments

Currently, experiments and crew qualification/experience are usually not aligned.
This affects stress levels (the astronauts need to work on familiarizing themselves
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with the topic and equipment) and quality of the work. To counteract this, crew
selection and experiment selection could be better aligned. The crew selection process
for a given mission and its scheduling during the mission should be adapted more
to the experiments planned, enabling a specialist crew to support experiments more
fully. This would, however, imply a higher frequency of crew exchanges, increasing
costs. More direct communication as previously described, however, could enable
suitable selection of crew according to the experiments, without incurring similar
increase in costs.

Emphasis on Internal Station Logistics

Astronaut feedback suggests that a major obstacle to effective work is the convo-
luted internal logistics onboard the station. For instance, one crew might unload a
cargo transport with equipment intended or needed (e.g., spare parts) for another
crew member. Storing and locating equipment is done by different crews, adding
to crew maintenance time, which could be reduced if tools, equipment and parts—
for station and experiment maintenance, installation and operation—were easier to
locate during a mission. Implementing passive and active markers (e.g., via radio-
frequency identification) could allow a clear inventory to be established and items
positioned aboard accordingly. This could reduce crew time spent on locating items
and manually maintaining inventories.

5.4.2 Non-scientific Point of View

Currently, there is no experience concerning space stations outside the realm of
scientific application. However, the lessons learned all affect efficiency, and if there
is any difference at all between the commercial and scientific points of view, then
efficiency is an even more pressing issue for commercial stations.

For instance, if crew flexibility has an effect on productivity, then this should be
even more relevant to a commercially operating station. The same is true for crew
selection and improved station logistics. Differentiating between work and non-work
areas is certainly an asset for stations targeting tourism to improve the quality of the
experience for any guests.

Direct communication will be even more necessary for commercial endeavors.
Direct communication reduces costs and at the same time confidentiality is ensured
(assuming proper protection of the communication channels). A model for acommer-
cially available service in space allowing direct communication is the Bartolomeo
external platform of the ISS Columbus module, which was launched in January 2021.
The platform allows direct communication between its experiments and the respec-
tive user, even via smartphone, significantly reducing the effort of communication
(Clark 2021).

In tourist-oriented space stations in particular there will be an emphasis on comfort
as well as safety, because tourists will have far less training than astronauts. User
needs to be investigated should include acceptable price ranges and market analysis
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of expected facilities. However, as space tourism still is a marginal field of application
and currently no tourist-related stations have exceeded the concept phase, this will
not be further analyzed in this chapter. Other marginal, but still existing applications
include using space as filming locations, as has been announced by US and Russian
film productions (Shoard 2021).

For a more industrialized LEO infrastructure, operations are expected to be auto-
mated as far as possible to reduce crew and ground segment workload and operation
costs, so general system support functions will have to become more autonomous. A
more efficient, globally centralized and service-oriented infrastructure for operations
and training also has to be implemented. Besides fast and regular access, an industry-
oriented legal framework, new partnership models and the protection of intellectual
property and production-related data is mandatory. The key for the commercializa-
tion of space is a much broader awareness within the “non-space” community of the
potentials of the given recourses.

5.5 Orbital Hub Main Platform

The ESA Moon Village concept is the idea of establishing a common undertaking of
human activity on the lunar surface, based on the cooperation of multiple partners
with different interests on the Moon (Athanasopoulos 2019). Similarly, Orbital Hub
is supposed to be a cost-effective nucleus for future LEO activities, an example of
what is required for continued operation in LEO and utilizing its resources.

Orbital Hub is separated into two parts, the main platform and the Free Flyer,
as depicted in Fig. 5.3. The main platform is continuously crewed, with nominally
three persons and up to six persons during an exchange week, and thus allows for
human physiology experiments as well as other activities requiring regular human
interaction. It is intended to be a cost-effective platform, able to continue the human
presence in LEO, without unnecessary drains on the budget for human exploration
beyond LEO. It can serve as a nucleus for larger endeavors or as a template for
stations of other institutions with similar purposes.

5.5.1 Main Platform Design

The main platform comprises three basic modules covering all relevant functions
while allowing for extension of the platform as needed in the future.

The docking node provides the means for vehicles to dock with the platform.
It also contains a cupola for visual activities, supporting docking operations and
crew leisure. The unobstructed position of the docking node makes it a reasonable
position for communication equipment. A life-support system sustains the crew and
the available space is used for exercise equipment.
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Service Module Expandable Habitat

- Power (30 kw) - ECLSS

- Thermal - 3 Crew Accomodations Dockable Free-Flyer

- Contral Momentum Gyroscopes - Laboratory (4-5 Racks) Service Module

- Toilet - EVA Capability Power (20 kW)/ Thermal Unit
- ECLSS - e.g. existing Bigelow ADCS

concept (B330) tbe. Formation Flying / Assembly

Docking Node

- 5 Docking / Berthing Ports.
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Standard Payload
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Fig. 5.3 Orbital Hub’s configuration, consisting of the main platform (left) comprising the Expand-
able Habitat, the Service Module and the Docking Node (and some spacecraft for visualization, not
part of the platform) and the Free Flyer (right). Power values do not include losses, but indicate net
power generation

The service module is pressurized and contains the platform’s power system:
control units, batteries and the solar arrays. It is also equipped with the thermal
control system, especially the radiators. Crew waste management (including toilet)
and attitude and orbital control system (including control momentum gyroscopes,
CMGs) are also located here. A second, redundant life-support system s also installed
in the service module to ensure crew safety. Data handling and storage also occurs
here.

The main crew accommodation can be found in the habitat, which in the current
design is an expandable module, based on Bigelow Aerospace’s BA-330 design (as
mentioned above). Individual cabins are reserved for the crew quarters and there is
a separate meal-preparation area. The center axis of the habitat module has room
for experimentation racks, but also for subsystems. They are accommodated in a
truss with four lines of racks and a center space, providing room for access and
maintenance. While most systems are removed from the crew living area, space and
mass limitations do not allow a separate module. However, especially disturbing
subsystems, such as the toilet, have been removed from the habitat.
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Combined with the docking ring for the Free Flyer at the end of the habitat,
there is an expandable emergency air lock with the equipment necessary to conduct
emergency extra-vehicular activities (EVAs)—in nominal operation no EVAs are
anticipated.

5.5.2 Mass and Power Budgets

The overall mass of the main platform is about 65 metric tons, distributed over three
modules, which have launch masses of between approx. 18 and 25 metric tons. The
mass breakdown per module is given in Table 5.1.

The power budget depends on the actual mode of operation and is summarized in
Table 5.2. For the design three major modes have been defined:

e Standard mode: nominal operations, i.e., scientific experiments, crew aboard and
orbit maintenance, where necessary.

e Crew exchange: two crews are present on the platform, possibly exchanging
experiments, before one crew leaves for Earth.

e Survival mode: main priority is attitude control, survival of crew and experiments
and otherwise minimization of power usage, to accommodate a possible loss of
solar cell illumination.

Table 5.1 Mass budget (in kg) for the main platform per domain and module

Domain Docking node | Service module | Habitat module
Attitude and orbit control 11 1229 46
Communication 80 41 0
Crew equipment 440 180 827
Data handing 0 1,008 173
Environmental control and life support 1,232 1,232 1,232
Extra-vehicular activities 0 0 818
Payload 0 0 3,301
Power generation 0 2,774 1,460
Propulsion 0 489 376
Robotics 152 0 0
Structure, shielding and mechanisms 12,097 6,106 11,226
Thermal control 768 4,140 864
Harness 26 26 26
System margin (20%) 2,961 3,445 4,069
Propellant 938 814
Launch adapter 125 125 125
Total mass 17,893 21,734 25,358
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Table 5.2 The power budget for the main platform by domain and operation mode. Power values
are given in watts including a component margin based on ESA (2017) and system margin of 20%.
The power demand given for the power generation domain represents the losses of the power system

Domain Standard mode | Crew exchange | Survival mode
Attitude and orbit control 287 287 256
Communication 781 781 749
Crew equipment 320 320 179
Data handing 4,442 4,442 2,810
Environmental control and life support 7,093 9,220 3,476
Payload 7,975 7,995 762
Power generation (losses) 13,023 13,023 13,023
Propulsion 1,365 1,365 1,365
Robotics 27 27 0
Structure and mechanisms 0 0 0
Thermal control 2,801 2,801 2,801
Total power demand 38,114 40,241 25,453

Nominal operations require approx. 40 kW of power generation on average
including margins on component level compliant with ESA (2017), which is only
slightly exceeded during crew exchange. These numbers include losses of about
13 kW for power generation, conversion and distribution. Adding a 20% system
margin to the demand excluding these losses, the main platform is supplied with
32 kW of electrical power by the power subsystem. Significantly less power is needed
during survival mode, where the losses accounted for in the power generation domain
are the largest part of the budget. This is because losses have been calculated for
maximum power demand, providing margin in all other cases.

5.5.3 Subsystems

Attitude and Orbit Control

Due to the module masses (see Table 5.1), it is assumed that each module will be
launched separately during the initial phase of operations and docking will occur on
orbit. This means each module requires actuators and sensors for attitude and orbit
control.

Control moment gyroscopes are used for attitude control between the docking
node and service module (see Fig. 5.3). The service module will also contain thrusters
to act as active elements during assembly of the platform and after assembly is
complete will be used for attitude control.
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Communication

The largest impact on the communication design is from the payload, ensuring all
data is downloaded on time to the scientists responsible. The capabilities are similar
to those of the ISS (25 Mbps up, 300 Mbps down).

Depending on the exact function, three systems are foreseen. Telemetry and audio
will be covered via S-band. Video signals and all payload data will be handled via
K-band and for emergency EVAs and docking procedures UHF is used.

To ensure unobstructed communication a relay system is assumed to be used,
similar to ISS. Examples would be the TDRS or the EDRS systems. While these
systems may have been phased out by the time Orbital Hub is operational, it is
assumed that continuing LEO human spaceflight will either lead to replacements or
commercial activities with similar purposes.

Crew

For nominal operations a crew of three is assumed to be permanently onboard
the station—although the station will be autonomously operational. During crew
exchange, including replacement of experiments and equipment, the design allows
for a total of six crew members to be present and covered by the platform’s life-support
system.

The crew facilities include hygiene stations, toilets, exercise equipment, cooking
and dining areas. These are distributed over the modules.

Data Handling

The data-handling requirements are similar to those of the ISS, therefore a similar
data-handling system consisting of multiplexers and demultiplexers, as well as laptop
computers, has been designed.

Environmental Control and Life-Support System

This subsystem manages safety, climate, atmosphere and water recovery. Each
module is equipped with identical subsystem components to create redundancy for
crew safety. Only one of these system sets will be operating at 100% during nominal
operations and the other at 50%.

Crew exchange requires all three systems to be operating, but extra redundancy
is provided by the visiting vehicles’ life-support system. This also allows crew
evacuation.

Payload

The payload has been designed as a black box, containing examples from existing
or planned experiments for ISS. From these, power values and sizes were derived to
model realistic demands for the strawman payloads. Accommodation is assumed to
occur in International Standard Payload Racks (ISPR). The habitat module mostly
contains experiments for human physiology, biology, radiation and manufacturing
processes, and those which require regular maintenance by the crew.
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Power Generation

The power generation system has been designed to supply on average about 30 kW
of power (not including losses of the power system of about 13 kW, see Table 5.2),
which includes a 20% system margin. The eclipse time, determined as 36 min, has to
be covered by battery power, and overall the batteries are sized to supply power to the
station in survival mode for two full orbits, even after a previous eclipse period (i.e.,
not fully charged batteries). The primary bus is two-failure redundant and overall the
design is similar to ISS.

Propulsion

The propulsion system handles the rendezvous maneuvers during platform assembly.
In addition, it is used for orbit maintenance and debris avoidance maneuvers, six of
which are assumed per year with Avs of about 1 m/s each. Approximately 90 m/s are
budgeted for orbit raising. Furthermore, the propulsion system will be responsible
for desaturation of the CMGs.

Nominally, the visiting vehicle or even the docked Free Flyer are assumed
to conduct the maneuvers. The docking node is equipped with thrusters for
contingencies and autonomous operation.

Robotics

Robotics contain robotic assistants for the crew, present on the main platform. This
could be similar to NASA’s Robonaut or DLR’s Justin. The idea is to ease operations
and have maintenance tasks delegated to the robotic assistant, increasing crew time
available for experiments.

Thermal Control

The thermal control system is active. Coolant loops connect heat sources with the
radiators. The basic architecture is similar to ISS: an internal cooling loop using
water as coolant, and an external cooling loop, which uses ammonia. The rotatable
radiators (see Fig. 5.3) can reject up to 30 kW of heat. Their area is 90 m?.

5.5.4 Design Options

The major design option has been the configuration of the platform. In the configura-
tion shown in Fig. 5.3, the docking node has a half-sphere of room for maneuvering
vehicles. Positioning it behind the service module would obstruct the approach with
the radiators and solar array.

The habitat could also be switched with the service module, providing even more
clearance for maneuvering vehicles. However, this would require the robotic arm of
the Free Flyer to reach past solar arrays in order to reach the airlock for large external
payloads.
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The present configuration has been chosen to allow easy access to the airlock and
still have enough room for maneuvering.

To reduce costs for the construction of modules, it would be possible to re-use
some modules of the ISS for the purpose of the Orbital Hub. These could include the
Japanese Kibo module acting as laboratory or a docking node of the ISS. However,
testing for safety would be required, ensuring that the systems are still safe for several
years of operation. Furthermore, this would limit the onboard possibilities of using
the modern technology that is particularly required for autonomy.

5.6 Free Flyer

The Free Flyer is a versatile vehicle, which can dock and undock from the platform
and supplies an experimentation space with even less acceleration perturbations, e.g.,
through lack of continuous operation of life-support systems or crew movement.
More details can be found in Jahnke et al. (2018).

5.6.1 Free Flyer Design

The Free Flyer consists of three parts: the pressurized laboratory, external platform
and service module. An illustration is given in Fig. 5.4. The pressurized platform has
a docking adapter, with which it can be connected to the platform or another space
station, such as the ISS, and the service module contains thrusters for maneuvering
the Free Flyer away from the platform. Both the pressurized laboratory and the
external platform can carry payloads.

Fig. 5.4 The Free Flyer in un-docked operation with the pressurized part in front
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Due to crew accessibility, the pressurized lab can be maintained and new exper-
iments can be installed. A small air lock, similar to that in the Japanese laboratory
on ISS, allows payloads to be placed outside, using a robotic arm. The external plat-
form is critical because it allows versatile experiments in the space environment or
concerning observation and astronomy.

The service module is responsible for power generation, propulsion and thermal
control. It is not pressurized and maintenance is not foreseen. Assuming an ARIANE
6—4 as a launcher, the Free Flyer can be placed on orbit already assembled and has
been designed to withstand the respective loads.

5.6.2 Free Flyer Mass and Power Budgets

Table 5.3 shows the mass budget for the Free Flyer in two configurations: the launch
configuration and the actual on-orbit configuration during operation. The difference is
the payload mass, which will be added once the spacecraft is on orbit. This separation
allows the launch mass to be kept below 20 metric tons and thus in the range of
ARIANE 6 or comparable launchers.

Table 5.3 The mass budget for the Free Flyer in launch configuration (reduced payload mass) and
operational on-orbit configuration. Masses are given in kg

domain FF launch configuration | FF on-orbit configuration
Attitude and orbit control 874 874
Communication 360 360
Crew equipment 36 36
Data handing 153 153
Environmental control and life support 171 171
Payload 1,356 8,340
Power generation 2,490 2,490
Propulsion 396 396
Robotics 304 304
Structure (incl. mechanisms, debris and 6,100 6,100
radiation shielding)

Thermal control 1,873 1,873
Venting system 47 47
Harness 404 404
System margin (20%) 2,913 4,310
Propellant 1,100 1,100
Launch adapter 125 125
Total Mass 18,702 27,083
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Table 5.4 The (average) Domain Standard Mode | Survival Mode
power budget for the Free
Flyer per domain and Attitude and orbit control 424 21
operation mode. Power values  Communication 791 330
are given in watts including a .
- Crew equipment 0 0
component margin based on
ESA (2017), including a20%  Data handing 575 486
system margin. The power Environmental control and 351 0
demand given for the life support
power-generation domain
represents the losses of the Payload 10,069 0
power system Power generation (losses) | 10,530 4,473
Propulsion 2,395 3,877
Robotics 60 0
Structure and mechanisms 13 13
Thermal control 673 1,794
Total power demand 25,882 10,994

Besides the payload mass, the structure and power system are the biggest contrib-
utors. The structure also includes debris and radiation shielding, which is considerate
for human-rated spacecraft. A more detailed description of the subsystems is given
in Sect. 5.6.3.

The power budget is given in Table 5.4. Losses within the system and the payload
form the largest part, amounting in sum to about 70%, followed by the electrical
propulsion system. This is similarly true for the survival mode of the system, which
can sustain the spacecraft for 1.5 orbits without any power generation capability and
assuming propulsion required for orbit maneuvers.

5.6.3 Subsystems

Attitude and Orbit Control

Similar to the main platform, the Free Flyer uses four CMGs and thrusters for attitude
control. The CMGs are smaller versions of those found on ISS and are used during
nominal operations. Thrusters are for power-saving survival mode.

For nominal attitude determination, satellite navigation systems are used. During
survival mode star trackers take over. For less precise measurements, sun and horizon
sensors are applied.

Communication

The links are used for communication—one directly to the ground, one using the
main platform. The communication components are therefore similar to those of the
main platform.
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Data Handling

A two-failure tolerant system has been designed for the Free Flyer, with a total of
three hot redundant onboard computers installed. Data exchange is realized via a
triple-LAN gigabit network. Data from external payloads can also be transferred
using WiFi.

Environmental Control and Life-Support System

The life-support capabilities of onboard the Free Flyer are limited, as a crew is only
present when the vehicle is docked to the main platform (or, e.g., ISS), and it is
assumed that the majority of tasks is handled by the life support of the respective
“harbor”. The limited capabilities are safety relevant and include fans.

Payload

The two payload areas of the Free Flyer provide different capabilities. The pressur-
ized area can house up to 5 ISPRs containing experiments. The external platform can
house up to ten payloads similar to JEM EFU experiments and provides a further 8
m? for smaller payloads. These positions are distributed over the platform and can
allow nadir or zenith pointing when necessary (e.g., for Earth observation).

Power Generation

Adding a 20% systems margin to the power budget (not including losses of the power
generation system of about 10 kW), the power generation is designed to supply on
average about 20 kW of power during nominal operation and to allow survival in
case of a total loss of power generation capability for one orbit.

The solar array size is thus 167 m?, based on MegaFlex solar panels (Neubauer
et al. 2017). Lithium-ion batteries, with better performance than Ni-based batteries,
are used, and can even provide power for two orbits in case of a total loss of power
generation.

Propulsion

The service module of the Free Flyer houses the propulsion system, containing both
low-thrust elements (for long-duration perturbations, such as atmospheric drag) and
chemical thrusters (mainly for rendezvous and docking, reaction control and debris
avoidance).

There are four 400 N thrusters at the back of the service module and 24 thrusters
with 220 N for reaction control. The tanks are designed to be refilled and can hold up
to 760 kg of propellant, sufficient for completing a free-flying phase, including debris
avoidance maneuvers and other contingencies, as well as rendezvous and docking.

The electrical thrusters are the RIT-10 EVO and RIT-20 thrusters; four of each
type are installed, each providing up to 130 mN of thrust. Based on orbit simulations
concerning drag, a total of 660 kg of Xenon propellant is assumed to be sufficient for
a 15-year operation. The tanks have room for half this amount, requiring one refill
or exchange of tanks.
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Thermal Control

The active thermal control system is similar to the main platform’s system, including
two coolant loops. A 12 m? deployable radiator and 25 m? of body-mounted radiators
are used for heat transfer into space.

Venting System

For collecting waste gases evacuated, for example, from interfacing payloads, the
Free Flyer contains a dedicated internal loop system and valves. It can also be used
for emergency evacuation in case of fire.

5.7 Discussion

The design philosophy for the Orbital Hub has been its modularity and its nature as
a nucleus for further additions from possible different partners. The core presented
here can support other components from different partners, including private entities,
such as Bigelow Aerospace or Axiom (cf. Sect. 5.1 for their plans). These modules
can use their own systems for, for example, life support to extend the crew capabilities
or system capabilities beyond the original design.

The Orbital Hub and Free Flyer are designed based on ISS heritage. The Free
Flyer is derived from Europe’s Automated Transfer Vehicle (ATV), Columbus module
and also the ISS Truss and Kibo in respect of the external platform. Its launch mass
is comparable to ATV, and its mass with payload is comparable to Kibo including
the external platform.

The Orbital Hub has less than 20% of the mass of ISS, similar in size to the ISS
when it was first crewed in 2000 during Expedition 1. Its power and mass budgets
are similar as well, which supports their plausibility (Jahnke 2018).

5.7.1 Launch and Operation

Orbital Hub is designed for the same orbit as the ISS uses, i.e., around 400 km altitude
and 51.6° inclination. On the one hand that allows for a continuous use of the existing
launch and ground infrastructures; on the other hand it gives the opportunity for a
smooth transition between ISS and post-ISS eras. Since at the present time there is
no spacecraft like the US Space Shuttle available for module delivery and assembly,
the Free Flyer plays a key role as an active docking partner for the installation of
Orbital Hub. A launch sequence could look like this (Romberg et al. 2017):

(1) Launch of the Free Flyer (e.g., on Ariane 64, Proton, Atlas V, Falcon 9, H-1I);
(2) Launch of the habitat module (e.g., on Delta IV, Proton, Falcon Heavy), followed
by an autonomous docking by the Free Flyer;
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(3) Launch of the service module (e.g., on Ariane 64, Proton, Atlas V), followed
by an autonomous docking by the Free Flyer plus habitat module stack;

(4) Launch of the docking node (e.g., on Ariane 6—4, H-II, Atlas V), followed by an
autonomous docking by the Free Flyer plus habitat module plus service module
stack;

(5) With the fifth launch the first crew could fly to the Orbital Hub (e.g., on Dragon,
Soyuz, Dream Chaser, Shenzhou) and inaugurate the new station.

To keep both risk and mission costs down, Orbital Hub is designed for heavily
automated assembly and operation without the need of EVAs, although for contin-
gencies a small crew hatch is foreseen at the habitat module. Crew or cargo docking
ports are available on the habitat module and the Free Flyer during the envisioned
free-flying campaigns lasting up to three months, or at one of the four docking ports
of the docking node, whilst one will most likely be occupied by a cupola. This way
crew exchanges and cargo flights can be combined with docked phases of the Free
Flyer for a servicing period of approximately two weeks.

Docking of the Free Flyer at the main platform will occur similarly to ATV
docking at ISS. The vehicle size is similar, as is the technology involved—the design
reused the ATV components. Thus, even the docking, occurring about four times a
year, has heritage and occurs automatically.

In nominal operation, Orbital Hub’s docking node will be in forwards flight
direction. To avoid re-fueling, orbit raising is intended to be done primarily by crew
or cargo vehicles attached to the docking node, which requires that for those periods
the habitat module is in the direction of flight. If no visiting vehicle is docked, the
docking node thrusters would be used for orbit adjustments.

5.7.2 The Orbital Hub and Other Platforms

The Free Flyer is a versatile concept in itself and can be used with other stations
in LEO or the lunar environment, such as the International Space Station or the
Lunar Orbital Platform Gateway, using either as its base of operation for exchange
of goods. The design allows docking with either and the same operational concept
as for the Orbital Hub would also apply for ISS. It can operate independently and
also in conjunction with private platforms such as Bigelow’s or Axiom’s concept.

Similarly, Orbital Hub can benefit from hardware already installed on ISS.
Modules which have not expired after ISS ceases its operation can be transferred
for use with the Orbital Hub, e.g., the Japanese laboratory module Kibo or the US
lab Destiny. Refitting them would allow parts of their racks to be exchanged for
crew compartments while retaining the remainder for laboratory work. This would
significantly reduce the launch costs, and development costs and time for the Orbital
Hub. Obviously, the repurposed modules need to be reviewed for their capability to
do so and partnerships have to be agreed on.
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Utilizing Kibo for Orbital Hub would not only add its laboratory capability, but
also its platform, including such external payload capabilities as are already foreseen
for Orbital Hub, and Free Flyer. It has a compatible size and a mass of approximately
24 metric tons.

Destiny has a mass of about 14 metric tons and could also be attached to Orbital
Hub. Using the Free Flyer as active component, the ISS’s robotic arm could detach
either module and berth it with the Free Flyer, which could then “anchor” the module,
providing it with orbit and attitude control until Orbital Hub’s service module and
docking node can be attached, completing the platform.

This scenario depends on the timeline of ISS operation and Orbital Hub implemen-
tation. Currently, ISS’s end of operation date has not been finalized, but the United
States has decided to operate it until 2030 (Babin 2018). This leaves sufficient time
to develop and launch the Free Flyer for such a scenario.

The Free Flyer is an autonomous vehicle, which can also be used as an active
part for docking and berthing. It thus could accomplish station assembly for other
platforms, such as Axiom, or support in the decommissioning of ISS. Similarly, it
could support operation and science for LOP-G in a similar fashion to ISS or any
other station. As it is equipped with a propulsion system, the Free Flyer could transfer
to the lunar environment on its own, if supplied with fuel (e.g., with an external tank,
replacing payload mass).

Operation of the Free Flyer and Orbital Hub can be organized as for Bartolomeo,
i.e., with a direct link between scientists and experiment. This should be kept in mind
when designing the actual processes behind it.

5.7.3 User Applications

The major resource that is utilized by Orbital Hub, and even more so by the Free
Flyer, is the micro-gravity environment, which is undisturbed and needs no crew.
Observation capabilities are also used, both for Earth and space observations, and
radiation can be used as well as the human crew.

The following needs were identified from a survey of Germany’s leading scientists
in LEO applications, and have been accomplished by Orbital Hub’s design (Romberg
etal. 2017):

e Possibility of observing processes in real time (e.g., materials) including on-orbit
analysis opportunities to significantly reduce the return of samples,

e [ow vibration levels (avoiding astronauts or moving structures for the Free Flyer),

e High and flexible modularity (easy access and exchange of samples or instru-
ments),

e High data transmission and storage possibilities,

e Storage room for instruments, spare parts, new hardware or samples,

e Minimum utilization time of ten years,
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e Robotic exchange of samples and instrument components,
e Maintenance possibilities and work bench for ad-hoc repair.

Furthermore, from a science perspective a crew exchange after approximately
20 days is favored, resulting in higher sample rates for human physiology and
implying no need for extensive exercise devices. However, for cost reasons lower
crew launch cadences, such as every six months, will be more likely.

In addition to traditional micro-gravity research, an extended focus was placed on
Earth observation, atmospheric physics and technology demonstrations for human-
rated platforms. The modular design combining a flexible interior and exterior and
a crewed and manned part also opens up future, as yet unthought-of, commercial
applications.

Space tourism has not been a major driver for the design of Orbital Hub, which
is linked to the fact that, until now, no large-scale tourism has been conducted. If
providers of such activities become more prominent, the design could be adapted,
for example by adding another habitat module comprising equipment for tourists,
including accommodation and leisure areas, such as a viewing port.

5.7.4 Key Technology Availability

The design of Orbital Hub and the Free Flyer has been focused on using available
technologies. For instance, docking technology and AOCS equipment is similar to
that of ATV. Most other components have been flown or are derived from existing
technology, e.g., the payload airlock of the Free Flyer is of similar design to that on
Kibo.

A major open point is currently the Habitat module of the main platform, which
will be a new module design. However, a prototype called BEAM is currently berthed
at ISS, proving the readiness of the technology. This prototype needs to be expanded
in size to become the BA-330. In case this is not possible, a different habitat module
can be used. This will change the design in detail, yet would not make it unfeasible.

5.8 Conclusion

Low Earth orbit is still a relevant environment for human spaceflight and can be
utilized for a multitude of operations and scenarios, including tourism and science.
Multiple scenarios exist for its utilization with different platforms. The Orbital Hub
presented in this chapter serves as one flexible example of utilizing the micro-gravity
environment and acting as nucleus for larger LEO structures.

It has been shown that it can be launched and operated with current launch vehicles
and, overall, is a feasible design with heritage from ISS.
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Instrumentation for Planetary e
Exploration

Emily F. Klonicki-Ference, Michael J. Malaska, Mark P. Panning,
Sarah E. Waller, and Patrick J. Gasda

6.1 Introduction

NASA’s “big questions” that currently motivate planetary exploration include how the
universe works, how our solar system evolved, what characteristics lead to life, and
whether we are alone. To address these civilization-scale science investigations, inter-
planetary spacecraft transport scientific payload, which may include in-situ and/or
remote-sensing instrumentation, to designated bodies to conduct their experiments
and make observations. The data is then returned back to Earth for scientists to
analyze. Planetary instrumentation is designed and built by institutions throughout
the world to meet the mission science objectives at one or more selected target(s).
Traditionally, during mission development, a solicitation for instrument proposals
is made that traces to the science goals and/or a science traceability matrix (STM).
An STM is a planning spreadsheet that begins with science objectives, then tracks
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to required measurement values and precisions, then to requirements for instrument
performance. The proposal process then downselects to a set of payloads capable of
executing the investigations outlined in the mission objectives (Bayer et al. 2017).
However, while objectives are set by the mission proposal, they may be approved
to be expanded and or enhanced, enabling scientists to collect data beyond the orig-
inal scope. This notion is best exemplified by the primary and extended missions
of Voyagers 1 and 2. Launched in 1977, each spacecraft carried 10 instruments
which conducted 11 investigations including radio science, with the original goal of
exploring Jupiter and Saturn. Together, the Voyager spacecraft made multiple major
discoveries, including the active volcanoes on Jupiter’s moon Io and the identifica-
tion of Saturn’s G-ring (Stone 2017). Voyager 2, the sister ship of Voyager 1, is the
only spacecraft to gather data from the outer planets of Uranus and Neptune (Stone
2017). The Voyager Interstellar Mission (VIM), which extended the mission life-
time for both craft, enabled the continued collection of important data beyond the
outermost edge of the Sun’s realm, decades after launch (Stone 2017).

The sustained successes of Voyagers 1 and 2 are two of the many accomplished
mission demonstrations that highlight the importance of planetary instrumentation.
The following chapter explores general planetary instrument specifications including
size, robustness, and cleanliness. In addition, the chapter highlights the history, basic
principles, and future developments of specific instrument classes. Not all instru-
ment specifications or existing planetary instrumentation has been defined in this
chapter, as many have been developed throughout the history of space exploration.
Furthermore, many continue to be developed for future mission concepts that push
the boundary, increasing their capabilities and complexity. The goal of this chapter
is to provide an overview of selected instrument classes (synthetic aperture radar,
spectrometers, seismic instrumentation, and nano-and microtechnologies), as well
as their requirements, so that the reader may understand the operations, observations,
and requirements that may be made for a specific technology.

6.2 General Instrument Considerations

From Voyagers 1 and 2 to Mars Perseverance, selected missions and mission concepts
have varied in their complexity and challenges for planetary instrumentation. Factors
such as the science objectives and the target environment are considered during
payload selection and design. As an example, instrument operations and require-
ments such as instrument form factor and cleanliness significantly differ between a
subsurface investigation of Europa and a flyby of Mars.

Technologies that reduce instrument mass, power, and volume allocations without
decreasing scientific capability are of significant importance, as spacecraft continue
to make breakthroughs in miniaturization in both satellites and landed platforms
(NASA 2010). Locations on the spacecraft where instruments may be accommo-
dated can be predetermined to instrument selection, or competing instruments must
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demonstrate their ability to be accommodated on the spacecraft in the proposal docu-
ment. This may potentially reduce the number of payload and or capabilities that may
be chosen. In addition, from the project standpoint, instrument mass and volume
generally correlate with cost (Freaner et al. 2010). A review of the instruments that
have flown on past and current missions, demonstrates the ability of engineers to
design components with a reduced form factor (Roman et al. 2008; Mielczarek et al.
2019; Miles et al. 2016). For example, engineers have developed micro- and nano-
electrochemical systems for a miniature time-of-flight planetary mass spectrometer
(Roman et al. 2008).

Major advances in instrument miniaturization include—but are not limited to—
seismometers, microfluidic devices, thermal probes, magnetometers, particle detec-
tors, optical instruments, and penetrometers (Castillo-Rogez et al. 2017). In plat-
forms that are power limited, such as battery-operated spacecraft, data transmission
and number of sampling events are allocated prior to launch based on science oper-
ations priorities and power availability. Advances in technologies such as in high-
performance multi-core processors, large focal plane arrays, and thermal manage-
ment systems have reduced the power requirement for instrumentation (NASA 2010).
Innovations in materials, fabrication techniques, and electronics have produced
higher-performing payload in terms of their reduction in mass, power, and volume
requirements (NASA 2010).

Aside from reducing instrument form factor and power requirements, instrumenta-
tion must be robust against, or have protective mechanisms to withstand the dynamic
environments during prelaunch, tour, and deployment operations. These environ-
ments range from shipping and handling pre-launch to the intense vibrations during
launch and the vacuum of space. In the mission development phase, engineers and
scientists work closely to identify conditions that may affect the instrument lifetime
including magnetism, radiation, temperature, pressure, and sample compositions that
the instrument may be exposed to (Meyer et al. 1996). The instruments are then tested
against specific conditions by placement in thermal vacuum chambers and on vibe
machines before ever flying.

In addition, instrumentation must maintain specific cleanliness requirements
during hardware build and launch operations. Planetary protection (PP) is an inter-
disciplinary field with the goal of preventing forward contamination during plane-
tary exploration by terrestrial organisms and organic materials being transmitted by
spacecraft. PP also includes protecting Earth against extraterrestrial life or bioactive
materials in returned samples (backward contamination) (NASA 2011). For instru-
mentation, these policies specifically require that guidelines established by the desig-
nated PP engineer for a mission are carefully followed and assist in the construction
of low biological burden or sterile hardware based on these requirements. Similar to
PP, contamination control (CC) establishes cleanliness protocols to prevent particu-
lates such as dust and debris from interfering with sensitive instrumentation. In both
practices, insufficient hardware cleanliness may affect the reliability of collected data
and preservation of extraterrestrial environments (Dworkin et al. 2018).
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6.3 Instrumentation Categories

The following sections in this chapter provide an overview of selected instrument
classes: synthetic aperture radar, spectrometers, seismic instrumentation, and nano-
and microtechnologies. While there are a significant number of technologies not
covered in this chapter, the few highlighted instruments span planetary in-situ and
remote-sensing applications and aim to contribute information in regard to instrument
principles and planetary history, requirements, and future developments.

6.3.1 Synthetic Aperture Radar

6.3.1.1 Principles of Synthetic Aperture Radar

Synthetic aperture radar (SAR) is atechnique in which a series of radio signals emitted
from an observing platform (spacecraft, airplane) are then reflected by the surface
and received by an antenna to build up an image as viewed at these wavelengths
(Henderson and Lewis 1998). The returned signal is referred to as backscatter, and
an SAR image shows the varying amounts of backscatter returned from the surface.
The reflected amount of radar backscatter is sensitive to multiple factors, including:
grain-size roughness of materials at the scale of the radar wavelength, angular faces
that reflect radar energy back towards (or away from) the receiver, volume scattering,
dielectric constant of the material, and the presence of dielectric constant changes (for
example, layering of materials with different dielectric properties). Due to its depen-
dence on surface roughness and physical parameters, radar backscatter can provide
complementary information to visible or infrared spectroscopy. Radar wavelengths
are also longer than visible and infrared wavelengths (usually radar is on the order
of cm to 10 s of cm), and can thus interrogate deeper into the surface than visible
wavelengths, on the order of 10 s of wavelengths (Fig. 6.1).

6.3.1.2 Synthetic Aperture Radar in Past Missions

Planetary SAR can reveal the surfaces of worlds that have visibly obscuring atmo-
spheres such as those of Venus and Saturn’s moon Titan (Ford et al. 1993; Elachi
et al. 2005a, b, 2006). Saturn’s moon Titan has both an optically thick haze layer
and absorption at many infrared wavelengths due to atmospheric methane. The
Cassini spacecraft’s RADAR instrument was able to use SAR to interrogate surface
morphologies and determine structures such as dunes, dissected plateau, craters,
lakes, and channels at high resolution (Lopes et al. 2019). The SAR data was used
to define Titan’s terrain unit classification system and enabled geomorphological
mapping (Malaska et al. 2016; Lopes et al. 2020; Schoenfeld et al. 2021). An example
image is shown in Fig. 6.2, which shows a highly dissected plateau and valley terrain
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Other factors that
increase SAR signal:

Incident surfaces
Subsurface layering
Volume scattering

High dielectric materials

Rough surface Smooth surface
high backscatter low backscatter
SAR bright SAR dark

Fig. 6.1 Graphic describing radar backscatter. Large blocky objects have large facets that reflect
some of the radar energy back to the radar antenna, while smaller objects reflect radar energy away
from the surface. Increased energy detected by the antenna will make the surface appear bright to
SAR, while decreased energy return (because it was reflected away) will make the surface appear
dark

on Titan. The incident radar beam creates shadowing which can reveal itself as a 3D
effect. Most SAR is acquired at oblique angles.

Passive microwave techniques include microwave emissivity, where microwave
(radar) energy naturally emitted by the planetary surface is detected by an antenna.
This technique can also be performed during SAR acquisition, when active and
returned signals are not being received, or at larger distances where SAR is not
practical. When coupled with an understanding of the physical temperatures (in
order to determine the amount of expected blackbody radiation at these wavelengths),
microwave emissivity can provide information on grain size, volume scattering, and
other material properties (Janssen et al. 2009, 2016; Le Gall et al. 2016). Microwave
emissivity measurements of Titan’s surface were used to differentiate between terrain
units and classify them as organic terrains and icy terrains (Malaska et al. 2016, 2020).

6.3.1.3 Future Developments in Synthetic Aperture Radar

Advances in radar, electronics, and digital processing technologies have enhanced
SAR sensor performance and capabilities in radar remote sensing. These develop-
ments have been beneficial for earth scientists to better study our home planet. For
example, NASA has been evaluating a compact L-Band synthetic aperture radar
for potential use on unmanned aircraft that is capable of measuring changes in the
Earth’s surface (e.g., volcanoes, faults, landslides and glaciers) (Hensley et al. 2021).
A combination of the L-Band SAR and S-band SAR, flying as two separate instru-
ments on two different platforms, were used to develop a tomographic technique that
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Fig. 6.2 Cassini spacecraft SAR image of the dissected plateau of Sikun Labyrinth, Titan (Malaska
et al. 2020). Blue arrow indicates radar emission direction and incidence angle. Dark floored valleys
and plains are radar-dark sediments, while the slightly brighter plateau are likely rougher brighter
surfaces. The empty basin at center right has a radar bright floor, indicating it is likely a rough, not
smooth, surface. Lower figure is a graphic showing how SAR can shade or lighten valley slopes
depending on angle with incident radar beam

extracted a 3D structure of a forest to derive biophysical parameters (Hensley et al.
2021). While the Unmanned Aerial Vehicle Synthetic Aperture Radar (UAVSAR)
has considerable terrestrial applications, it is used to develop the tools and tech-
nologies for future space-based radars. Additionally, DBSAR-2 and EcoSAR are
two advanced radar systems recently developed and tested at the NASA Goddard
Space Flight Center. These new instruments employ multiple-input multiple-output
(MIMO) architectures characterized by “multi-mode operation, software defined
waveform generation, digital beamforming, and configurable radar parameters”
(Rincon et al. 2016). The beamforming technique allows simultaneous reception and
processing which enables retrieval of a complementary rich target dataset including
geophysical data, ocean-surface roughness (winds), sea height, soil moisture, and ice
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classification. Similar to UAVSAR, these instruments have been matured to support
several studies within Earth sciences including ecosystem analysis, topography,
soil freeze—thaw characterization, ice sheet composition, glaciology, and surface
hydrology (Rincon et al. 2016).

6.3.2 In-Situ Standoff Instrumentation: Passive and Active

In-situ standoff instruments can typically record passive reflectance or active spectra
from meters away from the target, with no sample preparation. This ability gives
standoff techniques advantages over in-situ contact techniques as they allow for
larger-scale surveys of the areas surrounding a rover or a lander. The survey ability of
the in-situ standoff techniques means that these instruments are used multiple times
in each planning cycle, and their measurements provide input to mission science
planners on a tactical basis in addition to science.

There are two broad categories of in-situ standoff instruments: passive and
active. Passive techniques require only a sensor with ambient radiation sources
while active techniques use an illumination source or excite the target prior to
sensing. Passive techniques include infrared reflectance and thermal emission spec-
troscopy, while active techniques include laser-induced breakdown spectroscopy
(LIBS), fluorescence spectroscopy, and Raman spectroscopy.

6.3.2.1 Passive Imagers and Spectrometers

Passive near infrared reflectance spectroscopy is widely used in orbital remote
sensing in planetary exploration and for standoff interrogation on planetary rovers.
Passive rover instrument examples include the MER rover Pancam, Curiosity rover
Mastcam, the Perseverance rover Mastcam Z, and the Rosalind Franklin rover
infrared spectrometer. These instruments record passive reflectance spectral images
using color filters. The Curiosity rover ChemCam instrument and the Perseverance
rover SuperCam instrument also have passive spectroscopy modes to collect near
infrared reflectance spectra. The MER rover miniature thermal emission spectrom-
eter (mini-TES) instrument recorded passive thermal spectra. Passive near infrared
spectroscopy and thermal emission spectroscopy are techniques that help determine
mineralogy of a sample. In this technique, ambient light or radiation hits the target,
and is reflected or emitted towards the sensor; however, some of the photons at key
wavelengths are preferentially absorbed by certain minerals and thus can be used to
indicate the presence of those minerals. Typically, rover- or lander-mounted cameras
use narrow-band pass color filters to collect, in addition to visible color images,
passive reflectance infrared images. These images can then be processed to extract
the spectra and infer surface mineral composition. The specific narrow-band filters
chosen for a lander mission are based on major spectral features observed from
orbital remote sensing of the mission target landing site. For example, the filter set
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usually chosen for Mars rovers and landers is based on the diagnostic wavelengths
for iron-bearing minerals and hydration features of minerals (Table 6.1).

Point spectroscopy is a technique where light from a single unresolved point
is passed into a spectrometer to generate a spectrum of that integrated light. For
example, the MER mini-TES instrument used a periscope on the rover mast to
collect point spectra. When the Curiosity ChemCam instrument and the Persever-
ance SuperCam instruments do not fire their laser, either to collect dark spectra
prior to active LIBS measurements, or in a dedicated measurement, passive spectra
are collected. This is similar to how emissivity data is collected in between SAR
RADAR active pulses (see Sect. 6.3.1.2). Passive spectra can be collected from
rocks (Johnson et al. 2015) or the sky for atmospheric composition measurements
(e.g., McConnochie et al. 2018). Due to the pervasive dust cover on Mars (e.g.,
Levasseur-Regourd et al. 2018), it is usually advantageous to collect passive spectra
along with active LIBS measurements, as the LIBS plasma shockwave “cleans” the
rock surface (Johnson et al. 2015). Otherwise, passive techniques require the use of
tools on the rover arm to clean the surface or finding relatively dust-free targets.

The passive spectra of these imagers and spectrometers have been responsible for
numerous discoveries on Mars in addition to overall helping plan traverses etc. The
imagers have been integral to discoveries including hydrated features (Wellington
et al. 2017), meteorites (Schroder et al. 2008), Mn-bearing materials (Arvidson et al.
2016). Mini-TES was integral in the discovery of opaline silica (Ruff et al. 2011) at
the Spirit landing site. The most recent passive spectrometer, SuperCam VISIR on the
Mars Perseverance rover, covers a range of 1.3-2.6 pm (Wiens et al. 2021), greatly
expanding the range of passive infrared spectroscopy compared to ChemCam.

Table 6.1 Summary of spectral imagers on current and previous NASA Mars missions

Mission Instrument | Spatial Color filters | Spectral range | References
resolution (nm)

Spirit and PanCam 0.27 8 432-1009 Bell et al.

Opportunity mrad/pixel (2003)

Spirit and Mini-TES 20 mrad/pixel | n/a 5000-29,000 Christensen

Opportunity et al. (2003)

Curiosity Mastcam 218 prad and | 12 445-1013 Malin et al.
74 wrad (2017)

Curiosity ChemCam | 150-500 pm |n/a 400-840 Johnson et al.
per point (2015)

Perseverance | Mastcam Z | 150 pm per 14 400-1000 Bell et al.
pixel (2020)

Perseverance | SuperCam | 0.685 mrad n/a VIS: Wiens et al.
(VIS); 382.1-467.5; (2021); Legett
1.2 mrad (IR) 535-853; et al. (2022)

IR: 1300-2600

Note In the table VIS is visible wavelength spectrometer and IR is infrared wavelength spectrometer.
In addition, mrad = milliradians and urad = microradians



6 Instrumentation for Planetary Exploration 285
6.3.2.2 Active Spectrometers

Active spectrometers use an illumination source, typically a laser, that could be
continuous or pulsed, to excite a target and produce an emission or adsorption spec-
trum which is then recorded by a detector. A single point on the target can be excited
and detected, in which case the instrument is similar to the point spectroscopy mode
previously described. However, if the excitation source is scanned across the target, a
spatial grid of spectra can be built up that creates a hyperspectral image cube product.
One can think of the spectral cubes as a series of deep spectra pixels that have been
all been arranged as an x—y map, or as a series of individual flat images that have been
stacked together by wavelength. (So, instead of an RGB image, it is a [wavelength
1 response, wavelength 2 response, wavelength 3 response, wavelength 4 response,
etc.].) These hyperspectral products are often in the form of GeoTiffs and can be
visualized using proprietary software products such as ENVI (Harris Geospatial),
ArcGIS (ESRI), open-source QGIS, or even used as large data tables using Python,
MATLAB, or EXCEL (for smaller data products). Since they are three-dimensional,
the products have a spatial resolution (pixel size or post spacing), and a spectral
resolution resulting from binning of photon wavelengths.

Active spectrometer instruments include: the ChemCam instrument onboard the
Curiosity rover (Wiens et al. 2012; Maurice et al. 2012); the Perseverance rover
SuperCam (an all-in-one LIBS, Raman, and time-resolved luminescence instrument)
(Wiens et al. 2021; Maurice et al. 2020); and the Chinese space agency’s Tianwen-1
rover which has a LIBS instrument. Examples of a mapping active spectrometer
include SHERLOC for fluorescence and Raman mapping, and PIXL for X-ray fluo-
rescence mapping. These techniques provide elemental composition and distribu-
tion, organic detection and distribution, mineral identification, and composition of a
selection of rare earth elements, respectively.

One example of an active spectrometry is LIBS, a technique akin to atomic spec-
troscopy that provides element compositional information. In this technique, a pulsed
laser is focused onto a target, exciting the molecules to the point that it atomizes and
ionizes a small volume of material to create a small plasma. When the plasma cools,
the electrons of those atoms relax back into the atomic orbitals and emit light of the
individual elements’ characteristic electronic transitions. All elements can be iden-
tified with the LIBS technique, though the sensitivity of instruments to the elements
vary. ChemCam LIBS collects spectra of targets at distances from 1.6 to 7 m standoff
distance using a 1067 nm Nd:KGW pulsed laser (14 mJ/pulse, <8 ns pulse width,
3 Hz) using a mast-mounted telescope (150-500 micron spot size depending on
distance). The telescope collects the light generated by the LIBS plasma, which is
analyzed with three spectrometers that cover ranges in the UV (240-340 nm), violet
(382-469 nm) and VNIR (473-905 nm) with 2.8, 4.0, and 4.0 pixel full-width half-
maximum (FWHM) resolution in each spectrometer, respectively (Wiens et al. 2012;
Maurice et al. 2012).

Fluorescence spectroscopy is a technique where a short-wavelength photon that
excites a target molecule up to a new electronically excited state is followed by a
lowering of the upper excited state to a slightly lower excited state (whether from
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molecular collision or other phenomena), followed by a drop back down to the near-
original state followed by release of a longer wavelength photon. There may be
variable time delays due to the different decay processes. The photons emitted tell us
about the molecular orbital energy states of the molecule, which are usually due to
larger extended aromatic systems and conjugated double bonds. While not diagnostic,
it can provide information on the molecular orbital structure of larger structures of
a molecule when compared to vibrational spectroscopic techniques such as infrared
reflectance and Raman spectroscopy. Biomolecules that fluoresce include aromatic
amino acids such as tryptophan, tyrosine, and phenylalanine. The amino acid histidine
is also aromatic, but has a very low quantum yield, and the signals in cells are
primarily from the more fluorescent tryptophan and phenylalanine (Bhartia et al.
2008). Many other molecules are fluorescent as well, including benzene, naphthalene,
and phenanthrene, with larger extended aromatic systems generally having longer
wavelength fluorescence (Bhartia et al. 2008). Fluorescence has the advantage of
being very sensitive; many organic molecules have quantum yields >10%.

Many microbes and biomolecules will fluoresce under ultraviolet excitation. This
technique is referred to as native fluorescence. Imaging spectrometers can reveal
bacterial colonies at low concentrations (Fig. 6.3). In a laboratory setting, not yet
flown on a planetary mission, chemical derivatizing agents can be added that absorb
or covalently bind to biological structures which are then revealed by ultraviolet
imaging. This increases the fluorescence response and can be used to image individual
cells (for example see Junge et al. 2004).

Time-resolved fluorescence uses specialized detectors along with pulsed lasers
that can collect emitted light at discrete time intervals, thus separating out short-lived
organic fluorescence from long-lived mineral fluorescence.

Raman spectroscopy is similar to fluorescence in that it involves the transient exci-
tation of a molecule by a photon to create a virtual excited state, but then immediate

excitation 224 nm
emission 320 nm

»

10 microns
——

Fig. 6.3 Structure of stainless-steel plate with bacteria. The left panel shows bacteria fluorescence
of Bacillus pumilus with DUV 225 nm wavelength excitation and 320 nm wavelength emission.
Brighter yellow colors show higher signal detected, darker show less. The middle panel shows a
visible light image of the stainless-steel plate, darker areas indicating grain boundaries. The right
panel shows a combination of the fluorescence and visible image showing the bacteria and agar
substate. The bacteria preferentially inhabit the grain boundaries of the steel plate. Figure adapted
from Bhartia et al. (2010)
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de-excitation from the virtual state almost back down to the ground state. However,
instead of dropping completely back to the original ground state and rereleasing a
photon of the same inbound wavelength, the molecule drops down to an ever-so-
slightly elevated ground rovibrational state—the molecule almost relaxes, but not
quite. The re-emitted photon is just ever-so-slightly longer since the molecule did
not relax all the way down to the ground state. The difference in rovibrational state
energies is based on functional group atom—atom vibrations, rotations, and stretches.
Raman thus gives information about the individual functional groups and atom—atom
attachments in a molecule. Raman is also sensitive to the molecule’s overall envi-
ronment, and it has recently been shown that molecules in a biological system have
a different spectral signature compared to the individual component parts (Sapers
et al. 2019). A graphical representation of the components by weight in an example
bacterial cell is shown on the left side of Fig. 6.4, while the Raman intensity of the
cellular components are shown on the right side: in cells, the nucleic acids are the
major source of Raman signal.

In general, because most of the molecules decay fully to the ground state, the
Raman effect is fairly insensitive. Compared to fluorescence, the Raman quantum
yields (the number of returned photons per exciting photon) can be 7 orders of magni-
tudes lower than for fluorescence. For Raman spectroscopy, the typical technique is
excitation-illumination by a laser with an edge filter that allows the re-emitted weak
Raman signals near the laser line to be visible. There are several techniques that
can be tried to help enhance the Raman signal. One technique is to use excitation
wavelengths that are preferentially absorbed by the molecule (formally absorbed to
an excited electronic state, not just a virtual excitation state); the technique is referred
to as fluorescence-enhanced Raman. Another technique is to use time-resolved tech-
niques for Raman spectroscopy. Time-resolved techniques are especially important
for Raman spectroscopy as the Raman laser can stimulate luminescence in samples;
since Raman is a weak phenomenon, the weak Raman signal can also at times be
drowned out by background fluorescence. For example, in order to detect Raman
signals, the SuperCam instrument collects only the first 100 ns of light after the laser
pulse to exclude longer-delay mineral fluorescence signals.

Wavelength selection is important for Raman spectroscopy. For green Raman and
red Raman, the wavelengths are too long to allow excitation-fluorescence of most
organic molecules, but these still allow a weak Raman band to be detected. The use
of shorter-wavelength deep UV illumination allows absorption of the UV photons
by aromatic organic molecules followed by fluorescence emission and fluorescence-
enhanced Raman signals. SuperCam uses two lasers: a 1067 nm laser for LIBS
and a 532 nm laser for Raman and time-resolved fluorescence. SuperCam uses an
intensifier in its visible spectrometer to both precisely time-gate the collected light
based on the laser pulse and multiply the number of photons in order to produce
a Raman spectrum (Raman spectral coverage and resolution). SuperCam’s UV and
violet spectrometers cover the same range as ChemCam’s with the same resolu-
tion, but the intensified spectrometer has three ranges: 535-620 nm, 620-712, and
712-853 nm. The three ranges allow for higher resolution (<12 cm-1) to enable
Raman spectroscopy (Wiens et al. 2021). ChemCam is responsible for numerous
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Fig. 6.4 Top of graphic: Proportional spatial area representation of cellular components of E.coli
by weight, most of the weight is in protein and amino acid components (the darker-shaded yellow
components represent the resonant amino acids phenylalanine (phe), tryptophan (trp) and tyrosine
(tyr)). Bottom of graphic. Spatial area proportional representation of Raman intensity by molecular
type. Most of the Raman signal from cells comes from the nucleic acids, notably guanine (both
adenine and guanidine are bicyclic heteroaromatics.) Figure adapted from Sapers et al. (2019)

discoveries on Mars including the first in-situ detection of hydrogen (Meslin et al.
2013), the first in-situ detection of boron (Gasda et al. 2017), high manganese (Lanza
et al. 2014, 2016), and hydrated sulfates (Rapin et al. 2016), and has contributed to
the overall understanding of Martian volcanism (e.g., Sautter et al. 2015) and the
chemiostratigraphy of the lacustrine deposits in Gale crater (e.g., Frydenvang et al.
2020).

The Perseverance SHERLOC Deep UV fluorescence and Raman instrument is a
combination of both fluorescence and Raman techniques in a mapping spectrometer
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(Bhartia et al. 2021). The SHERLOC instrument is able to map a 7 x 7 cm area
with a 50-micron spot laser and acquire both fluorescence and Raman spectra. For
each point in the spatial map, the fluorescence spectrum gives sensitivity and overall
information about molecular orbitals (Beegle et al. 2015), while the Raman spec-
trum provides information about individual bonds and functional groups. The two
techniques combined can break degeneracies and ultimately provide better chemical
identification, and thus quantitation. The spatial distribution can provide details of
patterns of microhabitats or biological structures (such as stromatolites). The data
products are hyperspectral three-dimensional “cubes” where there is an x—y compo-
nent corresponding to the spatial location, and the z dimension is the variation of
intensity versus wavelength.

6.3.2.3 Future Standoff In-Situ Applications and Development

Future applications of a combination deep UV fluorescence Raman instrument
include the exploration of the Ocean Worlds. In an aqueous milieu, a simple point
spectral measurement can provide information on the organic matter present in the
liquid. For a down-borehole use, such as drilling into an icy surface, a deep UV fluo-
rescence Raman mapping spectrometer known as WATSON has been tested in glacial
ice. While SHERLOC is designed for surface interrogation, the transparent nature of
ice and evaporite deposits (gypsum, halite) allows the WATSON laser light to pene-
trate into the interior of the medium. It has been shown that the WATSON instrument
can interrogate up to 2 cm into ice if it is clear and relatively bubble-free (bubbles
scatter photons; Eshelman et al. 2019.) Fig. 6.5 shows results of down-borehole scan-
ning revealing spectrally uniform discrete localized fluorescent “hotspots” in glacial
ice at 93.8 depth at Summit Station, Greenland (Malaska et al. 2020). Thus, bore-
hole scanning in transparent material (such as ice and evaporite) can allow in-situ
interrogation into unmodified habitats and regions of icy surfaces and penetration
into thick deposits of evaporites on Mars or while drilling into potential Deep Ice
habitats in the thick icy crusts of the Ocean Worlds.

6.3.3 Mass Spectrometry

6.3.3.1 Principles and History of Planetary Mass Spectrometry

Mass spectrometers (MS) have been key payload instruments in planetary exploration
since the Apollo and Viking missions of the 1970s (Arevalo et al. 2020). The basic
principles of MS are the production of ions from inorganic and organic substances,
the separation of those ions by mass-to-charge, and their subsequent detection. Using
mass-to-charge and relative abundances of ions in a mass spectrum, the molecule’s
structure and elemental composition can often be determined, providing insight into
a particular planetary environment.
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Fig. 6.5 a—d Down-borehole exploration of Greenland ice sheet with a deep UV mapping fluo-
rescence instrument. a: inside the drill tent near Summit Station, Greenland. The instrument—drill
combination (long silver cylinder) is shown poised over and entering the ice borehole at lower
image center. b: 1 cm x 4 cm fluorescence map using 248 nm excitation taken at 93.8 m depth in
glacial ice. Each spot is a punctate fluorescent hotspot. Different colors indicate different spectral
classes. R,G,B indicates intensity responses at 412.9, 385.3, and 313.7 nm, respectively. c: detail
of a punctate hotspot from the map in C (located at top right). RGB same as in B. Scale as shown.
d: Spectra extracted from pixels in the hotspot in C. The spectra are spectrally uniform across the
spot; varying only in intensity. Figures adapted from Malaska et al. (2020)

Arevalo et al. (2020) and Palmer and Limero (2001) both describe in detail the
planetary history of mass spectrometry and each category of mass analyzer that has
been utilized in space exploration. These include time of flight (TOF), sector instru-
ments, quadrupole arrays, quadrupole ion traps, and cylindrical ion trap mass spec-
trometers. Previous successes of flown mass spectrometers spanning from the 1970s
to the 1990s include the Cassini, Galileo, Huygens, Venus Pioneer, and Mars Viking
Lander missions (Palmer and Limero 2001). Decades of development and research
investments have led to more sensitive, miniaturized, and robust MS instrumentation.
For example, the Pioneer Venus Orbiter Neutral Mass Spectrometer (ONMS), was a
3.8-kg instrument that successfully measured atomic and molecular ions between 1
and 46 Da (Arevalo et al. 2020). It had a mass resolving power of m/Am ~ 50 FWHM
or unit mass resolution (Arevalo et al. 2020). The MAss SPectrometer for Planetary
EXploration/Europa (MASPEX), which will be onboard the Europa Clipper Space-
craft (tentative launch in 2024), is a next-generation spectrometer with significantly
improved robustness and resolution (25,000 m/Am at 10% peak height) compared
to previously flown MS instrumentation (Brockwell et al. 2016).

Due to the extensive planetary history and types of analyzers, not all flown instru-
ments and future developments will be covered in this section. For the purposes of
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illustrating the unique features of the sample introduction systems and mass analyzers
in MS instrumentation, the next section will focus on active plume sampling.

6.3.3.2 Mass Spectrometry for Active Plume Sampling

For sampling plumes at actively venting worlds such as Enceladus or possibly Europa,
a plume fly-through mission while at orbital speeds is a potential option. MS using
impact-induced ionization is an effective means of detecting inorganic and organic
molecules entrained within ice grains, though care must be taken when selecting
sampling speeds. Cassini spacecraft instruments (Fig. 6.6) sampled the Enceladus
plume gases and grains at hypervelocity (7-17 km/s) during multiple flyby encoun-
ters, and detected H,, NH3, CHy, Ar, silica nanograins, salts, and simple and complex
organic molecules (Waite et al. 2006, 2009; Postberg et al., 2008, 2009, 2011, 2018;
Hsu et al., 2015; Sekine et al. 2015).

Recent developments have focused on developing advanced instrumentation to
determine biotic and abiotic distributions (Klenner et al. 2020a, b) and predicting
optimal encounter velocities, which are thought to be 3—6 km/s for amino and fatty
acids (Klenner et al. 2020a, b). Part of this effort involves understanding the phys-
ical processes that occur during hypervelocity sampling through laboratory testing.
Cassini instrument salt and organic mass spectral distributions have been repro-
duced in laboratories with laser-induced acceleration-based experiments (Postberg
et al. 2009; Khawaja et al. 2019). Other lab-based simulations include a light gas
gun at the University of Kent that fires a sabot of water ice onto a surface (Hibbert
et al. 2017; New et al. 2020a, b), and the Laboratory for Atmospheric and Space
Physics (LASP) at CU Boulder impacts metal particles onto a cryocooled water—ice
surface (Nelson et al. 2016; Ulibarri et al. 2019). While these analog experiments
have provided insight into hypervelocity sampling, experiments replicating ice grain
impacts of appropriate size and composition followed by MS analysis have not yet
been accomplished. However, efforts towards ice grain impact studies are underway.

Fig. 6.6 The ion and neutral
mass spectrometer (INMS),
a quadrupole mass
spectrometer, that was
aboard the Cassini orbiter
(©ONASA)
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The Aerosol Impact Spectrometer at UC San Diego can trap, accelerate, impact,
and mass analyze a single ice grain at speeds >2 km/s. (Miller et al. 2019), with
recent modifications to achieve 4.1 km/s. The Hypervelocity Ice Grain System at the
NASA Jet Propulsion Laboratory can generate an ensemble of charged and neutral
molecules, water clusters, and ice grains with velocities from 2 to 5 km/s (Waller et al.
2020), and upcoming experiments of impacts followed by mass analysis are planned.
Theoretical models are being developed to predict how ice grain impact velocities
relate to the survivability of organics which can then be validated by the experi-
mental facilities (Jaramillo-Botero et al. 2021; Srama et al. 2004). Several upcoming
missions and mission concepts will be utilizing MS instrumentation to including
SUrface Dust Analyzer (SUDA) which will be aboard Europa Clipper to analyze
dust sputtered from the Moon’s surface (Srama et al. 2004). In addition, a return
mission to Enceladus to analyze the plume with particular focus on biosignature
detection and quantification (Rhe et al. 2016) and a mission to Triton to determine
if it hosts a subsurface ocean and to characterize its plumes that are in the concept
stages aim to employ MS instrumentation.

6.3.3.3 Future Technology Development

As space exploration looks towards challenging in-situ missions and mission
concepts in the coming decades (e.g., Europa Lander and Dragonfly) the require-
ments for the analyses and robotic platforms have pushed for significant research
developments. Innovations in the development of robust, radiation-hardened, and
miniaturized analyzers, as well as designing novel ionization sources and advancing
chemical separation techniques, will enable scientific discovery in more challenging
planetary missions (Arevalo et al. 2020). For example, researchers in ultrahigh reso-
lution sensors aim to increase the effective speed of the analyzers, and to improve
the resolving power, detection limit, and dynamic range (Zubarev and Makarov
2013). In addition, next-generation miniaturized laser sources capable of generating
femtosecond pulses are currently in development (Tulej et al. 2021). Improvements
in this field (reviewed in depth in Tulej et al. 2021) have led to and will continue the
significant progress in highly sensitive element and isotope measurements.

6.3.4 Seismic Instrumentation

6.3.4.1 Seismology for Both Shallow and Deep Internal Structure

Similar to Earth applications, planetary seismology relies on either active approaches,
which frequently use multiple relatively low-sensitivity instruments recording
controlled sources, such as explosions or vibrational sources, at known locations,
or passive approaches using more widely distributed high-sensitivity instruments
recording natural sources such as tectonic quakes and impacts. Active approaches
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are widely used on Earth for resource exploration and environmental characteriza-
tion. Passive approaches have revealed interfaces dividing the Earth’s crust, mantle,
outer core, and inner core through the first half of the twentieth century.

Seismic data from the Apollo missions to the Moon, still the largest and most
widely used planetary seismic dataset, demonstrate these two approaches. Apollo
12, 14, 15, and 16 all placed sensitive seismometers on the lunar surface (Nunn et al.
2020). These instruments operated continuously for 5 4 years until being turned off
in 1977. They passively recorded an extensive catalog of moonquakes and impacts
(Nakamura et al. 1981), which have been used to model the deep internal structure
of the Moon for more than four decades (e.g., Goins et al. 1981; Weber et al. 2011;
Garciaetal. 2019). Apollo 17, however, included an array of less sensitive geophones,
which were used for active source surveying to constrain the upper 10 km of the lunar
crust (Kovach and Watkins 1976).

Instruments for a given mission design should be chosen to achieve acceptable
signal-to-noise ratio, but will vary greatly depending on the selected mission goals
and objectives. Signal strength in active surveys with stations very near controlled
sources can be quite large and not require extreme sensitivity, while signal strength
in passive experiments will depend on the expected seismicity of the target body,
which will vary greatly. Noise for a particular mission will depend on the background
noise of the instrument itself, which can be characterized by pre-mission tests (e.g.,
Lognonné et al. 2019 for the InSight SEIS instruments), but also by the ambient noise
of the target body and the style of instrument deployment, which may be difficult
to characterize before mission data is returned (e.g., Panning et al. 2020 comparing
noise on deck, on the ground and under a wind shield for the InSight mission).

6.3.4.2 Principles of Seismometry

Most seismic instrumentation relies on inertial measurements of translational motion;
the simplest example is a mass on a spring. When the supporting frame of the mass
(presumed to be coupled with the ground) moves with ground motion, the iner-
tial mass on a spring remains still. For an instrument like the rugged geophones
used in active surveys for resource exploration on Earth (e.g., Rodgers 1994 for
typical geophone sensitivity levels), the mass is typically magnetic and surrounded
by a coiled wire, allowing for measurement of relative motions through magnetic
induction. Micro-electromechanical system (MEMS) accelerometers with sensitivity
which can be comparable to geophones are widely used in electronic devices like
mobile phones (e.g., D’Allesandro and D’Anna 2013). These frequently rely on
using a piezoelectric material to measure motions of masses etched from a silicon
die. Both geophones and MEMS accelerometers generally have strongly peaked
sensitivity near the resonant frequency which is a function of the mass of the test
mass and the spring constant.

For passive seismology, where high sensitivity over a broad frequency range is
desired, force feedback systems are generally used. There are a variety of designs
of these kind of systems, but in general, they are designed with circuits to keep the
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mass centered during ground motion, with the feedback system used to record a
signal proportional to ground velocity with a flat response which can be designed
for high sensitivity from frequencies ranging between 10~ and 100 Hz. This type of
sensor was used, for example, for both the very broad-band (VBB) and short-period
(SP) instruments of the InSight SEIS experiment on Mars (Lognonné et al. 2019).

6.3.4.3 Planetary Seismic Instrumentation in Past Missions

Moon missions. Seismometers were proposed for the earliest lunar missions,
including Ranger 3 (e.g., Lognonné and Pike 2015), but the vast majority of the
data came from the Apollo missions. The Apollo 11 mission included a short-lived
seismic experiment, but the Apollo 12, 14, 15, and 16 missions all installed long-
lived stations with long-period (LP) and short-period (SP) instruments (Nunn et al.
2020). The SP instrument had peak sensitivity near 2 Hz, detecting motions down
to just above 10~° m/s? at 2 Hz, while the LP instrument was mainly used in a mode
that had a peak sensitivity of approximately 5 x 101" m/s? at a resonant frequency
of 0.5 Hz. This high instrument sensitivity was sufficient for recording hundreds of
moongquakes and impacts, but the overall noise floor of the recordings was usually
driven by the coarse 7-bit digitization (Lognonné and Pike 2015). Because the noise
floor was driven by the electronics, it is possible the Moon has a much lower ambient
noise floor which may be exploited by more sensitive instruments in future missions.

Mars missions. The Viking 1 and 2 landers both included seismometers (Anderson
et al. 1977), although, unfortunately, the Viking 1 seismometer did not uncage and
never returned data. The Viking 2 seismometer (Fig. 6.7) did return data, but most
of the data appeared to be dominated by wind acting on the lander due to the seis-
mometer’s placement on the deck. More than 40 years later, the Mars InSight mission
(Banerdtet al. 2020) delivered high-quality seismometers back to the surface of Mars,
and importantly placed them on the surface under a wind shield, reducing noise levels
down to ~107° m/s? between 0.1 and 1 Hz, permitting the measurement of hundreds
of identified seismic events (Clinton et al. 2020) (Fig. 6.8).

Venus missions. The Soviet Venera 13 and 14 landers on Venus both included
vertical component geophones, although only about an hour of total recording
time was achieved across the missions. Only short periods of raw waveforms
were returned, as well as a counter for the number of times it crossed a certain
threshold. Lorenz and Panning (2018) argued the counter data was compatible with
a background noise comparable to background noise on Earth.

6.3.4.4 Future Seismology Technology Development

In the near future, SP and VBB instruments could be adapted for other planetary
applications, but multiple other planetary-capable seismometers are currently under
development. For example, an extremely sensitive seismic system based on reducing
resonant frequency through electrostatic repulsion has been proposed and is under
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Fig. 6.7 A view of the
Viking 2 seismometer
(highlighted by arrow) on the
deck of the lander on the
surface of Mars (ONASA)

Fig. 6.8 InSight
seismometer deployed on the
surface of Mars (ONASA)

development as the Planetary Broad Band Seismometer (PBBS), which may produce
a system comparable to or exceeding the sensitivity of the VBB instrument (Griggs
et al. 2007).

Several smaller, yet still highly capable, seismometers comparable to the SP
system are also under development. The SP itself, based on a micromachined silicon
die, can be adapted for lower gravity bodies like the Moon or Europa and achieve
lower noise levels than achieved on Mars (Nunn et al. 2020). Another system,
designed by the commercial firm Silicon Audio, based on rugged geophone devel-
opment but with increased sensitivity achieved through measuring the proof mass
through optical interferometry has been tested in environments analogous to icy
moons like Europa (Marusiak et al. 2020). JAXA funded a seismometer which is
effectively a very low-noise geophone with a resonant frequency near 1 Hz for use
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on a lunar penetrator mission (Yamada et al. 2009). A modified version of the JAXA
seismometer is included as a contribution to the upcoming Dragonfly mission to
Saturn’s moon Titan, currently planned to land in the 2030s (Turtle et al. 2020). The
seismometers described above cover a wide range of sensitivity levels and mass and
power requirements, allowing future missions to find the appropriate seismometer
to reach the individual science requirements.

6.3.5 Nano- and Microtechnology for Habitability
and Life-Detection Investigations

6.3.5.1 Principles of Nano- and Microtechnology

Nano- and microtechnology are applications that use materials on the scales of
approximately 1-100 nm (1 x 10~° m) and 1-100 pm (1 x 10~® m). Nano- and
microstructures and materials are among the smallest objects that can be made and
contain unique chemical, physical, and electrical properties compared to similar prop-
erties at the macroscale. Planetary science has benefited from significant advances
in nano- and microfabrication to develop instrumentation that expands mission
capabilities and will enable new mission concepts such as subsurface ocean world
exploration.

Specifically, single-photon and single-molecule detection with exceedingly low
mass and power consumption have become a reality through the use of nano-and
microstructures. Fabrication capabilities are constantly improving (Madou 2011),
enabling the creation of novel materials for the platform itself and potential targeting
molecules (e.g., nanoparticles, antibodies). While making instrument components
as small as possible has the benefit of lowering the size, weight, and power (SWaP)
footprint of the payload, the ability to manipulate nano- and microstructures has
come along with additional benefits, including higher efficiency sensing, lower
shock and vibration sensitivity, the ability to handle extremely small samples, and,
in some cases, improved performance (e.g., sensitivity and/or selectivity). While this
subsection focuses on the application of instruments in regard to habitability and
life detection, nanosensors in planetary exploration covers remote sensing, vehicle
performance and monitoring, astrobiological and geochemical research, and human
spaceflight (Meyyappan and Dastoor 2004).

6.3.5.2 Current Advances in Nano- and Microtechnology

With the objective of creating miniaturized high-resolution, high-selectivity instru-
mentation, nano- and microtechnology has relied on significant investment in mate-
rial science and nanomechanics. This investment has led to the development and
testing of miniaturized life-detection instruments both terrestrially and onboard the
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International Space Station (ISS) (Maule et al. 2008; Mora et al. 2020). One area that
has seen substantial growth is in the field of microfluidic instrumentation. Micron-
width channels transport samples or chemicals at nano to picoliter fluid volumes
throughout the platform. When paired with other appropriate components and charac-
teristics (e.g., pumps, valves, chemicals, applied electric fields), these lab-on-a-chip
technologies complete complicated sample manipulation (e.g., chemical tagging and
molecular separations), enabling faster analysis of smaller samples (Daw and Finkel-
stein 2000) either as direct liquid sampling (e.g., Ocean Worlds) or as solid sample
extracts (e.g., Mars). For example, the Lab-on-a-Chip Applications Development
(LOCAD) was a set of related lab-on-a-chip advancement activities that included
projects that have flown on the ISS and span the fields of environmental control
and life systems support (ECLSS), medical systems, and remote exploration (Maule
et al. 2008). Many separation and detection techniques are compatible with lab-
on-a-chip methods, offering a sensing platform that may be integrated with other
payloads. Assessment of the presence and characterization of whole cells, amino
acids, carboxylic acids, peptides, and other biomolecules have all been achieved
with microfluidic platforms (Maule et al. 2008; Mora et al. 2020).

An example of a microfluidic technology that delivers fully automated microchip
electrophoresis separations (sample separation based on solute size and charge)
coupled to laser-induced fluorescence is the Chemical Laptop (Mora et al. 2020).
Capillary electrophoresis is a convenient way to separate many different molecules
of interest, and this technique translates well to microfluidic systems. It is also espe-
cially capable of handling water-based samples that may contain salts (Benhabib
et al. 2010), whereas other techniques use derivatization reagents that have unde-
sirable side reactions or poor chromatographic separation. The Chemical Laptop is
capable of achieving low (less than 8) parts per billion (ppb) detection limits for
amino acids (Mora et al. 2020) by coupling microchip electrophoresis with laser-
induced fluorescence, thereby offering several orders of magnitude improvement over
the current state-of-the-art amino acid detection capabilities on planetary missions
(typically, GCMS) (Stalport et al. 2012) (Fig. 6.9).

Additional technologies that may be used in a lab-on-a-chip device or in a
standalone instrument are antibody- and aptamer-based sensors. While antibody-
and aptamer-based sensors use different targeting molecules (proteins versus short
deoxyribonucleic acid (DNA) sequences) and defer in specific characteristics, both
molecules are commonly used to identify microorganisms and inorganic and organic
compounds at a high selectivity and sensitivity (Byrne et al. 2009). While there are
challenges to implementing these forms of sensing in a space exploration mission
(e.g., shelf-life and effect of spaceflight conditions), the Life Detector Chip (LDChip)
(Garcia-Descalzo et al. 2019) is one example of technology development exploiting
antibody-based sensors for life-detection applications. For this instrument, a sample
undergoes biochemical extraction and fractionation via sonication in a buffer. The
aqueous solution is then introduced to a chip containing an array of antibodies selec-
tive for various biomarkers ranging from whole microbial cells to amino acids. If
a particular cell or biomarker is present, it will bind to its corresponding antibody.
Following analyte—antibody bonding, a second treatment of fluorescently tagged



298 E. F. Klonicki-Ference et al.

Fig. 6.9 The Chemical Laptop at the Mars Yard at the Jet Propulsion Laboratory (ONASA/JPL-
Caltech)

antibodies are added to “sandwich” the bound targeted molecules. Once this process
is completed and excess unbound fluorescent antibodies are washed, the colored
fluorescence intensity can be measured by region of the chip.

For potential targets such as DNA and ribonucleic acid (RNA), which make up the
building blocks of life here on Earth, a technique known as nanopore sequencing is
commercially available for terrestrial applications. A complete packaged instrument
is obtainable weighing less than 450 g (Oxford Nanopore Technologies). The Search
for Extra-Terrestrial Genomes (SETG) instrument seeks to exploit this technology
development for life detection on other planetary targets (Carr et al. 2020). This
method uses protein nanopores which are extremely small holes that in nature are
gateways across membranes. The nanopores are embedded within a membrane that
is bathed in an electrophysiological solution. An ionic current is then passed through
the nanopores and the movement of the DNA or RNA strands through the pores
results in specific electrical signal changes. The change in current is then analyzed
to identify the sequence of the strands passing through the nanopore.

Significant developments in other nano- and microstructured sensors for chem-
ical and biomarker sensing including microelectromechanical devices, nanoparti-
cles, and nanotubes have become more common (Jianrong et al. 2004). In addition,
improvements in detection techniques such as acoustic, radio frequency, surface-
enhanced Raman spectroscopy, electrochemical (Voiculescu and Nordin 2012; Kim
et al. 2006; Chao et al. 2016) have been extended into habitability studies, such
as nanomaterial-based ion selective electrochemical sensors (Jaramillo and Noell
2020).
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6.3.5.3 Future Development in Nano- and Microtechnology

While the principal overall understandings of nano-and micro-technologies continue
to advance, researchers are still working to unlock new governing laws at these scales.
NASA has identified several challenges that, if explored, may better enable the devel-
opment and use of nano-and micro-instrumentation. These challenges include mate-
rial “production and refinement, manipulation and control, lithography, nano-micro—
macro integration, toxicology, robust and reliable architectures, self-calibrating
networks, and data fusion” (Meyyappan and Dastoor 2004). Beyond the capabil-
ities highlighted in this section, current and future advances in these technologies
include lasers, emitters, detectors, optical components, and individual sensing units.
With our ability to control the creation of these structures continuously improving
and rapidly being integrated into Earth-based systems, it is expected that these nano-
and micro-technologies will play an even larger role in flight technologies.

6.4 Summary and Conclusions

Planetary instrumentation has enabled scientists and citizen-scientists to learn more
about the universe and beyond. Advances in technology such as miniaturization
and early identification instrument requirements (e.g., environmental constraints
and planetary protection) have facilitated a long history of successful missions. As
reviewed in this chapter, planetary synthetic aperture radar can reveal the surface
of worlds that have obscuring atmospheres that make shorter-wavelength imaging
not practical. The Cassini spacecraft’s RADAR instrument was able to use SAR
to interrogate surface morphologies at high resolution (Lopes et al. 2019). In-situ
standoff instruments can record passive reflectance or active spectra from meters
away from the target, with no sample preparation. Passive techniques include infrared
reflectance and thermal emission spectroscopy (e.g., Mastcam). Active spectrome-
ters use an illumination source to excite a target and produce an emission or adsorp-
tion spectrum (e.g., ChemCam onboard the Curiosity rover). Mass spectrometry
(MS) using impact-induced ionization is an effective means of detecting inorganic
and organic molecules entrained within ice grains, such as previously demonstrated
on Cassini. Fluorescence spectroscopy can reveal information about the electronic
states of a molecule including the molecular orbital structure of larger structures of
a molecule. Raman gives information about the individual functional groups and
atom—atom attachments in a molecule, the current state-of-the-art instrument for
planetary applications being the Mars Perseverance SHERLOC instrument which
acquires both fluorescence and Raman spectra. Planetary seismology relies on either
active or passive approaches to record tectonic quakes and impacts, resource explo-
ration and environmental characterization. Nano- and microtechnologies encompass
a vast array of growing capabilities and can offer enhanced performance in a package
of lower size, weight, and power.
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Future complex missions and mission concepts are driving technical instrumenta-
tion development to be low powered, robust, compact, and autonomous. As concepts
are beginning to develop that aim to explore challenging uncharted bodies (e.g., the
surface and subsurface of Ocean Worlds), it is critical to identify risks and depen-
dencies across instrument technology trades and develop baseline system require-
ments including in instrument integration. Advances in these areas have and will
continue to enhance capabilities for science investigations both on Earth and beyond.
Through extensive research and innovation spanning government, university, interna-
tional, and industry partners, planetary instrumentation has delivered major scientific
discoveries such as the few that are listed in this chapter.
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and Kai Staats

Abstract For the commercial space ecosystem to achieve industrial scale a complete
value chain for space-resources processing must be established, including the capa-
bility for refining and processing structural materials, such as metal, on orbit. Through
on-orbit salvage and recycling, space debris can be transformed into a space-derived
metal resource. A platform for processing metal would be able to not only reduce the
amount of space debris, but also create a supply of necessary materials for a variety of
in-space manufacturing and satellite servicing missions. This chapter describes the
physical principles of processing metal with electromagnetic levitation as well as its
implications for future facilities in orbit. The Electromagnetic-Levitator (EML) on
the ISS is discussed and possible designs for future EMLs are presented. Further, the
possible applications of metal as a potential source of propellant for electric propul-
sion systems and as feedstock for in-space manufacturing are discussed. In addition,
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policy and law perspectives are explored, looking at the liability and ownership issues
that can arise when processing space debris.

7.1 Introduction

7.1.1 Motivations

The cislunar economy is beginning to take shape, and a new frontier is opening
up with the pursuit of valuable space resources. Utilization of space resources will
be at the core of this new ecosystem, supplying the materials needed to develop a
self-sustaining economy in space. A critical component in this ecosystem will be
an industrial scale, in-space processing and refining capability for structural mate-
rials. Such a capability will help to enable a cislunar economy less dependent upon
components delivered from Earth.

This chapter elaborates on the hypothesis that space debris should be treated as a
viable near-term, in-space source of materials and components enabled by on-orbit
salvage and recycling facilities. Whether free flying or hosted on a shared platform,
such facilities will receive recovered derelict space objects, salvage any parts or
components that can be reused, and recycle the remaining materials. In doing so,
these facilities will consume space debris, aiding in its clean up, while creating a
supply of necessary materials for a variety of in-space manufacturing and satellite
servicing missions.

7.1.2 Problem of Space Debris

Space debris is a well-documented and growing problem for the ongoing exploration
and use of Earth orbits (Aerospace Corporation 2018). It represents a safety risk for
all space objects, which will only escalate as the utilization of the space environment
accelerates. The increasing amount of micro-debris (less than 1 mm in diameter) in
low Earth orbit (LEO), with average impact velocity of 10 km/s, can easily inflict
critical damage on a satellite (Corbett 2015). This problem is therefore receiving
attention from space agencies, governments, and institutions.

There are over 8,800 tonnes of space debris distributed in various orbits around
the Earth (ESA 2020). While this debris poses a growing risk to space activity, it also
represents a large cache of recyclable space-grade material. Space debris consists of
80% abandoned spacecraft and rocket bodies (Anselmo and Pardini 2016) containing
components and systems that could potentially be reclaimed and directly repurposed.
Low Earth orbit (LEO) and geostationary equatorial/synchronous orbit (GEO/GSO)
are of particular interest for active debris removal and satellite servicing missions. In
LEO, the Kessler syndrome threatens the usability of orbits for future constellations
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and could end the human presence in space. In GEO there are more than 1,000
trackable debris objects larger than 1 m that can act as a collision hazard for GEO
satellites essential to modern infrastructure like television and communication (Jakhu
et al. 2017). Finding an appropriate method of removing debris wherever possible
will be essential to the continued and sustainable use of space.

7.1.3 Current State of Space Debris Remediation

Space debris remediation refers to the active removal of existing, non-functional,
man-made space objects. In contrast, space debris mitigation refers to the prevention
of new space debris through adherence to best practices and the use of passive or
active deorbiting technologies on new spacecraft. In this subsection the focus is on
remediation and how treating space debris as a resource could enhance remediation
efforts.

Studies first conducted and published by NASA in 2010 (Liou et al. 2010) showed
that the risks posed by space debris could be significantly reduced by focusing
on removing the largest objects in the most populated orbits. Each one of these
objects would add thousands of detectable debris fragments in a collision. The study
concluded that “if one assumes that the mitigation measures are very well complied
to (no fragmentation in orbit, 25-year rule in LEO), then the retrieval of 5 to 10
properly chosen large debris from the most populated orbits would be enough to
stabilize the orbital population.” These large objects also make the best candidates
for in-space salvage and recycling.

Effective space debris remediation will require the use of active debris removal
(ADR) systems which use a variety of techniques to alter the existing orbit of an
object, causing it either to deorbit or move to a safer “graveyard” orbit.

Several missions have either flown or are in the final planning stages, demon-
strating active and passive debris removal techniques. The RemoveDEBRIS mission,
launched in April 2018, was the first satellite on-orbit to demonstrate active (harpoon,
net, LIDAR) debris removal technology in space (Forshaw et al. 2016). This mission
also demonstrated passive (dragsail) mitigation technology to deorbit the demon-
strator at the end of the mission (Viquerat et al. 2015). Other concept demonstrators
include CleanSpace-1, intended to use a collapsible net to capture a 1U cubesat, and
e.Deorbit, which is currently investigating technological links between debris reme-
diation efforts and on-orbit servicing (Richard et al. 2013). Other proposals include
the use of deboosting thrusters, high-power ground lasers, and a hybrid rocket propul-
sion system onboard a chaser spacecraft that rendezvous with debris and performs
active removal (Tonetti et al. 2018).

The End-of-Life Services by Astroscale (ELSA) aims to retrieve spacecraft from
satellite operators for a fee. The first demonstration mission, ELSA-d, is planned for
2020 and will demonstrate debris docking and removal (Blackerby et al. 2018).

Development of reusable orbital transfer vehicles (OTVs) is also advancing
rapidly, with several companies engaged. Altius Space Machines is developing the



312 J. W. Schroeder et al.

Bulldog space tug, and Effective Space (acquired by Astroscale) developed the
SPACE DRONE. Northrop Grumman Innovation Systems have developed a mission
extension vehicle (MEV) which executed the first successful satellite servicing
mission in GEO in 2020. Space Systems Loral is developing robotic servicing of
geosynchronous satellites (RSGS) for GEO and Restore-L for LEO. Airbus Defense
and Space are also developing a space tug and including the removal of derelict
satellites from important orbital locations as part of their servicing objectives.

While none of these solutions are being developed to treat space debris as a
resource, many of them employ technologies that could be repurposed to deliver
space debris to a recycling facility rather than disposing of it.

7.1.4 Space Debris and the Industrialization of Cislunar
Space

Development of a self-sustaining space economy is a critical path for humankind if
we are to become a space-faring species. A cost-effective, readily available supply
of refined materials in orbit is foundational to the establishment of a self-sustaining
industrialized space economy. There have been numerous proposals to supply mate-
rials in orbit from non-terrestrial feedstocks. While feedstocks will eventually be
derived from lunar regolith and other natural resource-rich celestial bodies, space
debris represents an in-situ space resource that may be more accessible in the
near term. Orbital salvage and recycling platforms offer the practical means to
process space debris into refined metal and useful salvaged parts to accelerate the
development of an industrialized cislunar economy.

7.2 Space Debris Metal Processing

A space debris salvage, recycling, and processing facility lies at the center of a
broader logistics ecosystem with specialized spacecraft capturing and delivering
derelict satellites and upper stages to platforms and finished materials to customers.
After taking control of a space object, a recycling platform will analyze the object to
assess salvageable components and material composition. Components or structural
elements which can be salvaged and used “as is” will be removed and stored. The
remaining material will be broken down further and reprocessed into products aimed
at the in-space manufacturing and construction sectors. At the beginning of the 2020s,
this in-space industrial economy is just beginning to emerge, and it is expected to
fully develop over the coming decades.

The following section will focus on the metals processing phase of this system
and more specifically on a containerless electromagnetic levitation method. This
technique offers many advantages in microgravity and/or hard vacuum conditions
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over other techniques, and has been the object of a long-running experiment on the
ISS: the Electro-Magnetic Levitator (EML).

7.2.1 The Electro-Magnetic Levitator (EML) on the ISS

The Material Science Laboratory Electromagnetic Levitator (MSL-EML), EML for
short, is a levitation furnace that was jointly developed by the European Space Agency
(ESA) and the Deutsches Zentrum fiir Luft- und Raumfahrt (DLR). The unit was built
by Airbus DS and installed in the Columbus science laboratory on the ISS in 2014
by ESA astronaut Alexander Gerst during the Blue Dot Mission (Diefenbach et al.
2020). Design of the EML is based on a predecessor called the TEMPUS experiment
(Tiegelfreies Elektromagnetisches Prozessieren unter Schwerelosigkeit) which was
developed by the DLR and served as a technology demonstrator for the EML." It has
been used for containerless processing of metals, alloys, and semiconductors on the
ISS since April 2015, to study melting and solidification properties of these various
materials in microgravity.

Electromagnetic levitation is achieved by using alternating-current coils to
generate high-frequency electromagnetic fields surrounding a sample. These alter-
nating fields induce eddy currents in the sample, which heat the sample through
Ohmic losses and generate forces on the sample’s external surface® directed towards
the center of the coil system. Note that any material with sufficiently high elec-
trical conductivity® can be levitated and heated in this way; the sample need not
be magnetic itself, meaning that levitation above a Curie temperature in the molten
state is just as easy for ferromagnetic materials as for non-ferromagnetic materials.
It is worth noting that the magnetization hysteretic losses are significant for most
materials and will aid in the heating until the Curie temperature is reached. All of
these allow melting and levitation of a wide range of conductive metals, setting EML
apart from other magnetic confinement methods.

This EML effect works best with non-ferromagnetic and highly conductive mate-
rials, like copper or aluminum. Indeed, ferromagnetic materials like iron, nickel,
cobalt and rare-earth magnetic alloys have the disadvantage of also being strongly
attracted to the coils, opposing the EML repulsion effect. They also usually have
higher resistivity and consequently less developed eddy currents (which will be
discussed in the next section). With high enough EM field frequencies, even ferro-
magnetic materials can be levitated. Note that most steels, predominantly composed
of iron, are ferromagnetic, except for austenitic stainless steels.

! While mostly Earth based, versions of the TEMPUS experiment were also tested in parabolic
flights, sounding rockets and finally on three Spacelab missions in the 1990s.

2 Eddy currents are a skin effect, concentrated at the surface and absent from the inner bulk of the
sample.

3 In practice this is limited to good electronic conductors, although it should be possible with high
enough frequencies even to levitate relatively good ionic conductors.
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Electromagnetic levitation can be achieved both on Earth and in microgravity, but
levitating a sample under normal gravity conditions requires strong electromagnetic
fields, inducing convection effects which may create unwanted rapid heating and
deformation of the sample’s shape. The presence of the gravity force vector only
allows for positioning in a metastable equilibrium at best. Notably in microgravity,
the sample is unaffected by body forces, takes on an undeformed spherical shape, and
only requires very small positioning forces to remain in a stable equilibrium at the
center of the coil system. This differentiation allows for much finer control of both
positioning and heating rate, and the absence of convection and sedimentation effects
in the levitated sample before and during solidification allows for micro-structural
homogeneity unmatched by any Earth-based process.

While the MSL-EML itself is a materials research system, the electromagnetic
levitation technology behind it is exceptionally well suited to general-purpose metals
processing in space. The containerless approach significantly reduces weight require-
ments for the furnace, while the reduced material degradation of the inner surfaces and
absence of moving parts minimize maintenance requirements. The following subsec-
tion will examine the physics of EML technology in greater detail and explore how
its principles can be transposed to general-purpose metals processing and expanded
upon to be used for space debris recycling.

7.2.1.1 Basics of Electromagnetic Levitation

As stated before, electromagnetic levitation is achieved through the application of
high-frequency alternating fields on an electrically conducting sample. This process
relies on three basic laws governing electromagnetics:

e Ampere’s Law: relates an integrated magnetic field around a closed loop conductor
to the electric current passing through the loop. This is the law that describes how
coils generate magnetic fields when a current is passed through them (Fig. 7.1).

e Faraday’s Law: states that when an electrical conductor is subjected to a time-
varying magnetic field, this induces an electromagnetic field (EMF) in that
conductor. This induced EMF in turn generates looping currents within the
conductor, called eddy currents (Fig. 7.2).
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Fig. 7.1 Schematic representation and differential form of Ampere’s Law
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Fig. 7.2 Schematic representation and differential form of Faraday’s Law

e The Lorentz Force: describes the force exerted on a charged particle moving
through a magnetic field. Eddy currents induced in a conductor through the
Faraday principle are in effect just charged particles (generally electrons) looping
around in a circle and thus experience the Lorentz force, as a result of the inter-
action of these eddy currents with the applied high-frequency alternating electro-
magnetic field. The resulting force exerted on the conductor happens to be directed
in the direction pointing away from the coil inducing the eddy currents. As such,
the Lorentz force can be used to position an electrical conductor in between two
coils (Fig. 7.3).

To synthetize: when an electrically conducting sample is placed in an alternating
magnetic field, eddy currents are induced in the sample. These eddy currents interact
in turn with the applied electromagnetic field, resulting in a Lorentz force exerted on
the sample which can be used to keep the sample in a defined position or control its
movement in 3D space.

The eddy currents induced in the sample not only generate the Lorentz force,
which can be used for positioning, but generally also lead to significant heating of the
sample through Ohmic losses, which in the absence of cooling ultimately leads to the
melting of the sample. This process of containerless and contactless melting is known
as electromagnetic levitation or levitation melting, and was first suggested by Muck
in 1923. It took another 30 years for the first experimental and theoretical work on the
subject to be published by Okress et al. (1952). A more in-depth theoretical treatment
of the electromagnetic levitation technique was proposed by Rony (1965) in a paper

©
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Fig. 7.3 Schematic representation and differential form of the Lorentz force equation
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that can be considered as the foundation of electromagnetic levitation science. Note
that while the term “electromagnetic levitation” is used for historical reasons, because
the first attempts all used the induced Lorentz force to counter gravity, effectively
levitating the sample, this denomination is not precisely accurate in microgravity,
where “electromagnetic positioning” would perhaps be a more appropriate name. In
this subsection the common historical name electromagnetic levitation will be used
for practical reasons.

Induced eddy currents are not equally distributed throughout the sample bulk.
Due to interaction between opposing eddy currents, the higher the frequency of the
applied alternating electromagnetic field, the more the eddy currents will concentrate
near the surface of the sample. This effect is called the skin effect (eddy currents
tend to flow through the outer skin of a conductor); the skin depth is defined as the
distance from the conductor’s surface where the induced eddy current density has
fallen to 1/e, or about 37% of the maximum current density at the surface. In the
case of electromagnetic levitation, where high frequency is used, this skin effect is
so pronounced, and the associated skin depth so small, that the eddy currents can be
considered to be flowing exclusively at the sample’s surface. An interesting conse-
quence of this is that when the sample is spherical, as is the case in microgravity,*
the magnetic field generated by eddy currents in the sample is equivalent to that
produced by either an equatorial current or an alternating magnetic dipole (Okress
et al. 1952). Consequently, the eddy current induced in a spherical sample can be
treated as approximately equivalent to an equatorial current, a fact which greatly
simplifies power absorption calculations (see sect. 7.2.1.2).

7.2.1.2 Electromagnetic Positioning and Heating

A typical Earth-based electromagnetic levitation set-up, where the force that is gener-
ated on the sample is used to counter gravity, is depicted in Fig. 7.4. The lower coils
provide the bulk of the upward Lorentz force F; countering the gravity force Fg,
while the upper coils, where current flows in the opposite direction, generate a small
counter-force on the sample to maintain it in its metastable equilibrium. Without the
upper coils, the sample would be in an unstable equilibrium with regard to gravity,
and thus fall off the lower coils at the slightest perturbation.

While Rony et al. (1965) provide a suitable model to calculate the levitation force
and power absorption in an idealized set-up with a small and perfectly spherical
sample such as in Fig. 3, a more detailed and polyvalent model is provided by
Brisley and Thornton (1963) and Fromm and Jehn (1965), for the levitation force
and power absorption respectively. These will be further explored in the next section.

A system like that depicted in Fig. 7.4 can effectively levitate an electrically
conducting sample but at the same time will also heat up the sample considerably,

4 For electromagnetic levitation in a gravitational field, where gravity deforms the shape of the
sample once it has melted, this is an approximation. Depending on the chosen experimental set-up,
this can be a very good approximation (small sample size, additional coils, ...).
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Fig. 7.4 Schematic description of a typical EML set-up, with FL and FG representing the levitation
force and the gravitational force respectively (Herlach 1991)

eventually leading to the sample melting. In practical application it is, however, more
interesting to be able to decouple positioning from heating, and to be able to control
each independently of the other.

Both the ISS-based MSL-EML and its Earth-based TEMPUS predecessor use two
separate sets of coils to control positioning on the one hand, and heating on the other
hand. Positioning control is achieved by generating a quadrupole field surrounding
the sample, while heating is achieved with a superimposed dipole field. In the simplest
of set-ups, such fields can be generated with just two sets of series-connected coils,
four coils in total. A quadrupole field can be generated between two parallel coils
with currents flowing in opposite directions, as can be seen in Fig. 7.5a, while a
dipole field can be generated between two parallel coils with currents flowing in the
same direction, as illustrated in Fig. 7.5b (Lohofer 2018).

This set-up allows for independent tuning of the positioning and heating coils. To
improve decoupling of positioning and heating, the quadrupole positioning field is
usually operated with a strong gradient but low field strength, while the dipole field
is kept almost homogeneous (no gradient) but with strong field strength. On Earth,
the presence of the gravity force vector does not allow for a complete decoupling
of positioning and heating, as the positioning field strength has to be strong enough
to counteract gravity, and thus invariably ends up contributing significantly to the
heating of the sample. Meanwhile, in microgravity, the sample experiences no net
body forces and positioning can be achieved with very low field strength. This reduces
the contribution of the positioning field to heating of the sample to insignificant levels
and thus allows a complete decoupling of positioning and heating in practice. This
simple coil arrangement is well suited to materials research in microgravity but only
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Fig. 7.5 a Quadrupole positioning field between two parallel coils with opposite current directions.
b Dipole heating field generated by two parallel coils with same current directions (Lohofer 2018)

allows for positioning at the center of the coil system. As such, new coil designs
are required to make use of electromagnetic levitation for more complex metals
processing in microgravity.

7.2.1.3 Electromagnetic Melting

A consequence of the skin effect described in sect. 7.2.1.1 is that the concentration of
induced eddy currents near the sample’s surface reduces the effective cross-section
through which these currents flow, increasing Ohmic losses. The higher the skin
effect, the smaller the effective cross-section becomes, leading to more energy being
lost to Ohmic resistivity, and the more the sample heats up. This explains why at
identical field frequencies,’ positioning coils must operate at low field strengths and
heating coils at high field strength. A high field strength induces a stronger skin
effect, increasing the eddy current concentration at the sample’s equator and thus
leading to a higher fraction of the energy from the applied electromagnetic field
being converted into heat. A low field strength limits resistive heating and can thus
be used primarily for positioning/levitation instead.

Since the skin effect reduces the induced eddy currents to a quasi-equatorial
current, heating is also concentrated at the sample’s equator. This means that the
sample usually starts melting at its equator, from which the melting front then expands
to the rest of the sample. It also allows for a relatively easy estimation of power
absorption in the sample by approximating the induced eddy currents by an equivalent
equatorial current. Substituting the induced eddy currents by an equivalent equatorial
current in Brisley’s equation for the levitation force (Brisley and Thornton 1963) and
Fromm’s equation for power absorption (Fromm and Jehn 1965), and using the
coordinates shown in Fig. 7.6, results in the following two equations:

Levitation force on the sample, F(x, z):

3 Note that both positioning and heating require high-frequency alternating fields, as both rely on
the eddy currents induced in the sample. The way to either prioritize the Lorentz force (in case of
positioning) or Ohmic losses (in case of heating) is by playing on the field strength.
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(r, 0, ¢)

Fig. 7.6 Diagram of the equivalent electrical system with considered x, y and z axes
3 2.3
F(x,z) = 571;/,01 a’G(x)A(z)

Power absorption in the sample, P(x, z):

3
P= Znarle(x)B(z)

where:

3(sinh sinh2x — sinsin2x)

Gx)=1-
2 4x (sinh*x — sin*x)

x(sinh2x — sin2x)
F(x) = -1
cosh cosh2x — cos cos 2x

and with:
I = current in the levitation coil (A)

a = radius of the spherical sample (m)
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(7.1)

(7.2)

(7.3)

(7.4)

(7.5)

(7.6)
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T = electrical resistivity of the sample (£2.m)

x = %; with § = skin depth (m) = /W’Ofo;

and f( = current frequency in the levitation coil (Hz)

b; = radius of the i th coil (m)
z; = distance from sample centre to plane occupied by the ith coil (i)

g; = acoefficient equal to — 1 for the (upper) stabilisation coils and

+ 1 for the (lower) levitation coils

The total levitation force and power absorption profiles of the levitated sample
can be calculated from Egs. (7.1) and (7.2), respectively. For EML in microgravity,
where positioning and heating systems are almost completely decoupled, the required
positioning forces are minimal and consequently, positioning power requirements are
negligible compared to heating power requirements. Therefore, most of the power
requirement of an in-space EML system pertains to melting the levitated sample, and
the total energy consumption of a microgravity EML system can be satisfactorily
approximated by calculating power absorption in the sample only.

From the above equations, the power absorption varies with the electrical resis-
tivity of the sample material. It can be demonstrated that the larger this electrical
resistivity, the more power is absorbed by the sample from the levitation coil’s
electromagnetic field (Nan et al. 1999).

For instance, if platinum (Pt), iron (Fe), and aluminum (Al) are levitated under
the same conditions, platinum, [electrical resistivity = 1.06 x 1077 (§2.m) at 20 °C
(Serway 1998)] absorbs more power than either iron [electrical resistivity = 9.7 x
10~ (Q.m) at 20 °C (Serway 1998)] or aluminum [electrical resistivity = 2.65 x
10~8 (S2.m) at 20 °C (Serway 1998)]. The higher the sample’s electrical resistivity,
the more efficiently it heats up when submitted to an alternating electromagnetic
field and the less power needs to be provided by the heating coils to achieve sample
melting.

For purposes of scientific research, a low power-consumption furnace is more
desirable because excessive power input can lead to unreliable measurements of
various thermophysical properties. A typical example of this is when excessive power
input induces instability in the liquid metal meniscus® during melting and/or solid-
ification, leading to distorted surface tension measurements (Pericleous et al. 2006;
Waunderlich et al. 2018). In addition, high temperatures inherent to high input power
may cause severe evaporation of the alloy (e.g., Al at 2,327 °C).

Power input should still be sufficiently high to allow for induction melting and/or
superheating of the sample. Since the required electrical power input is a function of
the electrical conductivity of each metal (inverse of electrical resistivity), a careful
choice of the sample composition is necessary. Figure 7.7a and b show the melting
points and electrical conductivities of common metals and alloys.

6 The interface between the liquid metal and the solid metal in the sample during melting and
solidification.
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7.2.1.4 Need for Sorting

Due to the range of melting points and conductivity of different metals and alloys, a
space debris recycling process using EML technology to melt and reprocess metals,
sorting the space debris according to its composition, may be necessary.

7.2.1.5 Time and Power Requirements

A case study of electromagnetic melting in microgravity analyzes the parabolic flights
of the TEMPUS experiment in the 1990s. In those experiments, the TEMPUS EML
furnace was exposed to a microgravity environment for periods up to 20 s. This
proved to be more than enough to conduct heating experiments on small spherical
4.6 g Fe;5-Nips samples. The TEMPUS furnace managed to heat these samples up to
their melting point of 1,580 °C within 3—4 s while using only 860 W (Egry etal. 1992).
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Combining Eq. (7.1) with the following general” expression for the required
power P:

P.t=m.Cp AT (7.7)

gives us an expression Pt (t) for the power P required to achieve a heating of AT in
function of the heating time t(s), the sample mass m (kg), the specific heat capacity, Cp
(J/kgK), and the desired temperature difference AT (K). Figure 7.8. plots this expres-
sion PAt(t) for 4.6 g Fes5—Niys solid samples heated to a temperature of 1,580 °C,
just below the melting point of the alloy.

Using a similar approach, one can plot curves for other sample compositions,
sample masses, desired heating range, etc.

To understand power requirements and heating times in a typical EML furnace
aimed at space debris recycling, consider an EML system processing three different
metals, aluminum, iron® and platinum, in batches of 100 g’ and heating them up to
a temperature of 2,000 °C. Figure 7.9 plots the P57 curves corresponding to these
three samples:

Note that all three sample go through a phase transition in this temperature range. '
Since our equation for Pot does not account for latent heat requirements during
melting, these curves should be considered qualitative rather than quantitative.

Based on this approximation, heating 100 g samples of Al, Fe and Pt to 2,000 °C in
an EML furnace, using an electrical power input of 1 kW, is estimated to take~200 s,
~100 s, and ~30 s respectively. As such, heating power requirements should not be a
problem. 1 kW of available power is easily reached with solar panels and a heating
process of a couple of minutes allows for high-throughput operation.

7 General as long as the sample does not go through a phase transition during heating.

8 Iron is ferromagnetic in its solid state, but not in its liquid state. Levitation melting of a ferro-
magnetic sample is possible using high enough EM field frequencies, so it is analyzed here as
well.

9 Space debris is cut up into small pieces before EML processing, their size thus determines the
batch size.

10 Melting points: aluminum = 660.3 °C; iron = 1538 °C; and platinum = 1768 °C.
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7.2.1.6 Radiative Cooling and Solidification

In the previous sections, the absence of gravity was shown to be beneficial to the EML
process. It allows for a near-complete decoupling of positioning and heating, reduces
positioning power requirements to negligible levels, allows for a stable equilibrium
rather than a metastable one, etc. But when it comes to the cooling and solidification
of a levitated sample, the picture becomes more mixed.

The absence of convection effects in microgravity EML means that heat transfer
from the sample to the environment is driven mainly by radiation. When a molten
sample radiates energy to its cooler surroundings, the net radiation heat loss rate can
be expressed as follows:

q=c¢e0(Ty—T)A (7.8)

where:

¢ = Surface emissivity of the material

T, = Sample body temperature (K)

T. = Cold surroundings temperature (K)

A = Sample external surface area (m?)

o = Stefan—Boltzmann constant = 5,6703 * 103 (W/m?K)

Since radiative heat loss in a hard vacuum depends on the temperature of the sample
only (since T, cannot be manipulated), the cooling rate of the sample cannot be easily
controlled.'! This poses a problem when one wants to obtain metastable microstruc-
tures like martensitic steel, which is typically obtained through fast cooling of an
already solidified sample.

The MSL-EML experiment on the ISS solves this problem by using an inert
atmosphere in the EML furnace to carry heat away at faster rates than solely radiative

1 One can decrease the radiative cooling rate by irradiating the sample, but there is no way to
increase the radiative cooling rate. This difficulty of attaining high cooling rates poses challenges
towards obtaining the desired microstructure.
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cooling allows for. However, operating a space debris recycling EML furnace in hard
vacuum is highly desirable,'? so other solutions are needed. Research on this topic
is still underway, but one possible approach is highlighted here: liquid undercooling
and nucleation needles.

7.2.1.7 Liquid Undercooling and Nucleation

When a liquid is cooled below its solidification temperature it does not automati-
cally start its phase transition from liquid to solid. Solidification requires a nucleus, a
slight perturbation which jump-starts the phase transition and from which the solid-
ification front expands to the whole sample. Without such a nucleus, a liquid can
be cooled well below its solidification temperature without experiencing a phase
transition to the solid state. The liquid is then in what is called an undercooled liquid
state. On Earth, this state is difficult to achieve due to the destabilizing influence of
gravity.!> In microgravity EML, this undercooled state is much easier to achieve,
and significantly larger undercooling ranges can be attained than on Earth. The more
undercooled a liquid is, the faster the phase transition will be when the liquid sample
is finally perturbed. The very large undercooling range provided by microgravity
EML turns out to be sufficient to induce phase transitions that are fast enough to lock
the sample’s microstructure in a metastable equilibrium (like the microstructure of
martensitic steel for instance) (Perepezko 1994). Nucleation in undercooled liquids
can be triggered by touching the sample with a trigger needle inducing nucleation at
the point of contact (Diefenbach et al. 2020).

The advantage offered by this method is that it does not require fast cooling
rates. One can rely solely on radiative cooling to undercool the liquid metal sample
to a desired temperature, and then induce nucleation with a trigger needle. Note
that depending on the undercooling temperature, different crystallization pathways
can occur, leading to different resulting microstructures in the solidified sample.
Finally, since the solidification front starts at the induced nucleus before spreading
out to the rest of the sample’s bulk, the resulting microstructure is also dependent
on where the liquid sample is touched with the nucleation needle. This distortion
of the resulting microstructure is, however, quite insignificant for the vast majority
of applications and can be minimized if necessary by simultaneous symmetrical
application of multiple nucleation needles.

7.2.1.8 Estimating Cooling Times for a Space Debris EML Furnace

Applying the solidification concepts from the previous two sections to the typical
space debris EML furnace considered at the end of Sect. 7.2.1.2, cooling times can

12 Greatly simplifies the design, reduces maintenance requirements, reduces total weight, increases
throughput.

13 Which is why “naturally occurring” undercooled liquids are typically not encountered on Earth.
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be estimated for the 100 g samples of Al, Fe, and Pt. For illustration purposes the
starting temperature is the melting point of each sample and the end temperature is the
average encountered around the ISS. This exercise is meant to be qualitative rather
than quantitative, as one could start cooling from higher temperatures (which will
typically be the case) or induce nucleation at a higher temperature than the average
surrounding temperature.

A simplified model of the radiative cooling time of a hot spherical metal is given

below:
Nk 1 1
teooling = = | 73 — 73 7.9
s Deg A [Tg T,f} 79
where:
k = Boltzmann constant = 1.38 x 10_23(%)

N = number of particles contained in the sample = m}é\’/\

m = mass of the sample(kg)

Ny = 6.022 % 1058 = Avogadro’s number
M = Molar mass of the sample(kg/mol)
& = emissivity coefficient; 0 < ¢ < 1

(depends on material and its surface temperature)

The model is approximative as it assumes that the entire metal is at the same
temperature, whereas in reality the surface will cool faster. The higher the sample’s
thermal conductivity, the more accurate this model becomes. A further simplification
is to use a constant emissivity coefficient & for each sample, although in reality this
factor varies with temperature. Using the following constant values for the emissivity
coefficients and using the following parameters one can calculate the required cooling
times by using Eq. (7.9) (Tables 7.1, 7.2 and 7.3).

As noted in the results, the estimated radiative cooling rates are relatively slow,
but not excessively so. Given that it is preferable for an EML system aimed at space
debris recycling to operate in a hard vacuum, extra cooling with an inert atmosphere
to increase throughput is not practical. Taking these considerations into account,
processed materials could be temporarily stored in a separate chamber for cooling,
allowing the EML furnace to process feedstock at a higher rate.

Table 7.1 Constant

. . . Considered material Considered Emissivity
emissivity coefficients used in o .
T . temperature (°C) coefficient
the qualitative exercise
Aluminum, unoxidized | 500 ~0.06
Iron, rough ingot 60 ~0.03
Platinum, polished 60 ~0.10
plate
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Table 7.2 Parameters used in the qualitative exercise

Parameters Aluminum Iron Platinum
Sample mass (kg) 0.1 0.1 0.1
Average T outside ISS (K) 233 233 233
Temperature of the sample, T}, (K) 933 1,811 2,041
Metal density (kg/m®) 2,700 7,800 21,460
Specific heat, Cp, (J/kg*K) 0.9 0.45 0.13
Molar mass (kg/mol) 27 %1073 56 * 1073 195 * 1073

Tabl.e 7.' 3 Resu%ts of the. Samples (100 g) Cooling time Equivalent cooling
qualitative exercise—cooling .
; . (minutes) rate (K/s)
time and cooling rate
Aluminum 22.59 0.52
Iron 15.81 1.66
Platinum 6.32 4.76

7.2.1.9 Electromagnetic Casting

Electromagnetic casting is the concept of using electromagnetic fields (EM shaping
fields) to force liquid metal into a desired shape before solidification. EM shaping
fields are similar to positioning fields, since the aim is to exert force on the sample
surface without contributing (significantly) to heating of the sample. But while
positioning fields operating in microgravity can keep the sample at the center of
the coil system with minimal force, shaping fields must be stronger to overcome
surface tension of the melt and deform the liquid sample. In practice, the need
for stronger fields will reduce the ability to fully decouple heating from shaping.
Research is underway to determine the level of heating associated with a shaping
field in microgravity.

Terrestrial EM casting methods

Two studies on the topic of EM casting are of particular interest as they demonstrate
the feasibility of the concept on Earth with potentially more difficult conditions than
a similar EML process would encounter in space. Spitans et al. (2017) demonstrated
the feasibility of the EML concept on Earth for samples up to 500 g, while Yang
et al. (2018) demonstrated the feasibility of using electromagnetic dies and molds to
shape a levitated molten metal sample.

e Spitans et al. The electromagnetic casting technique proved to be an effective
containerless metal production technique. Using this technique, Spitans et al.
successfully produced large-scale Al and Ti alloys (Spitans et al. 2017). In their
work, a furnace with horizontal and orthogonal EM fields of different frequen-
cies was designed to levitate 500 g of molten Al and Ti-6Al-4 V. The levitation
experiments showed “that the two-frequency horizontal EM field configuration,
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compared to a conventional levitation method, can be used for the levitation
melting of aluminum samples with increased mass” (Spitans et al. 2017) (>100 g)
compared with the levitation melting in a conventional inductor. “The new Fast-
Cast concept that utilizes the novel crucibleless levitation melting method for
industrial mass production of single-shot castings” was then introduced (Spitans
et al. 2017).

e Yang et al. In a counter-gravity configuration, Yang et al. successfully produced
TiAl castings. In their work, the TiAl production was carried out in a high-vacuum
chamber with inert gas protection. Their technique consisted in lifting the melt,
under pressure, through a tube and making it flow into the mold. Similarly, an
in-space extrusion could be achieved by using electromagnetic forces to carry the
melt through a guiding electromagnetic die.

Based on the electromagnetic casting concept (Evans 1995; Kim et al. 2001;
Spitans et al. 2017; Vives and Ricou 1985; Yang et al. 2018), a multi-purpose elec-
tromagnetic levitation furnace could potentially be set up for both contactless melting
and extrusion, through an electromagnetic die, to recycle space debris into usable
shaped structures in space.

7.2.2 In-Space Metal Manufacturing Enabled by Space
Debris Recycling

7.2.2.1 Metal propellant

A number of companies are developing viable electric propulsion systems that utilize
metal as a propellant. Space tugs, satellites, and other spacecraft fitted with these
systems could be refueled with metal recycled from space debris.

A promising example of these systems is being developed by Neumann Space.
The Neumann Thruster uses a “patented Centre-Triggered Pulsed Cathodic Arc
Thruster (CT-PCAT) technology [that] converts a solid conductive fuel rod into
plasma and produces thrust. The system can use a range of conductive fuels.”
(NeumannSpace.com 2020).

7.2.2.2 Wire for 3D printing

Additive manufacturing (AM) is an enabling technology for in-orbit manufacturing
of replacement parts and tools, which could reduce existing logistics requirements
for the ISS and future sustainability of human space missions (Werkheiser 2017).
Additive manufacturing has the potential to redefine space architecture. It can “poten-
tially lead to the construction of smaller, more reliable, less massive satellite systems
or their key components (including support structure, power distribution system,
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solar arrays, instruments, outer protective shell, etc.), which could reduce launch
requirements and costs” (National Academy of Sciences 2014). Space debris could
be reprocessed into metal wire filament for in-space additive manufacturing.

7.3 Policy and Law

Salvaging and recycling space debris for reprocessing and/or reuse presents unique
legal questions. Legal ownership is often transferred between commercial entities
for active space assets, while transfer of state liability is rare. There have also been a
few precedent-setting examples of active recovery or servicing under a commercial
contract. In 1984, with the Space Shuttle, NASA executed the first ever in-space
salvage operation and recovered two satellites, Westar VI and Palapa B-2 (Fisher
et al. 2013). In 2020, Space Logistics docked its Mission Extension Vehicle-1 to
the geostationary satellite Intelsat IS-901 to extend its useful lifespan by supplying
additional propulsion and control (Space Logistics 2020).

While satellite servicing is becoming a commercial reality, no well-defined legal
framework exists for the active recovery or salvage of uncontrolled derelict space
objects (space debris) for repair, removal, or recycling. Nevertheless, this topic has
been covered by numerous studies and articles since the early days of space explo-
ration (Hofman et al. 2017; Mufioz-Patchen 2018; Hall 1967; Haley and Hannover
1959). This section provides an overview of the legal and policy issues that must be
addressed to utilize space debris as a resource.

7.3.1 Liability

Pursuant to Article VI of the Outer Space Treaty, states bear the burden of inter-
national responsibility for their national activities in outer space, including activi-
ties conducted by nongovernmental entities. According to Article II of the Liability
Convention, the launching state of a spacecraft is absolutely liable if a space object
causes damage on the surface of the Earth, or to an aircraft in flight. However, Article
IIT indicates that liability for damage caused anywhere else, e.g., on orbit, is based
on negligence. Thus, the launching state will be liable only if the damage is due to its
fault, or the fault of the entity for which it is responsible. Importantly, the Convention
creates a broad definition of launching state, to include: (1) the state that launches
or procures the launch of a space object; and (2) the state from whose territory or
facility a space object is launched (Hermida 2004).

Although there have been at least two high-profile cases where a space object has
caused damage, the Liability Convention has never been formally invoked. In January
1987, the Soviet satellite Cosmos 954 disintegrated on re-entry, raining radioactive
debris on Canadian territory. Canada presented a claim pursuant to the Convention
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but accepted a payment outside the Convention of approximately C$3,000,000 as
settlement—far less than actual damage costs. In February 2009, an inactive Russian
satellite, Cosmos-2251, collided with the active commercial communications satel-
lite, Iridium 33, which was operated by a US-based company. This incident, too, was
settled by the respective states outside the Convention (Jakhu 2010).

According to the Cosmos-2251 precedent, the launching state of the space recy-
cling facility could be liable for any damage caused by its launch and operation.
Additionally, under current law, a launching state may never revoke its status as a
launching state. This means that the launching state and the original launching state
of a targeted space object will likely both be liable for any potential damage caused
once under the control of the recycling entity. Until a new legal structure is enacted,
the launching state will have to negotiate agreements for this shared liability on a
bilateral basis with each launching state responsible for objects designated for recy-
cling. Once the original object has been reprocessed, it should be treated the same
as if it had deorbited and no longer exists. For new objects that are manufactured
in space, it could be argued that the launching state should be that of the customer
causing that part to be made, but this is also an untested concept.

To limit the risk to the launching state, the entity intending to recycle space debris
could sign an agreement to accept liability for any damage caused by spacecraft
developed by the recycling entity due to negligence or any space objects for which
the recycling entity has obtained ownership. This agreement would likely need to be
underwritten by an insurance company (Wang 2016).

7.3.2 Ownership

The transfer of commercial ownership of space objects follows an established process
but also may be partially limited due to the liability of the original launching state.
Currently, this is done by entering into an agreement with another private company.
However, state liability and launching state status do not change without the state’s
approval—and even if both states agree, whether a launching state can ever give up
its responsibility has not yet been tested. This is something that two states would have
to agree to bilaterally. Additionally, even if the object is non-functional, both states
and commercial owners may have concerns that any technology used to acquire a
space object could be viewed as a surveillance or military activity and could endanger
sensitive intellectual property, potentially blocking a transfer of ownership. Absent
a new legal regime, a possible approach is to negotiate a bilateral agreement for
the transfer of ownership with the owner/operator of the space objects targeted for
salvage and recycling, subject to the approval and written confirmation of both the
original launching state for the object and the launching state for the company.
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7.3.3 Policy

With the rapid expansion of commercial space activities, many have argued that
existing space policies have become outdated and need to be modernized. The USA,
Luxembourg, UAE, and Japan have passed national legislation to clarify the legal
rights and regulations regarding the extraction and utilization of space resources and
other countries are working to do the same (Hofmann and Bergamasco 2020, Foust
2021). Supranational organizations like the UN and the Hague Space Resources
Governance Working Group are working to develop agreed policies at an interna-
tional level. However, at the time of writing, no legal entity or jurisdiction has directly
addressed the salvage of derelict spacecraft for reuse or recycling.

7.4 Conclusions

With Earth orbits becoming increasingly crowded and more contested, there is broad
agreement that more must be done to address the challenges posed by existing and
future space debris. Although not yet clearly defined, legal approaches do exist
to conduct commercially contracted salvage and recycling operations. By passing
enabling legislation at a national or supranational level, policy makers could accel-
erate the adoption of in-space salvage and recycling as an important component in
the effort to maintain space sustainability.

7.5 Summary and Conclusions

An in-space industrial economy is emerging in Earth orbit and cislunar space and the
supply of material to support this ecosystem will be a crucial factor. Space debris is a
source of risk to the ecosystem but also creates an opportunity as a near-term resource
which can be salvaged and recycled in orbit. Current proposed techniques to address
space debris focus solely on the safe deorbit into Earth’s atmosphere or boosting
objects into an unused graveyard orbit. On the other hand, an orbital salvage and
recycling platform could process space debris into useful components and feedstock
material to support a self-sustaining, industrialized, in-space economy.

The technical process to recycle space debris starts with taking control of the
object, then analyzing the object’s structure and material composition, salvaging
components which can be reused, and finally processing the remaining material by
melting and reshaping. The melting of metals in microgravity has been studied on
Earth and in space. The Electromagnetic Levitator (EML) on the ISS has enabled
containerless processing of metals and alloys and the study of melting and solidifi-
cation in microgravity since 2015. Containerless processing using EML technology
offers a promising basis for a scaled-up in-space metal processing capability central
to the concept of space debris recycling.
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Electromagnetic levitation is achieved by using alternating-current coils to
generate high-frequency electromagnetic fields surrounding a sample. These alter-
nating fields induce eddy currents in the sample, which heat the sample and generate
opposing forces on its external surface. In microgravity, electromagnetic fields used
for heating can be decoupled from electromagnetic fields used for positioning,
allowing for precise control of melt temperature and the achievement of undercooled
states not possible on Earth. In this undercooled state a needle can be used to trigger
nucleation and rapid solidification of a sample at the desired temperature. These
aspects unique to the use of EML systems in persistent microgravity have proven
useful to materials science research on the ISS.

Because the EML on the ISS uses a simple coil arrangement, metal samples
naturally form a spherical shape. To achieve other desirable shapes, more complex
coil arrangements are required. Using electromagnetic fields to shape molten metals,
electromagnetic casting, has been studied on Earth and is a promising method to
manufacture desired geometric shapes in microgravity. One such shape is a metal
cylinder which could be used as propellant in pulsed plasma thrusters, such as the
Newman Drive. Other desired shapes are metal wires which could be used for additive
manufacturing in space.

In addition to the technological challenges of processing metals in microgravity,
the legal aspects must be considered. The Liability Convention does not clearly
regulate the transmission of ownership of space debris. Until a clear legal structure is
established, launching states will have to negotiate the liability question on a bilateral
basis. On the other hand, the transfer of commercial satellite ownership follows an
established process and precedents have occurred for satellite recovery and satellite
servicing on a contract basis. While a potential legal path exists for space debris
salvage and recycling, positive action on the part of policy makers could accelerate
its adoption and benefits to the cause of space debris remediation.

In conclusion, by addressing the technical and legal challenges of space debris
salvage and recycling, derelict space objects can be removed as a hazard and
transformed into a resource to support a self-sustaining industrial economy in orbit.
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Part 11
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Chapter 8

Planetary Exploration of Mercury With ez
BepiColombo and Prospects of Studying

Venus During Its Cruise Phase

Johannes Benkhoff and Joe Zender

Abstract Mercury and Venus are key planets for the understanding of the evolu-
tion of our solar system and therefore also for the question of how the Earth and life
formed. In the case of Mercury, it is mainly because of its position among the planets.
It is the planet closest to the Sun and experiences the harsh environment of the Sun
the most. Venus is more Earth-like in respect of its size and the existence of an atmo-
sphere which could indicate the possibility of having been habitable in the past. Bepi-
Colombo is a planetary mission devoted to the thorough exploration of Mercury and
its environment. The mission will be carried out as a joint project between ESA and
JAXA. The mission consists of two spacecraft, the Mercury Planetary Orbiter (MPO)
and the Mercury Magnetospheric Orbiter (MIO), carrying a comprehensive suite of
instruments which will carry out scientific measurements. BepiColombo, launched
on 20 October 2018 from the European spaceport in Kourou, French Guiana, is now
en route to Mercury. Its route requires a 7.2-year-long cruise phase, with one Earth
flyby, two Venus flybys and six Mercury flybys before arriving at Mercury at the
end of 2025. After a weak gravity capture maneuver, both spacecraft will be placed
into their dedicated polar orbits of 590 x 11,640 km (MIO) and 480 x 1500 km
(MPO), respectively. As part of the cruise phase, BepiColombo will also fly past
Venus twice. The two flybys at Venus will give scientists good opportunities to study
the atmosphere and ionosphere of Venus in more detail.

8.1 Introduction

Mercury and Venus are key planets for the understanding of the history of our solar
system and therefore also for the question of how the Earth and life were formed. In
the case of Mercury, it is mainly because of its position among the planets. It is the
planet closest to the Sun and experiences the harsh environment of the Sun the most.
Venus is more Earth-like in respect of its size and the existence of an atmosphere
which could indicate the possibility of having been habitable in the past.
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The view of Mercury has changed over recent decades. More than 30 years ago
Mercury was seen as not very spectacular, and there was no case for speculations
about life or active surface processes such as volcanism. That view changed dramat-
ically after NASA’s highly successful MESSENGER mission (McNutt et al. 2004,
2006; Solomon and Anderson 2018). MESSENGER orbited Mercury for about four
years and some of the results were rather unexpected (Solomon et al. 2018), causing
Mercury to become a planet of mysteries for many scientists—and to remain so
today.

Some of MESSENGER’s results did not fit in with our current thinking of how
Mercury had evolved, or what we might expect to find on a planet close to the Sun.
Mercury’s Earth-like magnetic field had already been discovered in 1974—1975 when
Mariner 10, another NASA missions, performed several flybys (Storm and Sprague
2003). This unexpected discovery was eventually confirmed by MESSENGER.
Although the dipole field of Mercury is 100 times weaker than that of Earth, it
requires a fluid outer core layer inside the planet and much hotter temperatures in
the interior than was initially assumed for such a small planet. Scientists have sought
explanations by, for example, adding elements like sulfur or silicon to the material the
core was assumed to be made of. It was thought that these elements could help to keep
the material inside the outer core liquid at lower temperatures or a small planet like
Mercury after 4.5 billion years of existence in our solar system (Genova et al. 2021).
But MESSENGER also found that the dipole field of Mercury seems to be shifted
about 400 km to the north by instead of being centered along the planet’s rotational
axis. Another surprising result is that measurements proved that Mercury contains
more volatiles than expected on its surface, indicating lower formation temperatures.
Are our existing models of the solar system’s formation still valid, or was Mercury
formed somewhere else in the solar system? What are the implications of these find-
ings for planetary formation in general, considering also the many exoplanets found
in similar orbits?

The diurnal temperature variations on Mercury’s surface are huge. Since there is
no atmosphere, the temperature can be as cold as minus 170 °C but also as high as 450
°C. It seemed unlikely that water or life could exist under these conditions. However,
some water exists on Mercury’s surface, albeit hidden in permanently shadowed
near-polar craters, since Mercury’s rotation axis is almost not tilted (Harmon and
Slade 1992; Harmon et al. 1994; Chabot et al. 2016, 2018). Images from the surface
obtained from MESSENGER revealed a structure called hollows (Blewett et al. 2011,
2016) not seen on any other planet before. Hollows are bright deposits on the surface
found in and around some craters. These features appear young and seem to have
been formed by escaping gas. A big question is whether these processes stopped a
few thousands or millions of years ago or are still active today (Rothery et al. 2020).
Will future missions see changes in these structures compared to what was observed
by MESSENGER?

Not only do many unanswered questions remain about the planet, but processes
in the environment are also very different from what scientists expected. Due to
the proximity to the Sun, the magnetosphere, and the lack of atmosphere, the solar
wind interacts with Mercury differently compared with the Earth. Reconnection
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processes, asymmetries, particles reaching the surface, a magnetosphere that is
highly compressed when the Sun is active, as well as manifold other processes
that are not fully understood, have been observed and require further investigation
(Milillo et al. 2020).

To resolve all or, more realistically, some of these mysteries, further exploration
of Mercury and its environment is needed. Here scientists are in a fortunate situation.
Although not originally planned for in this way, the upcoming BepiColombo mission
(Benkhoff et al. 2021), which will reach Mercury in 2025, is particularly well suited
to solving Mercury’s mysteries and providing another view of the planet about 10
years after MESSENGER, including potential changes in its surface and its magnetic
field configuration.

8.2 The BepiColombo Mission to Mercury

BepiColombo is a planetary mission of the European Space Agency’s (ESA) Cosmic
Vision Programme. The mission is devoted to the thorough exploration of Mercury
and its environment with the aim of understanding the process of planetary formation
and evolution in the hottest part of the proto-planetary nebula, as well as to under-
standing similarities and differences between the magnetospheres of Mercury and
Earth. The mission is a joint project between ESA and JAXA (Japanese Aerospace
Exploration Agency) (Benkhoff et al. 2021).

The BepiColombo mission consists of two spacecraft: the Mercury Planetary
Orbiter (MPO) and the Mercury Magnetospheric Orbiter (MMO, nicknamed Mio).
The orbiters were launched together on an Ariane V rocket from ESA’s spaceport
in Kourou, French Guiana on 20 October 2018 (Fig. 8.1). ESA is responsible for
MPO and JAXA is responsible for the Mio spacecraft. ESA also provided the transfer
spacecraft (Mercury Transfer Module, MTM), which is equipped with a solar electric
propulsion engine for the transport of the two spacecraft to Mercury. Upon arrival
at Mercury the MTM will be jettisoned shortly before the insertion of the spacecraft
into their dedicated orbits in late 2025. During cruise the spacecraft are connected in
a stacked configuration. The lowest module is the MTM. The MPO is mounted on top
of the MTM and Mio is hidden behind a sunshield needed to protect the spacecraft
from overheating during the cruise phase to Mercury (see Fig. 8.2).

8.2.1 Science Goals

The scientific objectives behind BepiColombo can be summarized in eleven
questions:

Does Mercury hold any clues about the composition of the early solar nebula and
the formation of the planetary system?
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Fig. 8.1 Launch of BepiColombo in October 2018 with an Ariane V rocket

Fig. 8.2 BepiColombo spacecraft in cruise configuration. The Mercury Transfer Module with its
two large solar wings carries the Mercury Planetary Orbiter (middle with one solar wing) and the
Mercury Magnetospheric Orbiter, nicknamed Mio, hidden inside the solar shield

Why is Mercury’s density significantly higher than that of all other terrestrial
planets, the Moon included?

Is Mercury’s core liquid or solid?

Is Mercury tectonically active today?

Why does such a small planet possess such a strong magnetic field, while Venus,
Mars and the Moon do not have any?

Why are we unable to detect any presence of iron through spectroscopic
observations, while this element is supposedly the major constituent of Mercury?



8 Planetary Exploration of Mercury With BepiColombo and Prospects ... 341

Is there any water or sulfur ice in the permanently shadowed craters of Mercury’s
polar regions?

What are the production mechanisms of the exosphere?

In the absence of any ionosphere, how does the magnetic field interact with the
solar wind?

Is Mercury’s magnetized environment characterized by features reminiscent of
the aurorae, radiation belts and magnetospheric sub-storms observed on Earth?
Since the advance of Mercury’s perihelion was explained in terms of space—time
curvature, can we take advantage of the proximity of the Sun to test general
relativity with improved accuracy?

In order to answer these questions, BepiColombo has a comprehensive suite of
instruments on both spacecraft which will perform science measurements. At the end
of the mission it is hoped that the following will have been obtained: a very detailed
topographical, elemental and mineralogical map of the planet, a good characterization
on the interior of the planet and its magnetic field, detailed knowledge on processes
going on in the thin atmosphere called exosphere around the planet, understanding
of the interaction of the solar wind with Mercury’s magnetic field and Mercury itself,
more details on the ices buried in permanently shadowed craters near the poles, more
details on the hollows discovered by MESSENGER, the surface age and history of
volcanism, and much more. All of this will hopefully lead to a better understanding
of the evolution of Mercury and our solar system.

8.2.2 The Spacecraft Modules

BepiColombo is dedicated to the thorough exploration of Mercury and its environ-
ment. The mission design is driven essentially by the scientific payload require-
ments, the launch mass constraints, and the harsh thermal and radiation environ-
ment at Mercury. Key technologies required for the implementation of this chal-
lenging mission include high-temperature thermal control materials, a special radi-
ator design for high-infrared environment, high-temperature and high-intensity solar
cell development, steerable high-gain and medium-gain antennas and novel payload
technologies.

The total mass of all the spacecraft modules is about 4,100 kg. Despite traveling
towards the Sun, the transfer module (MTM) requires two large solar arrays, each
about 14 m long to provide the necessary power for the Solar Electric Propulsion
System (SEP). The MPO solar panel has a length of about 7.5 m. The size of the
MPO radiator is about 8 square meters to radiate the excess heat produced inside the
spacecraft into space. The thermal design of the spacecraft was a major design driver
for the BepiColombo mission (Ferrero et al. 2016).

The Mercury Planetary Orbiter (MPO, Figs. 8.3 and 8.4) is a three-axis stabilized
spacecraft, which accommodates eleven scientific instruments and has a box-like
shape with a size of 3.9 x 2.2 x 1.7 m, and a dry mass of about 1080 kg. The
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tremendous heat load at Mercury imposes strong requirements on the spacecraft
design, requiring high-temperature multi-layer insulation and solar array technology.
As the radiator has to face away from the Sun the MPO needs to flip by 180° at
perihelion and aphelion in its polar orbit in order to avoid direct sunlight. Most of
the instruments are mounted on the planet-facing (nadir) side. The altitude range is
expected to be 480—-1500 km, with the latitude of the closest distance to Mercury
(periherm) varying between 16° north and 16° south over the course of the one Earth
year-long nominal science phase. This latitude range was chosen to obtain high-
resolution spatial coverage at global scales and ensure resolution symmetry at both
hemispheres.

Four redundant 22 N thrusters are mounted on the nadir face and are used for
orbital maneuvers until the final orbit has been reached. The control of the attitude
is provided by a set of four reaction wheels and four 10 N thrusters for momentum
wheel desaturation. These thrusters are mounted on the radiator. Three star trackers

Fig. 8.3 Artist’s impression of Mercury Planetary Orbiter (MPO) in orbit around Mercury

High Temperature HGA

High Temperature
Solar Array

N

\ o ﬁ..

Radiator

Fig. 8.4 Sketch of the Mercury Planetary Orbiter (MPO) indicating the position of some of the
instruments onboard the spacecraft (left) and the location of radiator, high-gain antenna, solar array,
and magnetometer boom
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are also mounted on the radiator side to provide the precise attitude control required
by several of the instruments. The radiator contains highly reflective fins, mounted
at an appropriate angle to minimize absorption of heat radiated from Mercury and
at the same time to allow radiation towards deep space. Because of the intense heat,
the three-panel solar array is a 70-30% mixture of solar cells and optical surface
reflectors (OSR, i.e., mirrors) to keep its temperature below 200 °C. During eclipse
periods the operations of the instruments and temperature inside the spacecraft are
maintained. The power is provided by an internal battery.

The science payload for the Mercury Planetary Orbiter (MPO) contains the
following eleven instruments:

(D

2

3)

“4)

®)

(6)

(7

®)

€))

BELA (BepiColombo Laser Altimeter) to characterize the topography and
surface morphology of Mercury. BELA will aim at measuring Mercury’s tidal
deformation and will provide constraints on Mercury’s rotation state. It is led
by the university of Bern, Switzerland and DLR Berlin, Germany (Thomas
etal. 2021).

ISA (Italian Spring Accelerometer) to study Mercury’s interior structure and
to test Einstein’s theory of relativity. The instrument is led by Institute for
Astrophysics and Space Planetology, Italy (Santoli et al. 2020).

MPO-MAG (Magnetic Field Investigation), an instrument to describe
Mercury’s magnetic field and its source, and led by Technical University of
Brunswick, Germany (Heyner et al. 2021).

MERTIS (Mercury Radiometer and Thermal Imaging Spectrometer) to study
Mercury’s mineralogical composition and provide global temperature maps,
and led by University of Miinster, Germany (Hiesinger et al. 2020).

MGNS (Mercury Gamma-Ray and Neutron Spectrometer) to determine the
elemental compositions of distinguishable regions over the entire surface of
Mercury, and led by Russian Academy of Sciences, Russia (Mitrofanov et al.
2021).

MIXS (Mercury Imaging X-ray Spectrometer), an instrument that uses X-ray
fluorescence analysis to provide a global map of the surface atomic composi-
tion, to produce high spatial resolution elemental maps of dedicated Mercury
surface regions, and led by the University of Leicester, United Kingdom (Bunce
et al. 2020).

MORE (Mercury Orbiter Radio science Experiment), two-way multi-
frequency radio science measurements to determine Mercury’s gravity field
as well as the size and physical state of its core, and led by University of Rome
“La Sapienza”, Italy (Iess et al. 2021).

PHEBUS (Probing of Hermean Exosphere by Ultraviolet Spectroscopy), an
UV spectrometer to characterize the composition and dynamics of Mercury’s
exosphere, and led by LATMOS-IPSL, France (Quemerais et al. 2020).
SERENA (Search for Exosphere Refilling and Emitted Neutral Abundances),
a suite of four sensor units to study the interactions between the surface,
exosphere, magnetosphere and the solar wind, and led by the Institute for
Astrophysics and Space Planetology, Italy (Orsini et al. 2020).
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(10) SIMBIO-SYS (Spectrometers and Imagers for MPO BepiColombo Integrated
Observatory), a camera and spectrometer system to provide global, high-
resolution, and IR imaging of the surface and generating a digital terrain model
of the entire planet. The hyperspectral imaging push-broom spectrometer will
provide the global mineralogical composition of the surface. The consortium is
led by the Astronomical Observatory of Padua, Italy (Cremonese et al. 2020).

(11) SIXS (Solar Intensity X-ray and Particle Spectrometer) to perform measure-
ments of solar X-rays and particles at high-time resolution, and led by the
University of Helsinki, Finland (Huovelin et al. 2020).

The spacecraft has also a radiation monitor, BERM (BepiColombo Radiation
Monitor), to measure particles and plasma during cruise and nominal mission
(Benkhoff et al. 2021).

The Mercury Magnetospheric Orbiter (MMO also nicknamed Mio, Fig. 8.5) is a
spin axis-stabilized spacecraft with a spin period of 4 s. The spin axis is nearly aligned
with Mercury’s. Altitude range is currently expected to be from 590 to 11,639 km,
meaning that the most distant point is nearly 6 planetary radii from the planet’s center.
The main body of the spacecraft is octagonal and would fit inside a circle of 1.8 m
diameter. The height of the side panel is 0.9 m. The upper portion of the spacecraft
is covered by about 50% solar cells and 50% optical solar reflectors (OSRs). The
spacecraft attitude will be determined by a pair of sun sensors on the side panel
and a star scanner attached to the bottom surface. The attitude is controlled by the
propulsion system with a cold gas jet. Mio accommodates five scientific instruments
or scientific instrument suites (Murakami et al. 2020). During cruise, the JAXA-
provided Mio spacecraft is a passive passenger, not involved in the control of the
composite. This is done within the MPO, while the MTM provides propulsion. During
cruise the “spinning” Mio spacecraft is in a fixed position and has to be shielded from
sunlight.

The science payload for Mio was selected by the JAXA and contains the following
instruments:

i el Separation plane ks s
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Fig. 8.5 Artist’s impression of Mio spacecraft in orbit, and sketch of the spacecraft. Some
instrument sensors are mounted at the end of four booms and the mast, respectively
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(1) MGF (Magnetic Field Investigations) an instrument to provide a detailed
description of Mercury’s magnetosphere and of its interaction with the plan-
etary magnetic field and the solar wind, and led by Austrian Space Science
(Baumjohan et al. 2020).

(2) MPPE (Mercury Plasma Particle Experiment) to study low-and high-energetic
particles in the magnetosphere with different sensors: an electron and an ion
analyzer, high energy particles sensors for ion and electrons, an energetic
neutrals analyzer and a mass spectrum analyzer, and led by JAXA, Japan (Saito
et al. 2021).

(3) PWI (Plasma Wave Investigation) to make a detailed analysis of the structure
and dynamics of the magnetosphere. It contains several sensors including two
sets of electric field sensors and two kinds of magnetic field sensors, and is led
by Tohoku University, Japan (Kasaba et al. 2020).

(4) MSASI (Mercury Sodium Atmospheric Spectral Imager) to measure the abun-
dance, distribution, and dynamics of sodium in Mercury’s exosphere, and led
by JAXA, Japan (Murakami et al. 2021).

(5) MDM (Mercury Dust Monitor) to study the distribution of interplanetary dust in
the orbit of Mercury, and led by Chiba Institute of Technology, Japan (Kobayashi
et al. 2020).

The MTM provides propulsion means for cruise (Fig. 8.6). Apart from dual-mode
bipropellant chemical propulsion, it features electric propulsion with four moveable
thrusters based on the Kaufman-type electric bombardment ion motor (125 mN
thrust). The high power demand by the MTM electric propulsion (up to 11 kW) is
satisfied with large solar arrays (area of over 40 square meters in total), using the
same high-temperature technology as for the MPO. In addition, the design must still
allow significant flexibility for its orientation to the Sun and emergency situations
(for example the ability to survive short-term losses of attitude). More details on
the thermal design of the MTM can be found in Tuttle and Cavallo (2009). The
MTM structure is based on a CFRP (carbon-fiber reinforced plastic) conical primary
structure interfacing with the Launch Vehicle Adapter and the MPO (Kempkens et al.
2019).

8.2.3 Solar Electric Propulsion to Mercury

BepiColombo was launched on 20 October 2018 from the European spaceport in
Kourou, French Guiana and is now en route to Mercury. The design of an inter-
planetary trajectory towards Mercury—and most other planets—is driven by energy
considerations. To avoid the launch and transport of several hundreds of kilograms of
propellant, ESA decided to implement the Solar Electric Propulsion System (SEPS,
Sutherland et al. 2019), which in combination with carefully designed planetary
swing-bys, allows the spacecraft to enter into a Mercury orbit within less than seven
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Fig. 8.6 Artist’s impression of the Mercury Transfer Module, MTM, with its two solar array wings
which provide the power for the SEPS (Solar Electric Propulsion System) during cruise

years. Solar electric propulsion thrust combined with using the gravity of Earth,
Venus and Mercury was the final enabling concept to bring the two BepiColombo
orbiters, MPO and Mio, to Mercury.

A planetary flyby is a balance of the planet’s gravitational potential and the space-
craft’s kinetic energy as soon as the spacecraft is in the direct gravitational influence
of the planet — its sphere of influence. The radius of the sphere of influence indicates
the upper boundary of a swing-by distance; for Venus this is around 600,000 km and
for Mercury 110,000 km.

A spacecraft traveling through a planet’s sphere of influence is energetically in
balance, meaning it does not gain or lose energy. Before the closest approach (CA),
the spacecraft gains velocity (kinetic energy) and the gravitational, potential energy
decreases. Compensation occurs during the time after the closest approach, and when
the spacecraft leaves the sphere of influence, the energy balance towards the planet
has not changed. Careful selection of the swing-by trajectory, however, causes the
spacecraft to gain or lose energy with respect to the Sun. As a consequence, the
planet will lose or gain the same amount of energy, also with respect to the Sun. As
the mass of a planet is considerably larger than the mass of a spacecraft, the impact
of such an energy transfer on the planet is negligible, but on the spacecraft it is large.

BepiColombo’s route to Mercury requires a 7.2-year-long cruise phase, with one
Earth flyby, two Venus flybys and six Mercury flybys before arriving at Mercury at
the end of 2025. At the time of arrival, the MTM is no longer needed and will be
jettisoned. After a weak gravity capture maneuver, both spacecraft will be placed
into their dedicated orbits. Their altitude will be adjusted using MPO’s thrusters
until Mio’s desired elliptical polar orbit of 590 x 11 640 km above the planet is
reached. Then MPO will separate and descend to its own 480 x 1500 km orbit
using its thrusters. The fine-tuning of the orbits is expected to take three months. The
initial mission at Mercury was designed for one Earth year—about four Mercury
years—with the possibility of a further one-Earth-year extension. The most limiting
constraint to extending the mission still further is the availability of fuel and the
possible damage to instruments due to the harsh environment around Mercury.

After launch the spacecraft and all the instruments were successfully tested and
commissioned; the spacecraft and instruments are in a good condition. At the time of
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writing BepiColombo had already performed two flybys, one at Earth on 10th April
2020 and one at Venus on 15 October 2020. The next flybys are a second Venus
flyby in August 2021 and 6 flybys at Mercury distributed over four years (October
1st 2021, June 23rd 2022, June 20th 2023, September 5th 2024, December 2nd 2024
and January 9, 2025).

8.2.4 Operational Constraints During the Cruise Phase

The attitude of BepiColombo during its cruise phase is mainly conditioned by thermal
constraints. The radiator panel of MPO has to be directed anti-sunwards and only
small deviations are allowed. The constraints on the deviations become harsher
(smaller deviation angles) the closer BepiColombo gets to the Sun. Orbit changes
are achieved by the planetary flybys, the Solar Electric Propulsion System (SEPS)
operations, and the use of the chemical thruster. During the SEPS firing periods no
instrument operations are foreseen.

As the Mio spacecraft is protected by a Sun shield during the cruise phase, none
of the instruments hosted on Mio are in their final scientific configuration because
either the instruments are not deployed yet or their field of view is obstructed by the
sunshield. However, the MPO spacecraft does not need Sun shielding.

During nominal cruise operations, one communication pass is scheduled per week,
which limits the available data volume for instrument operations. During check-out
periods or planetary flybys, the number of antenna passes is increased depending on
operational needs. Often, the science campaigns are fostered during these periods,
e.g., for planetary swing-by operations. The main influence on the available data
volume is, however, the data rate, which is proportional to BepiColombo’s distance
from the Earth. At a distance closer than 0.54 AU (one AU is the average distance
from Earth to the Sun) the maximum data rate is achieved, reducing to a data rate 50
times lower at distances larger than 1.6 AU (Montagnon et al. 2021).

8.3 Cruise Science with BepiColombo During Venus Flybys
and Other Opportunities

After BepiColombo’s successful launch, both spacecraft (MPO and Mio) are now
traveling packed in a composite with the propulsion element (Mercury Composite
Spacecraft, also called MCS, see Fig. 8.2). The MCS configuration, due to the Sun
shielding, will allow cruise science operations of the Mio instruments only partially
and only for those sensors that will be on the low edge of the shield. Onboard the
Mio spacecraft, four instruments will be operative: MPPE (partly, not all sensors),
MGF, PWI, and MDM. On the MPO spacecraft eight instruments will be able to
operate but unfortunately not those pointing in the direction of the planet, since their
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view is blocked by the transfer module. The instruments that can operate during the
cruise phase are: BERM, ISA, MERTIS, MGNS, MORE, MPO-MAG, PHEBUS,
SERENA-MIPA and SERENA-PICAM, SIXS. In addition, there are three “selfie”
cameras mounted on the transfer module (Mcam 1,2,3), initially used for monitoring
the correct deployment of the solar arrays and the antennas. These can also be used
to image a planet during its flyby.

The science investigations during the seven-year-long cruise will be executed by
several working groups: Venus Flyby Working Group; Earth Flyby Working Group;
Mercury Flyby Working Group; Ground Based Observations Working Group; and
the Young Scientist Study Group (Mantagnon et al. 2021), led by representatives
from the wider BepiColombo science community.

8.3.1 Science Objectives During Cruise

BepiColombo was launched at the end of a solar cycle, and at Mercury arrival in
December 2025, the new solar cycle is expected to be at its peak (Nandy 2021).
The cruise phase will thus cover half of a solar cycle, with the chance to study
interplanetary processes in this time period.

Coronal mass ejections (CME), solar flares (SF), corotating interaction regions
(CIRs), and solar energetic particles (SEPs) change the ions and electrons originating
from the Sun and are accelerated (from tens of keV up to 100 s of MeV).They are
thus carrying information about the composition of the Sun.

Most measurements of the solar wind and corresponding events originate from
observations obtained by Earth-orbiting satellites. Especially in the inner solar
system, only a small number of measurements is currently available. Due to the lack
of observations, the properties and the evolution of large-scale interplanetary struc-
tures needs further study to understand the phenomena themselves, their evolution
throughout the heliosphere, and their changes over a solar cycle.

In fact, even limited instrument operations could contribute to a wide range of
solar corona and solar wind-related studies. Observations by single spacecraft are
not always suited to analyzing the time-varying solar wind and related events as
observations provide only single instance observations. Multi-spacecraft observa-
tions provide a great opportunity to overcome these shortcomings. Coordinated
science observations together with other spacecraft in Earth orbit and in the inner
solar system, e.g., Akatsuki (JAXA), Parker Solar Probe (NASA), Solar Orbiter
(ESA/NASA) and at a later stage JUICE (ESA) can provide new measurements
and/or additional vantage points. The advantage of having several measurement loca-
tions in the inner solar system lies in the several geometrically interesting observation
opportunities to analyze solar wind as well as transient events. An important geom-
etry constellation is when both spacecraft are aligned on the same magnetic field line.
This constellation allows the study of solar wind dynamic behavior. Other geome-
tries are also favorable, for example, to study solar energetic events (CME, flares)
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passing through the solar system. As the observational data are of a statistical nature,
the data analysis needs to be supported by solar wind models.

Other studies during the cruise phase will encompass the analysis of cometary
composition and detection of dust particles of different origins. It is also possible
to monitor the local radiation background due to bombardment by energetic parti-
cles of galactic cosmic rays as well as the detection and localization of gamma
ray burst (GRB). The superior solar conjunctions of BepiColombo can be used for
measurements to test general relativity.

As part of the cruise phase, BepiColombo will flyby Earth, Venus twice and
Mercury six times. Measurements of the plasma composition, ion flux and density,
and magnetic fields in the vicinity of planets will be possible. For more details see
Mantagnon et al. (2021).

The Earth flyby took place on 10 April 2020 with the closest approach (CA) at
04.25 UTC (Coordinated Universal Time) at a distance of 12,700 km. When the
spacecraft approached the Earth, it passed the bow-shock, a boundary at which the
speed of the solar wind abruptly decreases as a result of its approach to the planet’s
magnesphere. The CA as well as the exit from the magnetosphere and the ionosphere
took place on the night side. All in-situ instruments were operational during the flyby
and able to identify the plasma boundary, the ionosphere, and radiation belt cross-
ings. Investigations include the cross-calibration between Mio and MPO instruments
as well as with instrumentation from other spacecraft around Earth. The MERTIS
spectrometer onboard MPO obtained first spectra from the Moon, which allowed a
first in-flight calibration of the instrument.

In addition, two Venus flybys (see below) and six Mercury flybys are needed before
the spacecraft can be placed into a polar orbit around Mercury. The six Mercury flybys
will take place from late 2021 to early 2025, with various geometries that offer a
variety of science investigations to be performed by instruments onboard the MPO
and Mio spacecraft. The CA distances of the first four flybys will be on the order of
200 km from the surface, the fifth flyby CA is planned at 40,000 km, and the last
flyby at 400 km. The flyby geometries will probe various parts of the exosphere and
magnetosphere of Mercury, a critical aspect for improving the understanding of the
dynamics of Mercury’s environment.

8.3.2 Science During Venus Flybys

BepiColombo’s first Venus flyby was an opportunity to use instruments for scientific
purposes in a planetary environment. This flyby took place on October 15th, 2020,
almost two years after launch, at 03:58:31 UTC (CA).

The image below (Fig. 8.7) shows the flyby trajectories of BepiColombo using
Venus solar orbital (VSO) coordinates at Venus on October 15,2020 (Bepi I, red) and
August 10, 2021 (Bepi II, blue). Numbers plotted along the orbits give the expected
universal time. Green and cyan profiles show average positions of bow-shock and
ion composition boundary respectively.
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Fig. 8.7 Venus flybys trajectories in XY plan, VSO system (courtesy of Markus Fraenz, MPI,
Goettingen, Germany). Units are in Venusian Radii

As Fig. 8.7 shows, BepiColombo approached the planet from the dayside and—
given the retrograde rotation of Venus—it had the CA on the evening side, almost
at the time of crossing the bow-shock. Minimum distance from the center of the
planet was about 16,800 km (that is, an altitude of about 10,750 km above the planet
surface). Distance from the Earth was about 1.16 AU and from the Sun 0.71 AU.
Hence, the flyby occurred at an altitude of about 2 Venus radii. The spacecraft crossed
the bow-shock near the CA time and in the following the ionopause at <10 radii and
stayed in the ionotail for several hours. Exit from the bow-shock occurred even later
(Fig. 8.8).

The first Venus flyby configuration is optimal for both atmospheric and iono-
spheric/magnetospheric investigations of the Venus close environment. As far as

15 Oct. 2020

lonotail
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Fig. 8.8 Boundary crossings at Venus by the BepiColombo spacecraft during the first flyby
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planetary investigations of Venus are concerned, some instruments were acquiring
data only in the hours around the flyby (the magnetometer and other sensors onboard
MMO, PHEBUS, SERENA-MIPA and -PICAM, MERTIS, SIXS), while others like
MAG, ISA, MGNS, BERM and MORE are operating almost continuously during
the cruise. The scientific outputs of these observations are currently being analyzed
and first results are already published in relevant journals (e.g. Volwerk et al. 2021).

The second flyby at Venus took place about 10 months after the first on 10 August
2021. The much lower altitude above the surface (552 km, see Fig. 8.7) allowed
a different range of investigations. Another feature that mainly differs the second
flyby from the first is that Venus was approached from the nightside, even if still
approaching the planet from the evening terminator.

Given the BepiColombo instrumentation that can operate during cruise and
considering attitude and field of view limitations due to the stacked configuration of
BepiColombo during the cruise (Fig. 8.1), the topics of investigation at Venus are
the following:

Atmosphere. In the 2020 and 2021 close encounter periods, and in selected periods
where BepiColombo is between 0.3 and 0.8 AU from Venus, Venus’s atmosphere
was observed by MERTIS (the 7-14 pm infrared spectrometer and 7-40 pm
radiometer) and PHEBUS (the 4-channel ultra violet (UV) spectrometer). In October
2020 MERTIS observed Venus’ dayside near-continuously over the 55-h period
leading up to closest approach. MERTIS sensed Venus’ middle atmosphere and
cloud layers, providing temperature profiles and detecting CO,, SO,, H,SO4 cloud
aerosol properties. MERTIS observations will contribute to studies of Venus’ radia-
tive balance, atmospheric structure, cloud level chemical processes, and the impact
of global-scale atmospheric waves on Venus’ weather patterns. At closest approach
on 15 October 2020 the PHEBUS spectrometer was used to complete nightside atmo-
sphere stellar occultations in the F(ar)UV channel (145-315 nm), providing density
profiles of bulk and trace gas species, and detecting NO emission on Venus’ nightside.
These data are useful for studies of the atmospheric structure between 80 and 200 km
altitude, and the zonal transport processes in the thermosphere (at about 110 km).
The MGNS neutron and gamma spectrometers also contributes to the investigation
of Venus’ atmospheric chemistry and dynamics by detecting elemental composition
in terms of C, O, N and H,0O. The BepiColombo-enabled Venus atmosphere inves-
tigations were further supported by complementary observations completed by the
Japanese Akatsuki spacecraft presently orbiting around Venus, and other Earth-based
telescopes, expanding the scope of studing Venus’ climate.

lonosphere—Induced magnetosphere. Venus has no intrinsic dipole magnetic field
and thus the solar wind plasma can easily approach the planet and interact directly
with its upper atmosphere, leading to the formation of ion plasma boundaries and
an induced magnetosphere. The ionopause is created by direct interaction with the
EUV flow from the Sun.

During the BepiColombo passage, the investigation of the extended region from
the outer unperturbed solar wind, through the bow-shock, the magneto-sheath, iono-
sphere and magnetotail, was performed by several instruments onboard. First of all,
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the two magnetometers (MAG and MGF) who provided magnetic field measure-
ments throughout the whole period. Then, a wide set of ion, electron and plasma
sensors at different energy ranges of the particle instruments suites, SERENA, PWI,
and MPPE, extended these measurements. Their joint measurements are funda-
mental to detect the position of the different plasma boundaries and composition
of the different layers of the complex ionized environment. Moreover, detection of
draped dayside magnetic fields, low-frequency wave activity in the ion composition
boundary, flux ropes and tail lobe polarity were all interesting goals of these measure-
ments. In addition, measurements of energetic neutral atoms as derived from solar
wind ion sputtering over the exobase, electron shielding effects and detection of
atmospheric pick-up ions could help to relate the ionized and neutral components
of the Venus environment, hence the induced magnetosphere with the atmosphere
themselves. First results of these combined measurements are published by Persson
et al. (2022).

8.4 Summary and Conclusions

BepiColombo is set to build on the achievements of previous spacecraft missions
(Mariner 10, MESSENGER) to provide the best understanding of the solar system’s
innermost planet to date. Investigations of these missions raised many questions that
scientists did not even consider when designing these missions, which are now left
open for BepiColombo to answer. Not only will a new mission provide complemen-
tary observations (separated by more than a decade) that will allow any changes to
be compared and constrained, but it will also make many new observations.

One obvious difference from previous missions is that BepiColombo comprises
two spacecraft in different orbits, affording new science possibilities. In partic-
ular, dual observations are key to understanding solar-wind-driven magnetospheric
processes, and this will allow unprecedented observations of the planet’s magnetic
field and the interaction of the solar wind with the planet at two different locations
at the same time.

Because MPO’s orbit is not highly elliptical, and the instruments will be mainly
pointing directly towards Mercury, errors in height measurements of the surface
topography will be reduced. This will allow, for example, improvement of gravity and
topography models, and also give a higher-resolution coverage of surface features.

In addition, during its seven-year-long cruise, BepiColombo can perform science
investigations at Earth, Venus, and Mercury during its flybys, heliophysics studies of
the solar wind, and the test of general relativity during solar superior conjunctions.
Especially the two flybys at Venus will give scientists some opportunities to study
the atmosphere and ionosphere of the other planet between the Earth and the Sun in
more detail.
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Chapter 9 ®
Analysis of Smart Dust-Based Frozen e
Orbits Around Mercury

Generoso Aliasi, Lorenzo Niccolai, Alessandro A. Quarta,
and Giovanni Mengali

Abstract According to the classical two-body Keplerian model, the orbital parame-
ters of a spacecraft are constant during a mission. However, real-life spacecraft motion
is different from a classical Keplerian model due to the presence of perturbing forces,
whose effects are usually undesirable, especially for observation and communica-
tion spacecraft that require accurate pointing capabilities. Therefore, active control
systems are usually required to maintain the working orbit. However, an alterna-
tive strategy consists of suitably selecting the initial orbital elements to generate a
“frozen orbit”, which on average maintains some of the design orbital elements. The
utilization of spacecraft with large area-to-mass ratio could extend the flexibility on
the initial choice of orbital parameters. In this context, a novel option is represented
by smart dusts (SDs), which are femto-satellites with large area-to-mass ratio (or
millimeter-scale solar sails). In this chapter, a double-averaging technique is used to
determine planetocentric frozen orbits maintained by SDs. In particular, a numerical
analysis of frozen orbits is discussed, with a special application focused on orbits
around Mercury, which are fit for an SD-based scenario due to their closeness to the
Sun and the absence of atmospheric drag.

9.1 Introduction

The Keplerian model of gravitation confines the motion of a spacecraft relative
to a primary body to a conical trajectory, whose plane is fixed with respect to an
inertial reference frame. The actual spacecraft motion is, however, different from a
classical Keplerian model, due to the presence of perturbing forces, such as those
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induced by the inhomogeneity of the gravitational field of the primary body, the
atmospheric drag, or the force exerted by other celestial bodies (Capderou 2005).
The effects of these perturbing forces are usually undesirable, especially for obser-
vation and communication spacecraft that require accurate pointing capabilities.
Traditionally, the most commonly used strategy to overcome this issue is the use
of sophisticated systems on board dedicated to active orbit control. Possible alterna-
tives are obtained either by suitably selecting the initial orbital elements to generate
a “frozen orbit”, which on average maintains some of the initial orbital elements, or
by exploiting the perturbations to generate a desirable variation of a specific orbital
element. Typical examples of such applications are the classical Molniya orbits or
the Sun-synchronous orbits, designed by considering the effects of the primary body
oblateness (Chobotov 2002).

The existence of frozen orbits around different bodies in the solar system has been
studied by several authors, who have addressed the problem by considering different
perturbative effects, apart from the primary’s oblateness. For example, Coffey et al.
(1994) studied frozen orbits with a mathematical model including zonal perturba-
tions up to the ninth zonal harmonic using a Lie transformation to average the system
Hamiltonian. Within the same gravitational model, Lara et al. (1995) used a numer-
ical continuation method of periodic orbits to find new families of frozen orbits.
Park and Junkins (1995) proposed lunar mapping by means of selenocentric frozen
orbits, which were obtained by neglecting the moon’s oblateness, but accounting for
the Sun’s and Earth’s gravitational perturbations. The effects of the J, coefficient
combined with the perturbation of a third body on a circular orbit were studied by
Scheeres et al. (2001), using both analytical averaging and numerical techniques, for
a spacecraft orbiting around the Galilean moon Europa. Later, Paskowitz and Scheers
(2006) included the effect of the third zonal harmonic, and Lara and Russel (2008)
used a high-fidelity geopotential both to search for geocentric frozen orbits and to
investigate their orbital stability. Abad et al. (2009) and San-Juan et al. (2009) showed
that families of frozen orbits exist for a lunar orbiter when the gravitational force of
the Earth and the zonal perturbations of the moon up to the seventh zonal harmonic
are considered. Using a power series expansion of the Hamiltonian function, Lara
etal. (2010) studied frozen orbits around Mercury in the elliptic restricted three-body
problem, including both the J, and J; terms in the gravity field of Mercury. Delsate
et al. (2010) developed a simple analytical theory based on an averaging method of
the Hamiltonian to find frozen orbits around an oblate primary body, including the
effect of a third body on an elliptic orbit around the primary. Scheeres (2012) inves-
tigated the existence of frozen orbits around small celestial bodies, as comets and
asteroids. More recently, Masoud et al. (2018) studied families of geocentric frozen
orbits considering the Earth’s oblateness and the perturbation due to solar radiation
pressure but neglecting the problem of orbital stability. In this context, Alessi et al.
(2019) proposed a phase-space description of the spacecraft dynamics perturbed by
planetary oblateness and solar radiation pressure, while Circi et al. (2019) proposed
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to exploit frozen orbits for mapping an irregularly shaped asteroid surface. Finally,
Colombo (2020) used models with either single- or double-averaged potential to
identify highly elliptical geocentric orbits, which could be exploited as graveyard
orbits for satellites after the end of their operational life.

All of the above works involve the effect of natural perturbations on the spacecraft
motion. Typically, the results obtained show the existence of a number (or a family)
of frozen orbits whose classical elements are constrained within a small set of values.
A possible way to extend the admissible solutions is by means of a continuous thrust
system, which allows an increased set of achievable values of orbital elements for
frozen or Sun-synchronous orbits (Anderson and Macdonald 2013; Macdonald et al.
2010). In this context, Russell (2012) published a comprehensive survey of spacecraft
dynamics in a strongly perturbed environment, also accounting for the possibility of
providing a propulsive acceleration. The continuous thrust required for maintaining
such orbits could be provided by a solar sail, which exploits the solar radiation
pressure to generate a propulsive acceleration without consuming any propellant
(MclInnes 1999). In that case, the solar radiation pressure is no longer a perturbation
that has to be counteracted, but is instead used as a source of propulsive acceleration.

A number of papers exist in which a solar sail is used to design a mission on
the basis of a continuous natural thrust, including Sun-synchronous polar orbits
(Leipold and Wagner 1996), orbits around Sun-Earth Lagrangian points (Farrés and
Jorba 2008; Niccolai et al. 2020; Sood and Howell 2019), and non-Keplerian orbits
(Gong and Li 2014; Quarta et al. 2019a, 2020). In this context, Gong et al. (2012)
proposed the generation of geocentric Sun-synchronous orbits by means of a solar
sail, accounting for Earth’s oblateness and atmospheric drag, but not for perturba-
tions induced by a third body. Recently, Tresaco et al. (2016, 2018) investigated the
possibility of generating frozen orbits for planetary observations by means of a solar
sail-based spacecraft. In particular, their approach showed that the application of a
Hamiltonian averaging method could be extended to a situation in which the solar
radiation pressure is included in the mathematical model. However, their analysis
was confined to conventional solar sails and, most importantly, the orbital stability
problem has not been addressed (Tresaco et al. 2016), or only checked through
specific numerical simulations (Tresaco et al. 2018). Finally, Khattab et al. (2020)
extended the analysis of solar sail-based frozen orbits to selenocentric scenarios
by means of a double-averaging technique, but they did not investigate the orbital
stability.

A novel concept in terms of photonic propulsion is represented by smart dusts
(SDs), which are femto-satellites (or millimeter-scale solar sails) with a large area-
to-mass ratio and, as such, are extremely sensitive to pressure forces. Actually, a
SD may exploit the solar radiation pressure to suitably modify its orbital parameters,
similarly to the way a solar sail is able to. In its typical configuration, a SD is equipped
with solar cells, a payload (sensor), a processor, and a communication system, all
being composed of miniaturized components and integrated on a common substrate
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Fig. 9.1 Basic scheme of a SpaceChip, a precursor of Smart Dust concept. Adapted from Barnhart
et al. (2007) and Niccolai et al. (2019)

(see Fig. 9.1). The peculiar characteristics of SDs allow innovative mission scenarios
to be envisaged (Liicking et al. 2012; Mengali et al. 2018; Quarta et al. 2019Db, ¢). In
particular, a distributed-payload mission, in which a constellation of SDs released by
a mother spacecraft cover one or more frozen orbits, could be successfully used for
planetary observation and mapping, as suggested by Colombo and Mclnnes (2012).

A SD manufactured with a special design may also be able to passively maintain
a Sun-facing attitude (Atchison and Peck 2010), thus providing a propulsive accel-
eration always aligned along the Sun—spacecraft direction. A comprehensive review
of the SD concept and its possible applications is beyond the scopes of this chapter,
but the interested reader may refer to the recent review of Niccolai et al. (2019).

The mathematical model discussed in this chapter uses the “doubly-averaging
technique” proposed by Delsate et al. (2010) to investigate the possibility of main-
taining planetocentric frozen orbits with a SD device, thus extending existing results
(Carbone et al. 2020; Khattab et al. 2020; Tresaco et al. 2016, 2018) to the SD
case and including the stability analysis of such a frozen orbit. The capability of
SDs to self-stabilize a Sun-facing attitude and the possibility of performing a scien-
tific observation with a distributed payload make these satellites perfectly fit for
planetocentric observation missions that exploit frozen orbits. It is shown how the
assumption that the SD passively maintains a Sun-facing attitude permits the use
of the averaging technique developed by Tremaine et al. (2009). Then, a numer-
ical analysis of the frozen orbits is presented with an application to the orbits around
Mercury to emphasize the effects of the solar radiation pressure and to verify whether
this concept is well suited for a SD-based planetary observation mission. Indeed, a
mission around Mercury seems appropriate for an SD-based scenario, because the
atmospheric drag (to which SDs are very sensitive) is absent and the short Sun—
spacecraft distance makes solar radiation pressure more effective. The stability of
the families of frozen orbits obtained is analytically checked. Finally, some numer-
ical simulations of orbits around Mercury are presented, and the limitations of the
theoretical results are discussed.
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9.2 Mathematical Preliminaries

Consider a SD orbiting around a non-spherical planet with gravitational parameter
up, as sketched in Fig. 9.2. The SD motion is perturbed by the gravitational effects
of the Sun and by the thrust induced by the solar radiation pressure. Assume that
the SD is always in a Sun-facing configuration, that is, the outer normal to the SD
surface is parallel to the Sun—SD vector. Note that this configuration can be achieved
in a passive way by suitable SD design (Atchison and Peck 2010). The motion of the
SD is therefore described by the Hamiltonian function

1
H= 5v2 —¢p — s — ¢r (9.1)

where v is the SD inertial velocity with respect to the planet, whereas ¢p, ¢g, and
¢ represent the potentials induced by the planet’s gravity, the Sun’s gravity, and the
propulsive acceleration, respectively.

The potential of the planet is usually written using an expansion in terms of
associated Legendre functions Py, (sind) and spherical harmonic coefficients Cj,
and §;,, as (Beutler 2005):

oo 1
= ke 3y ( > Py (sin 8)[Cpn cOS(mA) + Sy sin(m)] 9.2)
,
1=0 m=0
where R p is the equatorial radius of the planet, whereas {r, A, §} are the planetocentric
coordinates of the SD.
The other two potentials can be written as (Aliasi et al. 2011; Beutler 2005):
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Fig. 9.2 Geometrical model of the system used for numerical integrations
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where r and r g are the position vectors of SD and Sun with respect to the planet, g
is the Sun’s gravitational parameter, and B is the SD lightness number. In particular,
the latter is a parameter that characterizes the performance of a classical solar sail
(Mclnnes 1999), given by

B £ 2nPy(A/m)

where 7 is the sail surface reflection coefficient, Pg = 4.56 x 107 Pa is the solar
radiation pressure at 1au from the Sun, and (A/m) is the spacecraft area-to-mass ratio.
The definition of the lightness number can be easily extended to a SD. In this case, it is
the ratio of the SD propulsive acceleration to the Sun’s local gravitational acceleration
and, accordingly, it is a constant parameter as long as no reflectivity control devices
are used (Niccolai et al. 2019). Because the SD propulsive acceleration is small when
compared to the gravitational acceleration from the Sun, the value of the lightness
number is assumed to be (considerably) less than one.

Taking into account the approach described in previous works (Farago and Laskar
2010; Tremaine et al. 2009; Tresaco et al. 2016), the potential functions in Egs. (9.2)
and (9.3) may be conveniently approximated to get a simplified form of the Hamil-
tonian function. In particular, the planet’s gravitational potential ¢p is expanded up
to the Cyy = —J, term to obtain

2
o, = 1P _ g HrRp [3(r cip) - r2] (9.4)

which corresponds to the potential of an ellipsoidal planet, where 7 p is the unit vector
parallel to the spin axis of the planet in the direction of its north pole. A classical
expansion in Legendre polynomials of ||# — rg||~! is used for the Sun and the solar
radiation pressure potentials. Because r < rg, , the expansion can be limited to the
second order Legendre polynomial (Beutler 2005). With such an assumption, the
sum of the two potentials {®g, 7} becomes

1

1
q>s+q>T=(1—,3)Ms{—+ 3
rs = 2rg

[3¢r-rs)* —(r rs)z]} — ﬁ%(r rs) (9.5)
S

Resorting to the averaging relations introduced by Kozai (1959) and Boué and
Laskar (2000), itis first necessary to average the simplified Hamiltonian function over
the apparent motion of the Sun around the planet (with eccentricity e p and semi-major
axis ap), using the planet’s mean anomaly as the independent variable. An average
over the SD orbit is then made, assuming constant eccentricity and semi-major axis
along a single orbit. Note that the averaging technique requires that the non-Keplerian
forces acting on the SD must be regarded as perturbations, that is, several orders of
magnitude less than the (Keplerian) gravitational force. This assumption will later be
seen to have important consequences and will be better explained when the obtained
orbits are analyzed using numerical simulation techniques.
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By virtue of the orbit averaging, the semi-major axis is a constant of motion.
It is therefore possible to obtain an averaged non-dimensional Hamiltonian H,, by
dividing the averaged Hamiltonian by a factor upJ,R% /a, viz.

a>  1-3(h-ip)’ 3

A 2
Hav__zjzR% 4(1_62)3/2 +§V(1—ﬂ)[5(e-ns) +

82 (1 — o2 )"
— (1= ) (A hs)’ —2e*+3 - % 9.6)

where e is the eccentricity vector, 71 is the unit vector normal to the osculating orbit,
and g is the unit vector normal to the plane of the apparent motion of the Sun. In
Eq. (9.6), the coefficient y is defined as (Delsate et al. 2010)

MSCZS

y = 73 9.7)
/_,Lpa%(l —6%) / JzR%,

Because the semi-major axis is constant, and under the assumption that ig = fip
(i.e., neglecting the orbital inclination of the planet), a set of dimensionless canonical
Delaunay variables {w, £2, G, K} is now introduced.

In particular, the variables @ and 2 are the argument of the pericenter and the
longitude of the ascending node of the SD osculating orbit, respectively, while G =
A/1 —e? and K = G cosi are the dimensionless conjugate momenta, where i is the
inclination of the orbit with respect to 7 p. Accordingly, the Hamiltonian function in
Eq. (9.6) becomes

+ §y(l -p|5(1- G2)(1 - K—2> sinw — K? +2G?
8 G2

sa3(1-¢)"] &
3a? 2,R%

- 1 3K?
H= — - "—
4G3 4G5

3
+2va —ﬂ)[l - 9:8)

which is consistent with the results of Delsate et al. (2010) [see Eq. (9.13) of the
referenced manuscript] when the lightness number is zero (i.e., without propulsive
acceleration), being different only by some constraints. The latter are uninfluential
because the equations of motion, obtained from the Hamiltonian in Eq. (9.8), are
invariant under the addition of a constant term to the function. That means that when
the lightness number is zero, all of the results by Delsate et al. (2010) are recovered.
Itis explicitly stated that in the following 0 < K < G < 1 and all of the (uninfluential)
constants will be set to zero.
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9.3 Frozen Orbit Conditions

In general, due to perturbations, the altitude of a spacecraft relative to its given
subsatellite point on the planet varies with time, from one orbit to the succeeding one.
When the orbit is chosen such that its altitude (apart from short-period oscillations)
only depends on the latitude of the subsatellite point, without any variation with time,
that orbit is said to be frozen (Capderou 2005). Such an orbit has constant a, e, i and
 on average or, equivalently, constant a, ®, G and K.

Since the equations of variation of the SD orbital parameters are derived from
the Hamiltonian in Eq. (9.8), terms a and K are constants of motion because the
Hamiltonian function is independent of the mean anomaly and the longitude of
ascending node. The remaining parameters  and G are constants of motion if their
combination is an equilibrium point of the Hamiltonian function. Therefore, possible
frozen orbits are found as the equilibrium points of the Hamiltonian function in
Eq. (9.8). Taking the first derivatives of the averaged Hamiltonian with respect to w
and G, the frozen orbits are found as the solutions of the equations

el 2
E:Zy(]—Gz)<l—%>(1—ﬂ)sinwcosa)=0 (9.9)

ow

O _ 3 (K2 N30 alsine( K 6) 426] —0 .10
g _ 2 (2 . — sin e = :
0G ~ 4G*\ G2 47 “\o

Note that the conditions expressed by Eqs. (9.9) and (9.10) correspond to imposing
that the time derivatives of w and G are equal to zero.

The orbital stability depends on the sign definiteness of the Hessian matrix asso-
ciated to the Hamiltonian function, as stated by the Lagrange-Dirichlet criterion
(Bloch 2005). In particular, the frozen orbit stability is related to the following second
derivatives

?H 15 K? .
W:Zy(l—Gz)(l—,B)<1—a)(cosza)—smza)) (9.11)
°H 3 15K2 3 .5 3K?
?H 15 , K?
e :?y(l—ﬂ)sma)cosa) E—G (9.13)

Equation (9.9) is the same as that found by Delsate et al. (2010), and its solutions
are G = 1 (ore = 0), sinwcosw = 0 (or o = {0,+7,7}) and K = G (or
i = {0,m}). In the following, the solutions of the remaining Eq. (9.10) will be
studied, along with its stability properties, for the cases G = 1 and sin w cos w = 0.
The results of the analysis will be converted in terms of classical orbital parameters
considering Mercury as the primary body and using the physical data of Table 9.1.
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Table 9.1 Physical data of Parameter Value Units | Ref

Mercury
s/ MMercury | 6.0236 x 106 Luzum et al. (2011)
RMercury 2439.7 km Archinal et al. (2011)
JaMercury 6 x 1073 Anderson et al. (1987)
eMercury 0.20563593 JPL
AMercury 0.38709927 au JPL

9.3.1 Case e = 0: Circular Orbits

When G = 1, or e = 0, the argument of pericenter w is not defined, and so Eq. (9.10)
cannot be used. In this case, by means of the transformation

x=+/2(1=G)cosw, X =+/2(1 — G)sinw 9.14)

it is possible to eliminate such an indetermination, so that the Hamiltonian function
in Eq. (9.8) becomes

2
x?_ 2
N L 5X2 (x4 X?
+iya-pla (-,

H = - =
4(1 _ x2+X2> 8 2 2
2
K2 X2+ x2\°
S [ [ — —K2+2(1——> (9.15)
(1 _ X2+X2> 2
2

The Hamiltonian in Eq. (9.15) has an equilibrium point for x = 0 and X = 0
(that is, for G = 1 or e = 0), independent of the value of K. Hence, circular orbits
are always frozen for all inclinations. However, by means of the Lagrange-Dirichlet
criterion, it can be shown that they are stable only when

1-2y(1 - 143y -
cos2i<ﬂor coszi>M (9.16)

5 5[14+y(1-p)]

In this context, Fig. 9.3 shows the stability regions in terms of orbital parameters
obtained from Eq. (9.16) for different values of the lightness number in a Mercury-
based mission scenario. The gray regions in Fig. 9.3 represent the pairs (altitude—
inclination) for which the orbit is stable when the lightness number is zero. Note
that the presence of the solar radiation pressure induces a stretching of the stability
regions, thus giving the possibility of obtaining stable frozen orbits around Mercury
at higher altitudes for a given orbital inclination.
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Fig. 9.3 Stable circular frozen orbits for Mercury as a function of the inclination i and the altitude /

932 Casew=00row=m

Keeping in mind that K = G cos i, the condition to satisfy Eq. (9.10) with w = 0 or
w=mis
2. 1=2y(1- )G’

= 9.17
cos? i : (9.17)

Note that, being G > 0 and 8 < 1, the condition given by Eq. (9.17) can be
conservatively approximated by cos?>i < 1/5. Consequently, whenw = O orw = 7,
frozen orbits exist only when 63.435° < i < 116.565°.

Substituting Eq. (9.17) with the condition sin w = 0 into Egs. (9.11), (9.12) and
(9.13), the following stability condition is recovered:
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(9.18)

Indeed, the derivative in Eq. (9.13) is trivially zero and the derivative in Eq. (9.11)
is always positive, then for orbit stability the derivative in Eq. (9.12) is required to be
positive too. From Eqgs. (9.17) and (9.18), a further limitation of the orbital inclination
is obtained, whereby it is found that the frozen orbits are stable when cos?i < 1/7,
corresponding to 67.792° < i < 112.208°.

Figure 9.4 gives the possible frozen orbits for Mercury with w = QO orw = 7
when the eccentricity is 0.1 or 0.3. Each curve corresponds to a fixed value of the
sail lightness number and gives all the frozen orbits obtainable with that fixed value
of the lightness number when o is either 0 or . Note that unstable orbits are also
represented according to Eq. (9.18). The SD propulsive acceleration permits the
natural frozen orbits (8 = 0) to be displaced, thus giving more freedom in choosing
the altitude of pericenter when the remaining orbital parameters are fixed.
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Fig. 9.4 Elliptical frozen orbits for Mercury as a function of the inclination i and the pericenter
altitude /1, with eccentricity 0.1 and 0.3
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9.3.3 Case w = xm/2

In this case, Eq. (9.10) gives

2. 143y —B)G’

= .1
cos’ i ST (= p57] (9.19)

It can be shown that, for realistic values of the lightness number (less than 1), the
quantity cos? i is an increasing function of y as long as G > /1/3 or, equivalently,
ife < /2/3 ~ 0.8165.

Assuming the eccentricity to be less than 0.8165, the limitation 1/5 < cos?i <
(3G? /5) is found. Therefore, in this case, frozen orbits existonly when i < 63.435 ° or i
>116.565 °. Asfaras stability is concerned, the derivative in Eq. (9.13) is again trivially
zero and the derivative in Eq. (9.11) is always negative for cos?i < (3G?/5) < 3/5.
Therefore, the derivative in Eq. (9.12) is required to be negative.

It can be shown that this is verified if

2421y(1 =BG’ —15y(1 — B)G>cos?i > 0 (9.20)

which is always met when cos? i < (3G?/5). If the eccentricity is greater than 0.8165,
afrozen orbit exists only if cos? i < 1/5, orequivalently, when 63.435°<i<116.565°
and the stability condition givenby Eq. (9.20) has tobe checked on acase-by-case basis.
In this context, Fig. 9.4 shows the frozen orbits when w = £ /2 and the eccentricity
is 0.1 or 0.3 as a function of the lightness number. Again, the natural frozen orbits are
displaced towards higher pericenter altitude for a fixed value of the inclination.

9.4 Frozen Orbit Period

The Hamiltonian in Eq. (9.8), considered as a function of the two variables w and
G, can be approximated in the neighborhood of an equilibrium point using a Taylor
expansion up to the second order, viz.

— 1 9*H 2 H 2
H=Heq+ 35— (w—weq)" + = ——=| (G—Ge) (9.21)

€q €q

where the subscript “eq” denotes a value calculated at the equilibrium point, that is,
along a frozen orbit. Note that in Eq. (9.21) the first derivatives with respect to G
and o and the mixed second derivatives are omitted. In fact, they are zero for the
problem at hand since Egs. (9.9),(9.10), (9.11), (9.12) and (9.13) hold.

When a stable frozen orbit is considered, Eq. (9.21) is the Hamiltonian of a
harmonic oscillator with a (dimensionless) period t given by
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21
T=———— (9.22)
92H | 9°H
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A similar expression involving the second derivatives with respect to x and X is
obtained when the Hamiltonian of Eq. (9.15) is expanded in the circular case. The
corresponding dimensional period can be written as

Td7/2

- (9.23)
LR% . /ip

recalling that the averaged Hamiltonian is made non-dimensional using  p J, R% /a?.
Note that Eq. (9.23) represents the period of oscillation of a point around an

equilibrium of the Hamiltonian in the (w — G) plane or, equivalently, the period of

oscillation of the eccentricity vector of a frozen orbit.

9.5 Numerical Validation

The analytical results obtained by means of the averaging technique described in the
previous sections are based on the assumption that non-Keplerian forces acting on
the SD can be considered as perturbations with respect to the gravitational force of
the planet. In other words, the instantaneous effect of non-Keplerian forces can be
neglected, and the mean motion of the spacecraft is well approximated by considering
the average effect over an orbit and over the apparent motion of the Sun.

Numerical simulations of the behavior of the frozen orbits are used to investigate
when the analytical model is adequate. In the following, the non-averaged equations
of motion of the SD are integrated with the aim of understanding the limitations of
the obtained results.

In this context, numerical simulations are performed with reference to the model of
the system illustrated in Fig. 9.2. This simplified model takes into account the accel-
erations due to the gravitational force of the planet (including the J, term) and the Sun
(whose apparent motion is assumed to be elliptical and to lie in the equatorial plane
of the planet) and the acceleration ar provided by the solar radiation pressure acting
on the SD surface. Mercury is used as the reference planet in the simulations, so that
anon-negligible effect of the planet eccentricity is also included; see Table 9.1. Note
that the simplified model neglects the shadowing effect of the planet, the effect of the
obliquity angle of the planetary orbit plane with respect to the equatorial plane, and
the effect of all the terms of Eq. (9.2) apart {Cyg, Cao}.

The Gauss form of the equations of motion in terms of modified equinoctial
elements (Hintz 2008; Walker et al. 1985; Walker 1986) has been integrated, using
a variable-order Adams—Bashforth—-Moulton PECE solver with absolute and rela-
tive tolerances of 10~'3 and 10~°, respectively. The initial state of the spacecraft,
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Table 9.2 Initial orbital parameters for numerical simulations

agp (km) ) ip® wp® B T (years)
6439.86 0.5 90 0 0 29.58
6465.93 0.5 90 0 0.02 30.00
6479.21 0.5 90 0 0.03 30.21

given in terms of modified equinoctial elements of the osculating orbit, is obtained
starting from the Keplerian orbital elements for a SD on a frozen orbit. Four of those
orbital elements (ay, eo, ip, @) are calculated using the analytical model discussed
previously. The true anomaly vy and the ascending node €2 can be freely chosen,
as well as the initial mean anomaly of the Sun Mj,. Indeed, they are not defined
by the analytical model as they disappear during the averaging process. When not
differently stated, they are all set equal to zero, without loss of generality. Note that
the frame with respect to which the orbits are described is the planet equatorial frame,
with the z-axis along the spin axis of the planet, the x-axis in the equatorial plane
and pointing toward the pericenter of the apparent motion of the Sun, and the y-axis
forming a right-handed frame; see Fig. 9.2.

For comparison purposes, the simulations are run for frozen orbits with given
values of {eg, ip, wp} and different values of the SD lightness number S, to which
correspond different values of the semi-major axes ag. The data for the simulated
frozen orbits are reported in Table 9.2 together with the period of oscillation of the
eccentricity vector from Eq. (9.23). Note that the first simulation neglects the effects
of the solar radiation pressure, whereas in the other two cases, a set of values of the
lightness number have been considered (Mengali et al., 2018), which are compatible
with a SD having a low-medium performance level.

The simulation results are plotted in Figs. 9.5, 9.6 and 9.7. Other simulations
performed with different set of initial parameters have provided similar results and
are not reported for the sake of conciseness.

9.6 Discussion of the Results

For each of the simulations of Figs. 9.5, 9.6 and 9.7, it is possible to recognize the
superimposition of three oscillations at different frequencies. The highest frequency
of oscillation is on the order of the inverse of the orbital period and corresponds to the
variation of orbital elements due to the variation of the perturbing force experienced
by the spacecraft during one orbit. The medium frequency of oscillation, whose
period is on the order of the revolution period of Mercury, is an effect of the motion
of the orbit together with Mercury around the Sun. The lowest oscillation frequency
corresponds to the oscillation of a harmonic oscillator around its equilibrium point;
see Eq. (9.21).
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Fig. 9.5 Simulation for a frozen orbit around Mercury with g = 0

Figure 9.5 shows the simulation of a natural frozen orbit (8 = 0). It presents
small oscillations of the orbital parameters, with a low frequency component having
a period of about 30 years, in agreement with Eq. (9.23). When the lightness number
is increased to § = 0.02 while maintaining the same value of eccentricity and incli-
nation, the semi-major axis of the new frozen orbit tends to increase. Figure 9.6
shows the simulation for that new case. Even though the average value of the orbital
elements is constant, the amplitude of the oscillations is now large and eventually
results in the spacecraft crashing on Mercury’s surface. Furthermore, the period of
oscillation is about 50 years with an error of 20 years with respect to the value of
Table 9.2. Therefore, Eq. (9.23) is inadequate for this case, implying that the theo-
retical model based on the averaging technique is not able to correctly describe the
average behavior of the orbit.

For a greater lightness number (8 = 0.03), the argument of pericenter and the
eccentricity are continuously increased (see Fig. 9.7). Therefore, the actual orbit is
not frozen, and the analytical model fails. In general, a similar trend characterizes all
of the orbits with fixed {ey, iy, wp} as long as B is increased. Typically, the analytical
model fails to predict the right behavior of an orbit when values of 8 of order 0.01-
0.02 are considered, thus suggesting that frozen orbits cannot be found using the
proposed method for values of the lightness number beyond those limits.
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Fig. 9.6 Simulation for a frozen orbit around Mercury with 8 = 0.02

The main reason for this discrepancy between the analytical model and the numer-
ical simulations seems to be that the mean behavior predicted by the averaging anal-
ysis cannot be considered as a good approximation of the real behavior when the
SD lightness number becomes greater than a value beyond which the effect of the
solar radiation pressure cannot be considered as a simple perturbation effect. In this
regard, Tresaco et al. (2018) show that such a value should be about § ~ 0.01 — 0.02
at least one order of magnitude greater than § ~ 0.001, corresponding to the light-
ness number of the IKAROS mission. Furthermore, the analytical model does not
take into account the effects of the initial position of the planet with respect to the
Sun, which is lost due to the orbit averaging. The simulations show that significant
effects can be associated with the initial condition in some cases. Figure 9.8 shows
the evolution of an orbit when two different initial positions of Mercury with respect
to the Sun are set. With Mercury starting at the perihelion (Fig. 9.8a), the orbit is not
frozen. By setting the initial position of Mercury at the aphelion, where the initial
propulsive acceleration is minimized, the orbit turns out to be frozen (Fig. 9.8b).
Other notable effects involve the different amplitudes of oscillation and the different
starting slopes in the time evolution of the orbital parameters, which result in a shift
of the mean values of the parameters with respect to the desired ones.

To sum up, for values of the lightness number on the order of 0.01-0.02, corre-
sponding to SDs of low-medium performance (or to the current state of the art for
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Fig. 9.7 Simulation for a frozen orbit around Mercury with 8 = 0.03

a solar sail), the numerical results show some discrepancies with respect to those
predicted by the analytical method (as expected from previous considerations), and
the orbits obtained are not exactly frozen. Such differences increase with 8 and could
still be compatible with mission requirements. Instead, when 8 > 0.02, corresponding
to a high-performance SD (or a medium- or far-term solar sail), the analytical model
fails and the families of frozen orbits generated do not have a practical application.
Ultimately, feasible long-term frozen orbits can only be obtained using the analyt-
ical method discussed for small lightness numbers (on the order of 8§ < 0.001),
implying that the possible choices in terms of orbital parameters can be only slightly
extended when the solar radiation pressure is used as a propulsive acceleration source.
Therefore, the use of a spacecraft equipped with a conventional solar sail is discour-
aged, since the advantages obtained thanks to the photonic propulsion do not justify
the increased complexity in the spacecraft design. On the other hand, such values
of lightness number are comparable with those of femto-satellites that have already
been manufactured or even launched (Niccolai et al. 2019). A constellation of such
femto-satellites used as low-performance SDs and placed on planetocentric frozen
orbits could combine the advantages of a distributed-payload mission (due to the
large number of SDs that could be carried by a mother spacecraft) with a slight
increase in orbital parameter combinations for frozen orbits (due to the fact that SDs
could exploit their high area-to-mass ratio to generate otherwise unfeasible frozen
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Fig. 9.8 Effect of the initial conditions on the orbital parameters for an orbit defined by ag =
7811.99 km, ep = 0.8, ip = 70°, wg = 0°

orbits). Moreover, the requirement of low lightness number could be a technological
advantage, since it allows the area-to-mass ratio to be reduced, so that the payload
mass can be increased.

9.7 Conclusions

An analytical model based on Hamiltonian averaging technique has been used to
derive the conditions for tracking planetocentric frozen orbits by means of a Sun-
facing smart dust. The analysis takes into account the planet’s oblateness, the pertur-
bation due to Sun’s gravity, and the solar radiation pressure. The stability of frozen
orbits is investigated, in order to understand whether they are suitable for mission
scenarios involving planetary observations.

To validate the theoretical results, high-precision numerical simulations of frozen
orbits have been performed for different values of the smart dust lightness number.
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Simulations have revealed some differences between the numerical results and the
results expected on the basis of a theoretical model.

Generally, in contrast with the analytical results, no frozen orbit has been found
when the lightness number becomes larger than a value on the order of 0.02. More-
over, for increasing values of the lightness number, both short-and long-period oscil-
lations of the orbital parameters show growing amplitudes, resulting in a possible
crash of the smart dust on the planet surface.

Although the requirement of a small lightness number could be a strong limitation
for a classical solar sail, a constellation of smart dusts could represent a promising
option for mission scenarios consisting in the scientific observation of Mercury by
means of a distributed payload. Indeed, the required performance level is small and
a smart dust is capable of passively maintaining a Sun-pointing attitude, making
the design complexity reasonable. On the other hand, the slight increase in terms of
orbital parameter flexibility could be useful for a planetary observation mission with
a constellation of smart dusts. Therefore, the analytical tool discussed in this work
could be useful for a preliminary choice of the initial orbital parameters to obtain
frozen orbits for a low- or medium-performance smart dust.
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Chapter 10 ®)
Simulants in In-Situ Resource Utilization o
Technology Development

Hunter Williams

Abstract Regolith, the surface material from terrestrial planetary bodies such as the
Moon, Mars, and asteroids, is extremely expensive and rarely available for scientists
and engineers to use when developing new technology. Different technologies work
better in different materials, so since failure is not an option in space missions it
is necessary to understand how a technology will behave in the materials it may
encounter in space. To address this, planetary surface simulants have been devel-
oped to offer a low-cost alternative to planetary materials. They are made to reflect
either physical, mineralogical, or chemical properties of lunar, Martian, and aster-
oidal rocks and regolith. A wide variety of regolith and volatile simulants have been
used since the Apollo program that have differed based on the planetary body of
interest, available material, and physical attribute tested. In-situ resource utilization
(ISRU) technology development requires simulant with geotechnical attributes unlike
those required before. Interaction between regolith simulant and the test environment
has also proven more important for ISRU technology development than for purely
mechanical technology for exploration. This chapter examines the background of
regolith simulant development for a variety of planetary bodies and the efficacy of
the ways they have been used.

Regolith, the surface material from terrestrial planetary bodies such as the Moon,
Mars, and asteroids, is extremely expensive and rarely available for scientists and
engineers to use when developing new technology. Different technologies work better
in different materials, so when failure is not an option in space missions it is necessary
to understand how a technology will behave in the materials it may encounter in
space. To address this, planetary surface simulants have been developed to offer
a low-cost, readily available alternative to planetary materials; they are made to
reflect either physical, mineralogical, or chemical properties of lunar, Martian, and
asteroidal rocks and regolith (Taylor 2016). A wide variety of regolith and volatile
simulants have been used since the Apollo program, depending on the planetary body
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of interest, available material, and physical attribute tested. In-situ resource utilization
(ISRU) technology development requires simulant with geotechnical attributes unlike
those required before. Interaction between regolith simulant and the test environment
has also proven more important for ISRU technology development than for purely
mechanical technology for exploration. This chapter examines the background of
regolith simulant development for a variety of planetary bodies and the efficacy of
the ways they have been used.

10.1 Introduction

Regolith is an unconsolidated, granular, non-organic material that covers terrestrial
planetary bodies and is made of material that has been weathered away from the
underlying bedrock by meteorite impacts, winds, or water (McKay et al. 1991).
Regolith simulant is a material crafted to simulate important properties of planetary
regolith for testing technologies for applications on that planetary body. Different
simulants replicate different properties, including chemical, geological, geotech-
nical, optical, volatile content, behavior under low gravity, and many others. Some
simulants grossly approximate several properties by starting from a similar geology,
while other simulants approximate single properties more closely or at a lower cost.
To describe in detail these properties for even one simulant would be beyond the
scope of this chapter—doctoral dissertations have been written on geophysical prop-
erty measurement—but this chapter will cover how to approach the simulant selection
process based on those important properties.

There are several additional key factors in testing technology made for use in
space, including the chemical content and pressure of the gaseous environment,
the real or simulated gravity, the electromagnetic and energetic environment, and
the simulated regolith’s interaction with any of these. Depending on the type of
technology, its sensitivity to any one factor and to the level of interaction between
the factors will determine the fidelity required for testing. Unless a test is conducted
on returned native regolith samples in a deep vacuum chamber with a simulated space
electromagnetic environment on a parabolic flight, some aspect of the test will be a
compromise.

It is therefore important to note two points:

1. All testing requires compromise in one factor or another due to cost and
availability.

2. Paying attention to how a simulant and test environment combination reproduces
what the technology will encounter in space is important for accurate results.

A key concept for making new technology for unknown circumstances and avoiding
the extreme cost of testing at the highest fidelity while still testing in relevant condi-
tions is called “bracketing. Bracketing is testing under a variety of potential condi-
tions including different simulants and environments to determine how a technology
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works under edge cases when it is not possible to test under the exact conditions faced
in space. Failure to bracket by testing with only a single simulant has contributed
to several mission failures. The most common mistake made when using regolith
simulant is overestimating the use cases of a specific simulant. NASA’s Insight Mars
Lander burrowing heat probe could have been redesigned to avoid getting stuck had
it been tested in several regolith simulants to bracket its potential use cases. Example
simulants could include one that is easy to get stuck in, one that is easy to pene-
trate like a loose granular sand, one that is the most geophysically accurate, a high
cohesion simulant, a high water-content simulant, and a worst-case hard compacted
volcanic basalt. Even if getting stuck was unavoidable, it would have been possible to
measure the geophysical properties of what it encountered and determine the closest
analog from its test matrix of simulants. This could have shortened the time it took
to develop an alternative operational concept to keep it burrowing without getting
stuck.

Engineers and scientists often bracket the extremes of possible conditions that a
new technology will face (Atkinson and Zancy 2018). Examples of this are testing
under both atmospheric and vacuum conditions, testing with low- and high-cohesion
simulant, and comparing tests performed on the ground or in a reduced gravity
environment. Figure 10.1 shows bracketing tests in action: the technology is tested
for utility in extremely dense, rocky simulant as well as low-density simulant to judge
performance with various geotechnical properties of the regolith and to estimate
performance in the lower gravity of the Moon.

There are many available regolith simulants and each of them simulates the plane-
tary body’s regolith in a different way for different reasons. From large rocky planets
to small asteroids, every planetary body has variation in composition and geotech-
nical properties in different areas, whether between different geological regions or
between the surface and subsurface. A low-cost simulant that reproduces the cohe-
sion and bearing strength of an area of a planetary body’s surface will not necessarily
approximate its geochemistry. An example of this is using sand as a simulant for

Fig. 10.1 Bracketing use cases for the PlanetVac system. Left: tests in dense, rocky simulant. Right:
tests in low-density aircrete. Source Courtesy of Honeybee Robotics
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Martian regolith when testing rover wheels; the chemistry and weathering mech-
anisms that formed Martian regolith and Earth’s sands are different, but testing at
Honeybee Robotics has shown the geotechnical properties of some Martian regolith
can be bracketed by testing with a variety of sands.

Geotechnical simulants can be appropriate for use as crude geochemical simulants
(since a material on Earth geologically similar to the material in space will sometimes
be similar in both aspects), but retrospective studies show simulants with incorrect
properties have been used in inappropriate ways (Sibille et al. 2006). Similarly, tests
have been conducted in air due to an assumption that there is little significance in
the difference in geotechnical properties between regolith in air and under vacuum,
but studies show even regolith simulant beds with and without trapped gas under
vacuum have different penetration curves under atmospheric and vacuum conditions
at similar levels of compaction (Kleinhenz 2014).

This chapter provides ISRU practitioners with information on the historical and
modern steps for simulant development, information on the simulants used for
different planetary bodies with a focus on Earth’s moon, Mars, asteroids, and other
celestial bodies, and the interaction of simulants and their testing environment for
technology development.

10.2 Simulant Development

Regolith simulant is a constantly evolving field. Dozens of simulants over the decades
have come into use and gone out of favor based on material availability and evolving
understanding of the materials they simulate. Examples of these can be found in the
following sections on lunar and Martian simulants. Regardless of target body, the
process for developing a new simulant often follows these steps (Battler et al. 2006):

1. Study a region of a planetary body and determine its geological properties.

2. Select analog materials to replicate as closely as possible its miner-
alogy/chemistry or geotechnical properties based on the simulant use case. If
the use case is unconcerned with composition, cheaper stand-in materials that
match key geotechnical properties are used. Other important factors in analog
material selection are cost, availability, and production speed.

3. Crush feedstock of the analog materials to approximate geotechnical proper-
ties. Perform any other processing techniques (drying, sieving, partial melting,
addition of small percentage particles, etc.).

4. Test simulant for utility using the target technology for which the simulant was
developed.

Because some popular simulants do not have data available for the original utility tests
performed, simulant users must examine the literature on technology development
studies that used the simulant. In the aerospace industry, technology developers
have run into problems when they have not taken into account previous studies
on a simulant’s efficacy in simulating certain key compositional and geotechnical
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properties (Taylor et al. 2016). Simulant users should therefore be careful to note if
a study found a simulant effective for certain uses or if the simulant was assumed to
be effective for the studied use case.

The following sections on lunar, Martian, asteroidal, and other simulants describe
how ISRU specifically has driven simulant improvement and specialization. ISRU
requires simulants with a wider variety of simulated geotechnical properties and at
times closer adherence to regolith composition. ISRU is much wider in scope than the
mostly mechanical interactions with dry regolith of previous exploration activities,
such as loose material sampling, the development of lander feet and rover wheels,
or early dust mitigation strategies.

10.3 Lunar Simulant

Lunar simulant was likely the first simulant ever made. Simulants have been made for
a variety of use cases, and the quality of simulants has increased dramatically based
on sample availability. In the early days of lunar exploration, scientists only had
remote data and lunar meteorite composition to base their simulants on. In the late
1960s, during preparation for the Apollo missions, NASA scientists developed an
inaccurate simulant because they assumed meteorite impacts would give the surface
of the Moon an almost purely chondritic composition and cause the surface dust
to have smoothed edges (Salisbury and Glaser 1964). In the first sample collection
missions, scientists found that the surface dust is highly angular and is only composed
of a few percent of meteoritic material (Fries et al. 2010). Lunar simulants were the
first for which NASA designed a “figure of merit” for judging simulants. This initial
document focused on geological accuracy, cost, producibility, and time frame of
production (Rickman et al. 2010). It did not cover other aspects which have since
become dominant, such as use-case fidelity and site specificity, but it served as a
good starting point for considering future simulant development. Because the Moon
has served as humanity’s cradle to the stars, it has also served as the inspiration for its
test beds for consideration of how best to make the simulants that will help humanity
get there.

Two long-time popular lunar simulants were JSC-1 and MLS-1. They have not
been used regularly in more than a decade, but it is worth discussing their previous
use as lunar simulants and the resulting pitfalls. JSC-1 was mined from a basaltic ash
flow near Flagstaff, Arizona (McKay et al. 1994). It was developed as a low-titanium
complement to MLS-1, claimed by the NASA workgroup at Johnson Space Center
who developed it to be suitable for geotechnical experiments such as excavation
and material handling and for practical work such as dust control and spacesuit
durability. Even the team at JSC refrained from saying it was a suitable chemical
simulant, saying it was currently being used in studies of oxygen production and
sintering (McKay et al. 1994).

MLS-1 has a somewhat similar chemical composition to JSC-1 and lunar mare,
but its chemistry is incorrect due to a 12% higher percentage of ilmenite (used in
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several proposed ISRU processes (Sanders 2018)) and its mineralogy is inaccurate
because its grain size is significantly skewed to larger sizes (Sibille et al. 2006).
Crystal-setting velocity and temperature-dependent melt viscosity differ significantly
between JSC-1 and similar chemistry reference materials such as BCR-1, meaning
there is a potentially key difference in relevance between the simulants’ melting
behavior and what will be encountered on the Moon, even though the simulants are
geochemically similar. Because representative lunar material has not been melted in
bulk to observe its molten thermal properties, this is a use case where bracketing by
using several simulants is key.

JSC-1 eventually became harder to acquire, giving rise to the need for a replace-
ment. Its mare simulant successor JSC-1A (Gustafson 2009) is even now one of
the most often used lunar simulants though it is no longer available for purchase.
NU-LHT, which became popular as a highlands simulant, may have been the first
simulant to use the “root and branch” model from its inception: the simulant uses a
mix of several readily available materials rather than a premixed single-source feed-
stock, and allows for site-specific and use-specific differentiation in future “branch”
versions of the simulant (Stoeser et al. 2011). Though neither JSC-1A nor NU-
LHT had published geotechnical properties when they were first formulated and
introduced, they did have compositional information and particle size distribution,
and many researchers have characterized their geotechnical properties since then
(He 2010). JSC-1A was used for a number of ISRU-related tests, including several
demonstrations of carbothermal reduction (Muscatello and Gustafson 2010) to show
reduction of silicates and ilmenite. While JSC-1A may be useful for reduction of
silicates, it contains no ilmenite. This is an example of ISRU technology develop-
ment using a potentially inadequate simulant to demonstrate the full effectiveness of
the technology (Taylor et al. 2010). A simulant with a realistic quantity of ilmenite
may have proven that carbothermic reduction produces a greater amount of oxygen
than previous tests showed. Another issue present in much of the testing done with
JSC-1A and NU-LHT is the lack of nanophase iron. This material may be of partic-
ular importance for testing with the microwave sintering technology used for ISRU
additive construction.

A number of modern simulants have been sold in recent years. Most of them have
either been extremely inexpensive, such as GRC or BP-1 (Suescun-Florez etal. 2015),
or of higher mineralogical and geotechnical fidelity, following the root-and-branch
approach to specialization (Blewett et al. 2020). The low-cost modern simulants
have been used for full-scale rover testing in large facilities such as the Swamp-
Works lab at Kennedy Space Center. The higher-fidelity simulants have been used in
testing of ISRU-related technology requiring stricter adherence to geochemical and
geotechnical properties, such as concentrated solar melting (Williams 2021).

Because many technology developers have recognized the importance of testing
under a wide variety of geotechnical properties, they have begun mixing their own
simulants to bracket the properties they may encounter in space (Fig. 10.2). Custom
root-and-branch simulants can be made either of low-cost materials for large-scale
tests, or of compositionally and geotechnically accurate expensive material for testing
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Fig. 10.2 Left to right: simulant materials in buckets before combination, mixing simulant base
materials for desired geotechnical properties, testing in a thermal vacuum environment using custom
simulant, bore hole after test. Source Honeybee Robotics

simulated geology of specific sites not represented in other simulants. These custom
simulants are also useful for testing specific scenarios such as rocks buried deep in
the surface or sudden changes in geology.

10.4 Martian Simulant

Mars has been a target since the early days of the space race between the United States
and the Soviet Union (Perminov 1999). Though spectra of regolith have been taken
and studied through telescopes, orbital spacecraft, from meteorites, and at the Martian
surface, no samples have been returned to Earth. Mars also has a comparatively varied
geology (Tanaka et al. 2014) mostly due to the wind and water erosion which the
Moon does not have. This has left scientists in a predicament: what part of Mars (if
any) should they try to model with simulant, and what will it be useful for?

The previously most popular Martian simulant was a spectrally matched simulant
called JSC-Mars-1. This simulant was developed based on visible/near-IR reflectance
spectroscopy, X-ray fluorescence, and loss-on-ignition analysis (Allen et al. 1997). A
comparison of its geochemistry with a Martian surface sample collected by the Viking
Lander 1 was made (though JSC-Mars-1 differed significantly from the sample). Its
particle size distribution was noted in the original publication detailing its announce-
ment but was not compared to particle size distribution data from any Martian sample.
The authors also did not quote what this simulant was meant to be used for besides
support of scientific research and engineering.

Clearly, this is a simulant that simply appears Martian and shares vaguely similar
geochemical properties to a landing site. If the geotechnical properties of a site on the
extraterrestrial surface are not studied, it is impossible to say whether the simulant
matches those properties. JSC-Mars-1 has a significant percentage of organic and
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volatile content, unlike what is likely to be encountered on Mars (Allen et al. 1998).
Potentially the only purpose for which JSC-Mars-1 is more accurate than common
hardware-store sand is optical technology development (such as cameras or spec-
trometers). This leads to a conundrum: how can engineers safely develop technology
for space when they need data from surface missions to make accurate simulant?
The answer to this lies in bracketing. Testing in a variety of sample materials lowers
the need for any one simulant to be exactly like what will be encountered. Honeybee
Robotics used this approach in developing the Mars 2007 Phoenix Lander Icy Soil
Acquisition Device (ISAD) (Bonitz et al. 2007).

ISAD is a scoop with two blades and a rasp used for acquiring icy and dry regolith
samples. Because ISAD was made for use with a variety of materials of different
bearing strength, hardness, and chemical makeup, it had to be tested under a variety
of circumstances. Rather than find exact matches for the overburden and expected icy
regolith below, Honeybee Robotics tested ISAD in pure ice, fine basaltic sand, the
hard soil in Death Valley, and JSC-Mars-1 mixed with a variety of weight percentages
of water ice (ranging from 0 to 30% and with icy chunks on top). Because ISAD was
tested under and optimized for such varied conditions, when problems arose on the
Martian surface due to more rapid sublimation of excavated samples than expected,
the ISAD was able to alter its excavation technique and acquire samples to complete
its mission (Fig. 10.3).

Several other Martian simulants have been developed since JSC-Mars-1 was
released. Mojave Mars Simulant (MMS) was developed specifically because JSC-
Mars-1 was unrealistically hygroscopic for water sublimation permafrost loss tests
(Peters et al. 2008). In one of the introductory papers for MMS, the development
team described its optical, geotechnical, and compositional properties in relation to
those of several sites on Mars. MMS was the best Martian simulant at the time based
on the number of data points available, but as new data from Mars sampling missions
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Fig. 10.3 ISAD on the Martian surface. Source NASA
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has emerged over the course of a decade, new simulants have been made available
that more closely match bulk Martian regolith properties and characterize the simu-
lant for specific uses. Mars Global Simulant (MGS-1) is a modern simulant that took
a similar development approach to MMS: it improved upon previous simulants by
integrating new data from Mars that had come in over the years, described its feed-
stock clearly, and gave a full explanation of its differences in properties and use cases
when compared with other simulants and sites on Mars (Cannon et al. 2019). MGS-1
addressed the need for future production by using the root-and-branch model.

These are key factors in ISRU technology development on Mars when investi-
gating use cases such as 3D printing or subsurface digging for water ice. The first
natively constructed habitats on Mars will likely be built by melting Martian regolith
or mixing it with polymer binders. 3D printing in powder is a difficult enough task on
Earth, with powder development companies keeping strict control over the material
composition and particle size used in printers. No truly material-agnostic printers
exist, so the utility of polymer binder printing on Mars will depend on tailoring
the technology for use with a specific regolith material from a specific site at a
specific grain size. This concept of using the minimum standards of analogous Earth
technology is important for safety and realistic ISRU technology utility evaluation
(Williams and Butler-Jones 2019). The closer simulant manufacturers can get to
simulating such a specific Martian regolith, the lower the risk will be for future
missions to the Martian surface.

Martian simulants will continue to improve as data emerges from current and
future science missions. Because of the complex and highly non-homogeneous
geology of Mars as well as the varied use cases for Martian ISRU technology, a
variety of Martian simulants will be necessary in the future. Through regular simulant
quality improvements and bracketing by choosing simulants with different properties,
technology developers can avoid mission failures on the red planet.

10.5 Asteroid Simulant

Asteroid simulant development has been approached in a fundamentally different
way from other simulants because of three factors: (i) many asteroid samples exist
on Earth in the form of meteorites (though meteorites do not match particular aster-
oids); (ii) asteroids have much more varied geological properties and formation
mechanisms than most lunar and planetary surfaces; and (iii) until recently there have
not been any missions to land on an asteroid. The wide variation in asteroid geology
means the technology for harvesting their materials relies on a variety of physical
properties. Scientists have proposed pneumatic, mechanical, and concentrated solar
mining systems for resource extraction technologies (Zacny et al. 2013).

Asteroids are roughly categorized into chondritic clay/silicate or C-types, stony
mixes of silicates and nickel/iron called S-types, and metallic asteroids called M-
types. Different asteroid types have different formation characteristics and as a result
vary highly in density and structure. Asteroids can be hard and dense, fluffy and dusty,
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have surface structures dominated by electrostatic forces or unusual impact craters,
and exist in microgravity, so a purely geotechnical simulant is not effective for all
applications (Housen and Holsapple 2003). Because the low albedo of asteroids
makes it difficult to study them, many of their characteristics were unknown until
recent decades. Therefore until recently, simulants to match the properties needed
for geochemical or microgravity behavior tests, or technology development were not
made (Zacny et al. 2020).

Early work in asteroid simulant in the 1960s in support of lunar surface formation
mechanism modeling used a variety of materials such as sand shot at high velocity
at a simulated lunar surface (Gault et al. 1963). The field saw little growth until the
1980s when an asteroid collision study was performed, comparing impact clouds
from different materials with dry ice (Schultz and Gault 1986). In subsequent years
it was found that asteroids were not just singular hard bodies with dusty surfaces, but
bodies with cracks and fissures, and potentially more dust than previously thought
(Housen 1992). Before the Hayabusa mission, a few simulants were tested for use
with mechanical impactors including limestone as a simulant for S-type and tuff
(dry volcanic ash) as a simulant for C-type asteroids (Yano et al. 2000). Scientists
expected less sample to be collected from C-type, but the 25,143 Itokawa asteroid,
an S-type, required two attempts to collect enough sample. Part of this difficulty was
due to system-level issues, but another part was simply that not enough representative
simulants were tested to bracket the potential use cases.

The modern need for asteroid simulant became clear when companies such as
Deep Space Industries and Planetary Resources released public statements on their
intentions to mine asteroids for their materials. Subject matter experts created a
figures-of-merit grading system for asteroid simulants like the lunar simulant figures
of merit previously released by NASA (Metzger et al. 2019). The simulant made by
Deep Space Industries to enable asteroid mining technology testing followed the root-
and-branch method previously described by creating a recipe of various base minerals
to grossly match the chemistry of a representative asteroid of a specific type (Britt
et al. 2017). Dr Daniel Britt, recipe designer for the Deep Space Industries simulant,
acknowledged the impossibility of matching meteorites to asteroids on a one-to-one
basis, but used optical methods and matched estimated asteroid composition to what
is known in both meteorites and accessible simulant materials (Britt et al. 2019).
These asteroid simulants were used in the construction and testing of a concentrated
solar asteroid mining project at the Colorado School of Mines (Fig. 10.4). Cobbled
chunks of asteroid simulant of varying densities and varying levels of cohesion were
tested. By using the same feedstock simulant and varying the construction methods, it
was possible to test the utility of concentrated solar mining with a variety of asteroid
formations. Because asteroids hold enough water and metals to allow humanity to one
day spread throughout the solar system, they will remain a target for ISRU technology
developers. To deal with the difficulty of finding, landing on, and extracting resources
from asteroids, new and varied simulants will also remain important until astronauts
are regularly testing new technology on asteroid material directly.
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Fig. 10.4 Left: asteroid simulant spalling under a concentrated sunlight simulator. Right: Various
densities, water concentrations, and structures of asteroid simulant. Source Colorado School of
Mines

10.6 Other Simulants

For over a decade NASA has had ISRU as a goal with a specific focus of harnessing
the resources of the Moon, and one of the most important resources is water ice
(Sanders and Larson 2012). Because the exact nature and percentage of ice in the
lunar poles is still unknown, a variety of weight percentages and forms of ice have
been investigated. The differences in physical properties between these varieties are
even more extreme than the differences in base regolith simulants, ranging in bearing
strengths from that of weak coal to limestone (Gertsch et al. 2006). Ice particles in
the cold shadows of the Moon likely arrive there through migration across the lunar
surface; a simplification of the process is that vapor particles get to the surface,
move randomly across it during the day, freeze during the night, eventually arriving
at a shadow which the sunlight does not reach and remaining there (Taylor et al.
2007). This ice may form at extremely cold temperatures, leading to amorphous
ice or higher phases of ice with odd crystalline and electrical properties (Fukazawa
et al. 2006; Debenedetti 2003). Ice is also present on the icy ocean moons Europa
and Enceladus. For current exploration and ISRU activities farther into the future
requiring penetration of the surface ice, icy and underwater simulants have also been
developed (Fig. 10.5). Drills that can handle a variety of icy, slushy conditions and
can operate with semi-collapsing boreholes are being developed for these future
ISRU and exploration activities.

Because it is not known if ice will be fluffy and mixed into the regolith without
cementing, re-melted between regolith grains to form a contiguous structure, or
something of unknown qualities in between, any technology for ice excavation or
even locomotion through the ice fields must be developed through bracketing these
potential cases. Availability is also a concern; while it is possible to premix water
and simulant and put it in a freezer, grind ice using a commercial machine, or use
liquid nitrogen to create frozen droplets and get down to colder temperatures, those
specific methods are some of the only ones easily available, and each of them has
specific temperatures and specific qualities of icy simulant mixtures. Icy regolith
made by adding water to regolith then freezing it becomes extremely hard at weight
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Fig. 10.5 Left: extremely low-density material for microgravity simulation. Middle: ice for Ence-
ladus drill tests. Right: concrete blocks underwater for Europa drill tests. Source Honeybee
Robotics

percentages from 2% upwards. Sublimation speed depends on temperature and pres-
sure, so being limited to either freezer or liquid nitrogen pressures means that some
temperature and pressure combinations are not easily tested. These problems can be
addressed by ISRU technology developers, but it is important to take into account
how much is unknown and how much is being bracketed in the test preparation.

Microgravity simulants are also useful for space technology development. These
materials are generally extremely low density and are useful for demonstrating tech-
nology to be used on bodies with low gravity such as small asteroids. For ISRU
purposes, at times it is necessary to use chemically accurate simulants to determine
the utility of technology for harvesting materials, but at times it is more impor-
tant to determine how the dusty surfaces will behave when developing anchoring
and capturing technology. Another area of interest is the behavior of dust in micro-
gravity: when gravity is significantly lower than on Earth, even at lunar strengths,
electrostatic effects can take precedence and dust can behave like gel, sticking to and
creeping up surfaces (Sercel et al. 2018). Dust mitigation techniques are important for
ISRU applications: dust is one of the biggest threats to both human and mechanical
systems in ISRU applications (Gaier and Creel 2005). Many fundamental issues with
ISRU technology development boil down to energy issues and thermal issues. If dust
layers reduce the combined effectiveness of multi-layer insulation and solar panels,
the battery systems required to keep ISRU technology alive during cold nights make
the systems economically unfeasible. To examine these combined microgravity dust
effects, scientists have used materials such as 3 M glass bubbles with densities less
than 0.2 g/cc. For lower-gravity scenarios such as the Moon’s gravity, which is 1/6th
that of Earth, materials such as aircrete have also been used. Low-density simulants
such as aircrete and glass bubbles are also used for bracketing purposes with other
materials such as sand when developing technology for entirely unknown low-gravity
bodies such as the moons of Mars (Zacny et al. 2020).
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10.7 Environmental Requirements

The gaseous environment under which testing occurs has an impact on a variety of
tests. For materials scientists, testing and reporting material behavioral differences
under vacuum and ambient conditions is always necessary if the material will be used
in a vacuum. However, while the materials scientists will often report the changes
in behavior between ambient and vacuum, spacecraft technologists are often simply
concerned with whether it works under both. Thermal vacuum testing is part of any
NASA technology readiness-level advancement plan. NASA’s vacuum test facilities
often go to the molecular flow regime of 10~ Torr and higher (JSC 2011), so clearly
NASA takes vacuum testing seriously. However, space technologists generally do
not report differences in behavior between ambient and vacuum conditions because a
technology that works in ambient but not in vacuum must be redesigned and retested.
Thermal vacuum testing is treated as a necessary step for verifying a technology’s
readiness for use in space, but not for examining physical behavior changes with
the technology or the simulant. This is an unfortunate characteristic of the industry
because of the wealth of knowledge not published and examined as a result. However,
some scientists have looked at material behavior changes under vacuum and ambient
conditions for both mechanical and melting properties of regolith simulant.

Cone penetrometers are common, inexpensive tools for geotechnical property
investigation. Though cone penetrometer tests do not show an effective difference
between ambient and vacuum conditions during penetration, relaxation curves can
be used to determine a difference (Atkinson et al. 2019). Certain physical properties
such as bearing strength may not be affected by the pressure of the testing environ-
ment, but other properties such as shear strength measurements may be, because the
cone penetrometer’s relaxation curves can determine differences in shear strength,
temperature, water content, and other soil characteristics. This is as important to
exploration technology developers as it is to ISRU practitioners because of the corre-
lation between material and physical properties. At first, it will not be possible to
put samples from every location of interest through chemical evaluation at the lunar
surface, but resource extraction companies will need detailed maps of ground truth
data to back up remote sensing data from satellites. Simple tools like penetrome-
ters can serve as intermediate providers of rough ground truth data on geotechnical
properties when chemical analysis is unavailable.

For melting technology tests, the presence or absence of air causes a signifi-
cant difference in strength, volume, test repeatability, and coloration. At Colorado
School of Mines (Williams 2021), tests to determine the effects of changes in melting
behavior of regolith simulant in ambient and vacuum environments were performed
(Fig. 10.6). JSC-1A was melted in air and at alow vacuum (around 0.01 Torr). LMS-1,
amodern, more mineralogically accurate simulant from Exolith Lab, was also melted
in vacuum. All samples were melted using a xenon arc lamp and focusing lens. Each
sample was then pressed to failure and the failure force required was recorded. The
JSC-1A melted in air had a bimodal distribution of failure force loosely correlated
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Fig. 10.6 Left, table showing maximum force before failure vs density of samples melted in air and
in vacuum. Top right: JSC-1A sample melted in air. Middle: JSC-1A melted in vacuum. Bottom:
MLS-1 melted in vacuum. Source Colorado School of Mines

to density. The JSC-1A melted in vacuum had more regular densities but high vari-
ability in maximum force. The LMS-1 had the highest repeatability for maximum
force and density. Among the important discoveries of this investigation was that
the most commonly used material for regolith melting tests (JSC-1A), in the most
common test environment (atmospheric conditions), produced the least technically
valuable results. For ISRU technology developers this has the problem of making
potentially good technology seem weaker than it is. Because many 3D printing and
oxygen extraction technologies rely on full or partial regolith melting, this is a poten-
tially serious issue. It is not always economically or materially feasible to run tests
under vacuum, but it is important for technology developers not to rule out promising
technology that has not been tested in a more realistic (and potentially easier) vacuum
environment.

Sample preparation technique is also important. If a simulant has been used for
many years it may have lost its initial grain jaggedness and its particle size distribution
may be skewed to lower-sized particles as large particles are skimmed off the top from
settled containers. Compaction levels and density can be standardized before simulant
is put into a vacuum chamber by slowly introducing simulant into a container, using
a surcharge to compact it a desired amount, then adding another layer and repeating
the process until a desired height and general compaction is reached. However, once
the vacuum pump is turned on and air begins rushing out of the chamber, air also
rushes out from between the grains of the simulant, often causing the simulant to
lose its compaction. Sometimes pockets of air can be trapped in a closely packed
section until the pressure differential between the chamber and inside the pocket is
great enough for it to burst. This causes several effects, from total loss of compaction
of the top layer while the bottom layer stays compacted, to thinner vents of gas
forming “volcanos” in the sample container, to miniature dust explosions in the
chamber. Similarly, the speed at which water is introduced to a sample will change the
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clumpiness and localized cohesion and weight percentage of water of a sample. For
drilling operations, a well distributed wet sample will behave significantly differently
from a mostly dry sample with very wet clumps mixed in. This is not an exhaustive
list of sample preparation concerns, but it does show that simply getting the simulant
and the gaseous environment right is only part of the problem for a repeatable and
useful test setup.

10.8 Conclusion

The purpose of this chapter is to give a general overview of the way simulants are
developed and characterized, to describe how simulants were made in the past and
how they differ from the simulants of today, to explore the differences between
simulants for the Moon, Mars, asteroids, and other bodies, and to examine how the
ambient pressure environment can affect tests on regolith simulant in non-intuitive
ways. Key concepts are: bracketing the use cases of a technology by testing with
different simulants that have a variety of geotechnical and compositional properties;
evaluating the effectiveness of a simulant for an activity by investigating how well
the properties that are important to the test align with those of the simulated body;
and using root-and-branch simulant development methods to create simulants for
specific use cases that can be evaluated against similar simulants for other use cases.
As more data comes in from direct regolith sampling experiments on target celestial
bodies, simulants will likely become more accurate and site specific. As ISRU grows
as a field, simulant users will need this accuracy and specificity to reduce risk and
increase the breadth of technologies available to those using space resources.
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Chapter 11 ®)
Regolith Processing i

Kevin M. Cannon and Robert P. Mueller

Abstract Regolith processing includes a growing set of methods and technologies
that will be used to extract resources found within regolith, or to transform the
regolith itself into a useful product. In this chapter we describe the basic proper-
ties of granular regolith on the surfaces of the Moon, Mars, and asteroids, and the
processing steps necessary to upgrade its value as a potential space resource. The
mineralogy, chemistry and physical properties of regolith differ by solar system body
and according to local geology, and these are necessary to consider in designing a
regolith processing architecture. Particularly important is the distinction between
mineralogy and bulk chemistry, which often causes confusion because of certain
conventions used by geologists to report compositions. Regolith processing tech-
niques are divided into excavation and transport, separation/beneficiation, particle
bonding, and extracting resources from regolith. Regolith excavators will be highly
automated, and are divided into discrete and continuous methods with trade-offs
between the two. Some of the most efficient excavator designs have emerged from
trends in successive robotic mining competitions, with bucket ladders, front-end
loaders and bucket belts being the most popular choices. After excavation, regolith
will likely need to be beneficiated or pre-processed to select specific size frac-
tions or compositions. We discuss methods and challenges for each of these steps,
emphasizing the difficulty of beneficiating dry, fine-grained lunar regolith which is
a fiendishly complex material. Particle bonding techniques impart strength back to
unconsolidated regolith and include sintering, geopolymers, regolith concrete and 3D
printing, with 3D printing showing the most promise for large structures constructed
in challenging planetary environments. For extracting space resources found within
regolith, the challenge is to choose the right type of energy (concentrated solar,
microwave, etc.) and system configuration (closed vessel, covered dome, etc.) to
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deliver that energy to the regolith to extract the resource in question. Finally, tech-
niques with future potential include using biologic processes as a form of “biomining”
to extract specific elements from regolith.

11.1 Introduction

Almost all space resources are located within or beneath regolith, and regolith itself
can be considered a type of resource that can be put to use in a diverse range of
applications. Learning how to excavate, transport, separate, bind together, and chem-
ically process this material at scale is essential for building a robust space economy
founded on the use of local materials, because in many cases regolith is the only
accessible material present on a planetary body. Regolith composition and behavior
differ between bodies (asteroids, Moon, Mars), but there are commonalities in the
types of engineering solutions needed to handle and process unconsolidated gran-
ular materials in order to extract resources from them, or to use regolith directly by
transforming its properties.

A tremendous amount has been learned about the regolith on different worlds from
remote sensing observations, in-situ exploration by robotic spacecraft and humans,
and by studying returned samples. In many cases the properties of regolith are similar
to granular materials commonly processed on Earth, but the unique combination of
low gravity, vacuum or near-vacuum conditions, and exotic geologic processes leads
to important differences that will factor heavily into the technologies developed to
process regolith. To some degree, these features can be captured by terrestrial regolith
simulants, vacuum chambers, and low-gravity experiments, but this type of testing
is never a perfect substitute for the real thing.

This chapter is focused on regolith processing, ranging from digging it out of the
ground to high-energy chemical transformations. We start by discussing the compo-
sition and physical properties of regolith on different planetary bodies. Excavation
and conveyance are covered in detail, with lessons learned from decades of research
at NASA Swamp Works, and from experience with robotic mining competitions.
Then we look at techniques to separate regolith into different particle size frac-
tions and different mineral or chemical constituents. Particle bonding techniques are
described and compared in the context of building structures from regolith. Finally,
we end by considering high-energy techniques for resource extraction, as well as
innovative solutions that employ biology to process regolith. Throughout, we draw
on real-world results from spacecraft and humans interacting with regolith, from
experimental results in laboratory studies on Earth, and from computer modeling
simulations that extend those results to other settings.
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11.2 The Nature of Regolith

Regolith is defined as the fragmented layer of unconsolidated material that blankets
the surfaces of most rocky planetary bodies (Fig. 11.1). This definition is quite broad,
and more specific vertical zones and size fractions of the regolith have been identified
for practical purposes. On the Moon and Mars, the megaregolith is the zone of heavily
fractured material that extends kilometers deep, recognizing that the regolith at the
surface—explored by humans, landers and rovers—barely scratches the surface of
the part of the crust affected by intense impact bombardment early in the history of
the solar system (Hartmann 1973). Richardson and Abramov (2020) divide the lunar
regolith into three vertical zones: a surficial regolith 5-20 m thick followed by 1-3 km
of upper megaregolith that is characterized by material transported and deposited in
layers. This upper megaregolith layer is followed by 20-25 km of fractured-in-place
bedrock called the lower megaregolith. These divisions can likely be extended to
Mars as well, with some adjustments to the specific depths. For asteroids, it is more
challenging to define such regions, particularly for rubble pile asteroids where the
entire body can be thought of as comprising a single horizon of regolith (Fujiwara
et al. 2006; Walsh 2018).

The surficial regolith is most relevant to space resources and regolith processing in
particular, so we will restrict ourselves to that zone in this chapter. Surficial regolith
is made up of grains that range from sub-microscopic all the way up to house-sized
boulders. For convenience, soil in a planetary context is used colloquially to refer
to the fraction of regolith with particle sizes <1 mm in diameter. There is some
controversy surrounding this term, because in a terrestrial context the word soil is
usually reserved for an organic-rich material including its biota; however, soil is in
common use for planetary bodies and will be used here as well. Dust refers to the
very finest particle size fraction of the regolith: there is no hard cutoff, but lunar dust
is usually taken to mean particles with <20 or <10 pm diameters, and dust on Mars
is the fraction that is fine enough to be lofted high into the atmosphere (microns in
size). Standard particle size definitions from terrestrial sedimentology (Table 11.1)
are also used for regolith, although this is more common for Mars which has a rich

Fig. 11.1 Regolith on the Moon (left), Mars (center), and the asteroid Bennu (right). Image credits
NASA/JPL/Malin
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Table 11.1 Particle size

divisions based on the Size fraction Diameter Phi scale

Wentworth scale Boulder >256 mm <8
Cobble 64-256 mm —6to —8
Gravel 2-64 mm —1to—6
Sand 62.5 um to 2 mm 4to—1
Silt 3.9-62.5 pm 8to4
Clay 0.98-3.9 pm 10to 8
Colloid 0.95-977 nm 20to 10

record of sedimentary erosion and deposition (e.g., Malin and Edgett 2000). Note
that clay in geology can refer to a particle size fraction of any composition, or to clay
minerals which are a type of silicate.

11.2.1 Regolith Petrology and Mineralogy

Regolith particles can be made up of crushed rocks and breccia fragments, indi-
vidual mineral or glass fragments, or more complex derivative products formed by
surface and space weathering processes (Fig. 11.2). For the Moon, regolith petrology
is usually divided into: (1) lithic fragments, (2) breccia fragments, (3) mineral frag-
ments, (4) glass fragments, and (5) agglutinates, which are complex, fractal-shaped
particles made of small grains welded together by interstitial glass (Fig. 11.3). Most
of these particle types are expected to exist on other rocky planetary bodies, except for
agglutinates which are not present on bodies with atmospheres because the microme-
teoroids that form agglutinates will not reach the surface on those bodies. Figure 11.4
shows a close-up image of Martian regolith, where lithic fragments and glass beads
are prominent, and almost all grains are coated in an orange-tinted dust.

To a large extent, the modal mineralogy of regolith will reflect the local or
regional mineralogy of the underlying crust from which the regolith is derived.
Exceptions arise from material transported long distances by energetic impacts, and
from meteoric material that falls from space and makes up a small fraction of the
regolith. Table 11.2 gives the modal mineralogy for different representative terrains
on the Moon and Mars, and for several meteorites that are linked to S (stony) and
C (carbonaceous) type asteroids.

11.2.2 Regolith Chemistry

Like mineralogy, the major element chemistry of the regolith reflects the bulk chem-
istry of a planetary body’s crust, usually with local variations imposed on a relatively
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Fig. 11.2 Close-up view of lunar regolith grains that have been size sorted and cleaned. Image
credit NASA

Fig. 11.3 Scanning electron micrographs of lunar agglutinate particles. Image credit NASA

homogeneous regional composition. For example, the mare terrains on the Moon
vary locally to regionally in the abundance of titanium, but overall have a fairly
narrow range in most other elements. Table 11.3 gives representative analyses from
returned samples and in-situ measurements.

It is important to note that writing bulk major element chemistry as oxides (Table
11.3) is a standard convention in geology. It is a coincidence that some of these
oxides are the chemical formulas for common minerals (e.g., quartz, SiO;). The
values in Table 11.3 are chemistry data and do not imply anything about the presence
or absence of oxide minerals like quartz in the regolith.
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Fig. 11.4 Close-up view of the Martian regolith at the Rocknest site, acquired by the MAHLI
imaging camera on MSL Curiosity. Image credit NASA/JPL/Malin

Table 11.2 Modal mineralogy of representative regolith or meteorite samples (weight percent in
parentheses)

Terrain or material Modal mineralogy

Lunar highlands® Plagioclase (79.5), Pyroxene (8.6), Olivine (4.0),
Ilmenite (0.4), Glass (7.5)

Lunar mare? Plagioclase (50.0), Pyroxene (21.7), Olivine (13.0),
Ilmenite (1.4), Glass (13.7)

Mars? Plagioclase (40.8), Pyroxene (28.4), Olivine (22.4),

Magnetite (2.1), Anhydrite (1.5), Quartz (1.4),
Sanidine (1.3), Hematite (1.1), Ilmenite (0.9)

Carbonaceous chondrite (C-type asteroid)® | Phyllosilicates (77.4), Olivine (11.5), Pyroxene
(4.9), Sulfides (3.0), Magnetite (2.0), Calcite (1.0)

Ordinary chondrite (S-type asteroid)d Olivine (34.7), Pyroxene (32.8), Plagioclase (9.5),
Troilite (6.1), Metal (15.3), Other (1.6)

4 Papike et al. (1982)
b Bish et al. (2013)

¢ Howard et al. (2011)
4 Dunn et al. (2010)

11.2.3 Regolith Physical Properties

The rheological behavior of a granular material like regolith is a highly complex
subject that is still not totally understood, although advanced computer models are
making good progress. The physical properties of regolith are a function of both
particle properties (size, shape, density) and the disordered packing of these particles
into a 3D volume. Electrostatic effects and van der Waals forces also play a role in
the behavior of static and flowing regolith.
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Table 11.3 Bulk elemental chemistry (in wt.%) for representative samples of regolith or meteorites

Oxide |Lunar Highlands® | Lunar High-Ti | Mars® | Carbonaceous Ordinary
Mare? Chondrite (C-type | Chondrite (S-type
asteroid)® asteroid)®
SiO; 45.5 40.6 43.0 29.1 39.5
TiO; 0.32 10.8 1.19 0.13 0.1
AlLO3 | 28.6 9.67 9.43 2.15 2.5
Cr,03 | 0.10 0.27 0.49 0.48 0.54
FeO 4.25 18.0 19.2 28.3 19.1
MnO 0.06 0.29 0.41 0.20 0.3
MgO 4.38 7.05 8.69 |19.9 249
CaO 16.4 124 7.28 1.89 1.9
Na,O 0.41 0.43 2.72 0.24 1.0
K>O 0.06 0.08 0.49 0.04 0.1
P,0s 0.01 - 0.94 0.23 0.27
SO3 - - 5.45 6.59 5.79
Fe(m) | - - - 0.1 6.9
Ni - - 0.05 - 1.41

4 Taylor and McLennan (2009)
b Blake et al. (2013)
¢ Jarosewich (1990)

The structure and properties of lunar regolith are better known than regolith on
Mars or asteroids because of the in-situ coring, trenching and drilling carried out
by the Apollo missions, and extensive study of the subsequently returned samples
(Table 11.4). Typically, regolith on the Moon is loose at the surface and then becomes
compressively more compacted at depth as shown in Fig. 11.5 (Heiken et al. 1991).
The regolith on the Moon has been mixed by billions of years of high-energy impacts
from asteroids and comets so that the grain size distribution is fairly uniform across
the Moon’s surface. On Mars, the regolith is more diverse due to the different geolog-
ical history of the planet, where there is an atmosphere and evidence indicates that
there were large oceans in its early history (Carr and Head 2003). The Martian
surface regolith ranges from sand dunes to consolidated sedimentary and other rock
surfaces which makes excavation more challenging. Asteroids have a large variety
of surfaces ranging from fine-grained regolith to loosely bound cobble-like materials
with 1/1000 Earth’s gravity.
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Table 11.4 Summary of bulk regolith properties taken as representative of typical lunar character-
istics based on prior landed missions and sample properties (Roberts (2015), NASA SLS-SPEC-159,
Cross-Program Design Specifications for Natural Environments (DSNE))

Property Value Units Notes DSNE Sources
selection
Bulk density (p) | 1.58 £ 0.05: gcm™3 Intercrater areas | 3.4.2.3.1 Carrier et al.
0-30 cm (1991)
1.74 £ 0.05:
30-60 cm
Relative density | 74 + 3: % Intercrater areas | 3.4.2.3.2 Carrier et al.
(Dr) 0-30 cm (1991)
92 £+ 3:
30-60 cm
Specific gravity | 3.1 - Based on 34233 Carrier et al.
(G) limited number (1991)
of bulk samples
Porosity (n) 49 + 2: % Calculated 34234 Carrier et al.
0-30 cm 1991)
44 +2:
30-60 cm
Void ratio (e) 0.96 + 0.07: - - 34234 Carrier et al.
0_30 cm (1991)
0.78 £ 0.07:
30-60 cm
Permeability 1-7 x 1012 M2 Firing of 3.4.2.3.5.1 |Choate et al.
Q) Surveyor (1968)
vernier engines
on surface
Diffusivity 7.7He, 23 Ar, | Cm? s-1 Measured on 3.4.2.3.5.2 | Martin et al.
1.8 Kr simulant (1973)
function of gas
species
Friction angle 30-50 ° - 3.42.4.6 Carrier et al.
(9) (1991)
Cohesion (¢) 0.1-1 kPa - 34247 Carrier et al.
(1991)
Compression 0.3: loose - Lab 34242 Langseth et al.
index (C,) 0.05: dense measurement (1973)
on1.2t0200g
0.01-0.11 samples
range

(continued)



11 Regolith Processing 407

Table 11.4 (continued)

