
S P R I N G E R  B R I E F S  I N  A P P L I E D  S C I E N C E S  A N D 
T E C H N O LO G Y  ·  CO M P U TAT I O N A L  M E C H A N I C S

Reza Beygi
Eduardo Marques
Lucas F. M. da Silva

Computational 
Concepts in 
Simulation 
of Welding 
Processes



SpringerBriefs in Applied Sciences
and Technology

SpringerBriefs in Computational Mechanics

Series Editors

Holm Altenbach , Faculty of Mechanical Engineering,
Otto-von-Guericke-Universität Magdeburg, Magdeburg, Sachsen-Anhalt, Germany

Lucas F. M. da Silva, Department of Mechanical Engineering, Faculty of
Engineering, University of Porto, Porto, Portugal

Andreas Öchsner, Faculty of Mechanical Engineering, Esslingen University of
Applied Sciences, Esslingen, Germany

https://orcid.org/0000-0003-3502-9324


These SpringerBriefs publish concise summaries of cutting-edge research and
practical applications on any subject of computational fluid dynamics, computational
solid and structural mechanics, as well as multiphysics.

SpringerBriefs in Computational Mechanics are devoted to the publication of
fundamentals and applications within the different classical engineering disciplines
as well as in interdisciplinary fields that recently emerged between these areas.

More information about this subseries at https://link.springer.com/bookseries/8886

https://springerlink.bibliotecabuap.elogim.com/bookseries/8886


Reza Beygi · Eduardo Marques ·
Lucas F. M. da Silva

Computational Concepts
in Simulation of Welding
Processes



Reza Beygi
INEGI—Campus da FEUP
Porto, Portugal

Lucas F. M. da Silva
Institute of Science and Innovation
in Mechanical and Industrial Engineering
Porto, Portugal

Eduardo Marques
INEGI—Campus da FEUP
Porto, Portugal

ISSN 2191-530X ISSN 2191-5318 (electronic)
SpringerBriefs in Applied Sciences and Technology
ISSN 2191-5342 ISSN 2191-5350 (electronic)
SpringerBriefs in Computational Mechanics
ISBN 978-3-030-97909-6 ISBN 978-3-030-97910-2 (eBook)
https://doi.org/10.1007/978-3-030-97910-2

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether
the whole or part of the material is concerned, specifically the rights of translation, reprinting, reuse
of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and
transmission or information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-97910-2


Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 The Importance of Simulating Welding Processes . . . . . . . . . . . . . . . . 1
1.2 Heat and Temperature Associated to Welding . . . . . . . . . . . . . . . . . . . . 2

1.2.1 Experimental Methods to Measure Temperature . . . . . . . . . . . 3
1.2.2 Analytical Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.3 Numerical Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Residual Stresses and Distortion in Welding . . . . . . . . . . . . . . . . . . . . . 6
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2 Heat Sources and Thermal Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1 Analytical Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Heat Source Model for Numerical Simulation . . . . . . . . . . . . . . . . . . . 15

2.2.1 Arc Welding Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.2 Laser Welding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.3 Friction Stir Welding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.4 Resistance Spot Welding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.2.5 Hybrid Welding Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.3 Phase Transformation and Material Properties . . . . . . . . . . . . . . . . . . . 32
2.4 Validation of Thermal Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.5 Finite Difference Approach for Solving the Thermal Analysis . . . . . . 34
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3 Thermo-Metallurgical Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Phase Transformations in Steel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3 Effect of Phase Transformation on Residual Stress . . . . . . . . . . . . . . . 42
3.4 Calculation of Phase Percentage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.5 Temper and Creep . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

v



vi Contents

4 Thermomechanical Analysis in Welding . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.1 Residual Stress and Distortion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 Numerical Simulation for Mechanical Analysis . . . . . . . . . . . . . . . . . . 54

4.2.1 Implicit Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2.2 Explicit Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.3 Thermal Elastic–Plastic FEM for Small Scale Structures . . . . . . . . . . 61
4.4 Inherent Strain Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.5 Equivalent Thermal Strain Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.6 Phase Transformation and Materials Properties Effects . . . . . . . . . . . . 72
4.7 Weld Sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.8 Technical Aspects of Residual Stress Simulation . . . . . . . . . . . . . . . . . 78
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5 Data Based Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2 Optimization of Simulation Parameters . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.3 Simulation Supported Process Optimization . . . . . . . . . . . . . . . . . . . . . 87
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93



Chapter 1
Introduction

1.1 The Importance of Simulating Welding Processes

Modelling and simulation of welding processes is a powerful engineering tool that
is gaining importance in industrial applications. If implemented correctly, it allows
to precisely predict how a welding process will take place and what will be its final
result, determining its geometry, resultant microstructure and even the mechanical
performance. However, the simulation of welding processes is still not as widespread
as is the case for other production processes. For example, the use of modelling
in forming processes is much more common, where the relative simplicity of the
process contrasts with the complex nature of welding. In general, welding modelling
requires more data, more variables and thus significantly more computational time.
Furthermore, in most industrial applications, welding is now part of a large process
chain and optimizing all these processes is a very time-consuming activity. Therefore,
several assumptions and simplifications must be applied to reduce simulation time
and ensure the practicality of a simulation-based approach.

Before any simplification is made, one must precisely determine the main objec-
tive of the optimization process, since in practice only one or a very limited number
of objectives can be effectively determined in a simplified model. For example, a
structure may experience a critical distortion during welding which must be limited
and controlled (a transverse or longitudinal shrinkage or bending) and therefore one
can simplify the model so that it only outputs the value of this critical distortion. In
some cases, one may even restrict calculations to a particular region or divert more
computational time towards that region because the changes of the objective in other
regions are negligible. Another possible simplification relies on local control of the
mesh and model complexity. For example, during welding, the area around the weld
seam experiences higher temperature and stress gradients. Therefore, a finer mesh
and a more precise mechanical model can be adopted for this area, allowing to take
non-linearities into account while ensuring lower computational costs.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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2 1 Introduction

Fig. 1.1 Simulation
approaches in welding

Several different goals can be pursued with a welding simulation, such as the
determination of temperature distribution, distortion, residual stress and possible
phase transformation in the material. It is important to optimize the welding process
in order to achieve the desired shape and performance of the component. Simulation
of the welding process offers the possibility to achieve this goal with lower costs and
less time expenditure but the final accuracy of the simulation depends on whether
all realistic conditions are taken into account. Of course, introducing all realistic
physical phenomena in the model, such as metallurgical changes during the simu-
lation, greatly increases the accuracy of the simulation but exponentially increases
the necessary calculation time (Fig. 1.1), which means that a balance must always
be established between the running time and the accuracy of the simulation. All
simulation approaches used for modelling welding procedures aim to achieve both
goals with minimal compromises in both time and accuracy. Much of this book is
concerned with the strategies that can be used to achieve both goals.

Thermal and mechanical analyses are two important components of welding
simulations, which yield temperature and residual stress/distortion, respectively. The
following subsections describe why it is important to calculate temperature through
simulation. In addition, the importance of simulation for the determination of residual
stress and distortion is clarified.

1.2 Heat and Temperature Associated to Welding

The temperature–time curve at certain spatial locations and the temperature stream-
lines at certain times duringwelding provide important information about the process.
Themost important features of the time–temperature curve are themaximum temper-
ature and the cooling rate. The most important characteristic of the temperature
distribution is the temperature gradient. A schematic representation of the tempera-
ture–time curve is shown in Fig. 1.2, which shows the variation in peak temperature
and cooling rate at different points around the fusion zone. Development of residual
stress and distortion is strongly influenced by the temperature history and the mate-
rial properties (both physical and mechanical properties). Furthermore, depending
on the type of alloy, several phase changes can occur during welding, which can
greatly influence the material properties and thus the residual stresses and distortion.
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Fig. 1.2 Schematic of
temperature–time history
curves in some pints around
the fusion zone

1.2.1 Experimental Methods to Measure Temperature

Experimental methods can be used to measure the temperature but have important
limitations in its capabilities to determine spatial and temporal measurements. One
of the most practical experimental methods used to measure temperature during
welding is the use of an infrared thermometer or camera [1]. While the thermometer
provides the temperature measurement of a specific area on the target surface, an
infrared thermography camera works on a much larger region and can measure the
temperature distribution [2]. However, the main limitation of these experimental
techniques is that they only measure the temperature of the surface of the material.
Thermocouples are another important tool for temperature measurement that can be
placed in multiple locations to precisely determine the temperature there. The most
significant limitation of this method is that thermocouples often cannot be placed in
the most critical areas of interest. For example, in friction stir welding (FSW) one
often wishes to determine the temperature as close as possible to the weld bead but
the rotating tool in the stir zone will inevitably destroy the thermocouple [3]. The
same thing happens in the fusion zone of fusion welding processes. Furthermore, the
areas around the welding zone are often very critical and the temperature gradient
there is extremely steep, especially in welding processes with an intense heat source
such as laser welding. This makes the use of experimental techniques even more
difficult, since it is not possible to measure the temperature correctly or reliably
within such small intervals. This problem becomes more important when welding
materials that undergo a critical phase transition in a low temperature range and thus
in a narrow dimensional range. One example is the complete or partial dissolution
of precipitates during laser welding of a Mg-Gd-Y-Zr alloy, which only occurs in
a narrow region of the heat affected zone (HAZ) as shown in Fig. 1.3 [4]. Other
examples are carbide precipitation in some alloy steels [5], grain coarsening in P91
steel [5], and martensite formation in high strength steel [6].
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Fig. 1.3 a Schematic representation of different regions in weld, FZ (Fusion zone), heat affected
zone (HAZ), and base metal. b Hardness profile in different region of a joint performed by laser
welding on a Mg-Gd-Y-Zr alloy. Adopted from [4] with permission from Elsevier

1.2.2 Analytical Methods

Before the advancement of computers enabled any kind of numerical simulation,
analytical models were extensively developed and widely used to calculate the
temperature distributions in welds, both spatially and temporally. Diverse analyt-
ical formulae were thus proposed to calculate the evolution of temperature during
welding. The most famous of these is the classical Rosenthal equation [7]. The
temperature distribution around a moving heat source in x direction (welding
direction) is obtained from [8]:

T = T0 + λP

2πkr
exp

[
−V (r + ξ)

2α

]
(1.1)

where T0 is the temperature at locations far from the top surface (initial temperature),
k is the thermal conductivity, P is the power of the heat source, r is the distance from
the heat source, V is the scanning velocity, and α is the thermal diffusivity. The heat
source moves along the x-axis and the moving coordinate of x − Vt is replaced by
ξ (the radial distance from the heat source).

When deriving the Rosenthal equation, it is assumed that the heat loss due to
convection and radiation is negligible, especially with a high heat input, and therefore
the accuracy of thismodel is not acceptable in these cases. It is reported that the use of
the Rosenthal model leads to an overestimation of the weld pool boundary due to this
effect [8]. In addition, this equation does not take into account the natural change in
key material properties with temperature. Thermal conductivity (λ) and volumetric
heat capacity (ρC) both change as the temperature increases. In some cases (for
example in austenitic stainless steel), the correlation of these two parameters with
temperature (T ) is linear as follows [9]:
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Fig. 1.4 Schematic
representation of a
comparison between the
analytical models developed
for prediction of temperature
by considering the material
properties correction,
without it and the one
obtained by FEM simulation

λ(T ) = λ0(1+ mT ) (1.2)

where λ0 is the thermal conductivity at T= 0 and m is a coefficient. A correction was
made to take this dependency into account in the analytical model and to increase
its accuracy [9]. As shown in Fig. 1.4, the analytical model result comes close to the
result of the numerical simulation by accounting for this variation of the material
properties. It is important to take into consideration that the simplifications used
to derive these analytical solutions restricts their applications to specific cases. For
example, analytical models mostly assume an infinite or semi-infinite workpiece
and do not consider the heat loss due to convection or radiation. Several physical
mechanisms such as the flow of molten metal, the latent heat effect, the heat transfer
through the melt and the formation of molten metal in the electrode are not taken
into account in analytical formulas, which further reduces the accuracy [10].

1.2.3 Numerical Methods

The use of numerical simulations for calculating the temperature distribution is a
powerful process that does not exhibit most of the limitations that exist in analytical
models. In fact, the variation of material properties with regards to temperature, finite
dimensions and complex geometries can all be easily implemented in the numer-
ical simulation. Furthermore, such simulations also offer the possibility of calcu-
lating spatial and temporal temperature distributions with high accuracy, all without
having to directly and experimentally measure the temperature. However, the use of
numerical simulation does not fully avoid the need for experimental measurements
since a few predetermined experiments are still essential to calibrate and validate the
numerical model.
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A numerical model suitable for calculating the temperature depends on the proper
choice of the heat source model, the calibration technique, the material properties
and the boundary conditions. Chapter 2 of this book explains several models for
heat sources that represent different welding processes as well as the validation
techniques. Chapter 3 describes how the material properties influence the results of
the numerical simulation for temperature calculation. Finally, a section of Chap. 5 is
devoted to the calibration methods of the heat source models.

1.3 Residual Stresses and Distortion in Welding

Welding residual stresses are stresses which are produced due to temporally and
spatially inhomogeneous deformations, resulting from the rise and then fall in temper-
ature that occurs in the fusion zone, the HAZ and the base material. These stresses
exist after cooling down without any application of external load or momentum [11]
and are of the constraint or reaction types [12]. The appearance of residual stresses
during welding is inevitable and their presence affects the performance of the welded
joint. Stress corrosion cracking [13], fatigue life [14], and toughness [15] in different
regions of the joint are all influenced by the development of residual stress, as well as
the microstructure. Residual stresses can be divided into three categories, organized
with regards to their spatial extent (Fig. 1.5) [16]. Type I is macroscopic in nature
and occurs over several grain lengths. Type II is a structural micro stress and covers
the distance inside a grain and occurs between different phases or between inclu-
sions and matrix. Type III is the residual stress developed inside a grain, over several

Fig. 1.5 Three kinds of
residual stresses developed
in metals
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atomic distances. Simulation procedures described in this book are concerned with
the first type of residual stress, which are macroscopic in size.

These three types of residual stresses can be obtained according to the following
equations [17]:

σ I = 1

Vmacro

∫
σ(x)dV (1.3)

σ I I = 1

Vcrystalli te

∫ (
σ(x) − σ I

)
dV (1.4)

σ I I I (x) = σ(x) − σ I − σ I I (1.5)

where Vmacro and Vcrystalli te are the volume of the macro region concerned and the
volume of the crystallite, respectively. The phase residual stress (σα) refers to the
sum of residual stresses of types 1 and 2 in an individual phase and is obtained from:

σα = (
σ I + σ I I

)α
(1.6)

The micro residual stresses in all phases (n number of phases) should be in
equilibrium and therefore:

n∑
α=1

pασ I I = 0 (1.7)

where pα is the volume fraction of each phase. The weighted average phase residual
stresses is the macro residual stress and is obtained from:

n∑
α=1

pασ α = σ I (1.8)

In order to measure the residual stresses, three experimental approaches can be
used; destructive, semi-destructive and non-destructive [18]. The examples are block
sectioning, hole drilling and neutron diffraction, respectively [19]. Various methods
exist to measure the residual stress during welding. The neutron diffractionmethod is
non-destructive and uses the interplanar lattice spacing as a strain gage [20]. Residual
stressmeasurement by neutron diffraction is based onBragg’s law.The lattice spacing
(d) is obtained according to:

2d sin θ = λ (1.9)

λ is the wavelength of the neutron and 2θ is the diffraction angle. The lattice spacing
in a stress-free material is d0 and the corresponding diffraction angle is 2θ0. Then
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the strain (ε) is calculated from:

ε = d − d0
d0

= − cot θ.(θ − θ0) (1.10)

The residual elastic strain in orthogonal direction is obtained according to the
Hook law:

σi = E

1+ ν
εi + νE

(1+ ν)(1− 2ν)

(
εx + εy + εz

)
(1.11)

where the indexes i = x, y, and z are the spatial directions and E and ν are the
Young’s modulus and Posson’s ratio, respectively. The non-destructive tests only
measure the residual stress at the surface and the measurement of residual stress
inside the material is not accurately measured by non-destructive methods.

The other method, which is destructive in nature, is the sectioning method intro-
duced by Kalakoutsky [21] in which a small piece is cut away from the work-
piece. Freed from the workpiece, this part will deform under the influence of its
residual stresses. The strains released after cutting can be measured by strain gauges
attached to the specimen before cutting. Figure 1.6 shows schematically the varia-
tion of dimensions after sectioning by which the strain in x and y directions can be
obtained. The residual stresses are correlated to themeasured strains by the following
equations:

σx = − E

1− ν2

(
εx + νεy

)
(1.12)

σy = − E

1− ν2

(
εy + νεx

)
(1.13)

Fig. 1.6 Principle of sectioning method for measurement residual stress in (left) one dimension
and (right) two dimensions
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An alternativemethod uses simple analytical formulae, as suggested byUmemoto
[22–24] or by Leoni [25] which are simple and quick to use, but are not as precise
and are restricted to limited geometries and conditions. Numerical approaches are
currently extensively used to calculate the residual stresses and its distribution over
the desired area. Experimentalmethods can onlymeasure the surface residual stresses
and are not as cost effective if one desires tomeasure the distribution of residual stress.
A numerical model can provide the residual stress distribution throughout the thick-
ness, something which is very hard to measure with experiments. Furthermore, the
effect of the welding parameters on the residual stress can be efficiently determined
by simulation, while a comparable experimental approach would be very costly and
long. This simulation process only requires a calibration of the thermal analysis
for each parameter [26]. Simulation thus greatly reduces costs, since only a limited
number of experiments is required to validate the model. In addition, it also provides
a detailed distribution of the residual stresses at each point in the most critical (and
experimentally inaccessible) zones. However, as welding is a transient non-linear
problem, a long computation time may be needed to gather all the necessary data-
points for all process stages [27]. Several approaches have been developed to reduce
the computation time for the finite element (FE) analysis to predict the residual
stress without compromising the accuracy of the model. Chapter 4 discusses various
approaches that are used to perform the mechanical analysis for calculating residual
stress and distortion precisely and in a shorter time.

Distortion during welding is often accompanied by residual stress.Many complex
mechanical structures are composed of several components joined bywelding, where
every component has its own stiffness which determines the global stiffness of the
structure. The higher the stiffness, the most severe is the restriction on the allow-
able volumetric or dimension change which reduces the distortion and increases the
residual stress. Usually, factors that promote residual stress reduce the distortion and
vice versa [28], as can be observed in Fig. 1.7.

Fig. 1.7 Factors that promote residual stress and distortion



10 1 Introduction

Distortions which result from welding interfere with the performance of the
components, leading to important changes of the local dimensions. Thus, it is neces-
sary to minimize these distortions by enacting adequate provisions. Changing the
welding sequence and/or constrains are the most important methods to control the
distortion. Experimentally, this needs many measurements to be carried out, which
is again a very slow, inefficient and costly process. The use of simulation of these
processes reduces both time and cost, as it only requires a limited set of experiments
for calibration purposes. Furthermore, a calibrated model can be used to optimize
the process parameters, allowing to obtain the desired objective.

In the automotive industry, where a vehicle body is assembled by joining several
non-rigid sheets by spot welding, the final geometry is strongly influenced by the
welding sequences [29]. Assessing the performance of all weld sequence strate-
gies via experiment in order to obtain the optimum functional geometry is prac-
tically impossible and even the simulation of all these sequences requires a deep
and comprehensive analysis which consumes long periods of time. For example, for
n spotwelds, there will be n! available welding sequences. Therefore, optimization
methods are indispensable to reduce time and cost. In Chap. 5, optimization methods
used to reduce the calculation time and the number of runs are discussed in greater
detail. In finite element simulation, diverse methods and simplifications have been
created and can be applied to solve this issue and decrease the time of calculation.
However, one must be aware that while these methods can be highly advantageous
for industrial applications, many of the simplifications put in place greatly reduce
the scientific potential of the models and only limited conclusions may be derived
from these simplified simulations. In optimization problems, most of the time, under-
standing the real physical phenomena which leads to residual stress development is
not important. However, in welding simulation processes it is important to construct
a reliable model that can predict residual stress and/or distortion with acceptable
accuracy. In this way, optimization algorithms can be utilized to design processes
which lead to minimal residual stress or distortions during and after welding.
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Chapter 2
Heat Sources and Thermal Analysis

Abstract A key element of a successful welding simulation is the right selec-
tion of the model used as the heat source. The characteristics of the heat source,
such as geometry, dimensions and heat value, must be selected according to the
welding process and the weld geometries. This chapter describes various models
that have been used so far to represent different welding processes and geometries.
Arc welding, resistance welding, beam welding and friction stir welding (FSW)
processes as well as common welding, narrow gap welding and key-hole welding
are discussed. The validation methods of the models used for the heat source are
also explained. In this way, a reliable thermal modelling of the welding processes
can be achieved by considering the thermal boundary conditions and various mech-
anisms of heat dissipation such as conduction, convection, and radiation. The output
of the thermal modelling is then suitable to be used in mechanical modelling in a
subsequent stage.

2.1 Analytical Models

Analytical solutions proposed for calculation of temperature distribution for moving
heat sources are all derived from a quasi-steady state condition. The most well-
known analytical formula used to calculate the temperature around a moving heat
source is the Rosenthal equation which calculates the temperature in the steady
state system with respect to the moving coordinate system which is centralized with
a point heat source. In this approach, a point-moving source is used for simple
conduction welding and a line-moving source is used for welding processes with
a deep penetration keyhole. Several modifications have been developed to improve
the accuracy of these analytical solutions. For example, for keyhole welding, a line
and several points with different heat levels have been defined along it in order to
correctly predict the shape of the keyhole and the temperature distribution (Fig. 2.1).
An analytical model for such a situation is proposed in [1]:
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Fig. 2.1 Laser welding
keyhole reference scheme
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where T (x, y, z) is the spatial distribution of temperature, T0 is the initial tempera-
ture, QL is the line source unit strength per unit length, K0 is the zero-order modified
Bessel function, rL is the radial distance from the line heat source, ν is the heat source
speed, α is diffusivity, rP,i is the radial distance from the ith point heat source, QP,i

is the heat strength of the ith heat source, k is the conductivity, and ci determines the
strength of each point heat source. (x, y, z) is the coordinate system fixed to the heat
source. If one desires to measure the temperature in a fixed point on the workpiece,
it is necessary to transform the x to x ′:

x → x ′ = x − νt (2.2)

where t is time.
The parameters used in the analytical formula such as the line of the heat source,

the number of point heat sources, the position of the heat sources and the coeffi-
cients should be calibrated. For this purpose, the extent and geometry of the weld
pool and the HAZ zone, which were obtained through an analytical solution, were
matched with the simulation results [1]. The most important advantage of the analyt-
ical formulations is that the influence of parameters on the heat distribution can
be quickly recognized by varying the parameter value in the formula [2]. A higher
number of variables make the analytical model more flexible. Although modifica-
tions can improve the reliability of analytical solutions for predicting temperature
distribution, they still lack the potential to be used for a wide variety of geometries,
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since these equations hold only for semi-infinite or infinite plates. For example, it
would not be as easy to determine the analytical solutions for finite plates or for more
complex geometries like T-joints. In contrast, numerical simulation offers the possi-
bility of defining the heat sourcewith high flexibility in terms of its shape and number
of parameters. Instead of solving complex equations for measuring the temperature
distribution analytically, the parameters of the heat source are calibrated in this way
and the temperature distribution is numerically solved by computer.

2.2 Heat Source Model for Numerical Simulation

The aim of the heat source simulation is not to simulate the welding process itself, but
to effectively recreate the same thermal state as the real state. Therefore, the models
used to simulate the heat source do not necessarily explain the real physics of the heat
source. In direct arc welding processes, heat is generated by discharging the electrons
at the anode and cathode as well as in the plasma column. In indirect arc welding
processes, the heat is transferred through a plasma jet with a high velocity. The
properties of the heat source must be adjusted in order to obtain the actual thermal
state in the workpiece. The parameters that are used for the welding heat source
simulation are the heat quantity (Q in J) and the heat flow (q in J/S) in the cases of spot
welding and continuous welding, respectively. These quantities should be multiplied
by a constant known as thermal efficiency (η). This thermal efficiency considers the
heat losses due to convention and radiation of heat to the environment, the loss due
to splash, and the loss due to the heating of the non-consumable electrode. In other
words, η is the ratio of heat introduced in the workpiece to the thermal equivalent
of the electric power of the arc. For example, the amount of heat in arc welding
processes is obtained from:

q = η
U.I

V
(2.3)

whereU is voltage, I is current, and V is the speed of the weld. The value of η differs
for various kinds of arc welding processes due to different heat efficiency of them.
For laser welding the generated heat is obtained from:

q = η
P

V
(2.4)

where P is the power of the laser welding. For a thermal analysis, it is essential to
know the heat distribution in the workpiece in order to be able to implement it in the
numerical simulation. For this purpose, severalmodelswere defined as representative
of the heat sources for different types of welding processes that are to be used as heat
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sources in the numerical simulation. In the following subsections some of the most
frequently used models are described in greater detail.

2.2.1 Arc Welding Processes

So far, several models have been proposed to simulate the heat sources in various
welding processes. The heat flow density which is defined either per area (J/mm2 s)
or per volume (J/mm3 s) has various distribution curves depending on the process.
The coordinate system which is used for the heat source is critical. Furthermore,
temperature distribution in the steady state and the transient state are different. In
the stationary state, the coordinate system is attached to the heat source and the
observer, who is fixed on the moving coordinate system, sees a constant temperature
distribution that does not change over time. In fact, the temperature only depends on
the location in relation to the moving coordinate system. In the transition state, like
the beginning of the welding or spot welding, the temperature distribution around
the heat source is time-dependent. Fourier’s law states that the heat flow is related
to the transient heat temperature in the domain. The temperature which is spatially
and temporally distributed, T(x, y, z, t), can be calculated by solving the following
equation [3]:

ρcp
∂T

∂t
− k∇2T = q (2.5)

where q represents the heat source or heat sink in the domain, k is thermal conduc-
tivity, ρ is density, and cp is the specific heat capacity. The most known model for
q is a double-ellipsoidal heat source developed by Goldak [4]. A double-ellipsoidal
model simulates the heat power density over a flat surface which is typical to arc
welding processes which an arc impinges on a flat plate. In this model, the heat
decays as the distance from the center of the heat source increases laterally. The 3D
double-ellipsoidal heat source is shown in Fig. 2.2. In the 3Dmodel, the extent of the
heat distribution in the lateral direction decreases with increasing distance from the
top. It consists of two ellipsoids, one leading and one trailing. The front heat source
for a 3D heat source is defined as follows [5]:

q f = 6
√
3 f f Q

abc f π
√

π
e
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− 3x2

a2

)
e
(
− 3y2

b2
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e

(
− 3z2
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)

(2.6)

and the rear heat source is given by:

q f = 6
√
3 fr Q

abcrπ
√

π
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− 3y2
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)
(2.7)
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Fig. 2.2 Double ellipsoidal heat source proposed by Goldak

In which x, y, and z are the local coordinate system as shown in Fig. 2.2. The
parameters (a, b, cf, cr) used in Eqs. 2.6 and 2.7 are defined in Fig. 2.2. f f and
fr represent the fraction of the heat deposited in front and rear of the ellipsoid,
respectively.

These parameters should be determined depending on the welding process,
welding parameters, and geometry of the joint. In this regard, in every specific case,
these parameters should be calibrated by adopting a proper approach. The param-
eters of the heat source can be fitted by three different approaches [6, 7]. First, by
measuring the temperature at certain points during welding and iteratively adjusting
the parameters of the heat source in order to match the temperature in the FEM
analysis with the measured one. Second, by measuring the residual stress at selected
points and iteratively adjusting the parameters in order to match the residual stress in
the FEM simulation with experiments. This approach requires a mechanical model
to be created. Third, through macrograph analysis of the welds to match the shape
and size of both the melt zone and the heat affected zone with those of the FEA
analysis. The width and depth of the melt zone are the most common features on the
weld macrograph used to calibrate the heat source parameters [8]. An example of the
matching of the weld seam shape obtained from the simulation with that obtained
from the experiment is shown in Fig. 2.3. In thermal analysis, the boundary of the
melting zone is defined as those areas whose local temperatures exceed the melting
temperature. In this figure, a goodmatch can be observedwith respect to the boundary
of the fusion zone. During the thermal analysis, the geometry of the joint is prede-
fined, which also takes the added filler material into account. This simplification in
the simulation means that the real shape of the weld pool and the resulting defects
such as undercuts cannot be predicted. The geometric discontinuities cause a large
concentration of stress, which influences the stress distribution in the real weld seam
and must be determined by experimental methods. However, the boundary of the
fusion zone can be accurately obtained by thermal simulation.

The prediction of the weld seam shape must take into account the liquid flow in
the weld pool. The forces that act upon this flow during welding areMarangoni force,
capillary pressure, buoyance, electromagnetic force and gravity. The electromagnetic
force is exerted by the arc current on the molten pool. This force can be downward on
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Fig. 2.3 Fitting of the weld seam shape obtained from the simulation with that one obtained from
the experiment [9]

the surface of the pool and inward in the radial direction. The force of the arc acting
on the weld pool such as vertical pressure pushes the melt downward. As the melt
is pushed downward its radius decreases and the resistant pressure resulted from the
surface tension of themelt increases. The other force is the shear force. The resistance
shear force of the weld pool is in parallel to the surface and is low. The shear stress of
the plasma, forces the weld pool to the back [10]. The Buoyancy force is due to the
variation of density of the liquid resulting from temperature difference. The surface
tension is the other force acting in the weld pool. Marangoni force occurs along an
interface between two liquids with different surface tension. With this mechanism,
a liquid with a high surface energy pulls the surrounding liquid with a lower surface
energy. In other words, in the presence of a surface energy gradient, a flow of liquid
occurs whose speed (u) is equal to:

u = �γ

μ
(2.8)

where μ is the viscosity, and �γ is the difference of surface tension between the
liquids. The surface tension of the liquid metal depends on the chemical composition
and temperature. In the weld pool, there is a gradient of temperature which influences
the solubility of elements and therefore a gradient of surface tension exists that
induces a flow of molten material [11] as shown in Fig. 2.4. The shape of the weld
pool depends on the gradient of surface tension.

Modelling the flow in the weld pool requires the introduction of a computational
fluid flow model in the simulation, which is mainly used to predict the shape of
the weld pool in keyhole welding processes [12]. In fusion welding processes, there
is a liquid weld pool, the dynamic flow of which is neglected by the numerical
thermal simulations. Thermal analyses only calculate the temperature distribution,
since taking the flow into account greatly increases the computing time. The flow in
thewelding pool affects both the shape of theweld pool and the heat dissipation. Heat
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Fig. 2.4 Marangoni effect in the weld pool. a Variation of surface tension with respect to tempera-
ture. bMelt flow from top view. cMelt flow from cross section view and variation of surface tension
in the weld pool

dissipation through the melt flow in the melt pool can be taken into account in the
thermal analysis by assigning a higher thermal conductivity to the melt pool, above
the melting temperature [13]. In thermal analysis it is also necessary to consider the
heat loses due to convection and radiation as thermal boundary conditions. The heat
loss due to convection (qc) and radiation (qr ) are obtained from:

qc = hc(T − T0) (2.9)

qr =∈ σ
(
T 4 − T 4

0

)
(2.10)

where T0 is the temperature of environment, hc is the coefficient of the heat transfer,
∈ is the emissivity factor, and σ is the Stefan–Boltzmann constant.

In addition to the Goldak heat source, various other heat sources have been intro-
duced and used in thermal simulation ofwelding.One common option for heat source
simulation is a gaussian heat source with a bi-elliptical shape [14]. The heat source
can be assumed to be 2D acting on the upper plane of the sheet (Fig. 2.5). This model
is accurate enough to simulate the welding of thin sheets both by arc welding or
laser welding [15]. In 2D models, the heat distribution along the thickness cannot be
well estimated. The gaussian heat distribution is depicted in Fig. 2.5. The 2D heat
distribution for laser welding obtained from the gaussian formula is expressed as
[15]:
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Fig. 2.5 Gaussian heat source with a bi-elliptical shape

q2D(x, y) = 2ηPlaser
πR2

[
e− 2r2

R2

]
(2.11)

where Plaser is the power of laser, η is the heat efficiency, R is the radius of the heat
source which is defined as the area in which 95% of heat is transferred to the work,
and r is the distance to the center of the heat source. A similar heat source can be
defined for arc welding processes.

The use of 3Dheat sources often yieldsmore accurate results and several strategies
can be utilized to create them.One of these is the use of composite heat sources,where
a volume heat flux is used along with a surface heat flux. Another heat source model
is the three-dimensional conical heat flux shown in Fig. 2.6. This is a volumetric heat
source which takes into account the heat distribution along the thickness. At radial
distances perpendicular to the axis of z the heat distribution (q(r, z)) is obtained

Fig. 2.6 Three-dimensional conical heat flux
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from:

q(r, z) = 9ηU Ir3

π
(
e3 − 1

)
(Ze − Zi )

(
r2e + reri + r2i

)e−
(

3r2

r20

)

(2.12)

where r0 is the distribution profile, r is the radial coordinate, ze and zi are the z
coordinates of the top and bottom surfaces, respectively, and re and ri are radius
at the top and bottom surfaces, respectively. The distribution profile r0 decreases
linearly from the top to the bottom of the conical region (re at top and ri at bottom).

In plasma arc welding (PAW), a plasma jet with a very high velocity (in the order
of 300–200 m/s) forms a keyhole in the work piece. The methods used to simulate
the keyhole are volume of fluid (VOF) and level set (LS). The gaussian surface flux
does not consider the key hole effect [16]. The prediction of the weld pool, which is
produced by keyhole welding or welding within deep narrow grooves, is a compli-
cated procedure and using the double-ellipsoidal heat power density distribution will
not be accurate. Narrow groove welding is used for thick sections of materials and is
different from typical arc welding processes in which an arc impinges on the surface
of the workpiece. In flat welding, a part of the heat is dissipated through convection
and the other part is dissipated through radiation from the surface of the work. In the
base of a narrow groove, a part of the heat of the arc is transferred to the walls of the
groove through radiation and forced convection, as shown in Fig. 2.7.

Usual heat source models do not take into account the heat transfer to the walls
of narrow groove via convention and radiation. For more accurate results, a double-
ellipsoidal-conical heat power distribution can be used, as shown in Fig. 2.8 [3].
The double-ellipsoidal heat source accounts for the base of the groove, like what
was observed for a flat surface. The double-conical heat source accounts for the wall
of the groove into which the heat of the arc is transferred by radiation and forced
convection. ‘yi’ is the position of the heat source. When an arc is moving on the flat
surface and no groove is present, this model changes to a simple double ellipsoidal
one [3]. Therefore, this model can be used to simulate the heat source on the flat
surface as well as a full penetration or a partial penetration in the case of keyhole
or a narrow gap penetration. In narrow gap penetration, as several passes are used,
the heat efficiency and the dimensions should be adopted in each pass [3]. The heat

Fig. 2.7 Schematic of heat dissipation of arc on a a flat surface and b within a narrow groove
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Fig. 2.8 a Schematic of the deep narrow groove weld. bThe double-ellipsoidal-conical heat source
model used for the deep narrow groove weld [3]

efficiency in the narrow groovewelds should be changed and fitted in each pass, since
as the number of passes increases, dg decreases and the stifling effect for radiation
and convection decreases, leading to a higher heat loss [3].

The simulation of the heat source in TIG welding is strongly dependent on the
shape of the heat source. A study on this subject employed three different heat
source shapes: Two-dimensional Gaussian, three-dimensional conical and three-
dimensionalGoldak [17].Various combinations ofmaterialswerewelded byTIGand
the resultant weld bead profile and time–temperature histories were compared with
simulated ones using three different heat sources. The temperature profiles obtained
by each heat source are shown in Fig. 2.9. Generally, three-dimensional heat sources
result in more accurate prediction of the welding pool boundary, especially at the
root of the weld.

2.2.2 Laser Welding

The mechanism of arc welding processes is different from those of beam-based
welding processes, such as laser beam welding. Laser welding can be applied in
different two modes: low power and high power. In low power mode, most of the
energy of the beam is absorbed on the surface and melts it. In high power mode the
beam fully penetrates the material, and a deeper keyhole is formed. In a keyhole
produced by a laser beam several factors interact with each other. The metal vapor
inside the keyhole can dampen the beam and defocus it. On the other hand, it can
also cause a thermal concentration due to plasma radiation [1]. It is very complex
to simulate all the physical phenomena which occur during the keyhole formation
by laser welding. If the intention is only to obtain the temperature distribution, the
keyhole can be assimilated with a virtual heat source. Ostuni et al. [15] considered
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Fig. 2.9 (Left) Macrostructure of the weld showing the fusion boundary obtained by experiment
(Yellow line) and numerical analysis (Black dotted line). (Right) Temperature profiles obtained by
simulation using a 2D-Gaussian, b 3D-Conical, and c 3D-Goldak heat sources [17]. Reprinted with
permission from Elsevier

a cylindrical heat source in the thickness with a radius equal to the radius of the
key-hole measured by experiment. In this way, a Gaussian heat source with radius
RFZ along the thickness was considered. This heat source is in addition to the 2D-
Gaussian heat source previously applied on the surface (Fig. 2.10). A fraction of heat
(1− ϕ) is provided from the surface heat source and a fraction (ϕ) is provided from
the volumetric heat source. The total heat (h f3D) is related to the surface heat source
(h fsur ) and the volumetric heat source (h fvol) according to the following equation:

Fig. 2.10 Cylindrical plus a
Gaussian surface heat source
used to simulate the keyhole
in laser welding
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Fig. 2.11 Selection of a
coordinate system for a laser
beam heat source used in a
fillet weld [18]

h f3D = (1 − ϕ)[h fsur (x, y)]+ϕ[h fvol(z)] (2.13)

where z is the thickness direction. For laser welding of a fillet weld, a cone heat
source was used to represent the key-hole effect whose distribution, according to
Fig. 2.11, is obtained from [18]:

qr (r, z) = q0e
−3

(
r
r0

)2

(2.14)

where r is the current radius of the interior point within the cone, r0 is the radius
of the heat source at a specific z, and q0 is the maximum volumetric power density.
The axis of the cone is perpendicular to the weld surface. The maximum volumetric
power density is obtained from:

q0 = 9ηQe3

π
(
e3 − 1

)
(ze − zi )

(
r2e + reri + r2i

) (2.15)

where Q is volumetric heat flux. The dimensions are shown in Fig. 2.11.
For a fillet weld a local coordinate system is needed which is obtained by

multiplying the global coordinate system (X, Y, Z) by transformation matrix as
follows:
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where X0, Y0 and Z0 are the coordinate values of a point in the global coordinate
system (X, Y, Z), as shown in Fig. 2.11.

The double-ellipsoidal conical heat source can also be used to model the heat
power distribution in laser beam welding. According to the model shown in Fig. 2.8,
even in the case of a full penetration, the double ellipsoidal-conical yields the better
results in prediction of temperature–time history in the back of the plate [3]. The
ellipsoidal part in the bottom yields better results when the penetration is partial. In
the case of full penetration and keyhole, the double-ellipsoidal-conicalmodel tends to
be double-conical. In the case of electron beamwelding in which the beam penetrates
and exits from the bottom of the sheet, this ellipsoidal part is not useful and the heat
source would be more like a double conical heat source [3]. A three-dimensional
Gaussian conical heat source was used to simulate the heat source in laser welding
[19]. Another model used for laser beam welding is an hour-glass like heat source in
which the heat distribution is Gaussian and is obtained separately for the upper and
lower parts from [20]:

Qv(x, y, z) =
9Q0

π(1−e−3)
. 1
(ze−z0)(r2e +rer0+r20)

. exp
(

−3r2

r2c1

)
z0 < z < ze

9Q0

π(1−e−3)
. 1
(ze−z0)(r2e +rer0+r20)

. exp
(

−3r2

r2c2

)
zi < z < z0

(2.17)

The shape of this heat source is shown in Fig. 2.12. The geometrical parameters of
the model as well as the heat input should be calibrated by comparison with experi-
ments and utilizing the optimization methods. The hourglass-shaped heat source has
the unique potential to predict thewider bottomweldwidth created by full penetration
laser welding [21].

Further modifications have been carried out to use double conical heat source for
simulation of laser welding. A process where tailor welded blanks of two dissimilar

Fig. 2.12 Hourglass heat
source used for laser beam
welding [20]. Reprinted with
permission from Elsevier
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Fig. 2.13 The heat source
comprising of two half
hourglass heat sources with
truncated upper part

thicknesses are welded was simulated by using two half hourglass shape heat sources
with a Gaussian heat distribution [22] (Fig. 2.13). However, the geometrical shape
of the heat source is complex, and several parameters have to be optimized.

In electron beamwelding, electrons penetrate thematerial further than the photons
in laser welding. In both a vapor capillary is formed that acts as a heat source. The
ratio of depth to width of the weld zone in electron beamwelding is in general higher
than that achievedwith laserwelding. The complex interaction betweenmaterial flow
in the weld pool, the heat distribution, and the shape of the weld pool necessitates
utilizing computational fluid dynamics. For general purposes of calculating residual
stress or temperature distribution, a heat source can be defined based on the weld
pool geometry and dimensions. The examples are a half hemisphere on top plus a
partial cone on the bottom [23] and 2D Gaussian plus 3D conical heat sources [24].

With low-power laser welding, the keyhole effect is no longer present, and the
heat is transferred to the workpiece via the top surface. Laser transmission welding
is a variant of laser welding process which is used to join thermoplastic components
in lap configuration. The top sheet is transparent to the beam and the lower one is
absorbent. When doing laser transmission welding, a two-dimensional heat source
can be realized at the interface where the beam is absorbed into the lower sheet as
shown in Fig. 2.14. The equation used for the heat source is defined as [25]:

q0(x, y) = c.n.P

π.r2
e
(
−c

(
( x

r )
2+( y

r )
2
))

(2.18)

where P is the nominal power of the laser beam, n is the percentage of the heat
absorbed, r is the focused laser beam radius, c is a shape parameter, and x and y are
the Cartesian coordinates.
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Fig. 2.14 Schematic of laser transmission welding heat source

2.2.3 Friction Stir Welding

The thermal analysis for solid-state welding processes follows the same rules as
fusion welding processes if the material flow simulation is not a goal. Friction stir
welding (FSW) is a solid-state welding process in which heat is produced by friction
between a tool and the workpieces. This heat causes softening of the material and
facilitates the plastic deformation of the material around the tool. The softened mate-
rial, under high strain and high strain rate, flows around the tool and fills the cavity
behind the tool, forming a joint. The approach to simulating this process depends on
which outputs are important for a given design process. Themain differences between
this process and fusion welding processes are that no melting occurs during welding
and no filler material is included in the welding process. Nonetheless, computational
fluid dynamics can still be used to capture the material flow. A simple approach is to
use a heat source instead of the tool, where the contact area of the pin and shoulder
with the material is viewed as the heat source. In this way, the movement of the
material during welding is not calculated and no data on strain and strain rate can be
obtained and only the thermal analysis will be performed.

The main point of the heat source model used in FSW is that the maximum
temperature of the process should be kept below the melting point of the material.
One strategy is to include the coefficient of friction in the model and relate the
coefficient of friction to the temperature [26]. The relationship between the friction
coefficient and temperature is depicted in Fig. 2.15. In this way the heat is calculated
as follows:

q̇FSW = 2π

3AnodetplateNtool
ωμk(T )pr32 (2.19)
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Fig. 2.15 The relationship
between the friction
coefficient of the interface of
the FSW tool-material and
temperature

where μk(T ) is the friction coefficient and dependent on the temperature, Anode is
the node area of the plate, tplate is the thickness of the plate, Ntool is the number of
the nodes representing the diameter of the tool, p is the axial pressure and r2 is the
radius of the shoulder.

A new solid state joining has been developed, named hybrid metal extrusion and
bonding (HYB) [27]. This process uses a filler material to fill the gap by extrusion
mechanism. In this regard it is similar to fusion welding but it is still performed in
solid state. In an attempt to simulate the process, a Goldak model was used for the
heat source likewise fusion welding process [28].

2.2.4 Resistance Spot Welding

Resistance welding is a non-stationary problem [29]. In addition to thermal effects,
the forces associated to the welding process can also influence the residual stresses.
The pressure applied by the electrode in resistance welding can induce compressive
residual stresses. An electrical-thermal-mechanical model is used to analyze the
resistance-based welding procedures. MSC. MARC is a nonlinear finite element
commercial software capable to do this. A mechanical model requires the thermal
field to determine the material properties and to obtain the thermal field, the heat
source needs to be known. For determination of the heat source, electrical models
are used to calculate the current distribution and the resultant heat. The coupling of
these three phenomena is depicted in Fig. 2.16 [30].

Fig. 2.16 Coupled electrical, thermal and mechanical model
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The analysis can be decomposed into separate coupled analyses to simplify the
simulation process. First, a thermal-electrical analysis is carried out to determine
the temperature, which is then followed by a thermal-mechanical analysis [31]. In
this way, the temperature field is obtained from thermal-electrical analysis and it is
adopted as a body load in the thermal-mechanical analysis. The heat is produced due
to contact electrical resistance (ρcontact ) and it is obtained from [30]:

ρcontact = 3.

(
σs.so f t

σn

)(
ρ1 + ρ2

2
+ ρcontaminants

)
(2.20)

where σs.so f t is the yield stress of the softer material in contact, σn is the contact
normal pressure, ρ1 and ρ2 are the resistance of the two materials in contact, and
ρcontaminants is the resistance due to contamination such as oxides at the interface. The
thermal and electrical contact can be modeled by introducing an artificial film at the
interface [30]. The boundary condition for each model should be defined properly.
The electrical potential at the bottom of the lower electrode is considered zero in
thermal-electrical analysis [31]. The roughness of the contact area influences the
heat generation and can be taken into account [32], as shown in Fig. 2.17.

The major part of the heat transfer in this process takes place by conduction to
the water-cooled electrodes, ensuring that the heat transfer can be considered to
occur only in one direction (electrode direction) [33]. The heat transfer equation for
resistance welding is obtained from [34]:
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[
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[
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]
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∂z

[
k.

∂T

∂z

]
+ σ∇ϕ.∇ϕ (2.21)

where D is the mass density, T is temperature, t is time, c is heat specific capacity, k
is thermal conductivity, φ is the electrical potential, and σ is electrical conductivity.
Various boundary conditions should be defined in both thermal and electrical models,
such as the contact surface of electrode and sheet, contact surfaces of sheets (faying

Fig. 2.17 Description of the model with considering the contact roughness in simulation of
resistance spot welding
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Fig. 2.18 Graphical
boundary conditions for
electrical, thermal, and
mechanical models

surfaces) and the surface exposed to ambient. The boundary conditions in electrical,
thermal and mechanical models are presented in Fig. 2.18. In the thermal model a
convective water cooling process (represented by hw) exists within the electrodes
and a convective air cooling process (represented by ha) exists on the free surfaces
of electrodes and plates. The heat is also conducted in plates, electrodes and the
interfaces. The thermal conductivity at the interface (kc) can be defined as follows
[34]:

kc = 1

3

(
σ

σe

)(
k1 + k2

2

)
(2.22)

where σ is the average normal stress, σe is the average yield stress, k1 and k2 are the
thermal coefficients of contacting parts. The corresponding equations for boundary
conditions in different models can be found in [34].

The verification of the accuracy of the FEM simulation can be performed by
measuring the temperature of the electrode [35]. The other way, as mentioned, is by
matching the shape of the weld pool (here known as the weld nugget) obtained via
simulation with the experimentally obtained shape. Figure 2.19 shows the experi-
mental and simulation results of a spot resistance weld made on two dissimilar steels
(stainless steel and carbon steel) with the same thickness obtained by commercial
software SORPAS [30]. SORPAS® [36] couples four models, considering electrical,
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Fig. 2.19 Theweld nugget shape obtained by experiment and simulation alongwith the temperature
distribution in simulation [37]

thermal, metallurgical, and mechanical aspects [35]. As the simulation result shows,
the weld nugget zone in stainless steel is larger, which is due to the lower heat
conductivity of this steel.

2.2.5 Hybrid Welding Technologies

Hybrid welding processes such as hybrid laser-arc welding procedure are used to
establish a balance between the heat delivery and the weld penetration. Common
welding procedures such as arc welding processes used on thick sections require
high heat input to achieve sufficient weld penetration. Intensive heat sources such as
a laser can be used along with arc welding to provide a high penetration level. For
modelling the heat source in this case, two heat sources corresponding to each process
can be superimposed and used together. For hybrid laser-arc welding processes, a
combined double ellipsoidal-conical heat source has been used in the literature [20].
The shape of this double heat source is shown in Fig. 2.20. For GMAW-Plasma
hybrid welding a combined double-ellipsoidal shaped Goldak’s plus two connected

Fig. 2.20 Combined double
ellipsoidal-conical heat
source for hybrid welding
[20]. Reprinted with
permission from Elsevier
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Pavelic’s disc shaped models has been used as the heat source [38]. The first and
second shapes represent GMAW and PAW, respectively.

2.3 Phase Transformation and Material Properties

The determination of the transient thermal field during welding is the most important
prerequisite for predicting the phase transformation and the residual stress. Analyt-
ical models can quickly and roughly estimate the influence of some parameters on
the cooling rate, but this approach cannot accurately provide the spatial distribu-
tion of the microstructure and residual stress [39]. The temperature field during the
welding process is dependent on theway this heat is transferred and dissipated. As the
welding processes are mostly concerned with metals, the most important mechanism
of heat transfer in welding is conduction. Other mechanisms, such as convection and
radiation, have a variable contribution to the heat transfer, depending mostly on the
ambient temperature, geometry of the joint, dimension of the work piece, material
of the work piece, and the surrounding materials in contact with the work piece such
as backing plate or fixture.

The thermal analysis of the process via simulation offers the possibility to
precisely record the thermal history at each location and thus the spatial distribu-
tion of the phases can be predicted with a high degree of accuracy. A correct thermal
analysis by numerical simulation offers the possibility to plan ahead and control the
formation of undesired phases in critical areas. In the case of high-strength low-alloy
steels, the coarsening of the austenitic grains in HAZ, which is dependent on the
peak temperature, reduces the toughness of the phases subsequently formed during
cooling [40]. In addition, the cooling time between 800 and 500 °C (t8/5) is very crit-
ical as it determines the microstructure of steel. In some cases, it is needed to control
this cooling time to avoid the formation of detrimental microstructures (martensite
and bainite) which may cause cracks. The simulation of thermal process provides
this potential to measure this time in critical areas of the weld and thereby determine
the percentage of each phase. Figure 2.21 shows the calculated t8/5 and the calculated
percentage of martensite.

For a thermal analysis, materials properties such as thermal conductivity, convec-
tion coefficient, density, specific heat, melting point, and initial component temper-
ature are required [41]. The boundary conditions should be defined correctly to
determine the heat loses which occur due to convection, radiation, and conduction.
Heat loses due to radiation and convection are more important during welding of
thin sections, as in the thick sections most of the heat is sunk into the material by
conduction [42].

Many of the models used to determine the temperature field are applied without
considering the following phenomena: the complex interaction between the heat
source and material, the phase transformation of solid–liquid, and the flow of the
fluid in the melt pool [13]. Variations of the temperature field which are caused
by heat exchange due to phase transformations in solid state are negligible [13],
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Fig. 2.21 The effect of preheating on the cooling time (t8/5) in various parts of the weld and
the corresponding martensite percentage shown on the surface of the weld [13]. Reprinted with
permission from the author

however, the solid–liquid phase transformation in the weld pool may influence the
thermal analysis. This influence is due to both variation of materials properties and
material flow inside the weld pool. In order to take these into account and at the same
time avoid large increases in the complexity of the model, the following strategies
can be implemented:

• Reduction of the specific heat capacity in melt temperature;
• Interpolation of the temperature above the melting interval;
• Variation of enthalpy above the temperature interval of transformation;
• Change of density and heat conduction coefficient.

In order to consider the convective motion in the weld pool, an artificial thermal
conductivity can be considered for the liquid phase which is higher than the one
found in the solid state [43].

2.4 Validation of Thermal Analysis

The de-coupled thermal andmechanical analysis assumes that these two analyses are
weakly coupled, and that temperature distribution is not affected by stress and strain
during welding. The obtained temperature history from thermal analysis is used as a
thermal load input in mechanical analysis in which the stress and strain are obtained.
Thermal strain induced by variation of temperature distribution causes deformation.
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In a de-coupled analysis, it is important to validate the results of the thermal analysis
with experimental data. One approach to do so is tomatch the temperature–time cycle
in some predetermined locations [13]. However, the temperature–time histories are
not usually perfectly matched and there are several reasons behind this mismatch,
such as change of the measurement point or change in the convection condition
during experiment. Another approach is to match the boundary of fusion zone which
is considered as a reliable method to optimize the parameters of the heat source. For
an optimization of the heat source parameters, the upper and lower boundaries of
each parameter should be defined first based on the physical meaningfulness. For
example, the shape and dimensions of the heat source are closely related to those
ones of the real heat source and the weld pool.

2.5 Finite Difference Approach for Solving the Thermal
Analysis

The basic equation for thermal analysis is:

[A]{T } + [C]

{
∂T

∂t

}
= {F} (2.23)

[A] is the matrix of thermal conductivity, [C] is the matrix of heat capacity, {T}
is the temperature field array, and {F} is the array of boundary condition and heat
source. The approaches used for solving the temperature field equations based on
numerical methods mostly use finite difference or finite element approaches. In the
finite difference method, differential equations are solved by making an approxi-
mation in which derivatives are substituted with finite differences. In this way the
spatial domain is discretized into several points and the value of temperature in every
time interval is calculated in every point by considering the temperature in nearby
points. For example, the discretization of a surface into points is depicted in Fig. 2.22.
This figure represents a 2D heat transformation in which the temporal and spatial
derivations are obtained from following equations:
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Fig. 2.22 Discretization of a surface into several points

where i and j indices represent the spatial directions and k represents temporal index.
Considering these equations and the heat transfer equation, the temperature in

internal nodes at the increment time of k + 1 by explicit finite difference method is
obtained by:

[
T k+1

] = [A]
[
T k

] + [q] (2.27)

where [A] is the coefficient matrix and [q] is the energy addition to the system [44].
For the stability of the equation the time step should be defined correctly. Though
both finite element and finite difference methods yield the same results in thermal
analysis, the finite differencemethod is simpler to implement and facilitates the usage
of materials properties variation.
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Chapter 3
Thermo-Metallurgical Modelling

Abstract Phase transformations in structural steels determine both thermal and
mechanical properties of steel. Phase transformations depend on chemical compo-
sition, initial microstructure, maximum temperature and the cooling rate. During
welding a gradient of temperature, occurring both temporally and spatially, may
cause a variety of phases to co-exist and whose percentages are locally variable.
Continuous-cooling-transformation (CCT) diagrams are reliable tools to calculate
the phases percentages. The thermal and mechanical properties of steel for every
location and every time can be determined based on the percentage of each phase.
With the implementation of variable material properties in both thermal andmechan-
ical analyses, a reliable and accurate prediction of joint performance is feasible during
welding simulation. This chapter describes howmaterial properties can be calculated
and implemented in the simulation of a welded process and resultant welded joint.

3.1 Introduction

Metallurgical transformations determine the performance of a structure under various
conditions and influence the development of residual stress and distortion during
welding. These transformations are dependent on the thermal history and therefore
the microstructure of a weld zone is usually not uniform during and after welding,
depending on factors such as the base material, filler material and the process param-
eters. In fact, different regions of the weld zone may undergo vastly different metal-
lurgical changes duringwelding. The basis ofmicrostructural evolution is the conser-
vation law of mass and energy and in welding simulation and metallurgical changes
due to temperature variations are used to determine the material properties for use
in thermal and mechanical modeling. The transient temperature fields change the
microstructure and this has a direct effect on the thermal and mechanical properties
of materials. Phase transformations cause an inhomogeneity in strain and stress in the
material, as does the temperature distribution, while the resulting residual stresses
and strains have no influence on the temperature field and on the phase transfor-
mations. It is this fact that enables the simulation of the phase transformation to be
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Fig. 3.1 A scheme of the weld region of a steel and the binary Fe–C phase diagram

carried out independently of the mechanical modeling process. The simulation of
phase transitions is carried out in the thermal analysis and the results obtained are
used in the mechanical modeling stage, which is fully decoupled from the thermal
modeling.

However, not all the engineering alloys encounter phase transformations during
welding processes, as is the case of some specific types of steels. In these cases,
neglecting the phase transformation during simulation results in faster simulation
process but this is not recommended for simulation of welding processes that include
alloys that exhibit phase transformation, since it leads to a large loss of accuracy. Some
of the currently available commercial software packages, such as SYSWELD, are
capable of doing thermo-metallurgical-mechanical coupled process simultaneously,
employing tools such as the binary phase diagrams which can provide a quantitative
estimate of the phases that can be generated at different temperatures. However, these
diagrams only apply under equilibrium conditions in which the heating and cooling
rates are low. In fact, the rates of heating and cooling during welding are quite high
and, in these conditions, such plots can struggle to provide accurate predictions.
Figure 3.1 shows a schematic of the welded area of a steel and the applicable binary
Fe–C phase diagram, identifying the temperature ranges corresponding to key areas
of the weld. Further details regarding the phase evolution can be found in [1].

3.2 Phase Transformations in Steel

In structural steels, such as high strength low alloy steels, four different kinds of phase
transformations can occur during heating and cooling. These are the austenite trans-
formation during heating, diffusive transformations such as the ferrite and bainite
transformation, and non-diffusive transformations such as martensite transformation
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during cooling. The critical transformation temperature are A1 and A3 for austenite
transformation, Bs and Bf for starting and finishing temperatures for bainite trans-
formation, and Ms and Mf for starting and finishing temperatures for martensite
transformation [2]. During fusion welding processes, fusion and subsequent solid-
ification establishes a bond between the two materials. If a filler material is used
(either homogeneously or heterogeneously), a new material is added to the weld
region which, in the case of heterogenous welding, has different chemical compo-
sition and material properties. In those cases, the material properties in the melting
zone differ significantly from the base material and precise determination of the
fusion boundary is crucial.

Phase transformations are accompanied by variation in physical and mechan-
ical characteristics. Physical properties such as specific volume, heat capacity,
and thermal conductivity and mechanical properties such as elastic modulus, yield
strength, and thermal expansion coefficient canbedeterminedbyknowing the volume
fraction of constituent phases at every location and for every time increment. The
volume fraction of the constituent phases can be obtained using equations based
on thermodynamic and kinetic concepts. These equations are either a function of
both temperature and time for diffusion-based phase transformations or are solely a
function of temperature for a non-diffusive transformation. During simulation, the
material properties of each element can be calculated and updated for each time
increment by knowing the volume fraction of the constituent phases and using the
rule of mixtures. However, the process of calculating all material properties is very
time intensive and, in practice, only a limited set of material properties are calcu-
lated and constantly updated during the simulation. The literature shows examples
where some materials’ properties such as density, heat capacity, thermal conduc-
tivity, Young’s modulus and Poisson’s ratio were considered independently from the
phase transformation [3]. In another study, changes of materials properties due to
phase transformation were not considered in thermal modelling [2]. In the mechan-
ical analysis, the Young’s modulus and the yield strength of the constituent phases
and the thermal expansion coefficient and Poisson’s ratio of the base material have
been taken into account. Their dependencies on temperature were also taken into
account. The temperature gradients in the weld and HAZ are higher than the rest of
the workpiece and therefore, during thermal-metallurgical simulations, these regions
should be finely discretized in a manner suitable to accurately capture the variation
of materials’ properties.

For some specific materials, such as non-alloyed structural steels, modelling can
assume an homogenous condition since the effect of phase transformation is negli-
gible when compared with the shrinkage caused by cooling from 500 °C to ambient
temperature [3, 4]. In contrast, other cases exist where the transformation-induced
changes are very significant and cannot be disregarded, for example when the phase
transformation depends not only on the temperature but also on the cooling rate [4]. In
addition, for high heating rates, transformation temperatures such as AC1 or AC3 are
highly dependent on heating rate [3]. According to continuous cooling transforma-
tion (CCT) diagram, the variables that are used for prediction of phase transformation
are the maximum temperature, the period of time spent above AC1 and the time spent
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between 800–500 °C during cooling [3]. In single pass welds, the time in which the
different areas are held in austenitizing temperature are similar and therefore only the
peak temperature can be used for calculation of the austenite fraction [3]. The time of
austenitizing can also influence the grain size and consequently the yield stress of the
austenite, the effect of which on the simulation results can be neglected. In fact, the
grain size of austenite is especially important when it affects the subsequent phase
transformations during cooling. For instance, it is reported that Ms temperature is a
function of prior austenite grain size [5]. As it will be shown later in this chapter, the
strains caused by martensite transformation are influenced by Ms, and therefore the
grain size of austenite can be an important factor in welding simulation. In this case,
both temperature and time of austenitizing are to be considered.

The solid–liquid phase transformation is usually not considered in welding simu-
lations because the temperature at which this transformation occurs is sufficiently
high to make the yield point zero. Therefore, neglecting this phase transformation
in the mechanical analysis does not compromise the accuracy of the results. In a
thermal analysis, the liquid phase in the melt pool promotes heat transfer by convec-
tion for which an artificial heat conductivity can be defined. The latent heat due to
solid–liquid phase transformation can be incorporated into the model by changing
the specific heat in solid and liquid states or by defining a new specific heat in the
melting temperature range [6].

3.3 Effect of Phase Transformation on Residual Stress

Austenite transformations can influence the residual stress during welding, since
an hindered volume expansion promotes compressive residual stresses [7]. This
compressive stress ismainly caused by a difference in the specific volume of austenite
and of the transformed phases (ferrite, bainite, martensite). The development of this
compressive residual stress ends when the phase transformation is complete but with
further cooling, residual tensile stresses begin to build up through rapid cooling
(residual thermal stresses) and are superimposed on the previously formed compres-
sive stresses. When the austenite cools slowly, it is transformed into ferrite and
pearlite, a process which occurs only at high temperatures. The compressive residual
stresses are thus low due to a low yield strength at high temperature, as shown in
Fig. 3.2 by Curve 1 (the red lines show the limit on residual stresses because the
residual stresses cannot exceed the yield strength). After the phase transformation
is complete, the cool down process allows the thermal residual stresses to develop,
which are superimposed over the previously developed compressive residual stresses.
As the compressive residual stresses have low intensity, a total high residual tensile
stress is developed. When the phase transformation occurs at lower temperature (by
higher cooling rate which leads to the formation of martensite or bainite), a higher
residual compressive stress is developed due to a higher yield stress at lower temper-
ature. If the newly developed phases were to cool any further, thermal residual tensile
stresses would arise. As the previously developed compressive residual stresses were
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Fig. 3.2 The interaction of
the compressive residual
stresses due to phase
transformation and the
thermal residual stresses due
to hindered shrinkage during
cooling [7]

high, the resultant total residual stress would be compressive (curves 2 and 3 in
Fig. 3.2). This process explains why a higher compressive residual stress occurs
when a low transformation temperature (LTT) material is used as the filler material
in the weld zone [8]. Please note that these curves are qualitative and only consider
the volume change due to phase transformation while the transformation induced
plasticity is neglected. Moreover, other factors such as strain or stress of austenite
may also change Ms [9].

3.4 Calculation of Phase Percentage

Phase transformations may be diffusion controlled or non-diffusion controlled. For
diffusion-controlled transformations, such as ferrite and bainite transformations,
there are semi-empirical formulae which can predict the phase percentage by using
CCT curves and can be implemented in FEM software. Some thermodynamic equa-
tions have also been developed to predict the phase fraction at different temperatures
[2]. In structural steels, the austenitic phase formed during heating will be trans-
formed to ferrite, pearlite, bainite, and martensite during cooling. Therefore, it is
first important to determine the available austenite phase that forms upon heating.
Only the knowledge of the local peak temperature (Tmax ) can provide a good approxi-
mation for estimating the percentage by volume of the austenite phase formed during
heating. The following equations give the fraction of the austenite at each temperature
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[10]:

pγ = 0, Tmax ≤ Ac1; (3.1)

pγ = Tmax − Ac1

Ac3 − Ac1
, Ac1 ≤ Tmax ≤ Ac3; (3.2)

pγ = 1, Tmax > Ac3; (3.3)

For continuous cooling the transformation kinetics of diffusion based transforma-
tions (like ferrite) is obtained according to the models proposed by Leblond-Devaux
[11, 12]:

dp

dt
= f

(
Ṫ

)
.
peq(T ) − p(T )

τ (T )
(3.4)

where p is the phase fraction, t is time, f
(
Ṫ

)
is a factor that takes into account the

cooling rate, T is temperature, peq(T ) is the equilibrium content of the phase at
temperature T , and τ is the time needed to form a phase component. These values
should be adjusted in order to obtain a good fit with the CCT diagram. The volume
fraction of bainite (pb(T, t)) can be obtained by the kinetics model of Machnienko,
described by the following equation [13]:

pb(T, t) = (
p%b pγ

)(
1 − exp

(
−Kγ

Bs − T

Bs − B f

))
, Bs < T < B f (3.5)

where p%b is thefinal fraction of bainite obtained fromCCTdiagram, Kγ is a constant,
and Bs and B f are the starting and finishing temperatures of bainite formation,
respectively. The phenomenological model for diffusion-less phase transformation
(martensite transformation) is proposedbyKoistinen-Marburger and is obtained from
[11, 14]:

pM(T ) = (
p%M pγ

)
(1 − exp(−KM .(Ms − T ))), Ms < T < M f (3.6)

where pM(T ) is the volume fraction of martensite, p%M is the final fraction of marten-
site obtained from CCT diagram, Km is a coefficient, and Ms is the starting tempera-
ture for martensite formation. The value of Km is dependent on the chemical compo-
sition of the steel. After evaluating the phase fraction at each time increment, the
mechanical properties (yield stress and Young’s modulus) can be estimated with the
aid of the rule of mixtures.

M(T, t) =
∑

pi (T, t)Mi (T ) (3.7)
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where M(T, t) is the yield stress or Young’s modulus, pi (T, t) is the volume fraction
of phase ‘i’ andMi (T ) is the corresponding properties of each phase ‘i’ at temperature
‘T’. Thermal-physical properties can also be obtained by the mixture rule to be used
in thermal analysis [10]. In the mechanical model, the total strain in each increment
(dεth+�V ) which is sum of thermal strain (dεth) and phase transformation strain
(dε�V ), is obtained according to the following equation [13]:

dεth+�V = dεth + dε�V =
∑

i

piαi dT − sign(dT )
∑

i

ε�V∗
i dpi (3.8)

where αi is the thermal expansion coefficient of phase ‘i’, ε�V∗
i is the full volumetric

change strain of phase ‘i’ caused by phase transformations obtained by dillatometric
curves, and sign(dT ) is a sign function which is equal to + 1 and -1 during heating
and cooling, respectively. ε�V∗

i has a very significant effect on the residual stresses
formed in the weld zone. The welding residual stresses in the longitudinal and
transverse direction, taking into account the change in volume resulting from the
phase transformation from austenite to martensite and without taking this effect into
account, are shown in Fig. 3.3 for a P91 steel [15].

The transformation induced plasticity (TRIP) strain which results from the
martensite transformation is obtained from [16]:

dεtr i p = 3k(1 − pM).�pM .s (3.9)

where s is the deviatoric stress and �pM is the increment of martensite proportion.
TRIP is referred to a micro plastic deformation caused by the superposition of an

Fig. 3.3 The welding
residual stresses in both
longitudinal and transverse
directions when considering
the volume change resulted
from phase transformation of
austenite to martensite and
when not considering this
effect [15]. Adopted with
permission from Elsevier
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Fig. 3.4 The evolution of the TRIP strain, thermal strain and volumetric during martensite phase
transformation [17]. Adopted with permission from Elsevier

external load and the internal stresses caused by the difference of specific volume of
the parent phase (austenite) and the transformed phase (bainite or martensite) [17].
The evolution of the TRIP strain, thermal strain and volumetric strain is described in
Fig. 3.4. During the heating process, a thermal strain is created due to the inherent
thermal expansion coefficient of the materials and a volumetric strain arises due to
phase transformation of martensite to austenite. However, the most important strains
are those ones which develop during cooling. During cooling of austenite, a thermal
strain builds up in thematerial and by reaching theMs temperature, martensite begins
to form and a shrinkage occurs due to this phase transformation. In the presence of
an applied load, a transformation induced strain will appear and contributes to the
total plastic strain. TRIP strain can moderate the longitudinal residual stress in multi-
pass welding but has little effect on transverse stress [17]. In single-pass welding by
electron beamwelding, neglecting the TRIP strain in mechanical analysis is reported
to increase the accuracy in the prediction of longitudinal residual stress but it over-
predicts the transverse compressive stress [18]. Thermo-metallurgical models which
neglect the TRIP strain, overpredict the compressive stresses which are developed
in the weld zone by martensite transformation in multi-pass welding [19].

The implementation of material properties obtained by the equations related to
phase transformation in commercial finite element software such as Abaqus can
be performed in diverse manners, including the use of user-defined subroutines.
For instance, the user subroutine USFLD can be used to define the properties of
materials as a function of field variables [20]. The process of materials properties
implementation inUSFLD is shown in Fig. 3.5. The incremental thermal strain can be
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Fig. 3.5 Implementation of material properties in USFDL [20]. Adopted with permission from
Elsevier

implemented in UEXPAN user-subroutine as a function of temperature, predefined
field variables, and state variables.

3.5 Temper and Creep

Tempering is another phenomenon which may occur during welding of steels where
martensite is formed. This transformation may occur during multi-pass welding or
during a post-weld heat treatment and its occurrence lowers the residual stresses.
The progress of this phenomenon is dependent on both temperature and time, though
the temperature is more important [21]. Therefore, some researchers only consider
the temperature to predict the tempered portion after welding and post-weld heat
treatment [22]. Figure 3.6 shows the percentage of the tempered phase after welding
and after the post-weld heat treatment. When the material is tempered, its yield
stress decreases, and the residual elastic strain is relaxed when the yield stress of the
tempered material becomes smaller than the residual stress. This leads to a reduction
of the residual stress during a post-weld heat treatment.

The phenomenon of creep occurs at stresses below the yielding point and is
dependent on the temperature, time and the local stress levels. Creep is a visco-plastic
strain which can be included when modelling post weld heat treatments. The plastic
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Fig. 3.6 Distribution of the tempered phase, a after welding, and b after post-weld heat treatment
[22]. Reprinted with permission from Elsevier

strain caused by creep lowers the elastic strain which means that the residual stress
level is decreased. Please note that creep differs from the tempering effect, as stress
relaxation can occur at stresses lower than the local yield stress and therefore a wider
region is covered by this mechanism. It is shown that when the creep phenomenon
during post-weld heat treatment is taken into account in the simulation,more accurate
results can be obtained [22].

Residual stresses are highly dependent on the cooling rate, the temperature at
which the phase transformation occurs, the yield strength at the temperature of phase
transformation and the temperature gradient present during the cooling process after
phase transformation is completed. The cooling rate is dependent on the heat input
of welding and when the heat input is low, the cooling rate is high and the phase
transformation occurs at low temperature, leading to a residual compressive stress. In
contrast, when the heat input is increased, the phase transformation occurs at higher
temperature and, as mentioned before, large residual tensile stresses are developed.
However, by further increasing the heat input, the temperature of phase transforma-
tionwill not increase. Instead, the cooling rate after phase transformation is decreased
and the residual tensile stress is reduced.
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Chapter 4
Thermomechanical Analysis in Welding

Abstract Mechanical analysis of welded joint is performed to calculate the residual
stress and distortion generated during the welding process and cooling. Thermal
elastic–plastic FEM analysis for doing so is usually performed using static implicit
or quasi-static explicit methods. The strategies which can be employed to reduce the
calculation time are described in this chapter. It is also explained how a mechanical
analysis can be performed in a large-scale structure using approaches such as the
inherent strain method. The effect of phase transformation in mechanical analysis is
also discussed. Considering plasticization behavior of material and phenomena such
as creep and annealingonmechanical analysis can increase the accuracyof simulation
and in this chapter it is explained how one can implement these considerations in
mechanical analysis. Finally, the effect of these phenomena on residual stress during
welding are also addressed.

4.1 Residual Stress and Distortion

Residual stresses are, by definition, internal stresses and are mechanically in equilib-
rium and are formed without any applied external load. Knowledge about the type,
amount, and distribution of residual stresses can help to predict structure performance
under various loading conditions. During loading, residual stresses can influence the
failure of the structure especially when they are aligned with the applied loads.
Residual stresses can also influence stress corrosion cracking [1], cold cracking [2]
and fatigue strength [3]. The residual stresses raised during welding are commonly
termed as “welding residual stresses” and are formed due to a heterogenous plastic
deformation field, which is caused by a local thermal source used in the welding
process [4]. The existence of plastic deformation in every location is incompatible
with its surroundings andoccurs at themacroscopic,microscopic and submicroscopic
levels in the weld, HAZ, and base material [5]. Residual stresses, when aligned in
the loading direction, cause earlier plasticization and reduction of the local strength.

Residual stresses can be classified into four main groups:
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1. Thermal, which are developed during cooling through differential deformation
in the cross section, resulting from thermal expansion;

2. Deformation, which result from an inhomogeneous plastic deformation field
from an external loading;

3. Phase transformation, caused by uneven phase transformation and a volume
change;

4. Precipitation, a distortion stemming from the occurrence of precipitation in the
crystal structure.

The sources of residual stresses in the welding region are shrinkage, rapid cooling
and phase transformation [6]. Residual stresses due to shrinkage are always tensile in
both transverse and longitudinal directions. To establish the equilibrium in a trans-
verse direction, the compressive residual stresses are formed away from the weld
in the HAZ and the base material. The mechanisms that underly the formation of
residual stresses due to rapid cooling are similar to those formed due to shrinkage,
occurring when the cooling rate is high enough to cause a large temperature gradient
and severe constraints. In the thickness direction of thin sheets, in which the tempera-
ture distribution is uniform, this kind of residual stresses do not exist. The temperature
around the weld zone is lower and therefore serves as a constraint in longitudinal
direction. Perpendicularly to the weld, the boundary condition of the weld and the
material of the weld both determine the residual stress [7]. In addition to the material,
thickness and boundary conditions, the welding process and its parameters influence
the residual stress. Figure 4.1 shows the residual stresses caused by shrinkage and

Fig. 4.1 Development of a
longitudinal, and b
transverse residual stresses
due to shrinkage and rapid
cooling and their
superimposition along the
longitudinal direction
(x-direction) and the
transverse direction
(y-direction) for an
Al–Si–Mg alloy [8]
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rapid cooling and their superimposition in both longitudinal and transverse directions
for an Al-Si-Mg alloy [8].

A structure with large global stiffness is highly constrained. When the edge of the
weld has no constraint, the composition of the weld is important in determination
of the perpendicular residual stress [7]. In general, single-layer welds without an
edge constraint develop lower residual stresses in the transverse direction. Hindered
longitudinal shrinkage due to reaction forces leads to the reduction of the plastic
deformation and develop residual stresses in the direction of the weld. The forces
caused by the residual stresses in the structure are in balance and therefore the tension
in themiddle of theweld seam is balancedby compression at the endof theweld seam.
Transversely to the weld seam, the residual stresses due to shrinkage reduce from
the center to the edges. Generally, residual stresses in the thickness direction arise
from different cooling rates along the thickness and are mostly formed in sufficiently
thick sheets or in multilayer welding.

The determination of residual stress via numerical simulation requires a thermal
analysis, used to first calculate the spatial and temporal temperature distribution and
then coupledwith amechanical analysis to calculate the resulting stresses.Distortions
are usually coupled with residual stresses and occur in the longitudinal, transverse
and angular directions or any combination of these [5]. In general, a FEM simulation
for mechanical analysis requires a set of governing equation, the concepts of which
are described below.

A change in temperature in a metal bar is always associated with a change in its
length, which is dependent on the modulus of elasticity. Any increase in temperature
causes the interatomic distance to increase which is equivalent to a change in the
lattice parameter. The elastic strain (εel) is related to the lattice spacing change
according to the following equation:

εel = d − d0
d0

(4.1)

where d is the lattice spacing of the specimenwhen is under stress and d0 is the lattice
spacing of the specimen when it is free of stress. This elastic strain is proportional
to the temperature change according to the following equation:

εel = α�T (4.2)

where α is the coefficient of thermal expansion, which can be temperature dependent.
If a metal is heated evenly and no constraint exists in the way of expansion, the
atomic distance increases without inducing any interaction load. However, in the
presence of constrains, residual stresses arise during the expansion and contraction
of the material. As mentioned before, the constraints can be mechanical in nature
or can result from uneven heating. Uneven heating is the main mechanism behind
the development of residual stresses during a welding process, and any mechanical
constraints can enhance this effect. In most cases, there is an interest to calculate the
residual stresses after cooling. The origin of these stresses is the plastic strain that
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occurs when the elastic limit of the material is exceeded. The plastic yielding occurs
when:

f =
√
3

2
.
{

Si j
}T

.
{

Si j
} − σ f = 0 (4.3)

where si j is the deviatoric stress and σ f is the yield stress. The local yield point itself
depends on the local temperature and the yield point of metals and alloys decreases
with increasing temperature. The numerical FE simulation offers the possibility to
take into account the variation of the yield strength with the temperature and to
increase the accuracy of the mechanical models. The residual stresses in each spatial
direction (σres,i ) are related to the elastic strain according to Hooke’s law:

σres,i = E

1 + ν
εi + νE

(1 + ν)(1 − 2ν)

(
εx + εy + εz

)
(4.4)

where E is the elastic modulus, ν is the Poisson coefficient, and εi is the strain in the
direction of i. the elastic modulus is also temperature-dependent and decreases with
increasing the temperature.

Phase transformations during cooling and heating can also contribute to the devel-
opment of residual stresses, since they induce strains, namely phase transformation
strains. In fusion welding processes, there is an increase in volume due to melting
and, conversely, when solidifying. This type of phase transition has no effect on the
residual stress development since both melting and solidification take place at high
temperatures where the tensile stress is almost zero. The yield point is only signifi-
cant below a certain temperature and can promote the residual stresses. Thus, one can
neglect the melting and solidification processes as well as any phase transformation
that occurs at high temperatures, since the yield strength is low at high temperatures
and no residual elastic strain can be induced. For this reason, only the phase tran-
sitions that take place at lower temperatures should be considered in a mechanical
analysis.

4.2 Numerical Simulation for Mechanical Analysis

Themain outputs of themechanical analysis are deformation and geometry variations
as well as the stress and plastic strain distribution. There are two main approaches to
calculate residual stress during welding. In the decoupled thermomechanical anal-
ysis, an FE heat transfer analysis is carried out first, which can also include the phase
change analysis. Then, a separate FE thermal-stress analysis will be performedwhich
is based on continuum mechanics and only calculates the macro residual stress [9].
This decoupling has a negligible influence on the simulation accuracy, since the
mechanical state of the material has minimal influence on the thermal properties
and the phase transformation [5]. An alternative approach performs both thermal
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and mechanical calculations at the same time which is referred to as coupled ther-
momechanical analysis. In a coupled transient thermal static structural analysis, the
heat transfer problem is solved first, with the temperature history being saved for
each node. Then, structural nodal loads are calculated using the thermal expansion
coefficient in static conditions through the nodal temperature history. The coupled
models assume that thermal energy and mechanical energy are equivalent and thus
these analyses start with the fundamental equation of thermo-mechanics [10]:

cqṪ + q̇i,i = Q̇v − EαT

1 − 2ν
ε̇eii + ξσdi j ε̇vpi j (4.5)

where cqṪ is the heat stored energy per unit of time, q̇i,i is the heat supplied or carried
away (through surface), Q̇v is the heat released or consumed per unit of time (related
to volume), EαT

1−2ν ε̇eii is the energy released from elastic deformation and ξσdi j ε̇vpi j

is the energy due to viscoplastic deformation. A part of the energy used for plastic
deformation is stored as microstructural changes and therefore a factor of ξ is used to
state howmuch of this energy is converted to heat. This factor, in most cases, is close
to 1 showing that almost all the energy for plastic deformation is converted towards
heat. Coupling between thermal and mechanical fields can be ignored in welding as
the heat is supplied solely from an outside source.

In a decoupled thermomechanical analysis, twomodels, thermal and mechanical,
are solved separately and sequentially. Usually, the mechanical analysis consumes
more resources than the thermal analysis, due to the higher degree of freedom of the
problem to be solved [11]. The stress distribution is calculated using FE methods,
following the known strain components. Prior to each mechanical modelling step,
the temperature distribution obtained from thermal analysis is loaded as a predefined
field and the material properties of each node are suitably updated. Thermo-elastic–
plastic (TEP) material behavior is described by the method of incremental strain
change [12], where the total strain is obtained from [5, 12]:

ε = εin + εel + εpl + εth + εtr + εtp + εcr (4.6)

In which εin , εel , εpl , εth , εtr , εtp, and εcr are initial, elastic, plastic, thermal, trans-
formation, transformation plastic, and creep strains, respectively. For an isotropic
material with an elastic modulus of E , a Poissons ratio of ν, shear modulus of G, the
strain in 3D in the elastic region (εel) is obtained from:

εel = [D]−1.σ (4.7)

where [D] is the stiffness matrix. The plastic strain is derived from:

dεpl = λp.
∂ f

∂σ
(4.8)
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where λp is a multiplier dependent on the problem and f is obtained from Eq. 4.2.
The thermal strain is obtained from:

εth = α(T ).(T − T0) (4.9)

where α(T ) is the thermal expansion coefficient which is dependent to temperature,
T is the temperature and T0 is the reference temperature. For the stress and strain field
simulation, it is essential to determine the dependency of Poisson’s ratio, Young’s
modulus, thermal expansion coefficient, and yield limit to the temperature [13].
There are two numerical approaches suitable to solve the mechanical models; static
implicit and quasi-static explicit. In the following paragraphs, these two approaches
are described in more detail.

4.2.1 Implicit Approach

The numerical simulation for mechanical modeling can be carried out in the static
as well as in the dynamic states. In the static approach, no inertia effects are taken
into account and only the load equilibrium is solved. A static approach for solving a
mechanical model is applicable when the load frequency is less than ¼ of the natural
frequency, so no inertia effects are present. In this way, the kinetic energy would be
zero and the dynamic approaches (implicit dynamic and explicit dynamic) would
give the same result as static approach. The dynamic approaches are mostly used
when the inertia effect is not negligible but in the simulation of welding problems,
the static approach is usually sufficient since inertia plays a minor role in the process.
In a static analysis, when there are moving objects or an imposed displacement, it is
important to properly define the constraints and limit the degree of freedom (DOF),
otherwise the solving procedure will not converge.

For solving large-scale welding deformation problems using an implicit FEM
analysis, thememory usage is high because there is a high order relationship between
the arithmetic operations and the number of degrees of freedom [14]. Software pack-
ages such as JWRIAN [15] and SYSWELD are mostly based on an implicit method.
The general equation for the static implicit FEM used in this process is:

K .�U = �F (4.10)

where K is the stiffness matrix, �U is the increment of displacement and �F is
the load increment. �F consists of both external load and thermal load. When ‘n’
nodes exist, the implementation of this equation in elastic region yields the following
matrix:
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Table 4.1 Velocity scaling
method used in implicit
approach [16]

Variable (unit) Scaled value (ξ : Scale factor)

T (s) t/ξ

�t(s) dt/ξ

ν(mm/s) ξν

Q̇
(
J/mm3s

)
ξ Q̇

q̇
(
J/mm2s

)
ξ q̇

λ(J/mm s◦C) ξλ

β
(
J/mm2 s◦C

)
ξβ

C(J/kg◦C) C

ρ
(
kg/mm3

)
ρ

⎡
⎢⎣

k · · ·
...

. . .
...

· · · k

⎤
⎥⎦

⎧⎪⎨
⎪⎩

�u1
...

�u3n

⎫⎪⎬
⎪⎭ =

⎧⎪⎨
⎪⎩

� f1
...

� f3n

⎫⎪⎬
⎪⎭ (4.11)

There are 3n possible displacements as every node canmove in 3 directions. ‘K’ is
the quasi-zero components of the stiffness matrix. The number of these components
is proportional to n2. The time increment used in an implicit analysis is determined
by temperature increment. When an implicit analysis is used for heat conduction
analysis, a velocity scaling factor can be used to shorten the analysis time. Accord-
ingly, the heat flow rate and the materials characteristics related to time are scaled
by a factor of ξ. Table 4.1 shows the values obtained by velocity scaling of specified
physical quantities.

In a static implicit FEMused forweldingmechanical analysis, several steps should
be defined for applying the loads. A global stiffness equation should be solved for
each load step which a very memory-intensive step for large-scale structures and
with long computational times [17]. Welding problems possess high non-linearity
especially around theweld line and the process of solving this non-linearity should be
performed by iterative calculations such as Newton–Raphson method. The stiffness
matrix of the whole structure is updated for each increment which is very time-
consuming. Thus, an iterative substructure method (ISM) is often used to avoid
frequent updating of the global stiffness matrix [11, 14]. With this method, the area
near the moving heat source, which has a strong non-linearity, is solved separately
from the remaining region (Region ‘B’ in Fig. 4.2a). The remaining region (region
A-B in Fig. 4.2a) behaves elastically and an elastic stiffness matrix is assigned to
the whole structure (K e

A) initially, with its inverse being saved. The stiffness matrix
of the nonlinear region (K n

B) is updated in every temperature increment while the
remaining region (A-B) is only solved and updated every NA−B increment using
the initially saved inverse matrix of K e

A. Since the stiffness matrix is only updated
incrementally for region ‘B’, the computational time can be shortened. The continuity
of the displacement at the interface of the two regions can be directly maintained and
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Fig. 4.2 Computation of stiffness and stress in a ISM method, and b i-ISM method

the continuity of the traction is maintained by the iterative correction process. For
larger components, defined as those that consist of more than 1 million elements, one
can introduce evenmore regions in order to shorten the calculation time (Fig. 4.2b). In
thisway, regionC-B is treated like the regionA-B in the previous example. Therefore,
region A-C requires a lower number of stiffness matrix updates by a factor of 1/NC ,
in which NC is the number of steps needed to update the stiffness matrix of region
C-B. This method is named the inherent strain ISM (i-ISM) method. In the following
paragraphs, it is described how the ISMmethod can be implemented during welding
by a moving heat source.

As mentioned, in ISM one area around the welding zone exhibits strong nonlinear
behavior while the remaining areas exhibit linear behavior or a small stiffness change
(quasi-linear). Figure 4.3.a shows how the stiffness matrix is updated when the heat
source is moving. The non-linear region moves as the torch moves and the nonlinear
region thus changes from ‘B’ to ‘B’’ and the stiffness matrix is updated to nonlinear,
while the stiffnessmatrix of the remaining region remains linear. The continuity at the
boundary of these two regions should be maintained in the iterations. The stiffness
matrix of region A’ + B’ can be maintained over the process as long as there is
convergence in the solution and the initial stiffness matrix can be used until the
end of the process. This reduces the calculation time considerably. The schematic
of the procedure used to calculate the stress is shown in Fig. 4.3b. The stress is
obtained by considering the continuity and balance of stress at the boundary. It is
important to define the border between the linear and non-linear regions properly.
Underestimating the extent of the non-linear region will compromise the accuracy
of the results, although the computational time will decrease. The extent of the
nonlinear area can be defined as a distance over which the accuracy of the results
does not change (is not improved) and this area can be defined as a region whose
maximum temperature is greater than a specified one. In this area, the temperature
gradient is steep, and the local yield point is low enough to induce local plastic strains
and residual stresses. The mesh size in the linear region is set to be coarser since it
is linear in nature.
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Fig. 4.3 Region division in the iterative substructure method for a constituting the stiffness matrix,
and b stress calculation [18]. Reprinted with permission from Elsevier

4.2.2 Explicit Approach

The explicit method is suitable for modelling dynamic phenomena which take place
in a short period of time [16]. However, it can be adapted for mechanical analysis
of welding which in this case is named as a quasi-static explicit method. In explicit
method, the time increment (time step) should be selected in a way to ensure that the
stress wave propagation distance is smaller than the element size. The basic equation
of dynamic explicit FEM is [17]:

[M]
{
Ü

}
t
+ [C]

{
U̇

}
t
+

Ne∑
e=1

∫
[B]T {σ }dV = {F}t (4.12)

where [M], [C], [B], and {σ } are the mass matrix, damping matrix, strain–displace-
ment matrix and stress vector, respectively.

{
Ü

}
t ,

{
U̇

}
t , and {F}t are acceleration,

velocity, and load vector at time t. Ne is the number of elements and dV . is the
volume of each element. In the simulation of welding, the scale of simulation is
usually limited to the welding joint area. Idealized Explicit Finite Element Method
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(IEFEM) can be used to perform simulations in larger scales [17]. In this method,
the load is applied in several increments and the displacement in every increment is
calculated based on the above equation until the static equilibrium state is reached in
that load increment. Thereafter, a new load increment is applied and the procedure
is repeated. For large scale problems, the amount of memory needed for an explicit
analysis is generally less than that necessary for an implicit one [16], since in the
explicit method, there is no need to perform convergence calculations. The time
increment in the explicit analysis should then be:

�t < L/c (4.13)

where ‘L’ is the minimum size of an element and ‘c’ is the wave propagation speed
which is obtained from:

c =
√

E(1 − ν)

ρ(1 + ν)(1 − 2ν)
(4.14)

Somemethods such asmass scaling, are commonly used to shorten the calculation
time in an explicit analysis. By scaling themass, ‘c’ is virtually reduced and therefore
the step time is increased. The elastic modulus and Poisson ratio should not be
changed because these parameters directly affect the calculation of the stiffness and
stresses acting on the material. However, using mass scaling causes a degree of
dynamic vibration which can be eliminated by considering a damping coefficient
between 20–100% of the minimum angular frequency in the analysis [16]. By using
an explicit method we can take the advantage of using several CPU or Graphic
Processing Unit (GPU) cores in parallel, as the explicit equations can be solved
independently for each node [14]. This parallelization can take the advantage of
GPU to accelerate the computation time in explicit method. Figure 4.4 shows a
comparison between the two approaches, static implicit and explicit (idealized and

Fig. 4.4 Comparison
between the two approaches,
static implicit and explicit
(idealized and using GPU) in
terms of calculation time
[17]. Adopted with
permission from Elsevier
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using GPU) in terms of calculation time. In a static implicit approach, the stiffness
matrix is updated in each increment and, depending on the DOF ofmovement of each
element, several elements of the stiffness matrix must be calculated and updated. In
the explicit method, the mass matrix is updated in each increment which is a diagonal
matrix and a reduced number of elements need to be updated. Hence, for a large
structure an explicit analysis requires a lower calculation time.

Velocity scaling is another commonly used technique to reduce calculation time
in a FEM explicit deformation analysis performed for quasi-static condition. In this
method, strain velocity is accelerated. The temperature change rate can also be accel-
erated to decrease the calculation time. By using velocity scaling in a thermal elastic–
plastic analysis, the mechanical characteristics of materials such as Young’s modulus
E, Poisson’s ratio v, yield stress s, work-hardening coefficient H and thermal linear
expansion coefficient cannot be scaled.

4.3 Thermal Elastic–Plastic FEM for Small Scale
Structures

The thermal elastic–plastic (TEP) method can yield both the temperature and stress
fields and is mostly suitable for analysis of small structures, since it is computational
heavy [13]. In this way, the weld is considered as a transient nonlinear problem.
Figure 4.5 shows the steps needed in the thermo elastic–plastic FEM analysis to
determine the residual stress and deformation [19]. Small structures, which typically
consist of a single weld line, can be analysed using this method. For larger struc-
tures, which are made up of multiple components connected by several weld lines,

Fig. 4.5 The flowchart of TEP FEM
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TEP analysis leads to computational times which are much higher and therefore this
method is unpractical for these applications and rarely used in full structures. In those
more complex cases, weld lines are first classified based on their geometry, dimen-
sion, and welding process. Instead of analysing all the weld lines simultaneously,
only each classification will be analysed by the TEP method. Thereafter, the results
of the TEP analysis are used as input for other approaches that are more efficient
and thus can be used to perform a mechanical analysis of the entire structure. Two
of these approaches are discussed in the next two subsections.

Before it can be used, a TEP analysis needs to be calibrated and validated exper-
imentally. When TEP is used on a small yet complex structure, the validation of
the analysis can be performed on a simplified specimen, dispensing tests on the real
structure, since the real structure often consist of components that may have been
prefabricated by complex processes. Figure 4.6 (left) shows the results of a calibrated
model for prediction of distortion verified by experiment on a simple lap joint. In
Fig. 4.6 (right) a real structure is shown, which is complex and simulated by the cali-
brated model to predict the distortion level. No experiment is performed to validate
this result.

In a TEP FEM it is fundamental to consider the interaction of the materials prop-
erties with both the thermal and mechanical models [21], as shown in Fig. 4.7.
The consideration of both physical and mechanical properties and their temperature
dependency during the simulation can be decisive in the thermal and mechanical
analysis. The effect of material properties will be discussed later in this chapter.

Fig. 4.6 (Left) The results of a calibrated model for prediction of distortion verified by experiment
on a simple lap joint. (Right) The real structure which is complex and is simulated using the
calibrated model to predict the distortion. The color map shows the distortion [20]. Adopted with
permission from Elsevier
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Fig. 4.7 Interaction of the materials properties with both thermal and mechanical models

4.4 Inherent Strain Method

As previously stated, if one wishes to calculate the residual stress and the distortion
in a large and complex structure the use of TEP-FEM as the sole method is highly
discouraged, since it is an extremely resource heavy and time-consuming process.
An alternative approach for the determination of the distortion and residual stress for
large and complex structures consists in the use of the inherent strain method. In this
way, a TEP-FEM and an linear FEM analysis are used to calculate the residual stress
and distortion [22]. The linear FEM analysis uses an inherent strain as initial strain.
The inherent strain is obtained by using TEP-FEM method for each weld line and
this considerably reduces the calculation time. In the linear analysis, the structure
can be fully represented by shells, which further shortens the calculation time [13].
The level of this inherent strain is dependent on the peak temperature and the existing
constraints [23]. In this approach, the inherent strain values calculated by TEP FEM
simulation for each individual weld are used as an initial load in the mechanical
linear FEM simulation in a global shell, allowing to calculate the distortion in large
and complex structure [24]. Therefore, the time needed for calculation is drastically
decreased, as the non-linear TEP FEM model does not need to be applied to the
whole structure. This procedure is shown schematically in Fig. 4.8 [25].

The inherent strain calculated by TEP-FEM analysis is converted to either force
or deformation for use in a linear FEM analysis. When a strong constraint exists, the
inherent strain is transformed to stress and when there is a small restraint the inherent
strain is transformed to deformation [22]. In the linear FEMmodel for calculation of
transverse shrinkage and bending (angular distortion) the inherent deformation can
be used when the restraints in transverse direction are negligible. For longitudinal
shrinkage and bending, the inherent force or moment can be used for linear FEM
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Fig. 4.8 The flowchart of calculation of inherent strain by TEP FEM (step 1) and using it in the
subsequent linear FEM (step 2)

modelling, as the restraint in longitudinal direction is huge. Figure 4.9 shows the
transverse shrinkage (δ∗

y) as well as the longitudinal force (F
∗
L .) resultant from the

longitudinal shrinkage calculated using the inherent strain components (ε∗
x . and ε∗

y).
Shrinkage in one direction is always associated with shrinkage in the other direction,
and these two are linked by Hooke’s law. Figure 4.9c and d show both mentioned
deformation and force in an element.

These concepts can be integrated into a FEM model, allowing to predict the
residual stress and distortion [22]. The inherent strain is obtained from the following
equation:

ε∗ = ε − εe = ε p + εth + εcr + εtr (4.15)

ε p, εth , εcr , and εtr are plastic strain, thermal strain, creep strain, and transfor-
mation strain, respectively. ε∗ is considered as the inherent strain which contributes
to the welding deformation. The inherent strain can be schematically explained as
depicted in Fig. 4.10. When a material is stressed, a strain is induced and when a
piece of the material is cut, one part of the strain is released which is elastic and
associated to the residual stress. The component of strain that is irrecoverable after
cutting is referred to as an inherent strain [27].

The inherent strain can also be obtained experimentally. When using the simula-
tion results obtained by TEP FEM, it is important to verify those results with some
experiments. The inherent strain values are uniform along the weld line except the
beginning and the end of the joint. It is because the thermal condition at the beginning
and the end of the joint is not quasi-static. In addition, the restraints at the beginning
and at the end of the weld are different from those in the rest of the weld line.

The inherent strains are usually calculated in the transverse direction and in some
cases in the longitudinal direction [24]. The deformations caused by inherent strain
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Fig. 4.9 a Shrinkages represented by inrent strain. b Shrinkage represented by inherent defor-
mation. c Transverse shrinkage. d Longitudinal shrinkage [26]. Adopted with permission from
Elsevier

Fig. 4.10 Definition of inherent strain (ds2) as the plastic strain in a stressed body

values are averaged through the thickness (z), perpendicularly to the weld direction
(y-direction) according to the following equations [22]:

δ∗
x = 1

h

∫ ∫
ε∗

x dydz (4.16)
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Fig. 4.11 Schematic of
shrinkage and bending
resulted from inherent strains
in transverse and
longitudinal directions

δ∗
y = 1

h

∫ ∫
ε∗

ydydz (4.17)

θ∗
y = 12

h3

∫ ∫ (
z − h

2

)
ε∗

ydydz (4.18)

θ∗
x = 12

h3

∫ ∫ (
z − h

2

)
ε∗

x dydz (4.19)

δ∗
x and δ∗

y are the inherent deformation in x and y directions, respectively. θ∗
x and

θ∗
y are the inherent bending in x and y directions, respectively (Fig. 4.11). ‘h’ is the
thickness of the welded structure.

Longitudinal shrinkage is represented by Tendon force (FT ) which is obtained
from:

FT = E
∫ ∫

ε∗
x dydz = Ehδ∗

L (4.20)

This force is the driving force for buckling in thin plates whose resistance to
buckling is low. The value of Tendon force in the beginning and in the end of the
weld is different from the rest due to the free restrain effect. An average of this force
along the longitudinal direction is calculated, disregarding the end and beginning,
as shown in Fig. 4.12 [28]. This average value accounts for the total Tendon force
that will be used as an inherent force in linear FEM model. In the linear FEM
model, the longitudinal shrinkage, the transverse shrinkage, and the angular distortion
are used as initial strains. Instead of the longitudinal shrinkage, the Tendon force
can be used to represent the longitudinal shrinkage. When transferring the results
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Fig. 4.12 Distribution of
tendon force along the
longitudinal direction of the
weld

obtained from TEP FEM analysis into the global model, it is important to choose
the right boundary conditions and welding sequences. Away from the weld zone the
inherent strain is equal to the plastic strain, since the thermal strain and the phase
transformation induced strain are negligible [29]. In the linear FEM analysis, the
inherent deformation components are employed asmechanical loads (displacements)
[25].

The inherent strains can also bemeasured by experimentalmethods such as cutting
procedure [29]. In this way, the residual stress as well as the deformation in the
structured can be calculated using the experimentally measured inherent strains. The
basic equations of the linear FEM model are [29]:

[K ]{u} = {
f ∗} (4.21)

{
f ∗} =

∫
[B][D]

{
ε∗}dv (4.22)

where [K ], {u}, and { f ∗} are the elastic stiffness matrix, the nodal displacement and
the inherent strain induced nodal force. dv is the volume of element and [B] is the
corresponding matrix between the nodal displacement and strain in an element. The
displacement field obtained from the above equations will be used in the following
equations to calculate the total strain ({ε}.) and the residual stress ({σ }):

{ε} = [B]{u} (4.23)

{σ } = [
De

]({ε} − {
ε∗}) (4.24)

where [De] is the material elastic matrix.
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Fig. 4.13 a Plates and stiffeners of a ship panel structure. b The categorized weld lines in the panel
[25]. Reprinted with permission from Elsevier

The inherent strain calculated using the TEP-FEM method is mainly used for
deformation analysis by linear FEM. Figure 4.13a shows a car deck panel structure
used in a large ship. It consists of plates and stiffeners which are welded together.
Please note, however, that the welding conditions are different for different joints of
the structure. Figure 4.13b shows that the welds can be categorized into six main
groups. In this example, in order to determine the buckling of the structure during
welding, a TEP-FEM analysis was first carried out for each type of weld in order
to obtain the inherent strain. The simulation results for each category of weld were
verified experimentally. The inherent strains obtained from this TEP FEM model
were used in an elastic FEM model to measure the distortion by both small defor-
mation theory and large deformation theory. Buckling of the structure was calcu-
lated without considering the bending in both directions and only transverse and
longitudinal shrinkage were used for doing so.

When assembling the parts for the linear FEM analysis, it is necessary to position
each part so that is initially free to move, and a tight contact relationship between the
elements must be established. An interface element must then be defined between the
parts to account for contact, slide and gap between the parts. After assembling and
positioning the part, the stiffness in different directions is defined for each element. In
this way, the constraining effects such as tack welds or fixturing can be accounted for
in each interface. After completion of the weld at each interface, a very high stiffness
value should be defined, which corresponds to the tightening of themating parts [26].
This procedure highly influences the calculation results as shown in Fig. 4.14a and b.
In Fig. 4.14a no gap correction was considered and in Fig. 4.14b this was corrected.
This Fig. shows how defining a controlled gap between the stiffeners and the skin can
reduce out-of-plane distortion. The value of stiffness defined for interface element
between the stiffener and the skin controls this out of plane distortion.
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Fig. 4.14 The influence of gap correction in the calculation of distortion by inherent strain method,
a without gap correction, and b with gap correction [26]. Reprinted with permission from Elsevier

4.5 Equivalent Thermal Strain Method

The inherent strain method is only applicable for heating or welding lines which are
straight. In curved plates, the introduction of forces caused by inherent strain cannot
establish an equilibrium and causes a rigid body movement [30]. The equivalent
thermal strain method was effectively used to calculate the welding distortion during
welding a pipe [23] and the distortion in other complex structures by inherent strain
[30]. The concept of thismethod originates from the law that states that the equivalent
thermal strain is equal to the product of an artificial thermal expansion (α) coefficient
and an artificial temperature gradient through the thickness (�T ) according to:

ε
eq
th = α�T (4.25)

The inherent strain can be directly substituted in the artificial thermal expansion
coefficient:

α = ε∗ (4.26)

The artificial thermal coefficient is zero in areas away from theweld seam inwhich
there is no intrinsic inherent strain. The temperature gradient is defined according
to the shape of the inherent strain region around the weld line. This temperature
gradient can be obtained by calculating the force and momentum according to two
approaches (inherent strain, and equivalent thermal strain methods) and equating the
obtained values. The inherent strain in the welding region is almost compressive
and asymmetrical across the thickness (Fig. 4.15). The compressive force causes a
shrinkage force in the transverse direction and its asymmetry causes a momentum
(angular distortion) with respect to the neutral axis (N.A.). This shrinkage force (F)
can be calculated by inherent strain value according to:
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Fig. 4.15 Principle of imaginary node and temperature

F = Eε∗
∫

b(z)dz (4.27)

where b(z) is defined based on the shape of the inherent strain distribution (see
Fig. 4.15). The shrinkage force can also be calculated using the equivalent thermal
strain method according to:

F = Eα�T bh (4.28)

where b is the extent of inherent strain and h is the height of it. Similar calculations can
be performed for the determination of moment. By equating the forces obtained from
both approaches as well as equating the momentum values, the artificial temperature
on the top and bottom of the inherent strain region is obtained as:

TT op = 1

A

h
2∫

− h
2

b(z).

(
1 − 4

h
× z

)
dz (4.29)

TBottom = 1

A

h
2∫

− h
2

b(z).

(
1 + 4

h
× z

)
dz (4.30)

The artificial temperature difference at the top and bottom is responsible for the
angular distortion. Further modifications have been applied in the literature [31] to
accurately define the artificial temperature and artificial thermal coefficient not only
in the transverse direction, but also in the longitudinal one. A trapezoidal shape is
mostly used for the inherent strain distribution but other shapes can also be used [30].
The element size is defined by the elements of nodes at which the equivalent forces
are applied and is equal to the extent of HAZ [30].

The flowchart of equivalent thermal strain method is depicted in Fig. 4.16. First,
a TEP FEM analysis is carried out to calculate the inherent strain in the weld zone.
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Fig. 4.16 Computation procedure for equivalent thermal strain method

Thereafter, the output of this simulation will be converted to an artificial thermal
expansion coefficient and artificial temperature gradient to be used in the linear
FEM analysis. The computing time in this procedure is much less than thermal
mechanical FEM analysis, as it is a linear FEM. Solving this linear FEM involves
two stages, of thermal and mechanical nature. First, the thermal model is solved by
linear interpolation taking into account the calculated artificial temperatures. The
temperature beyond the inherent strain region is made to be equal to zero. In the
second step, the temperature distribution obtained by this thermal FEM analysis
is loaded into the mechanical analysis as initial condition. The mechanical model
is then solved by considering the artificial thermal expansion coefficient [31]. The
value of artificial thermal expansion beyond the inherent strain region is equal to
zero. The artificial temperature distribution, as representative of the inherent strain
region, determines the bending moment with respect to the neutral axis, as well as
the shrinkage level. The transverse distribution of artificial temperature represents
the inherent strain component in the transverse direction. The transverse shrinkage
and bending are obtained by assigning ε∗

y to α.
In addition to the angular and shrinkage distortion, longitudinal distortion can also

be modelled by this method, as proposed in [31]. For doing so, the artificial thermal
coefficient expansion should be first defined in both the transverse and longitudinal
directions. That means that both transverse and longitudinal inherent strains must be
calculated after TEP FEM simulation is carried out. However, whether the longitu-
dinal expansion should be considered depends mainly on the structure type and the
importance of the calculation of the longitudinal shrinkage.
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4.6 Phase Transformation and Materials Properties Effects

The influence of various parameters on the diverse types of residual stress is summa-
rized in Table 4.2. This table shows the effect of the individual parameters which
are related to materials conditions, although it does not provide a clear picture of the
effects associated to parameter interaction. In addition to the materials properties,
variables related to the design of the structure and production can also influence the
residual stress [5]. Even minimal changes in the process parameters or the structure
dimensions can have a huge influence on the residual stress.

The inclusion of the phase transformation process has a considerable impact on
the simulation accuracy since it makes it more representative of the real condition.
The phase transformation can induce permanent strainwhich is called transformation
plasticity. The other effect of phase transformation is changing the material prop-
erties which has a large effect on residual stress prediction. Figure 4.17 shows the
longitudinal and transverse residual stress in the surface of a St37 steel welded with a
double V-groove. Microstructural changes occur in the weld zone and HAZ (marten-
sitic transformation) and the differences between the two curves (with and without
microstructural change) are noticeable in these regions. In this regard, the proper
choice of material properties by considering the phase transformations is critical for
the accurate prediction of the residual stress [32]. Usually, phase transformations
are predicted in the thermal analysis with the assumption that stress distribution has
no effect on the phase transformation [9]. In other words, in the case of simulation
problems, it is assumed that the phase transformations are only dependent on the
temperature history and the material properties are therefore determined solely in
the thermal analysis. The material properties obtained in the thermal analysis are
then transferred and used in the mechanical analysis.

In some cases, it is important to consider the hardening effect in the material in
the mechanical analysis. Both kinematic and isotropic hardening have been used to

Table 4.2 Effect of various parameters on different kinds of residual stresses [5]

Shrinkage residual stresses change with:

σY S ↑ dσY S/dT ↑ α ↑ E ↑ λ ↓ dT /d X ↑ s ↓ t ↑
Rapid cooling shrinkage residual stresses change with:

σY S,�Tmax ↓ σY S −
σY S,�Tmax↑

α ↑ E ↑ λ ↓ �Tmax ↑ dT /dt ↑ t ↑

Phase transformation residual stresses change with:

σY S,Tu ↑ σY S,T u,min −
σY S,T u,max↑

�Vtr ↑ E ↑ λ ↓ Ms ↓ dT /dt ↑ s ↓

σY S is yield stress, σY S,�Tmax is yield stress at temperature wherein the temperature difference is
maximum, σY S,T u is yield stress at temperature of phase transformation, α is thermal coefficient, λ
is thermal conductivity, E is elastic modulus, s is the width of the seam weld, t is thickness, dT /dt
is cooling rate, dT /d X is temperature gradient, Ms is the starting temperature of martensite, �Vtr
is volume change due to phase transformation.
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Fig. 4.17 The longitudinal
and transverse residual stress
in the surface of a St37 steel
welded with a double
V-groove either with or
without considering the
phase transformation [33]

calculate the residual stress [18]. With multi-phase welding, the thermal effect of the
subsequent layers on the previous layers must be taken into account. In multi-pass
welding, a thermal cycle is experienced by each layer which schematically is shown
in Fig. 4.18. The thermal history is dependent on several factors such as welding
process, material properties, initial or ambient temperature, and the dimension of the
weld.When the weld line is long enough, the temperature of each point diminishes to
the initial temperature, i.e. the inter-pass temperature is not changing.When the weld
line is short there is not enough time between the weld passes for cooling down and
the temperature in every point raises after each pass. In these cases, the presence of a
thermomechanical cyclic load requires the application of mixed isotropic-kinematic
hardness laws in order to take into account both the Bauschinger effect and the cyclic
hardening [34]. Figure 4.19 shows these models schematically. Isotropic hardening
defines the evolution of the yield stress surface and is obtained from [34]:

σ 0 = σ0 + Qin f

(
1 − exp−bε̇ pl

)
(4.31)

where σ0 is the yield stress at zero plastic strain, Qin f and b are material hardening
parameters, and ε̇ pl is the equivalent plastic strain. The kinematic hardening law is
obtained from [34]:

α̇ =
∑

i

[Ci
1

σ 0
(σ − α)ε̇ pl − γiαε̇ pl ] (4.32)

where α̇ is the new yield surface due to kinematic hardening, Ci and γi are materials
parameter, σ and α are the stress and back stress tensors (determining the translation
of the yield surface). A Lemaitre-Chaboche hardening model takes into account both
isotropic and kinematic hardening.
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Fig. 4.18 Thermal cycles in some point resulted from multi-pass welding for a a long weld line,
and b a short weld line [35]

In multi-layer welding, creep and annealing effects can occur, which are
temperature-dependent phenomena. The former causes stress relief and the latter
causes microstructural change. It is reported that taking the annealing effect into
account leads to more accurate results than what is achieved by taking into account
creep [18]. In fact, during numerical simulation one can generally ignore viscoplastic
behavior in cases where there is neither a multi-pass welding nor a stress relief heat
treatment. Usually, plastic strain is eliminated by annealing which occurs above a
specific annealing temperature and a practical methodology to consider the influence
of annealing is to remove any prior strain hardening in a isotropic hardeningmodel in
which the yield surface returns to its initial state when the local temperature exceeds
the annealing temperature [36]. For example, this temperature for austenitic stain-
less steel is 1000 °C. In the simulation of a multi-pass welding, considering isotropic
hardening, both kinematic hardening and annealing can improve the accuracy of
the simulation to predict the residual stress. However, a kinematic hardening model
requires several parameters that must be experimentally determined and also leads
to larger computational times. It is reported that during the simulation of austenitic
stainless steel welding, neglecting kinematic hardening gives a more conservative
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Fig. 4.19 Schematic
representation of yield
surface and stress–strain
curve for different material
behaviors. a Isotropic
hardening. b Kinematic
hardening. c Combined
isotropic-kinematic
hardening [37]. Adopted
with permission from
Elsevier

result of residual stress magnitude which in engineering applications is desirable
[36].

In creep or visco-plastic constitutive models, the in-deformation is time depen-
dent and in stress relieving process creep is almost always present. A creep process
has three main stages (primary, secondary and tertiary). When simulating stress
relief through creep in the welding, only the second stationary stage should be
considered [38]. During a post-weld heat treatment, the process of creep reduces
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the residual stresses and can be performed uncoupled with the welding process, i.e.
after the completion and cooling of the weld [39]. Norton’s law describes well this
phenomenon quantitatively [40]:

ε = Ċ1σ
C2e− C3

T (4.33)

where ε̇ is the strain rate, C1, C2, C3 are constants of material, ‘T’ is the temperature,
and σ is the stress. The creep effect of reheating in multi-phase welding is mostly
neglected in the simulation because creep is a time-dependent phenomenon and the
thermal cycles associated to multi-layer welding are too short for creep to play a
significant role. Creep is thus only usually considered in the simulation of the post-
weld heat treatment which aims mainly to reduce the residual stresses present after
welding.

The temperature at which a phase transition occurs (in the solid state) can also
strongly influence the level of residual stress. This is especially true for steels in
which the HAZ and FZ undergoes austenite phase transformation during heating and
the subsequent phase transformation during cooling. The lower the temperature of
the phase transition, the greater the reduction in residual stress. In general, phases
transformed from austenite during cooling have a higher volume and if the phase
transformation from austenite to ferrite occurs at lower temperature, there is neces-
sarily a higher volume expansion because the thermal volume expansion of austenite
is higher than that of ferrite. In general, a phase transformation during cooling estab-
lishes compressive residual stresses in the weld metal [41] and this residual stress
is superimposed on the other stresses caused by rapid cooling (shrinkage stresses).
Figure 4.20 shows this phenomenon schematically. The phase transformation and
shrinkage all have different effects. Shrinkage causes a tensile stress in longitudinal
direction and a compressive stress in transverse direction of the base material. The

Fig. 4.20 Superposition of shrinkage stress and phase transformation stress in longitudinal and
transverse direction [42]
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thermal stresses caused by shrinkage are tensile in the weld zone while those caused
by phase transformation are mainly compressive. The final shape of the residual
stress distribution is then determined by the mechanism which is dominant (transfor-
mation, shrinkage, or rapid cooling). Furthermore, other factors such as the number
of layers may also influence the stress profile.

In the case of steels which undergo martensitic transformation by cooling, the
initial and final temperatures of martensitic transformation (Ms, M f ) as well as the
temperature range formartensitic transformation (Ms −M f ) have a large effect on the
residual stress values [43]. This is due to the volumetric expansion during marten-
site transformation which compensates for the tensile residual stresses caused by
shrinkage and the overall result is a compressive stress on the weld material. Low
temperature transformation (LTT) steels are preferable due this. By cooling down
to a temperature below the Ms the residual stress level starts to decrease until the
temperature reaches Mf. At temperatures lower than Mf the residual stress bounces
back and starts to increase. The relationship between the coefficient of thermal expan-
sion (CTE), volume expansion strain (VES) and the temperature range of martensite
formation (�T) is:

CT E = V E S

�T
(4.34)

As themartensite finish temperature in theweld decreases,more residual compres-
sive stress is induced, which is desirable. During a simulation process, the volumetric
change due to martensitic transformation can be represented by variation of thermal
expansion coefficient with temperature, for two kinds of steels with two different
transformation temperatures (LTT1 with Ms = 245 °C, Mf = 100 °C and LTT2 with
Ms = 225 °C, Mf < 0 °C). Here, a negative CTE can represent the volume increase
due to martensite transformation. The simulation results show that by increasing
the VES the compressive residual stress increases, as shown in Fig. 4.21. This also

Fig. 4.21 Relationship
between longitudinal
residual stress and volume
expansion strain (VES)
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demonstrates how important it is to choose a filler material with a lower marten-
site finish temperature (for example LTT2 compared to LTT1), allowing to build up
residual compressive stress.

In multi-pass welding, in which LTT materials were used, reheating of each layer
by the subsequent layers can enhance the compressive residual stress if the reheat
temperature exceeds the austenite transformation. Otherwise, a residual tensile stress
would arise in each layer under the influence of the heat of the top layer [44]. This
residual stress is very high, driven by the high yield strength of martensite, and can
degrade the performance of the component, especially if the HAZ is martensitic as
well.Analternativemethod to reduce residual stress, if thematerial volumeexpansion
cannot change bymartensite formation, is to use a different fillermaterialwith a lower
yield strength, such asNi-based fillermaterials [45]. In thisway, although the residual
stress adds up during multi-phase welding, it cannot increase in excess because it
cannot exceed the nickel’s low yield strength.

4.7 Weld Sequence

A fundamental action to reduce the residual stress is to properly design the welding
sequence. Generally, a weld path can be sub-divided into a set of partial seams and
therefore there are several possible combinations of weld sequences that can be simu-
lated to calculate the resultant residual stress or the distortion level. As the number of
sub-welds under consideration increases, so do the possible strategies. If one chooses
to divide a path into n sub-welds, the total number of possible combinations would
be equal to 2n × n!. For a path with 4 sub-welds there is 384 possible strategies.
In the case of spot welding, for an assembly consisting of Nw welds there is Nw!
Possible permutations. Running such a large number of simulations is very time-
consuming and therefore some specific approaches must be followed to reduce the
workload without deteriorating the accuracy of the results. In Chap. 5 some of these
approaches are explained.

4.8 Technical Aspects of Residual Stress Simulation

One classical technique used to reduce computational time is to adopt a 2D FE
model at the cost of a loss in complexity. In such simplification, a balance should
be established between computing time and the detail being captured by the model.
Of course, some geometries do not allow for this simplification and require the use
of 3D models, such as the case of pipe grith weld in which the residual stresses are
rotationally non-symmetric [9]. Another common process is to perform a thermal
analysis divided into two main parts: heating and cooling. The results of the thermal
history can then be loaded in the mechanical model to predict the residual stresses
and distortion. Furthermore, instead of using the results of a moving heat source in
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Fig. 4.22 The constrains in simulation of an aluminum alloy welded in butt configuration

the mechanical analysis, an instantaneous heat source can be adopted, although the
mesh size is critical for the accuracy of the result [46]. Another strategy that is used
to reduce the time it takes a CPU to compute the mechanical model is to limit the
load to areas beyond which the heat contribution is negligible [47].

When a filler material is added to the weld, two techniques are utilized to account
for the added material [48]: the quiet element (dummy) technique and the element
death-rebirth technique. In the dummy technique the elements are active all the time
and are initially assigned with dummy material properties. The actual weld material
properties are reassigned only after the elements start to cool down. In the element
rebirth technique, accurate material properties are initially assigned to elements, but
they are inactivated before the corresponding part (the weld material) is deposited.
These two techniques are known to be equally effective in large scale problems, with
no considerable differences. However, it is advisable to examine the performance of
both techniques with regards to the temperature distribution and weld nugget shape.

The constraints on the structures should also be carefully considered. Figure 4.22
shows the constraints in a simulation of an aluminum alloy welded in butt config-
uration. One edge of the lower surface was fully constrained while the other edge
was constrained only along the plate thickness direction. Usually, the out of plane
displacement is regarded as the distortion criterion. Constraints play a very important
role on the residual stress and the final distortion of the component.

For the determination of accurate results it is necessary to consider the variation
of both mechanical and physical properties of material with respect to temperature
[49]. The physical properties are considered in thermal analysis and the mechanical
properties are considered in mechanical analysis. Figure 4.23 shows an example of
variation of materials properties with respect to temperature in a steel.

The element types adopted during the thermal analysis and structural analysis
are almost always different. For instance, the literature shows examples where the
element types chosen for thermal and mechanical analyses were DC3D20 (a 3D,
20-node quadratic isoparametric element for heat transfer) and C3D8R (a 3D, 8-
node linear isoparametric elementwith reduced integration), respectively [48]. Trian-
gular elements are generally stiff and are not well suited for elastic–plastic analysis.
Meshing in a coupled thermo mechanical analysis requires elements that possesses



80 4 Thermomechanical Analysis in Welding

Fig. 4.23 Variation of a thermal properties, and bmechanical properties of a steel with temperature

both thermal and mechanical degree of freedom. Usually, additional software pack-
ages (such as Hypermesh or Femap) are used to mesh complex shapes in order to
be further used by simulation software such as Abaqus, Sysweld and so on. Further-
more, in cases where large strains are present, it is fundamental to reduce the step
size or mesh size, greatly lengthening the simulation time.

In welding process models, the peak temperature at various locations of the mesh
will vary greatly. In the case of steel alloys this causes different microstructures to
appear in the HAZ and every microstructure experiences a different thermal strain
during cooling. Therefore, a fine mesh is needed in this region in order to take
into account these transformations. To reduce computational costs associated to this
detailed mesh, a technique named Reduced Geometry can be used which is based
on the hypothesis that the temporal and spatial variation of temperature or other
parameters is significant only around the welding region [50]. In this regard, only
elements in the weld region need to be fine and, in the regions, far from the weld
larger elements can be used in order to shorten the simulation time. The finer element
size is mandatory to capture the steep gradients of temperature around the weld zone.
Furthermore, there is no interest to record the variation of temperature far from the
weld zone. Figure 4.24 shows the reduced and standard geometry.

The transient state of welding is decisive on establishment of the steady state
condition.The rate of change and the local gradient in transient state are quite high and
therefore in the simulation themesh size and time stepmust be refined. This lengthens
the time of analysis, especially when the metallurgical changes are considered in
simulation.

The material characteristics which are needed for the simulation of residual stress
are the thermal expansion coefficient, elasticmodulus, Poisson’s ratio, and yield limit.
While the thermal expansion coefficient is temperature dependent, these properties
are usually only needed only at low temperatureswhere the flow stress is high. Simple
experiments can be performed to calibrate the simulation and obtain accurate results.
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Fig. 4.24 Mesh of the computational model made with a reduced geometry, and b standard
geometry

In this procedure, local properties of the weld in the model are modified and the
simulation is repeated until an acceptable match is obtained between the simulation
result and the experiment. In industrial applications, the modified properties often
do not necessarily closely match the actual properties of the material and changes
can be made, for example, to the yield point or other material properties.
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Chapter 5
Data Based Simulation

Abstract Although the use of computational methods has significantly reduced
the cost of weld design and optimization processes, eliminating the number of
experiments needed, there are still important limitations on the capabilities of these
processes. In many cases, multiple modelling runs may be needed, greatly increasing
the length of the design process. However, multiple strategies have been developed
to reduce the number of runs needed, greatly increasing the effectiveness of using
models in welded joint design workflows. Calibration procedures are also funda-
mental for modelling welded joints, being essential to ensure that the model corre-
lates well with experimental data and produces valid results. Optimization strategies
can be used also to calibrate the simulation parameters as well and some of the most
important of these approaches are described in detail in this chapter.

5.1 Introduction

Typically, the use of data analysis in process simulation has two main aims. One is
to optimize the simulation parameters to accurately calibrate the model, attaining
reliable results while running as few simulations as possible. The other goal is to
optimize the process parameters, achieved by using an already calibrated simulation
model. In this way, instead of carrying out multiple practical experiments, one can
rely on a properly validated simulation to freely optimize the process parameters.
Still, although simulation opens the door to situations where experimental activities
may be very limited or even no longer required, running multiple simulations can
still be a very time-consuming process and appropriate strategies should be used to
reduce the number of models and simulations employed. This chapter explains the
methods that are used to optimize either the simulation parameters or the process
based on the simulation.
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5.2 Optimization of Simulation Parameters

Models used for welding simulation purposes, such as heat source models, usually
rely on a large number of parameters. The purpose of an optimization process is to find
the most accurate values for these parameters, which must be calibrated in relation to
a defined output or a combination of outputs. In one approach, a relationship between
the model parameters and the output is established by running multiple simulations
over a predefined parameter field.

One key challenge associated to optimizing welding simulation problems relies
on how to obtain the exact parameters of the heat sourcemodel. The input parameters
are defined depending on the heat sourcemodel and consist of geometric values of the
heat source and of the heat quantity. The outputs can be the geometrical dimensions
of the weld pool and/or the time–temperature history at some specific locations on
the joint. The melt zone boundary (the shape of the weld pool) is reported to be a
more reliable output to consider when calibrating the heat source parameters [1].

The Goldak model used for welding heat sources has 5 variables (a, b, cf, cr, Q).
Welding pool characteristics such as fusion width W, penetration depth D, and the
peak temperature Tp are used to calibrate the heat source [2]. Both natural logarithmic
and linear regressionmodels can be used to correlate the welding pool characteristics
to the input variables, as follows:

flog,i
(
Q, a, b, c f , cr

) = αi Q
β1i aβ2i bβ3i cβ4i

f cβ5i
r (5.1)

fl,i
(
Q, a, b, c f , cr

) = αi + β1i Q + β2i a + β3i b + β4i c f + β5i cr (5.2)

where flog,i
(
Q, a, b, c f , cr

)
and fl,i

(
Q, a, b, c f , cr

)
are the characteristic of the

welding pool (W,D or Tp), subscript of log represents nature logarithm regression
model and subscript l means linear regression model and i represents fusion width
(mm), penetration depth (mm) and peak temperature (zC) at eachwelding conditions.
Q, a, b, c f , cr are the heat source parameters and ai, β1i, β2i, β3i, β4i,β5i are the
coefficients of each parameter in the regression equations.

In another published approach, principal component analysis (PCA) is used to
substitute the independent variables with a new variable. This new variable can
be a linear combination of original variables [2]. In fact, the main reason behind
the use of regression analysis is to understand the contribution of each variable on
the output. Sensitivity analysis can also be performed to assess the effect of input
parameters. The range for each parameter needs to be precisely defined in order
to allow for proper design of the input variables. Usually, a full analysis by full
factorial design is highly resource intensive and alternative strategies are thus needed
to reduce computational time. For a main factor analysis, a two-level fractional
factorial design is a simple way to analyse the multi-factor influence [3]. In fractional
factorial design, the interaction between the parameters is scarified for a smaller
number of simulations. For levels greater than 2, the response surface method takes
less time than the fractional factorial analysis. The response surface methodology
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can then be used to optimize the unknown coefficients, especially when their number
is small [4].

Some simulations require the model to be calibrated by obtaining the optimal
variable, which is usually a material property. For example, in the simulation of
resistance spot welding, which is commonly performed with commercially available
software, the contact electrical resistance between the twomaterials is unknown. The
proper value for this parameter can be obtained via comparison between the weld
nugget diameter obtained from simulation and that measured experimentally [5].

5.3 Simulation Supported Process Optimization

Every welding process is governed by a set of key variables that influence the
welding properties. Before the development of process simulation software, numer-
ical methods and the availability of powerful computers to run it, optimization of
welding processes was solely based on experimentation activities [6]. Nowadays,
welding processes are optimized in various ways, which can include only simulation
activities or combine experimental and numerical stages. Still, with the growth and
widespread availably of high-performance computing and the development of more
capable commercial software, the use of simulation-based optimization has greatly
expanded. However, simulation-based methods still require some experimentation to
calibrate the simulation and verify the optimal state, a process which is explained in
more detail later in this section. A simulation of the process can be carried out to opti-
mize the parameters with regard to the desired properties of the weld [7]. Although it
reduces the large costs associated to experimentation, the number of simulations that
can be performed for optimization is limited because of the complexity associated
to these models. Therefore, strategies must be implemented to reduce the number of
simulations required and to save time. Some of these strategies are discussed below.

The first step in an optimization process consists in the determination of the
parameters of the welding process which require optimization. This also requires the
determination of the allowable range for each parameter, which depends on diverse
factors, such as the material type, thickness, and joint configuration. Oftentimes,
economic aspects are also highly important to determine the limits for process param-
eters. For example, a minimum welding speed can be specified in order to reduce
welding costs [8]. Commonly used variables for conventional welding processes can
be found in Table 5.1.

Following the determination of the process parameters and their allowable ranges,
one must determine the output parameters and their target values. For example,
one may seek to minimize the residual stress or distortion in a specific location. In
Fig. 5.1, are some examples of the outputs that should be optimized, in which the
beadwidth (BW) and the penetration depth (DP) are to beminimized andmaximized,
respectively [9].

In friction stir welding of aluminium alloys, temperature is a key factor in material
flow and therefore any defects related to material flow during welding are considered



88 5 Data Based Simulation

Table 5.1 Welding variables for various welding processes to be defined for optimization

Welding process Welding parameters

GMAW Wire feed rate (current) Voltage Welding speed

TIG Current Welding speed

Laser welding Laser power Working distance Focal position Welding speed

FSW Rotation speed Welding speed Normal load

Fig. 5.1 The weld bead
profile and the targeted
dimensions

to be temperature dependent [10]. If the temperature is too high, the excess material
flow leads to the formation of flash and if the temperature is too low, a deficit in
material flow leads to lack of consolidation and the formation of wormhole defects.
The maximum peak temperature can be considered as a good criterion for predicting
weld defects. For example, the maximum permissible temperature achieved during
the FSW of aluminium alloys (Tmax ) in order to obtain a defect-free weld seam is
determined according to the following equation [11]:

Tmax

Ts
= 1.344− 5.917× 10−4Ts (5.3)

where Ts is the solidus temperature.
In the case of the FSW process, the peak temperature is correlated with the

heat generation and the heat generation can be correlated to the welding parame-
ters (welding speed and rotational speed) with adequate analytical models. In this
case, the optimization of the process parameters in order to obtain a defect-free weld
can be performed bases on analytical formula.

Another aim of optimization methods is to minimize the geometrical changes
in an assembly consisting of spot welds. In the automotive industry, spot welding
for the body-in-white assembly process consists of two stages. The first step is spot
welding while clamping the parts, which is designed to lock the geometry in place
after it is released from the clamp. The geometrical change caused by the spring-
back after clamping is influenced by the sequence of the spot welds. This geometrical
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change must be minimized by optimizing the spot-welding sequence. The geomet-
rical change can be defined as the root mean square value of the deviation of each
node from its nominal position (Q) and is derived from [12]:

qi = qi
u − qi

nom (5.4)

Q =
√√√√ 1

N

N∑

i=1

q2
i (5.5)

where qi is the deviation of node I from its nominal position, qu is the position of the
node after welding and spring-back, qnom is the nominal position of the node, and N
is the number of nodes in the assembly.

In addition to optimizing a specific parameter, one may also need to consider
the use of penalty terms to ensure that all aspects of the weld are accounted for. For
example, if one optimizes solely to minimize distortion, this might lead to welds with
insufficient penetration and poor strength. One way to solve this problem is to define
an upper/lower bond for welding variables to ensures that the weld possesses exhibit
full penetration. Another way is to define a penalty term that forces penetration to
be within a desirable range.

The second step is to construct a FEMmodel to simulate the process. This process
itself may require an optimization process as described in the previous section.

In the third step, amodel is developed to correlate the input and output parameters.
Various models can be used to achieve this, such as regression, polynomial response
surface [13], artificial neural network (ANN) [14], radial basis function (RBF) [15],
and Kriging [9].

The fourth step is to use the obtained model in the third step for optimiza-
tion. Various optimization methods, such as simulated annealing algorithm [16] and
nondominated sorting genetic algorithm (NSGA-II) [9] can be used for optimization
purposes. In this case, the optimal input parameters can be obtained, but the result
must still be validated against experimental data.

In some cases, one may entirely avoid the third stage if the evaluation of the
population (when using genetic algorithm) is performed via simulation. In Fig. 5.2 the
stages of genetic algorithm are shown. The population evaluation can be performed
either by the verified simulation (obtained in the second step) or by the model which
correlates the input parameters with output (obtained in the third step).

A study was performed to optimize the laser transition welding parameters with
respect to the temperature during welding of thermoplastic material [17]. In this
case, low temperature causes insufficient heating and melting and high temperature
fosters crystallinity of the material which deteriorates the mechanical properties. The
purpose of the optimization was to ensure that the temperature remains within the
temperature window of the thermoplastic. A penalty was also considered to account
for the cost of the welding process.
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Fig. 5.2 Description of genetic algorithm

Another study investigated the influence of laser welding parameters on the
peak temperature and the aspect ratio when welding Hastelloy, a type of nickel
based superalloy [18]. First, the process was optimized by running several experi-
ments designed based on Taguchi method. A regression analysis was developed to
predict the responses and the optimization was performed by computing the signal
to noise ratio. ANNwas also used to predict the response with respect to the welding
parameters.

In another study, the aim was to optimize the FSW process with regards to the
temperature and economical aspects [8]. The peak temperature should be kept at
443 °C and the welding speed limited within a certain range in order to minimize
welding costs by maximizing the welding speed and at the same time preventing the
formation of defects at high travel speeds. The approach used for this optimization
consisted of the stages shown in Fig. 5.3. First, a numerical model based on finite
difference method was developed for thermal analysis. This model was calibrated
and verified by experimental data. Then, a response surface for the peak temperature
in relation to the welding parameters was derived. Thereafter, the welding speed
was formulated as a function of temperature and rotation speed. Finally, the welding
speed was maximized by using the exterior penalty method, considering constraints
on the welding speed, the rotation speed, and the temperature. The constraint on
welding speed (Va) was intended to both avoid any weld defect (upper limit) and
lower the cost of welding (lower limit). The constrain on the rotation speed was
considered based on the capability of the FSW equipment.

Optimization methods are also used to obtain the optimal welding sequence in
order to control the distortion caused bywelding.One strategy to reduce the distortion
is to use sub-passes with carefully planned sequences. The displacement caused
by a sub-pass weld depends on its direction and location as well as the combined
effect of all previous weld passes. By increasing the number of sub-passes, the
possible welding sequences increase and therefore there would be a huge number of
combinations (for n sub-passes there is 2n×n! combinations). Even with simulation,
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Fig. 5.3. Optimization stages of the speed of the FSW process with penalties on weld defect,
equipment capability, economy, and temperature

it is not possible to run through all combinations, since the computing time needed
for calculating the residual stresses for each combination is considerable. A surrogate
model can be used to reduce the computation time significantly and at the same time
to approximately predict the results for all combinations [19]. A surrogate model is a
cheapmodel (in terms of computation time) that can represent a complexmodel [20].
Thesemodels are also very specific in its capabilities, further reducing computational
time. The stages for making a surrogate model are [21]:

1. Creating a design of experiments for initial runs;
2. Evaluate the objective functions over those initial runs, either experimentally or

by simulation;
3. Train a surrogate model;
4. Carry out the optimization using the trained surrogate model;
5. Evaluate the optimized design by the methods used in the Step 2;
6. Compare the result from the surrogate model with experiment;
7. If the results are satisfactory, advance to Step 9;
8. Add this design to the existing design and return to Step 3;
9. Stop and finalize the optimization.

Step 3 helps reduce computational time, as only a limited number of runs (simula-
tion or experiment) are required. The surrogate model is based on this fact that only
the initial sub-passes contribute to the main distortion during welding, as the next
passes encounter a high stiffness scenario due to the existence of previous welds.

In an assembly with several spot welds the number of possible mutations is Nw!.
In spot welding only the initial weld points play a critical role on the geometry. Based
on this, only the sequence in the initial weld points is critical for determining the
whole sequence. This helps to reduce the number of samples by taking only the “s”
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initial numbers into consideration. In this way the number of evaluations decreases
to [12]:

Nw!
(Nw − s)! (5.6)

As “s” decreases, a lower number of simulations is needed but there is a critical
number of “s” below which the accuracy of the prediction becomes unacceptable.
The correlation between the root mean square of distortion (Q) and the welding
sequence (ξ) was determined with the help of RBF:

Q = f (ξ) (5.7)

The minimum value of “s” which can accurately represent the distortion (Q) in
all combinations (where Nw = 7) was equal to 3. The process of this evaluation is
depicted in Fig. 5.4. The trends of variation of Q with respect to all possible combi-
nations are similar for s = 3–6. By the obtained surrogate model with s = 3) only 4
percent of all possible weld sequences can represent all the possible weld sequences.
Once this procedure for finding the minimum values of s has been performed for one
assembly, it is safe to apply it to other assemblies. A RBF NN model can be trained
for each assembly to predict Q with all permutations (all welding sequences).

The advantage of using the surrogate method over GA is that many evaluators
can be used concurrently to reduce optimization time. With the surrogate method,
sampling is carried out first and the responses for each ample can be evaluated
independently by using multiple evaluators such as Computer Aided Tolerancing
(CAT). Thus, if one can increase the number of evaluators, it becomes possible to
reduce the computing time, since each sample can be evaluated independently of
others. In GA, each evaluation is dependent on the previous one, as the process of
sampling is sequential, and therefore adding the number of evaluators does not bring
any benefit regarding the minimization of computational time [12].

In an attempt to minimize the distortion in a structure composed of lap joint made
by arc welding process, a simulation-based optimization based on genetic algorithm
was used [22]. The maximum distortion in the elements (max(Di )) was considered

Fig. 5.4. The process of optimization of distortion (Q) with surrogate method
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as the objective function for minimization (F(x)).

F(X) = max(Di ) (5.8)

Di =
√

(dx )
2
i +

(
dy

)2
i + (dz)

2
i , i = 1, 2, 3 . . . .n (5.9)

Inwhich (dx )i is the displacement of element i with relative to its initial location in
the direction x, andN is number of elements in the structure. The input variables were
defined as welding speed, arc voltage, current and welding direction. A numerical
numberwas assigned for each possiblewelding direction. A penalty termwas defined
as the number of nodes whose maximum temperature is lower than the melting
temperature in order to avoid defects in the welds. The optimization was performed
by GA whose flowchart was shown in Fig. 5.2.

A rule-based genetic algorithm was used to obtain the optimum spot welding
sequence to obtain the optimum geometrical quality [23]. In a standard genetic algo-
rithm, a random individual is selected to initiate the optimization. A large initial
population is needed to explore the searching space which is too time consuming
to do with an iterative FEA simulation. In rule-based genetic algorithm the rules
for spot weld sequencing replace the random position of initial individuals used in
genetic algorithm which considerably reduces the computational time.
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