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1 Introduction

1.1 Background

The energy transition that most countries are currently experiencing toward
renewable energies is part of the strategies to mitigate the effects of climate change
and comply with the Paris Agreement and the Sustainable Development Goals [1],
intending to limit the global temperature rise in this century below 2 �C. Among the
technologies that favor this transition are those that operate on the side of the electric
power user, such as distributed generation, microgrids, and demand management.
These allow increasing the efficiency of electrical systems by avoiding energy losses
in the transmission and distribution stages. Besides, the correct operation of these
new technologies requires energy control strategies that allow the electrical systems
to continue to operate reliably and safely in the face of this new paradigm, in which
energy management systems are increasing their relevance [2].

Energy management systems make it possible to cope with the intermittency and
natural variability of renewable energies related to local climatic conditions, the
constant increase in demand, and the complexity of the electricity consumption
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habits of users. However, to achieve proper energy management, it is essential to
adequately know the current and future energy production and consumption
behavior and even estimate the batteries’ state of charge in storage systems. This
is possible by applying forecasting techniques, which can be done in various ways,
whether from environmental forecast data, sky images, or data obtained with on-site
measurements. The technique used depends on the objective of the forecast to be
made, which in turn determines the required forecast horizon, that is, the time in
advance in which the predictions are made. In the case of user-side applications
involving distributed renewable generation sources, such as photovoltaic
(PV) systems, the appropriate forecast horizon is usually short-term or one day in
advance [3].

On the other hand, it is also necessary to use well-established and robust baseline
forecasting techniques to evaluate the performance of new forecasting methodolo-
gies and algorithms. However, there are no generalized conclusions in the literature
on which models are suitable in different circumstances [4], so it is necessary to
previously analyze and implement reference models of forecasting to have a
common reference in the evaluation of new methodologies or algorithms.

1.2 Forecast of Solar Energy in Microgrids

One of the biggest problems in forecasting PV power is its variability. For example,
partly cloudy conditions can reduce solar radiation by up to 80% in one second, which,
depending on the degree of penetration, represents a great challenge for power system
operators. It is common to use classical or statistical forecasting techniques based on
time-series to predict solar energy in microgrid applications. Still, the application of
supervised machine learning algorithms is becoming increasingly relevant. There are
deep learning models based on recurrent neural networks (RNN), such as gated
recurrent units (GRU) [5, 6], long short-term memory (LSTM) [7, 8], and combined
models or ensemble [9, 10]. Some combine multiple algorithms to achieve better
prediction results than those obtained with individual algorithms [11].

The machine learning and statistical forecasting models can work adequately in
intra-hour temporal resolutions (less than one hour) and intra-day (up to 72 h) and
with spatial resolutions mainly at the microscale level, that is, up to 1 km [12]. This
spatial resolution mainly favors the application of these forecasting techniques in
microgrids and photovoltaic solar plants in areas of up to 100 ha.

There are also forecasting applications in the state of the art that use models
composed of sub-processes for different time scales, known as multi-horizon
[13, 14] (e.g., 5 min to 1 h, 1 to 6 h, 6 to 48 h, and greater). Each subprocess can
use different datasets as inputs and even different granularity in the data for each
time scale. This implies working with different data storage intervals for each
prediction subprocess. Consequently, the initial and most crucial step in data ana-
lytical process applications is preparing or preprocessing the data [15]. It is also
possible to forecast photovoltaic generation using fuzzy prediction interval (FPI)
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models [16, 17], as was done in projects developed in the experimental microgrid of
Huatocondo, Chile (24 kW), and the Goldwind microgrid in China (two PV systems:
200 and 250 kW). In the first case, better results were obtained with FPI than those
obtained with linear regression algorithms for horizons of 15 min and 24 h in
advance. In the second case, in combination with a particle swarm optimization
(PSO) algorithm, superior performance was obtained, compared to the application of
other optimization algorithms, for horizons of 10 min and 24 h in advance.

Besides, combinations of artificial intelligence techniques with PSO-type
optimization algorithms have also been used. For example, in [18], the PSO is
combined with an adaptive neuro-fuzzy inference system (ANFIS) to forecast the
photovoltaic power of 3 photovoltaic generation units of 100 kW each. The
algorithm results were evaluated in terms of RMSE, mean absolute error (MAE),
and nMAE (normalized MAE), obtaining superior results for a forecast horizon of
one hour in advance. Results are based on algorithms based on backpropagation
artificial neural networks (ANN) and the persistence method. As part of the design of
a centralized controller for energy management of a microgrid, in [19], two
forecasting algorithms of the photovoltaic generation are applied: autoregressive
moving average (ARMA) using the final prediction error (FPE) and a model based
on multilayer perceptron nonlinear autoregressive (NAR). The neural network could
predict sudden changes better, while the ARMA algorithm could only follow trends.

The potential for improving the prediction models of photovoltaic power when
applying rolling forecasting is shown in [20]. This technique makes it possible to
enhance the values predicted by the forecasting model, simultaneously extending
and correcting the time-series model using real-time measurements. The results of
this strategy were combined with a hybrid forecasting model based on support vector
regression (SVR) sub-elements or sub-SVRs and an ARIMA algorithm to forecast
instantaneous PV power. The precision of the model was evaluated with the RMSE
and mean absolute percentage error (MAPE), and the results were better for sunny
days than those obtained in the presence of clouds.

Combining two ANFIS algorithms has proven to be effective in applying
Sugeno-type inference systems [21] to perform forecasting in microgrids in a
10 kW PV system. The analysis was conducted via simulation, using monitoring
datasets from a PV system in Targoviste, Romania. The results were evaluated using
MAE and the RMSE, observing that the error increases as the forecast horizon
increases. Improvements in predictions were obtained by increasing the number of
membership functions for each variable (increment from 2 to 3).

On the other hand, a method of forecasting PV power applicable to community
microgrids has been proposed, based on deep learning [22], using deep recurrent
neural networks (DRNN) with an LSTM forecasting algorithm with a short-term
horizon. The algorithm was tested on a residential microgrid in Austin, Texas,
consisting of a 100 kW PV system. The results were evaluated in terms of RMSE,
MAE, MAPE, and Pearson’s correlation coefficient and were compared with support
vector machine (SVM)-based prediction algorithms and a multilayer perceptron
ANN. The forecast results showed the best performance for the DRNN algorithm,
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followed by the multilayer perceptron (MLP) and finally the SVM. The DRNN
model practically outperformed the SVM algorithm by 2 to 1.

Statistical linear models are the time-series prediction methods most traditionally
used as an alternative to numerical weather prediction (NWP) techniques. They are
based on a physical approach where atmospheric models describe the variability of
meteorological processes. Descriptions are given at the mesoscale level or global
datasets of meteorological measurements [23]. On the other hand, time-series statis-
tical models are based on historical data, as a sequence of observations, measured at
certain moments in time. They are ordered chronologically and evenly spaced, which
makes the data dependent on each other in most cases to develop a descriptive
relationship between various magnitudes to obtain an estimate of the future of a
certain magnitude [24, 25]. In such a model, the dependent or output variable
depends only on its past values [26].

There are also forecasting applications for solar energy and other energy fields
using time-series, such as SARIMA models, to forecast hydroelectric production in
Ecuador [27, 28]. It was shown that the proposed models are suitable for forecasting
time-series with seasonal components, which can also be improved with the use of
exogenous variables, such as precipitation, to predict monthly hydroelectric produc-
tion in forecasting horizons up to a year in advance. On the other hand, triple
exponential smoothing or Holt-Winters models have also been used to forecast
solar irradiance in PV-distributed generation facilities for intra-hour prediction
horizons in a PV system located on the roof of the University of Utrecht, Netherlands
[29]. The implemented model was suitable for forecasting the time-series, including
its seasonal component, with a high degree of accuracy, in terms of the MAE,
compared to other forecasting methods, such as the persistence and the average
methods.

To evaluate forecasting models based on univariate time-series, which can later
be applied as forecasting benchmarks to assess the performance of other more
advanced multivariate forecasting techniques, a comparison between the
Box-Jenkins and exponential smoothing approaches has been conducted. A general
methodology proposal for forecasting in a univariate time-series model, applied and
validated in this study, is also revealed.

2 Methods

2.1 Time-Series Decomposition

A decomposition of the PV power time-series was applied, which consists of a
statistical analysis that allows separating the time-series into different components or
sub-series of time, each representing one of the characteristics of the original time-
series: trend, seasonality, and residuals [30]. This makes it possible to analyze each
of the components separately, allowing to complement the determination of
stationarity of the time-series, that is, if its mean and variance are constant over
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time. In addition, it will enable us to analyze how dominant the seasonal component
of the time-series is, determining whether there is periodicity in the seasonal
variation of the time-series, which can be annual, monthly, daily, or on another
time scale [31]. Therefore, determine if the forecasting model should contain
components to predict those dominant characteristics.

In general, there are two methods to perform time-series decomposition, the
multiplicative and the additive [32]. In this case, the additive method has been
used using the Python statsmodels package. The result is shown in Fig. 1, where it
is observed that the time-series has a small trend component, with a value of up to
60W, when there are variations in photovoltaic power, unrelated to the daily cyclical
behavior of irradiance (e.g., shadows). In the case of seasonality, it is the dominant
component of the time-series, reflecting the daily cycles of photovoltaic power.
Finally, the residual component is shown as the weakest, with maximum values
coinciding with the reductions in photovoltaic power caused by shadows.

2.2 Exponential Smoothing Forecasting Model

The exponential smoothing forecasting techniques, or error, trend, and seasonality
(ETS), are state-space models widely used to forecast time-series in other areas of
knowledge [33, 34], despite being proposed between 1957 and 1960 [35]. In issues
related to electrical energy forecasting, they are applied, either individually or in
combination with other techniques, in applications such as wind power forecasting
[36] and photovoltaic solar power [37] in forecast horizons from short-term to long-
term. This forecasting method uses weighted combinations of past observations from
the time-series, giving the most recent observations more weight than the oldest

Fig. 1 Time-series decomposition of photovoltaic power
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ones. The weight given to old observations exponentially decreases as they get older,
so this method is called exponential smoothing. These forecasting techniques are
divided into three: simple exponential smoothing, used to predict time-series that do
not have seasonality or trend; Holt’s linear smoothing, applicable to trend time-
series; and finally, Holt-Winters smoothing method, useful for forecasting time-
series that include seasonality and trend. Eqs. (1, 2, 3 and 4) describe a Holt-Winters
forecasting model [38]:

St ¼ α
Xt

It�s

� �
þ 1� αð Þ St�1 þ Tt�1ð Þ ð1Þ

Tt ¼ γ St � St�1ð Þ þ 1� γð ÞTt�1 ð2Þ

It ¼ δ
Xt

St

� �
þ 1� δð ÞIt�s ð3Þ

bXtþh ¼ St þ hTtð ÞIt�sþh ð4Þ

where St and Tt are the equations of the level of the time-series (average value) and
the additive trend, with smoothing parameters α and γ. It is the index of the seasonal
length of the time-series, with smoothing parameters δ. Xt represents the observed
data, while bXt + h is the forecasting equation for h instants of time in advance.

2.3 Box-Jenkins Methodology

On the other hand, the Box-Jenkins methodology of ARIMA models has dominated
for almost 50 years in the field of time-series forecasting [39]. It is widely used to
forecast photovoltaic production and solar irradiance, either as a reference model for
validating new forecasting techniques [40] or as a functional forecasting technique
[41]. This approach indicates that a non-seasonal time-series can be modeled as a
combination of the values and past errors, which is denoted as ARIMA (p, q, d),
which can be expressed according to Eq. (5):

xt ¼
Xp

i¼1
φixt�i þ

Xq

i¼1
θiεt�i þ k þ εt ð5Þ

where xt is the predicted parameter at each instant t, φ represents the autoregression
(AR) coefficients, ϴ represents the moving average (MA) coefficients, k is a
constant, and εt models the white noise. For their part, p and q are the orders of
the AR and MA models, respectively, while d represents the order of differentiation
of the model. Similarly, a time-series that contains seasonality can be expressed with
a seasonal ARIMA model. It is also known as SARIMA or ARIMA (p, d, q) (P, D,
Q), where P, D, and Q represent the seasonal order of autoregression, differentiation,
and moving average, respectively.
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2.4 Forecasting Errors

To evaluate the performance of forecasting techniques, several indices allow mea-
suring the performance of prediction algorithms by comparing the predicted values
against actual or observed values. The most common indices are the MAE, the
MAPE, the mean square error (MSE), and RMSE. Each of these indices has its
particular characteristics, so selecting the most suitable index depends on
the approach of the case of application [42]. However, it has been observed in the
state of the art that, for the operation of microgrids and short-term forecasting, the
most widely used indices are the RMSE, the MAE, and the MSE, which is why they
are the ones used in this work. These indices are calculated according to Eqs. (6, 7
and 8):

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

i¼1
byi � yið Þ2

r
ð6Þ

MSE ¼ 1
N

XN

i¼1
byi � yið Þ2 ð7Þ

MAE ¼ 1
N

XN

i¼1
byi � yij j ð8Þ

where yi is the real value or observed at the time i,byi is the predicted value at the time
i, and N represents the number of data samples used to make the forecast and
therefore represents the forecast horizon. Additionally, it is possible to evaluate the
forecast results using scatter plots and histograms of the frequency of errors, among
other indicators [43, 44]. The prediction model results are evaluated by comparing
the predicted data with the test or actual data in all cases.

2.5 Proposed Forecasting Approach

By comparing the process of identification of parameters, training, and testing of the
prediction algorithms used for one-variable or univariate time-series, a methodology
has been identified, proposed, and implemented for its general application in these
cases, which has been reflected in the flow diagram of Fig. 2. As an initial stage,
three substages are included: (1) collection of input data, (2) selection of forecasting
model, and (3) data preprocessing. The forecasting model selection stage allows the
methodology to be generalized and applicable to any univariate time-series fore-
casting technique applicable to PV power or solar irradiance.

On the other hand, data collection can be done in various ways, either with data
obtained from measurements, or using state-of-the-art datasets, as was done in this
work. The preprocessing data stage is of great relevance, and its characteristics will
depend on the forecasting technique to be used. For example, if ARMA models are
used, the stationarity of the data should be evaluated to determine if a prediction
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Fig. 2 Proposed
forecasting methodology for
univariate time-series
models
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model is adequate. Data resolution change and cleaning can also be performed at this
stage. The methodology considers error indicators and dispersion and residual
graphs to compare the predicted values against the real values of the PV power or
solar irradiance.

This methodology has been implemented using Python programming language
and its Auto ARIMA function and the statsmodels package for the ARIMA and
exponential smoothing models, respectively, to determine the coefficients and adjust
the prediction models. The forecast horizon used is short-term, 24 h in advance,
applicable to demand-side installations, such as microgrids.

2.6 Experimental Design and Characteristics of Datasets

Like other research on forecasting applications of other energy fields [45], an
empirical comparative evaluation of forecasting techniques has been carried out.
This was done with two methods based on time-series, ARIMA and exponential
smoothing. The research was conducted with historical data to predict solar energy
on a short-term forecasting horizon of 24 h ahead and to evaluate both forecasting
methods as possible benchmarks for future stages of this research.

The validation of both forecasting methods was done with two different datasets.
The first predicts solar irradiance using a dataset collected over one and a half years
and 1 s time resolution. It was obtained from a 29.25 kW PV system installed in
Queretaro, Mexico, where the project is developed. This PV system consists of
90 polycrystalline photovoltaic modules of 325 W each one, an inclination angle of
20�, and an azimuth orientation of 18�. Currently, the measurement system does not
include data on PV power. Therefore, only the irradiance forecast is considered in
this case. Another purpose with this dataset was to evaluate the forecast accuracy
changing the data resolution from 1 min to 15 min.

Irradiance and PV power data are relevant to test the forecasting algorithms as
indicative variables of the available solar energy due to the high Pearson correlation.
It varies between 0.89 and 0.99, depending on the season of the year and the
presence or absence of clouds [46–48]. Therefore, the study is performed with a
dataset available on IEEE DataPort [49] to forecast PV power tests. This dataset
includes six magnitudes corresponding to 2017, with a time resolution of 1 min,
obtained from a PV installation located at the Polytechnic of Milan. The dataset
contains information on photovoltaic power (W), ambient temperature (�C), global
horizontal irradiance (GHI, W/m2), the plane of photovoltaic array irradiance (POA,
W/m2), wind speed (m/s), and wind direction (�).

The PV installation of Polytechnic of Milan consists of a PV module with a peak
power of 285 W, made of monocrystalline silicon, and installed with an inclination
angle of 30� and an azimuth orientation 6� 300. This dataset has been already
referenced in other PV power forecasting research work based on ANN [50],
which will allow in the future to compare the obtained forecast results with those
already reported. A relevant characteristic of this dataset is the presence of snowfall
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days, a meteorological condition never available locally in México, where the
project is currently being carried out. The main reason and motivation to use this
dataset is the possibility of assessing the proposed forecast methods with that kind of
meteorological condition. It ensures a good generality of application for different
places and weather conditions.

Two general conditions were considered with the second dataset: sunny days in
winter and cloudy days in spring. As a subcase for sunny days, it was considered a
variation in the number of training data days, with variations in PV power caused by
clouds, to assess its impact on the accuracy of forecasting models.

3 Results

3.1 Solar Irradiance Forecast

Initially, a Holt-Winters model with additive error component (A), additive trend
component (A), and additive seasonal component (A) or (A, A, A), to forecast a solar
irradiance time-series of 7 days, with sampling per minute is performed. The model
adjusted to the time-series and made an adequate forecast, as shown in Fig. 3. The
curves reflect minor variations, which can be observed when using a sampling per
minute. Despite the variations, the Holt-Winters model (blue curve) manages to

Fig. 3 Irradiance data and predicted data, using a Holt-Winters model, with data sampling per
minute
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follow the general trajectory of the measured irradiance curve (red color). The
RMSE obtained was 23.95 W / m2 (Fig. 4).

Subsequently, the same model was applied to the same time-series with an
adjusted sampling to 15 min to analyze the impact of data preprocessing on
forecasting results. In this case, the RMSE was lower, with a value of 17.15 W /
m2. A second model was identified and trained as a SARIMA (1, 0, 0) � (0, 1, 0)
[96], showing a similar graphical performance but with a bigger RMSE of 21.13 W/
m2. These results are confirmed with residuals and scatter plots of Figs. 5 and 6,
showing most of the residuals or differences between the actual and predicted values
are close to zero with the Holt-Winters model. In contrast, its scatter plot resembles a
linear regression.

Fig. 4 Irradiance data and predicted data, using a Holt-Winters model, with a sampling interval of
15 min

Fig. 5 Residual and dispersion plots of SARIMA model forecasting results for irradiance, with a
sampling interval of 15 min
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A summary of obtained irradiance forecasts results is shown in Table 1, indicat-
ing the general weather conditions in each case, the data resolution, the number of
training and test data days used, the characteristics of the fitted model, and the RMSE
obtained.

4 Photovoltaic Power Forecast

4.1 Forecast for the Winter Season: First Case

In all cases of PV power forecasting, the dataset has been preprocessed to a
resolution of 15 min.

The first analysis case of PV power forecasting considers a time-series of 9 days,
from January 13 to 21, considering eight days as training data and the ninth as test
data. Two forecasting models were identified and trained, the first SARIMA (5, 0, 4)
� (0, 1, 0) [96] and the second from Holt-Winters. The SARIMA model yielded an
RMSE of 1.89 W, while the Holt-Winters model had an RMSE of 37.19 W. The

Fig. 6 Residual and dispersion plots of Holt-Winters model forecasting results for irradiance, with

a sampling interval of 15 min

Table 1 Summary of irradiance forecast results

Conditions
Dataset
resolution

Number of training data days/
test data days Model

RMSE
(W/m2)

Sunny 1 min 6/1 Holt-winters (A, A,
A)

1.89

Sunny 15 min 6/1 Holt-winters (A, A,
A)

37.19

Sunny 15 min 6/1 SARIMA (1,0,0) �
(0,1,0) [96]

21.13
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comparison of the forecast results is shown in Fig. 7 with a significant similarity
between the test data and the SARIMA prediction. It is confirmed in the results of the
residuals and scatter plots (Fig. 8) since most of the residuals or differences between
the actual and predicted values are close to zero. In contrast, the scatter plot strongly
resembles a linear regression. On the other hand, the Holt-Winters prediction model
shown in Fig. 7 with orange color could not accurately predict the PV power. It was
confirmed in the results of residuals and dispersion (Fig. 9), with residuals far from
zero and a marked dispersion between the test or actual data and the predictions.

Fig. 7 PV power test data and predicted data, using both models, case 1

Fig. 8 Residual and dispersion plots of SARIMA model forecasting results, case 1
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4.2 Forecast for the Winter Season: Second Case

The second case also considers the PV power forecast of January 22. In this case, a
7-day time-series is used, eliminating the two first days (January 13 and 14) with the
presence of clouds, to evaluate the potential improvement of the Holt-Winters
model. In this way, the training data is reduced from 8 to 6 days. The test data is
the same (January 21). The models identified and fitted to the training data are a
SARIMA (4, 0, 0) � (0, 1, 0) [96] model and the second Holt-Winters model. The
SARIMA model yielded an RMSE of 1.93 W, very similar to the previous case,
while the Holt-Winters model obtained an RMSE of 10.31 W, 20 W lower than the
previous case. The comparison of the test data with the results of both forecasting
models is shown in Fig. 10. The similarity between the SARIMA curve model and
test data is confirmed, unlike with the Holt-Winters model. However, the behavior of
the latter is improved in comparison to the previous case.

4.3 Forecast for the Spring Season

The third case evaluated is a time-series of nine days of photovoltaic power, from
May 29 to June 6, 2017, using eight days as training data and the ninth day as test
data. In this case, the primary purpose was to evaluate the behavior of the models to
forecast cloudy days. Two forecasting models were identified and trained, the first
SARIMA (5, 0, 1) � (0, 1, 0) [96] and the second from Holt-Winters. The SARIMA
model yielded an RMSE of 37.74 W, while the Holt-Winters model had an RMSE of
54.45 W. In both cases, the errors are considerably high, considering that the
maximum value of the photovoltaic power during that period is around 200 W. A

Fig. 9 Residual and scatter plots of Holt-Winters model forecasting results, case 1

26 L. F. Martínez-Soto et al.



graphical comparison of the real PV power curve concerning the prediction result of
both models is shown in Fig. 11. The SARIMA model presents typical day varia-
tions with a high incidence of clouds, although it does not follow the general
trajectory of the curve of real values. On the other hand, the Holt-Winters model
shows only some slight variations close to the peak of the photovoltaic production
curve.

Fig. 10 PV power test data and predicted data using both models, case 2

Fig. 11 PV power test data and predicted data using both models, case 3
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Finally, a summary of obtained PV power forecasts is shown in Table 2. General
weather conditions are presented in each case, such as sunny or cloudy days and the
year’s season. The number of training and test data days used, the characteristics of
the fitted model, and the RMSE obtained are also shown. In all cases, the dataset had
a resolution of 15 min.

5 Discussion

Both scenarios of irradiance forecasting during sunny days show a similar predicted
irradiance profile compared to the measured values, as can be seen in Figs. 3 and 4.
Nevertheless, when reducing the data resolution from 1 min to 15 min, the irradiance
profile shows fewer variations in the general trend due to data resampling. When
forecasting with 1 min data resolution, the Holt-Winters method lets us predict the
fast variation of the general trend of irradiance. This could be useful to forecast
irradiance in PV systems with high accuracy, Class A, monitoring systems,
suggested by the standard IEC 61724–1:2017 [51], for applications of fault location,
electric network interaction assessment, PV technology assessment, and precise PV
system degradation measurement.

In the first case analyzed of PV power forecasting, the Holt-Winters prediction
model (Fig. 7), in orange color, presents a significant distortion, apparently caused
by the effect of cloudy days existing in the training data. This was confirmed when
two cloudy days were removed in training data, as seen in Fig. 10 from the second
case of PV power forecasting. Therefore, for nonhomogeneous datasets, where the
training data include variations due to cloud cover, the SARIMA model is more
suitable for predicting photovoltaic power.

Table 2 Summary of PV power forecast results

Conditions
Number of training data days/test
data days Model

RMSE
(W/m2)

Winter,
sunny

8/1 SARIMA (5,0,4) � (0,1,0)
[96]

1.89

Winter,
sunny

8/1 Holt-Winters (A, N, A) 37.19

Winter,
sunny

6/1 SARIMA (4,0,0) � (0,1,0)
[96]

1.93

Winter,
sunny

6/1 Holt-Winters (A, N, A) 10.31

Spring,
cloudy

8/1 SARIMA (5,0,1) � (0,1,0)
[96]

37.74

Spring,
cloudy

8/1 Holt-Winters (A, N, A) 54.45
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The second case of irradiance forecasting shown in Fig. 4 and the first case of PV
power forecasting during the winter season depicted in Fig. 10, showed that, when
there are fewer fast variations in the magnitude of solar energy caused by clouds, the
SARIMA model can eliminate its moving average (MA) component. Again, this can
be considered a result of the presence of prevailing homogeneous datasets.

As a relevant finding in the implementation and analysis of these two univariate
forecasting techniques of solar energy, it was found that, unlike cases reported in the
state of the art [19], the ARIMA forecasting models are not enough to forecast solar
energy accurately if they do not include the seasonal component, as the SARIMA
model does. For the same reason, the Holt-Winters model predicts solar energy with
acceptable results by including a third equation to handle the time-series seasonality.
The application of the proposed forecasting methodology has allowed validating the
applicability of the exponential smoothing and Box-Jenkins forecasting methods,
allowing us to identify and verify which weather conditions are adequate to predict
solar irradiance and photovoltaic power. In addition, the use of this general meth-
odology to evaluate forecasting techniques in the field of solar energy for microgrids
was validated.

6 Conclusions

Based on the obtained results, the SARIMA model yields better results in all the
cases analyzed in terms of the RMSE index and the dispersion of the results.
Specifically, it could adequately represent the characteristics of trend, seasonality,
and average values of the time-series of photovoltaic power or solar irradiance.
However, in cases with minimum or no cloud incidence, expressly with predomi-
nantly homogeneous data, the Holt-Winters exponential smoothing model is also an
alternative to fit the time-series training data to represent the dominant component of
the seasonality of this type of time-series. As a general conclusion, it was confirmed
that they are not the most suitable for representing variations in highly nonlinear
time-series, as is the case of rapid variations in the magnitude of the photovoltaic
power caused by the incidence of clouds. Moreover, it was possible to identify,
propose, and implement a forecasting methodology applicable to forecast univariate
time-series of solar energy in microgrids, which can be generalized and applied to
state-of-the-art forecasting algorithms. Therefore, as future work, forecasting models
of solar energy in microgrids, capable of predicting nonlinearities and sudden
changes in the time-series, will be implemented, with a multivariable approach,
such as machine learning and deep learning techniques.
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