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Preface

Figuring out solutions to face global warming is one of the key topics around the
globe that has demanded great attention in the last decades. The acceleration of
global warming, promoted mainly by the use of fossil fuels, produces hazardous
effects and consequences on human well-being as well as economic and technolog-
ical development of nations. These effects are evidenced in drastic changes to the
environment such as glacial melting and natural disasters, which, in turn, put
ecosystems in danger. On the other hand, the large emissions of polluting gases
produced by fossil fuels, which are not renewable, make this resource not sustainable
over time.

Due to this, international alliances, for instance, the European Green Deal, have
arisen to face the challenges toward changing to a sustainable, clean, and econom-
ically viable energy matrix. In addition, one of the main concerns of the General
Assembly of the United Nations regarding the 2030 Agenda is to promote sustain-
able initiatives related to developing renewable energies, such as SDG 7: Affordable
and Clean Energy and SDG 13: Climate Action. On the other hand, Latin America
also has a great interest in developing technologies that position renewable energies
as the primary energy resource. However, strong cooperation synergies between
countries that involve government, industry, and academia are missing to reach the
common goals. Based on this, Congress on Research, Development, and Innovation
in Renewable Energies (CIDiER 2021, acronyms from Spanish) had the objective
put together teachers, students, researchers, engineers, and scientists from different
disciplines and countries, mainly from Latin America, to present their latest studies
and results.

This book consists of five key sections focused on solar, biomass, hydrogen,
wind, and general renewable energy topics. Articles correspond to selected manu-
scripts from the Congress on Research, Development, and Innovation in Renewable
Energies (CIDiER) 2021, held in Guayaquil, Ecuador (virtual mode), on September
20 and 21, 2021. This conference aimed to spread theoretical and experimental
studies results and applications related to relevant topics in renewable energies and
generate a space of multidisciplinary interaction to strengthen and establish new
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contact networks in the academic and research community. Participants from all
disciplines related to renewable energy and several Latin-American countries con-
tributed to this important event.

This edited book meets some major topics related to renewable energies, such as
developing and studying new materials, process design and simulation, computa-
tional modeling, energy efficiency, and chemical and mechanical analysis, among
others. Finally, the editors of this book would like to thank the Springer editorial
team and all contributing authors for their commitment and collaborative effort that
have realized this book.

Guayaquil, Ecuador Mayken Espinoza-Andaluz
Lund, Sweden Martin Andersson
Chendgu, China Tingshuai Li

Jordy Santana Villamar
Ángel Encalada Dávila

Ester Melo Vargas
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Proposal of a Colombian Refrigeration
Potential Map Based on Solar Powered
Absorption Cooling Systems

Jhojan Stiven Zea Fernández , Mario Luna-delRisco ,
Valeria Berrocal , Nildia Yamileth Mejias Brizuela,
Carlos Arrieta González , Laura Paniagua ,
Sebastian Villegas Moncada , and Carlos A. Arredondo Orozco

1 Introduction

The growing concern about the effects of global warming, as well as the uncertainty
due to finite reserves of fossil fuels, have turned the world’s attention to
nonconventional renewable energy sources as the way to a clean and
environmentally friendly energy transition [2]. Colombia has pledged to take part
in this transition through international agreements such as the Paris agreement [3];
however, the country is still lagging in the development of renewable energy sources
in the national territory.

By 2021, less than 1% of the electricity generated in the country comes from
nonrenewable energy sources such as biomass, solar, and wind energy, a very low
percentage compared to more developed countries such as the United States, where
12% of the energy consumed comes from these sources [4]. According to the
accelerated growth of renewable energy for the next decade, Colombia has set itself
the goal of reaching 15% share of renewables by 2030, with emphasis on the north
coast of the country [5], where there is great potential for solar and wind energy [6].

In view of the accelerated growth expected for renewable energy in the next
decade, emphasis must be placed on how these new technologies can help
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low-income people with no access to electrical energy. In Colombia, approximately
52% of the national territory is not connected to the electrical grid; this means that
almost 2 million people who live in these places get sporadic and low-quality access
to electricity or no access at all [1]. Since a large part of the people who live in
non-interconnected areas engage in productive activities such as livestock, fishing,
and agriculture, it is to be expected that part of the production is lost because they
cannot cool their products.

The implementation of absorption cooling cycles that can use solar energy as a
heat source means that large cooling centers could be available to residents of
non-interconnected areas as a way of storing their products for later sale [7], thereby
increasing the economic development and life quality [8]. However, not all areas of
the country are suitable for the installation of these systems, since there are a wide
variety of climates and weather conditions [9].

The objective of this chapter is to present a map of the absorption cooling
potential for the Colombian territory. Maximum cooling volume capacity was
determined based on data of solar radiation and temperature (mean values). Those
variables were also used for the calculation of the system´s efficiency allowing the
geolocation of non-interconnected areas where the industrial facilities might be
placed.

2 System Description

The system consists of a condenser, an evaporator, an absorber, a generator, a pump,
expansion valves, a heat exchanger, and a solar collector, as shown in Fig. 1.

The cycle is possible because of the ability of certain substances to perform
absorption and desorption reactions. In this case, water absorbs ammonia vapor in
the absorber and creates a solution with a weak water concentration; the solution has
its pressure increased by means of a pump and is sent to the generator, in which the
heat coming from the solar collector heats the solution and causes most of the
ammonia vapor to be desorbed.

The high-pressure ammonia vapor shifts to liquid phase in the condenser and is
expanded to a low pressure with an expansion valve; the low-pressure liquid is then
converted into ammonia vapor in the evaporator and is sent to the absorber to restart
the cycle. The solution that is left on the generator, now with a strong water
concentration, exchanges heat with the refrigerant flow exiting the pump to increase
the system’s efficiency and is expanded, using an expansion valve to go once again
into the absorber [10].

4 J. S. Zea Fernández et al.



3 Modeling and Methodology

3.1 Symbols and Subscripts

Symbols

COP
¼ Coefficient of performance

E ¼ Efficiency
f ¼ Mass flow ratio
h ¼ Enthalpy [kJ/kg]
P ¼ Pressure [kPa]
ṁ ¼ Mass flow [kg/s]

Fig. 1 System schematic
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q ¼ Heat per unit mass [kJ/kg]
Q ¼ Heat [kJ]
Q  ¼ Heat rate [kW]
T ¼ Temperature [�C]
Ẇ ¼ Power [kW]
x ¼ Concentration [kg/kg]
Gstc

¼ Global irradiance on standard test conditions [1000 W/m2]

Subscripts

a ¼ Absorber
b ¼ Pump
c ¼ Condenser
e ¼ Evaporator
l ¼ Liquid
g ¼ Generator
sc ¼ Solar collector
ref¼ Refrigerant
sf ¼ Strong solution
sd ¼ Weak solution
v ¼ Vapor

3.2 Thermodynamic Model

A simple steady-state model was considered for this particular study. There was no
need for a thermal energy storage system. The model assumes heat and pressure
losses on all the piping and units to be negligible and the refrigerant to be 100%
ammonia (NH3) [11]. The mass balances are presented in Eqs. 1, 2, 3, 4, 5, 6, 7, 8, 9,
10 and 11 [11]:

_m1 ¼ _m2 ð1Þ
_m2 ¼ _m3 ¼ _mref ð2Þ
_m3 ¼ _m4 ¼ _mref ð3Þ
_m4 þ _m10 ¼ _m5 ð4Þ

_m9 ¼ _m10 ð5Þ
_m5 ¼ _m6 ð6Þ

_m7 ¼ _m1 þ _m8 ð7Þ

6 J. S. Zea Fernández et al.



_m8 þ _m6 ¼ _m7 þ _m9 ð8Þ
_m4 þ _m10 ¼ _m5 ð9Þ

_m9 ¼ _m8 ð10Þ
_m11 ¼ _m12 ð11Þ

The generator is possible to perform an NH3 balance, as seen in Eq. 12 [11]:

_m7x7 ¼ _m1x1 þ _m8x8 ð12Þ

Equations 13 and 14, which are expressions for the strong solution mass flow
rates, can be obtained from Eqs. 12 and 7 [11]:

_m8 ¼ x7 � x1
x8 � x7

_m1 ð13Þ

_m7 ¼ x8 � x1
x8 � x7

_m1 ð14Þ

From Eq. 13, the circulation ratio can be formulated as [11]:

f ¼ _m7

_m1
¼ x8 � x1

x8 � x7
ð15Þ

The energy balances are performed as follows in Eqs. 16, 17, 18, 19, 20, 21, 22,
23, 24 and 25 [11]:

_Qc ¼ _mref h1 � h2ð Þ ð16Þ
h2 ¼ h3 ð17Þ

_Qe ¼ _mref h4 � h3ð Þ ð18Þ
_Qa ¼ _m4h4 þ _m10h10 � _m5h5 ð19Þ

_Wb ¼ _m5 h6 � h5ð Þ ð20Þ

h7 ¼ h6 þ _m8

_m6
h8 � h9ð Þ ð21Þ

h9 ¼ h10 ð22Þ
_m12 h12 � h11ð Þ ¼ _m1h1 þ _m8h8 � _m7h7 ð23Þ

_m12 h12 � h11ð Þ ¼ GstcAscEsc ð24Þ

COP ¼ _Qe

GstcAscEsc þ _Wb

� �
ð25Þ

Proposal of a Colombian Refrigeration Potential Map Based on Solar. . . 7



The authors express Eq. 18 in terms of the circulation ratio when dividing the
whole expression by _m4 as presented in Eq. 26 [11]:

qa ¼ h5 � h10ð Þ þ f h10 � h5ð Þ ð26Þ

3.3 Methodology

The previous equations present an ideal absorption cooling system with no thermal
energy storage system, assuming reference conditions for variables such as pressures
and temperatures [12]. The model calculates the heat extracted by the heat pump ( _Qe)
based on the solar irradiance and ambient temperature of a particular location.

A MATLAB script identifies the color of each pixel on the average ambient
temperature and average peak sun hours (PSH) maps that the Institute of Hydrology,
Meteorology and Environmental Studies (IDEAM) provides [13] [14] and translates
it into usable data. The script then calculates the amount of daily cooling each pixel
of the map can generate and the efficiency of the system (expressed by the COP on
each pixel).

The thermodynamic properties for the NH3-H2O mixture are calculated with the
equations proposed by Sun [15]. Then, in each pixel, the system is simulated by
setting Tc to the mean ambient temperature of each pixel. In this simulation, the solar
collector receives a constant solar irradiance of 1000 W/m2. The cycle works for the
equivalent time to PSH of the pixel by calculating the daily amount of cooling and
the system efficiency depending on the ambient temperature.

The result is a map of the country in which each pixel has a value for maximum
amount of cooling produced with 1 m2 of solar collector and the system’s efficiency,
detailing the potential for the solar absorption system in every location of the region.
The reference conditions considered were as follows:

Tg ¼ 80 �C
Ta ¼ 25 �C
Te ¼ -5 �C
ṁ ¼ 1 kg/s
Esc ¼ 90%
Asc ¼ 1 m2

4 Results

The generated maps for daily cooling potential and system efficiency are presented
in Figs. 2 and 3.

8 J. S. Zea Fernández et al.



5 Discussion

Since Colombia is a tropical country, there are no significant climatic variabilities
due to the lack of seasons. Temperature conditions in any given location depend
highly on the altitude. With this in mind, it can be determined that Fig. 3, which
presents the system’s efficiency, follows the contour of the relief in the national
territory. There are higher COPs (1.10–1.22) in places such as the Andes Mountain

Fig. 2 Daily refrigeration potential map
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range or the snowy Sierra of Santa Marta. Moderate COPs (1–1.12) are in the
Amazon area of the country, the high plains, and the pacific coast, whereas low
performances (COP¼ 0.94–1) are in the Atlantic coast and the High Guajira.

The highest amount of cooling potential (5.4–5.765 kWh) was found in areas
with low temperatures and high irradiations, such as the high mountains of Boyacá
and the snowy Sierra of Santa Marta. All three branches of the Andes Mountain
range across the country present high refrigeration potential (5.0–5.5 kWh) because
of the low temperatures. The East Plains, the Atlantic Coast, and the San Andres and

Fig. 3 System COP map

10 J. S. Zea Fernández et al.



Providencia Islands offer good potentials despite high temperatures (4.25–5.1 kWh).
This phenomenon can be explained because these regions are the ones with the
highest irradiation in the country.

The departments of Cordoba, Guainía, and Guaviare present moderate cooling
potentials (3.5–4.33 kWh) because of high temperatures and low irradiation. The
Pacific Coast and Amazon regions of the country are the ones that offer the lowest
potentials (2.750–3.45 kWh). This can be explained because of the hot temperatures
and low irradiances due to the high levels of cloudiness and rainfall that characterize
these regions.

The northern part of the Guajira and the insular regions are the non-
interconnected zones that would be the most attractive for the implementation of
solar powered absorption cooling systems because of high potentials and the
economic activities in which the lifestyle in these regions is based. The locals live
mostly from fishing, livestock, and tourism [1], and the electricity is generated from
fossil fuels. Fuel supply for this territory is inconsistent and unreliable. Construction
of massive cooling systems that are solar powered can improve the quality of life of
the inhabitants of these places by offering them a way to store their products and cool
their hotels and inns without relying on fossil fuels. Additionally, this technology
also offers a high potential for mitigating CO2 emissions.

As for the Amazon and Pacific Coast, the other two identified non-interconnected
regions presented a low potential for these cooling systems.

The results of this research are limited by a number of factors such as the use of
multi-annual average ambient temperature and solar radiation, the lack of consider-
ation of energy losses due to the non-ideality of real systems, and the steady nature of
the equations used.

6 Conclusions

The outcome maps of this study suggest that solar powered absorption systems are a
good and viable method for cooling generation in non-interconnected areas of
Colombia such as the High Guajira, San Andres, and Providencia Islands, where
locals live mainly from fishing, livestock, and tourism. This system will lead to an
increase of the quality of life without CO2 emissions. The Pacific Coast and Amazon
region of the country present the lowest potential of any non-interconnected zone in
Colombia. In these places, the implementation of these systems would be more
costly because of the increased area of solar collection that is needed to meet the
demands of the inhabitants.

This map uses multi-annual average radiation and temperature data, and because
of the equatorial location of the country, the climate can change significantly from
one day to the other in any given place, and this means that the system efficiency and
performance can be diminished or enhanced due to the environmental conditions,
but even if the maps do not exactly predict the daily behavior of the system, they are
a good tool to estimate the mean amount of refrigeration a system can produce on
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any part of the country. Also it can be used to calculate the solar collection area
needed to achieve a certain amount of cooling power since the maps are based on a
1 m2 solar collector.

Future studies that can be done to further increase the understanding of the
applicability of solar powered absorption systems on the Colombian territory include
a transient simulation for the operation of the system on a whole day, with real data
from minute-to-minute measurements rather than average solar radiation and
ambient temperature. Additionally, including entropy and exergy analyses to the
energy and mass balances to account for losses and the irreversibility of the system
will make the results more exact and useful.
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Evaluation of Univariate Time-Series
Models for Short-Term Solar Energy
Forecasting

Luis F. Martínez-Soto , Omar Rodríguez-Zalapa ,
José Alberto López-Fernández, José Joaquín Castellanos-Galindo,
and José Horacio Tovar-Hernández

1 Introduction

1.1 Background

The energy transition that most countries are currently experiencing toward
renewable energies is part of the strategies to mitigate the effects of climate change
and comply with the Paris Agreement and the Sustainable Development Goals [1],
intending to limit the global temperature rise in this century below 2 �C. Among the
technologies that favor this transition are those that operate on the side of the electric
power user, such as distributed generation, microgrids, and demand management.
These allow increasing the efficiency of electrical systems by avoiding energy losses
in the transmission and distribution stages. Besides, the correct operation of these
new technologies requires energy control strategies that allow the electrical systems
to continue to operate reliably and safely in the face of this new paradigm, in which
energy management systems are increasing their relevance [2].

Energy management systems make it possible to cope with the intermittency and
natural variability of renewable energies related to local climatic conditions, the
constant increase in demand, and the complexity of the electricity consumption
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habits of users. However, to achieve proper energy management, it is essential to
adequately know the current and future energy production and consumption
behavior and even estimate the batteries’ state of charge in storage systems. This
is possible by applying forecasting techniques, which can be done in various ways,
whether from environmental forecast data, sky images, or data obtained with on-site
measurements. The technique used depends on the objective of the forecast to be
made, which in turn determines the required forecast horizon, that is, the time in
advance in which the predictions are made. In the case of user-side applications
involving distributed renewable generation sources, such as photovoltaic
(PV) systems, the appropriate forecast horizon is usually short-term or one day in
advance [3].

On the other hand, it is also necessary to use well-established and robust baseline
forecasting techniques to evaluate the performance of new forecasting methodolo-
gies and algorithms. However, there are no generalized conclusions in the literature
on which models are suitable in different circumstances [4], so it is necessary to
previously analyze and implement reference models of forecasting to have a
common reference in the evaluation of new methodologies or algorithms.

1.2 Forecast of Solar Energy in Microgrids

One of the biggest problems in forecasting PV power is its variability. For example,
partly cloudy conditions can reduce solar radiation by up to 80% in one second, which,
depending on the degree of penetration, represents a great challenge for power system
operators. It is common to use classical or statistical forecasting techniques based on
time-series to predict solar energy in microgrid applications. Still, the application of
supervised machine learning algorithms is becoming increasingly relevant. There are
deep learning models based on recurrent neural networks (RNN), such as gated
recurrent units (GRU) [5, 6], long short-term memory (LSTM) [7, 8], and combined
models or ensemble [9, 10]. Some combine multiple algorithms to achieve better
prediction results than those obtained with individual algorithms [11].

The machine learning and statistical forecasting models can work adequately in
intra-hour temporal resolutions (less than one hour) and intra-day (up to 72 h) and
with spatial resolutions mainly at the microscale level, that is, up to 1 km [12]. This
spatial resolution mainly favors the application of these forecasting techniques in
microgrids and photovoltaic solar plants in areas of up to 100 ha.

There are also forecasting applications in the state of the art that use models
composed of sub-processes for different time scales, known as multi-horizon
[13, 14] (e.g., 5 min to 1 h, 1 to 6 h, 6 to 48 h, and greater). Each subprocess can
use different datasets as inputs and even different granularity in the data for each
time scale. This implies working with different data storage intervals for each
prediction subprocess. Consequently, the initial and most crucial step in data ana-
lytical process applications is preparing or preprocessing the data [15]. It is also
possible to forecast photovoltaic generation using fuzzy prediction interval (FPI)
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models [16, 17], as was done in projects developed in the experimental microgrid of
Huatocondo, Chile (24 kW), and the Goldwind microgrid in China (two PV systems:
200 and 250 kW). In the first case, better results were obtained with FPI than those
obtained with linear regression algorithms for horizons of 15 min and 24 h in
advance. In the second case, in combination with a particle swarm optimization
(PSO) algorithm, superior performance was obtained, compared to the application of
other optimization algorithms, for horizons of 10 min and 24 h in advance.

Besides, combinations of artificial intelligence techniques with PSO-type
optimization algorithms have also been used. For example, in [18], the PSO is
combined with an adaptive neuro-fuzzy inference system (ANFIS) to forecast the
photovoltaic power of 3 photovoltaic generation units of 100 kW each. The
algorithm results were evaluated in terms of RMSE, mean absolute error (MAE),
and nMAE (normalized MAE), obtaining superior results for a forecast horizon of
one hour in advance. Results are based on algorithms based on backpropagation
artificial neural networks (ANN) and the persistence method. As part of the design of
a centralized controller for energy management of a microgrid, in [19], two
forecasting algorithms of the photovoltaic generation are applied: autoregressive
moving average (ARMA) using the final prediction error (FPE) and a model based
on multilayer perceptron nonlinear autoregressive (NAR). The neural network could
predict sudden changes better, while the ARMA algorithm could only follow trends.

The potential for improving the prediction models of photovoltaic power when
applying rolling forecasting is shown in [20]. This technique makes it possible to
enhance the values predicted by the forecasting model, simultaneously extending
and correcting the time-series model using real-time measurements. The results of
this strategy were combined with a hybrid forecasting model based on support vector
regression (SVR) sub-elements or sub-SVRs and an ARIMA algorithm to forecast
instantaneous PV power. The precision of the model was evaluated with the RMSE
and mean absolute percentage error (MAPE), and the results were better for sunny
days than those obtained in the presence of clouds.

Combining two ANFIS algorithms has proven to be effective in applying
Sugeno-type inference systems [21] to perform forecasting in microgrids in a
10 kW PV system. The analysis was conducted via simulation, using monitoring
datasets from a PV system in Targoviste, Romania. The results were evaluated using
MAE and the RMSE, observing that the error increases as the forecast horizon
increases. Improvements in predictions were obtained by increasing the number of
membership functions for each variable (increment from 2 to 3).

On the other hand, a method of forecasting PV power applicable to community
microgrids has been proposed, based on deep learning [22], using deep recurrent
neural networks (DRNN) with an LSTM forecasting algorithm with a short-term
horizon. The algorithm was tested on a residential microgrid in Austin, Texas,
consisting of a 100 kW PV system. The results were evaluated in terms of RMSE,
MAE, MAPE, and Pearson’s correlation coefficient and were compared with support
vector machine (SVM)-based prediction algorithms and a multilayer perceptron
ANN. The forecast results showed the best performance for the DRNN algorithm,
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followed by the multilayer perceptron (MLP) and finally the SVM. The DRNN
model practically outperformed the SVM algorithm by 2 to 1.

Statistical linear models are the time-series prediction methods most traditionally
used as an alternative to numerical weather prediction (NWP) techniques. They are
based on a physical approach where atmospheric models describe the variability of
meteorological processes. Descriptions are given at the mesoscale level or global
datasets of meteorological measurements [23]. On the other hand, time-series statis-
tical models are based on historical data, as a sequence of observations, measured at
certain moments in time. They are ordered chronologically and evenly spaced, which
makes the data dependent on each other in most cases to develop a descriptive
relationship between various magnitudes to obtain an estimate of the future of a
certain magnitude [24, 25]. In such a model, the dependent or output variable
depends only on its past values [26].

There are also forecasting applications for solar energy and other energy fields
using time-series, such as SARIMA models, to forecast hydroelectric production in
Ecuador [27, 28]. It was shown that the proposed models are suitable for forecasting
time-series with seasonal components, which can also be improved with the use of
exogenous variables, such as precipitation, to predict monthly hydroelectric produc-
tion in forecasting horizons up to a year in advance. On the other hand, triple
exponential smoothing or Holt-Winters models have also been used to forecast
solar irradiance in PV-distributed generation facilities for intra-hour prediction
horizons in a PV system located on the roof of the University of Utrecht, Netherlands
[29]. The implemented model was suitable for forecasting the time-series, including
its seasonal component, with a high degree of accuracy, in terms of the MAE,
compared to other forecasting methods, such as the persistence and the average
methods.

To evaluate forecasting models based on univariate time-series, which can later
be applied as forecasting benchmarks to assess the performance of other more
advanced multivariate forecasting techniques, a comparison between the
Box-Jenkins and exponential smoothing approaches has been conducted. A general
methodology proposal for forecasting in a univariate time-series model, applied and
validated in this study, is also revealed.

2 Methods

2.1 Time-Series Decomposition

A decomposition of the PV power time-series was applied, which consists of a
statistical analysis that allows separating the time-series into different components or
sub-series of time, each representing one of the characteristics of the original time-
series: trend, seasonality, and residuals [30]. This makes it possible to analyze each
of the components separately, allowing to complement the determination of
stationarity of the time-series, that is, if its mean and variance are constant over
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time. In addition, it will enable us to analyze how dominant the seasonal component
of the time-series is, determining whether there is periodicity in the seasonal
variation of the time-series, which can be annual, monthly, daily, or on another
time scale [31]. Therefore, determine if the forecasting model should contain
components to predict those dominant characteristics.

In general, there are two methods to perform time-series decomposition, the
multiplicative and the additive [32]. In this case, the additive method has been
used using the Python statsmodels package. The result is shown in Fig. 1, where it
is observed that the time-series has a small trend component, with a value of up to
60W, when there are variations in photovoltaic power, unrelated to the daily cyclical
behavior of irradiance (e.g., shadows). In the case of seasonality, it is the dominant
component of the time-series, reflecting the daily cycles of photovoltaic power.
Finally, the residual component is shown as the weakest, with maximum values
coinciding with the reductions in photovoltaic power caused by shadows.

2.2 Exponential Smoothing Forecasting Model

The exponential smoothing forecasting techniques, or error, trend, and seasonality
(ETS), are state-space models widely used to forecast time-series in other areas of
knowledge [33, 34], despite being proposed between 1957 and 1960 [35]. In issues
related to electrical energy forecasting, they are applied, either individually or in
combination with other techniques, in applications such as wind power forecasting
[36] and photovoltaic solar power [37] in forecast horizons from short-term to long-
term. This forecasting method uses weighted combinations of past observations from
the time-series, giving the most recent observations more weight than the oldest

Fig. 1 Time-series decomposition of photovoltaic power
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ones. The weight given to old observations exponentially decreases as they get older,
so this method is called exponential smoothing. These forecasting techniques are
divided into three: simple exponential smoothing, used to predict time-series that do
not have seasonality or trend; Holt’s linear smoothing, applicable to trend time-
series; and finally, Holt-Winters smoothing method, useful for forecasting time-
series that include seasonality and trend. Eqs. (1, 2, 3 and 4) describe a Holt-Winters
forecasting model [38]:

St ¼ α
Xt

It�s

� �
þ 1� αð Þ St�1 þ Tt�1ð Þ ð1Þ

Tt ¼ γ St � St�1ð Þ þ 1� γð ÞTt�1 ð2Þ

It ¼ δ
Xt

St

� �
þ 1� δð ÞIt�s ð3Þ

bXtþh ¼ St þ hTtð ÞIt�sþh ð4Þ

where St and Tt are the equations of the level of the time-series (average value) and
the additive trend, with smoothing parameters α and γ. It is the index of the seasonal
length of the time-series, with smoothing parameters δ. Xt represents the observed
data, while bXt + h is the forecasting equation for h instants of time in advance.

2.3 Box-Jenkins Methodology

On the other hand, the Box-Jenkins methodology of ARIMA models has dominated
for almost 50 years in the field of time-series forecasting [39]. It is widely used to
forecast photovoltaic production and solar irradiance, either as a reference model for
validating new forecasting techniques [40] or as a functional forecasting technique
[41]. This approach indicates that a non-seasonal time-series can be modeled as a
combination of the values and past errors, which is denoted as ARIMA (p, q, d),
which can be expressed according to Eq. (5):

xt ¼
Xp

i¼1
φixt�i þ

Xq

i¼1
θiεt�i þ k þ εt ð5Þ

where xt is the predicted parameter at each instant t, φ represents the autoregression
(AR) coefficients, ϴ represents the moving average (MA) coefficients, k is a
constant, and εt models the white noise. For their part, p and q are the orders of
the AR and MA models, respectively, while d represents the order of differentiation
of the model. Similarly, a time-series that contains seasonality can be expressed with
a seasonal ARIMA model. It is also known as SARIMA or ARIMA (p, d, q) (P, D,
Q), where P, D, and Q represent the seasonal order of autoregression, differentiation,
and moving average, respectively.
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2.4 Forecasting Errors

To evaluate the performance of forecasting techniques, several indices allow mea-
suring the performance of prediction algorithms by comparing the predicted values
against actual or observed values. The most common indices are the MAE, the
MAPE, the mean square error (MSE), and RMSE. Each of these indices has its
particular characteristics, so selecting the most suitable index depends on
the approach of the case of application [42]. However, it has been observed in the
state of the art that, for the operation of microgrids and short-term forecasting, the
most widely used indices are the RMSE, the MAE, and the MSE, which is why they
are the ones used in this work. These indices are calculated according to Eqs. (6, 7
and 8):

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

i¼1
byi � yið Þ2

r
ð6Þ

MSE ¼ 1
N

XN

i¼1
byi � yið Þ2 ð7Þ

MAE ¼ 1
N

XN

i¼1
byi � yij j ð8Þ

where yi is the real value or observed at the time i,byi is the predicted value at the time
i, and N represents the number of data samples used to make the forecast and
therefore represents the forecast horizon. Additionally, it is possible to evaluate the
forecast results using scatter plots and histograms of the frequency of errors, among
other indicators [43, 44]. The prediction model results are evaluated by comparing
the predicted data with the test or actual data in all cases.

2.5 Proposed Forecasting Approach

By comparing the process of identification of parameters, training, and testing of the
prediction algorithms used for one-variable or univariate time-series, a methodology
has been identified, proposed, and implemented for its general application in these
cases, which has been reflected in the flow diagram of Fig. 2. As an initial stage,
three substages are included: (1) collection of input data, (2) selection of forecasting
model, and (3) data preprocessing. The forecasting model selection stage allows the
methodology to be generalized and applicable to any univariate time-series fore-
casting technique applicable to PV power or solar irradiance.

On the other hand, data collection can be done in various ways, either with data
obtained from measurements, or using state-of-the-art datasets, as was done in this
work. The preprocessing data stage is of great relevance, and its characteristics will
depend on the forecasting technique to be used. For example, if ARMA models are
used, the stationarity of the data should be evaluated to determine if a prediction
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Fig. 2 Proposed
forecasting methodology for
univariate time-series
models
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model is adequate. Data resolution change and cleaning can also be performed at this
stage. The methodology considers error indicators and dispersion and residual
graphs to compare the predicted values against the real values of the PV power or
solar irradiance.

This methodology has been implemented using Python programming language
and its Auto ARIMA function and the statsmodels package for the ARIMA and
exponential smoothing models, respectively, to determine the coefficients and adjust
the prediction models. The forecast horizon used is short-term, 24 h in advance,
applicable to demand-side installations, such as microgrids.

2.6 Experimental Design and Characteristics of Datasets

Like other research on forecasting applications of other energy fields [45], an
empirical comparative evaluation of forecasting techniques has been carried out.
This was done with two methods based on time-series, ARIMA and exponential
smoothing. The research was conducted with historical data to predict solar energy
on a short-term forecasting horizon of 24 h ahead and to evaluate both forecasting
methods as possible benchmarks for future stages of this research.

The validation of both forecasting methods was done with two different datasets.
The first predicts solar irradiance using a dataset collected over one and a half years
and 1 s time resolution. It was obtained from a 29.25 kW PV system installed in
Queretaro, Mexico, where the project is developed. This PV system consists of
90 polycrystalline photovoltaic modules of 325 W each one, an inclination angle of
20�, and an azimuth orientation of 18�. Currently, the measurement system does not
include data on PV power. Therefore, only the irradiance forecast is considered in
this case. Another purpose with this dataset was to evaluate the forecast accuracy
changing the data resolution from 1 min to 15 min.

Irradiance and PV power data are relevant to test the forecasting algorithms as
indicative variables of the available solar energy due to the high Pearson correlation.
It varies between 0.89 and 0.99, depending on the season of the year and the
presence or absence of clouds [46–48]. Therefore, the study is performed with a
dataset available on IEEE DataPort [49] to forecast PV power tests. This dataset
includes six magnitudes corresponding to 2017, with a time resolution of 1 min,
obtained from a PV installation located at the Polytechnic of Milan. The dataset
contains information on photovoltaic power (W), ambient temperature (�C), global
horizontal irradiance (GHI, W/m2), the plane of photovoltaic array irradiance (POA,
W/m2), wind speed (m/s), and wind direction (�).

The PV installation of Polytechnic of Milan consists of a PV module with a peak
power of 285 W, made of monocrystalline silicon, and installed with an inclination
angle of 30� and an azimuth orientation 6� 300. This dataset has been already
referenced in other PV power forecasting research work based on ANN [50],
which will allow in the future to compare the obtained forecast results with those
already reported. A relevant characteristic of this dataset is the presence of snowfall
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days, a meteorological condition never available locally in México, where the
project is currently being carried out. The main reason and motivation to use this
dataset is the possibility of assessing the proposed forecast methods with that kind of
meteorological condition. It ensures a good generality of application for different
places and weather conditions.

Two general conditions were considered with the second dataset: sunny days in
winter and cloudy days in spring. As a subcase for sunny days, it was considered a
variation in the number of training data days, with variations in PV power caused by
clouds, to assess its impact on the accuracy of forecasting models.

3 Results

3.1 Solar Irradiance Forecast

Initially, a Holt-Winters model with additive error component (A), additive trend
component (A), and additive seasonal component (A) or (A, A, A), to forecast a solar
irradiance time-series of 7 days, with sampling per minute is performed. The model
adjusted to the time-series and made an adequate forecast, as shown in Fig. 3. The
curves reflect minor variations, which can be observed when using a sampling per
minute. Despite the variations, the Holt-Winters model (blue curve) manages to

Fig. 3 Irradiance data and predicted data, using a Holt-Winters model, with data sampling per
minute
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follow the general trajectory of the measured irradiance curve (red color). The
RMSE obtained was 23.95 W / m2 (Fig. 4).

Subsequently, the same model was applied to the same time-series with an
adjusted sampling to 15 min to analyze the impact of data preprocessing on
forecasting results. In this case, the RMSE was lower, with a value of 17.15 W /
m2. A second model was identified and trained as a SARIMA (1, 0, 0) � (0, 1, 0)
[96], showing a similar graphical performance but with a bigger RMSE of 21.13 W/
m2. These results are confirmed with residuals and scatter plots of Figs. 5 and 6,
showing most of the residuals or differences between the actual and predicted values
are close to zero with the Holt-Winters model. In contrast, its scatter plot resembles a
linear regression.

Fig. 4 Irradiance data and predicted data, using a Holt-Winters model, with a sampling interval of
15 min

Fig. 5 Residual and dispersion plots of SARIMA model forecasting results for irradiance, with a
sampling interval of 15 min
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A summary of obtained irradiance forecasts results is shown in Table 1, indicat-
ing the general weather conditions in each case, the data resolution, the number of
training and test data days used, the characteristics of the fitted model, and the RMSE
obtained.

4 Photovoltaic Power Forecast

4.1 Forecast for the Winter Season: First Case

In all cases of PV power forecasting, the dataset has been preprocessed to a
resolution of 15 min.

The first analysis case of PV power forecasting considers a time-series of 9 days,
from January 13 to 21, considering eight days as training data and the ninth as test
data. Two forecasting models were identified and trained, the first SARIMA (5, 0, 4)
� (0, 1, 0) [96] and the second from Holt-Winters. The SARIMA model yielded an
RMSE of 1.89 W, while the Holt-Winters model had an RMSE of 37.19 W. The

Fig. 6 Residual and dispersion plots of Holt-Winters model forecasting results for irradiance, with

a sampling interval of 15 min

Table 1 Summary of irradiance forecast results

Conditions
Dataset
resolution

Number of training data days/
test data days Model

RMSE
(W/m2)

Sunny 1 min 6/1 Holt-winters (A, A,
A)

1.89

Sunny 15 min 6/1 Holt-winters (A, A,
A)

37.19

Sunny 15 min 6/1 SARIMA (1,0,0) �
(0,1,0) [96]

21.13
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comparison of the forecast results is shown in Fig. 7 with a significant similarity
between the test data and the SARIMA prediction. It is confirmed in the results of the
residuals and scatter plots (Fig. 8) since most of the residuals or differences between
the actual and predicted values are close to zero. In contrast, the scatter plot strongly
resembles a linear regression. On the other hand, the Holt-Winters prediction model
shown in Fig. 7 with orange color could not accurately predict the PV power. It was
confirmed in the results of residuals and dispersion (Fig. 9), with residuals far from
zero and a marked dispersion between the test or actual data and the predictions.

Fig. 7 PV power test data and predicted data, using both models, case 1

Fig. 8 Residual and dispersion plots of SARIMA model forecasting results, case 1
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4.2 Forecast for the Winter Season: Second Case

The second case also considers the PV power forecast of January 22. In this case, a
7-day time-series is used, eliminating the two first days (January 13 and 14) with the
presence of clouds, to evaluate the potential improvement of the Holt-Winters
model. In this way, the training data is reduced from 8 to 6 days. The test data is
the same (January 21). The models identified and fitted to the training data are a
SARIMA (4, 0, 0) � (0, 1, 0) [96] model and the second Holt-Winters model. The
SARIMA model yielded an RMSE of 1.93 W, very similar to the previous case,
while the Holt-Winters model obtained an RMSE of 10.31 W, 20 W lower than the
previous case. The comparison of the test data with the results of both forecasting
models is shown in Fig. 10. The similarity between the SARIMA curve model and
test data is confirmed, unlike with the Holt-Winters model. However, the behavior of
the latter is improved in comparison to the previous case.

4.3 Forecast for the Spring Season

The third case evaluated is a time-series of nine days of photovoltaic power, from
May 29 to June 6, 2017, using eight days as training data and the ninth day as test
data. In this case, the primary purpose was to evaluate the behavior of the models to
forecast cloudy days. Two forecasting models were identified and trained, the first
SARIMA (5, 0, 1) � (0, 1, 0) [96] and the second from Holt-Winters. The SARIMA
model yielded an RMSE of 37.74 W, while the Holt-Winters model had an RMSE of
54.45 W. In both cases, the errors are considerably high, considering that the
maximum value of the photovoltaic power during that period is around 200 W. A

Fig. 9 Residual and scatter plots of Holt-Winters model forecasting results, case 1
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graphical comparison of the real PV power curve concerning the prediction result of
both models is shown in Fig. 11. The SARIMA model presents typical day varia-
tions with a high incidence of clouds, although it does not follow the general
trajectory of the curve of real values. On the other hand, the Holt-Winters model
shows only some slight variations close to the peak of the photovoltaic production
curve.

Fig. 10 PV power test data and predicted data using both models, case 2

Fig. 11 PV power test data and predicted data using both models, case 3
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Finally, a summary of obtained PV power forecasts is shown in Table 2. General
weather conditions are presented in each case, such as sunny or cloudy days and the
year’s season. The number of training and test data days used, the characteristics of
the fitted model, and the RMSE obtained are also shown. In all cases, the dataset had
a resolution of 15 min.

5 Discussion

Both scenarios of irradiance forecasting during sunny days show a similar predicted
irradiance profile compared to the measured values, as can be seen in Figs. 3 and 4.
Nevertheless, when reducing the data resolution from 1 min to 15 min, the irradiance
profile shows fewer variations in the general trend due to data resampling. When
forecasting with 1 min data resolution, the Holt-Winters method lets us predict the
fast variation of the general trend of irradiance. This could be useful to forecast
irradiance in PV systems with high accuracy, Class A, monitoring systems,
suggested by the standard IEC 61724–1:2017 [51], for applications of fault location,
electric network interaction assessment, PV technology assessment, and precise PV
system degradation measurement.

In the first case analyzed of PV power forecasting, the Holt-Winters prediction
model (Fig. 7), in orange color, presents a significant distortion, apparently caused
by the effect of cloudy days existing in the training data. This was confirmed when
two cloudy days were removed in training data, as seen in Fig. 10 from the second
case of PV power forecasting. Therefore, for nonhomogeneous datasets, where the
training data include variations due to cloud cover, the SARIMA model is more
suitable for predicting photovoltaic power.

Table 2 Summary of PV power forecast results

Conditions
Number of training data days/test
data days Model

RMSE
(W/m2)

Winter,
sunny

8/1 SARIMA (5,0,4) � (0,1,0)
[96]

1.89

Winter,
sunny

8/1 Holt-Winters (A, N, A) 37.19

Winter,
sunny

6/1 SARIMA (4,0,0) � (0,1,0)
[96]

1.93

Winter,
sunny

6/1 Holt-Winters (A, N, A) 10.31

Spring,
cloudy

8/1 SARIMA (5,0,1) � (0,1,0)
[96]

37.74

Spring,
cloudy

8/1 Holt-Winters (A, N, A) 54.45
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The second case of irradiance forecasting shown in Fig. 4 and the first case of PV
power forecasting during the winter season depicted in Fig. 10, showed that, when
there are fewer fast variations in the magnitude of solar energy caused by clouds, the
SARIMA model can eliminate its moving average (MA) component. Again, this can
be considered a result of the presence of prevailing homogeneous datasets.

As a relevant finding in the implementation and analysis of these two univariate
forecasting techniques of solar energy, it was found that, unlike cases reported in the
state of the art [19], the ARIMA forecasting models are not enough to forecast solar
energy accurately if they do not include the seasonal component, as the SARIMA
model does. For the same reason, the Holt-Winters model predicts solar energy with
acceptable results by including a third equation to handle the time-series seasonality.
The application of the proposed forecasting methodology has allowed validating the
applicability of the exponential smoothing and Box-Jenkins forecasting methods,
allowing us to identify and verify which weather conditions are adequate to predict
solar irradiance and photovoltaic power. In addition, the use of this general meth-
odology to evaluate forecasting techniques in the field of solar energy for microgrids
was validated.

6 Conclusions

Based on the obtained results, the SARIMA model yields better results in all the
cases analyzed in terms of the RMSE index and the dispersion of the results.
Specifically, it could adequately represent the characteristics of trend, seasonality,
and average values of the time-series of photovoltaic power or solar irradiance.
However, in cases with minimum or no cloud incidence, expressly with predomi-
nantly homogeneous data, the Holt-Winters exponential smoothing model is also an
alternative to fit the time-series training data to represent the dominant component of
the seasonality of this type of time-series. As a general conclusion, it was confirmed
that they are not the most suitable for representing variations in highly nonlinear
time-series, as is the case of rapid variations in the magnitude of the photovoltaic
power caused by the incidence of clouds. Moreover, it was possible to identify,
propose, and implement a forecasting methodology applicable to forecast univariate
time-series of solar energy in microgrids, which can be generalized and applied to
state-of-the-art forecasting algorithms. Therefore, as future work, forecasting models
of solar energy in microgrids, capable of predicting nonlinearities and sudden
changes in the time-series, will be implemented, with a multivariable approach,
such as machine learning and deep learning techniques.
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Carbon-Based Perovskite Solar Cells: The
Future Photovoltaic Technology

Israel Barrutia, Renzo Seminario-Córdova, and Vanessa Martinez-Rojas

1 Introduction

The behavior of energy consumption is closely related to the increase of the world
population, as well as the economic and social development, which as a conse-
quence has dramatically increased the demand for energy services, and this demand
is expected to continue to increase [1]. However, overuse of fossil fuels has
irreversible consequences on the planet, which has caused people and governments
in the world to look for ways to generate energy while minimizing greenhouse gas
emissions and other environmental impacts [2].

Due to its remarkable progress in recent years and their simple manufactur-
ing methods, PSC have become a promising photovoltaic technology, as a
consequence so in a near future PSC-based photovoltaic technologies will generate
the terawatt-scale power output to generate a low carbon economy reshaping our
society energetic future. Besides, its low weight, semitransparency, and flexibility
along with the possibility of integrating it into a wide range of shapes make PSC an
ideal energy source for application in self-powered devices required for the future.

This chapter displays some power conversion efficiency (PCE) of PSC with
carbon-based electrode, which is used as a strategy to replace unstable hole transport
materials or improve moisture stability by utilizing semiconducting oxides as trans-
port layers or scaffolds.
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1.1 Perovskite Solar Cells

The photovoltaic performance of PSC, especially organic-inorganic hybrid perov-
skite materials, is attributed to its intrinsic properties, which include high absorption
coefficient [3], tunable bandgap [4], large carrier diffusion length [5], ambipolar
carrier transport ability [6], and carrier mobility [7].

Usually, PSC consists of a light-absorbing layer, which is perovskite that is
inserted between electron transport material (ETM) and hole transport material
(HTM). Figure 1 presents the sequence of reactions that occur in a PSC; the
perovskite absorbs light and e-/h+ pairs are created in the material. This charge
separation can occur through two possible primary reactions: (1) injection of
photogenerated electrons to the ETM, which is, in this setting, TiO2 or (2) injection
of holes to the HTM. Undesired processes are a recombination of photogenerated
charges (3), charge transfer at the two interfaces of TiO2 with perovskite (4) and the
HTM with perovskite (5), finally between TiO2 and the HTM (6), for example, in
the presence of nanoparticles or holes [8].

Kojima et al. in 2009 first reported on the application of PSC. The device
consisted of a liquid electrolyte-based dye-sensitized solar cell configuration. The
adsorption of methylammonium lead halide perovskite (CH3NH3PbI3) on a nano-
crystalline TiO2 surface produced a photocurrent with a power conversion efficiency
(PCE) of 3.80% [9].

As of this report, research in this arena started to intensify; especially since 2013,
when the PSC reached 14% of PCE, wich continued to increase drastically and
currently the record PCE is 25.50% [10], which attracted more attention of
numerous research groups and even from companies in the photovoltaic business.

Figure 2 shows the PSC configurations that have been developed since 2009,
which include an electrolyte-based mesoscopic cell with the perovskite
CH3NH3PbBr3, followed by a solid-state cell, using Spiro OMeTAD as HTM,
from 2012; then a planar heterojunction cell, with Spiro OMeTAD; and finally, a
mesoporous cell using Spiro OMeTAD from 2016 [6].

Fig. 1 Schematic diagram of the energy levels and electron transfer process in an HTM perovskite
TiO2 structure cell. The numbers correspond to the reactions mentioned above [8]
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A brief review of the literature related to perovskite solar cells (PSC) was carried
out to present concepts of their operation, and in the next section some outstanding
research results of carbon-based perovskite solar cells (C-PSC) since their invention
will be presented.

2 Results

Year-wise reports on the values of C-PSC and materials used are summarized
elaborately in Table 1. Finally, the findings show the feasibility of the commercial-
ization of C-PSC.

2.1 Carbon-Based Perovskite Solar Cell

Carbon is an abundant and low-cost material and has a work function of �5 eV
which is higher compared to that of gold, which is �5.1 eV [11]. Also, its energy
level is conveniently located to absorb the hole of perovskite materials, so the HTM
layer which is often costly and unstable can be eliminated [12]. Due to its simple
fabrication process using techniques such as screen printing which does not require
vacuum evaporation as gold or silver does so, carbon can be used as a counter
electrode. Therefore, carbon can replace gold and silver electrodes [13]. Figure. 3
shows the first scheme of this type of device.

In C-PSC, the production cost is reduced; moreover, due to the hydrophobic
nature of the carbon top component, the presence of humidity and, therefore, the
humidity-vulnerable perovskite is substantially protected [14, 15]. Furthermore, it is
worth mentioning that, using screen printing or roll-to-roll methods in this type of

Fig. 2 Scheme of PSC configurations. (a) Electrolyte-based mesoscopic cell, (b) solid-state cell,
(c) planar heterojunction cell, and (d) mesoporous cell. (Adapted from [6])
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cells, acceptable efficiencies higher than 10% have been obtained [14, 15]; that is,
comparable to commercial silicon photovoltaic cells, turning into a promising
nominee for industrialization and substitution of organic or hybrid organic-inorganic
solar cells.

The first report on solar cells using carbon as the electrode was in 1996. Kay and
Grätzel designed a new type of monolithic liquid electrolyte-sensitized solar cell
using black carbon/graphite as a composite counter electrode and obtained an

Table 1 Carbon-based perovskite solar cells with their characteristic values

Year ETM Perovskite HTM
VOC

(V)
Jsc
(mA/cm2)

FF
(%)

PCE
(%) Ref

2014 m-TiO2 MAFAPbI3 – 0.921 20.90 67.00 12.90 [13]

2015 m-TiO2 CH3NH3PbI3 TPDI 1.030 20.10 74.90 15.50 [22]

2016 m-TiO2 CH3NH3PbI3 CuPc 1.050 20.80 74.00 16.10 [23]

2016 m-TiO2 CH3NH3PbI3 – 0.927 20.20 77.00 14.50 [29]

2017 m-TiO2 CH3NH3PbI3 – 0.893 22.43 74.70 15.00 [30]

2017 m-TiO2 CsMAFAPb
(IBr)3

Spiro
O

1.030 22.00 63.00 15.00 [31]

2017 m-TiO2 CH3NH3PbI3 – 0.903 22.38 76.10 15.38 [32]

2017 TiO2/AlO3/
NiO

CsMAFAPb
(IBr)3

– 1.008 23.40 72.00 17.02 [24]

2018 m-TiO2 CH3NH3PbI3 – 0.930 23.30 71.00 14.90 [33]

2018 TiO2/SnO2 CsMAFAPb
(IBr)3

CuPc 0.980 23.28 67.00 15.39 [34]

2018 TiO2:NiO CsMAFAPb
(IBr)3

CuPc 1.073 22.41 72.60 17.46 [25]

2018 m-TiO2 MAFAPb(IBr)3 Spiro
O

1.080 23.33 76.20 19.20 [21]

2019 C60: HMB CH3NH3PbI3 – 1.060 22.68 66.74 16.03 [35]

2019 m-TiO2 PbTiO3 – 0.930 23.47 75.00 16.37 [36]

2019 SnO2@TiO2 (NHCHNH3)0.3
(NH3CH3)0.7PbI

P3HT 1.060 22.30 74.00 18.10 [37]

2019 SnO2 CsMAFAPb
(IBr)3

Spiro
O

1.050 22.78 78.00 18.65 [26]

2020 m-TiO2 CsMAFAPb
(IBr)3

– 0.940 23.51 68.00 15.09 [27]

2020 SnO2 MAFAPb(IBr)3 Spiro
O

1.050 20.37 72.00 15.37 [38]

2020 SnO2 FAPbI3 CZTS 1.095 23.90 67.67 17.71 [39]

2020 SnO2 CsMAFAPb
(IBr)3

Spiro
O

1.117 21.11 79.00 18.56 [40]

2021 Cu2ZnSnS4 MAPbI3 – 0.997 22.74 71.01 16.10 [41]

2021 SnO2 MAPbI3 Spiro
O

1.109 19.71 73.78 16.13 [28]

2021 m-TiO2 MAPbI3 – 1.023 22.25 76.70 17.47 [19]

m-TiO2 ¼ mesoporous TiO2, Spiro O ¼ Spiro OMeTAD, CZTS ¼ Cu2ZnSnS4, P3HT ¼ Poly
(3-hexylthiophene-2,5-diyl), JSC ¼ current density, FF ¼ fill factor
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encouraging PCE of 6.70% [17]. Such a device was printed layer by layer on single
fluorine-doped tin oxide (FTO) glass substrate by screen printing technique, which
offered greater prospects for commercial production. However, it was not until 2013
that Ku et al. assembled a monolithic perovskite CH3NH3PbI3/TiO2 solar cell using
black carbon/graphite as counter electrode and screen-printing technique, obtaining
6.64% efficiency and 840 h dark stability [11].

After this result, several C-PSC investigations followed [12, 13, 18–20]. Nowa-
days, these devices call the attention and have reached the maximum PCE of 19.20%
[21], a value not far from the current record of Au counter electrode PSC (Au-PSC)
[10]. Hereafter, some representative results of C-PSC per year are outlined.

In 2014, Mei et al. manufactured the HTM-free printable C-PSC consisting of a
double layer of TiO2 and ZrO2; the second layer acted as a spacer. Perovskite, a
solution of PbI2, methylammonium iodide (MA), and 5-ammonium valeric acid
iodide (5-AVA) as an additive, was infiltrated into the device by the drop-casting
method; the additive was key producing lower defect concentration and better pore
filling, as well as full contact with the TiO2 layer, resulting in longer exciton lifetime
and higher quantum yield for photoinduced charge separation, compared to only
CH3NH3PbI3 (MAPbI3) (Fig. 4). C-PSC achieved a PCE of 12.80% [18] and
remained stable for more than 1000 h exposed to the environment in full sunlight.

In 2014, fully printable C-PSC composed by methylammonium lead trihalide
(MAPbI3) and formamidinium lead trihalide (FAPbI3) perovskites were reported
with the sequential deposition method. By optimizing the mixing ratio of
formamidinium and methylammonium cations to 3:2, an efficiency of 12.90% was
achieved [13].

In 2015, a new HTM named TDPI (5,10,15-triphenyl-5Hdiindolo[3,2-a:30,20-c]
carbazole) was synthesized. This material showed a good thermal stability, high hole
mobility, and appropriate energy-level alignment with the perovskite CH3NH3PbI3
(MAPbI3) and carbon. By interfacial engineering with the doped TPDI, the energy
barrier at MAPbI3/carbon interface was efficiently removed, and a PCE of 15.50%
was achieved [22].

Fig. 3 (a) Schematic drawing of a carbon-based perovskite solar cell. (b) Energy band diagram of
the device. Energy levels of the conduction band edges of TiO2, and MAPbI3 are at�4.1, and�3.9
eV, respectively, whereas the valence band edge of the perovskite is at �5.4 eV, and that of the
Fermi level of carbon is at �5.0 eV [12]
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In 2016, Zhang F. et al. designed printable C-PSC by applying interfacial
engineering; by incorporating undoped copper phthalocyanine (CuPc) nanowires
as HTM, they showed high ability to accelerate charge extraction and suppress
charge recombination, and thus a PCE of 16.10% was obtained [23].

In 2017, the triple cation perovskite Cs0.05(FA0.4MA0.6)0.95PbI2.8Br0.2 was
manufactured and introduced into a fully printable C-PSC of mesoporous TiO2/
Al2O3/NiO metal oxide-layered structure with carbon counter electrode. They
proved that partial replacement of FA/MA by Cs could increase the bandgap and
exciton binding energy of the perovskite Csx(FA0.4MA0.6)1�xPbI2.8Br0.2, obtaining
an optimum efficiency of 17.02% [24]. It was revealed that the presence of Cs in
perovskite composites can increase the lifetime charge carrier along with the diffu-
sion length benefiting from charge transport in thick mesoscopic layers.

That same year (i.e., 2017), the work of Grancini et al. was also highlighted,
which presented the PSC with the highest stability reported to date a one-year stable
device by engineering the ultra-stable 2D/3D (HOOC(CH2)4NH3)2PbI4/
CH3NH3PbI3. This multidimensional interface yielded 12.90% efficiency in a
C-PSC. Furthermore, it fabricated 10�10 cm2 solar modules using a fully printable
industrial-scale process with a stable yield of 11.20% over 10,000 h without loss of
performance, measured under controlled standard conditions [15].

In 2018, a C-PSC was performed by Liu et al.; Ni-doped rutile TiO2 as ETM,
organometallic trihalide perovskite CsMAFAPb(IBr)3 as light absorber, and CuPc as
HTM were used. They found that Ni doping can shift the Fermi level of the ETM
upward and enhance the charge mobility of the TiO2 film, thus improving the charge
transport and extraction, achieving a 17.46% of PCE [25].

In the same year, 2018, Zhang H. et al. developed, as a counter electrode, a self-
adhesive macroporous carbon film by a solvent exchange method at room temper-
ature. Through the simple press transfer technique, the carbon film was able to form
an excellent interface contact with the underlying gap transport layer, very beneficial

Fig. 4 Schematic drawing showing the cross section of the triple-layer perovskite-based fully
printable mesoscopic solar cell. Perovskite is infiltrated by drop-casting method [18]
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for interface charge transfer. Thus, a PCE of 19.20% was obtained [21]. A schematic
of the carbon film preparation is shown in Fig. 5.

In 2019, an innovative modular C-PSC design was presented, and its strength and
sheet thickness were greatly reduced by coating it with another pressure-applied
carbon-coated FTO glass. In addition, a comparison was made between various
commercial carbon sources (black smoke, graphite sheets, and graphene). Graphene
showed the best overall performance, demonstrating the crucial importance of
graphene as a charge collector; a PCE of 18.65% was achieved for graphene-based
PSC (G-PSC). G-PSC showed significant structural flexibility and a prospect for
easy repair and maintenance of PSC through modular interconnects [26].

In 2020, the systematic investigation of interfacial bridging carbon materials was
performed to improve the interfacial contact. The result showed that the morphology
of interfacial bridging carbon materials played a more important role than their
energy band and conductivity, and carbon nanotubes (CN) showed a better interfa-
cial bridging effect and energy level alignment than other carbon materials, achiev-
ing a PCE of 15.09% and a stability in HTM-free C-PSC due to optimal interfacial
bridging carbon material [27].

This year, Liu et al. (2021) applied a technology used in Au-PSC, by manufactur-
ing high-quality perovskite films under 70% relative humidity, with the preheating
method at 120�C. The perovskite exhibited high-quality crystallinity, low charge
transfer resistance at interfaces, high charge recombination rate, and efficiency of
16.13% [28]. In addition, it provides a fabrication method of C-PSC under high
humidity atmosphere.

In the same way, Chen et al. implemented a post-treatment to C-PSC which used
FAPbI3 perovskite, which consisted on increasing the open circuit voltage (VOC)
from 0.963 to 1.023 V after post-treatment, giving it a PCE of 17.47%, the highest
value reported for printable HTM-free C-PSC. This strategy provides a simple
method to tune the energy level alignment for mesoscopic perovskite based on
optoelectronics [19]. Table 1 shows the ETM, HTM, and perovskite layer used in
the C-PSC with outstanding results by year, in addition to their characteristic values.

Fig. 5 Schematic diagram of the room-temperature solvent-exchange preparation process of
carbon film [21]
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2.2 C-PSC Commercialization Outlook

For commercialization, efficient C-PSC modules need to be produced on a large
scale. Some progress has been made by Prof. Han’s group, who has fabricated large-
scale meso C-PSC modules using the drop-to-drop process to deposit perovskite.
Also, Mhaisalkar’s group, in cooperation with Dyesol, manufactured a 70 cm2

surface area monolithic meso C-PSC module by screen printing, deposition of
mesoporous layers, and the perovskite by drop to drop, which achieved a PCE of
10.74%. In addition, Weihua-Solar Company used slot-die coating technology to
produce large-scale perovskite for produce large-scale perovskite for C-PSC panels
[16], as shown in Fig. 6.

3 Discussion

This chapter briefly describes C-PSC works that have achieved PCE yearly records
and mentions some research works with results are close to that value. Unlike other
reviews, this chapter covers different manufacturing methods and materials used by
research groups dedicated to these devices, and it is not restricted to not using HTM
in their configuration as Chen and Yang [42]. Besides, the literature review
conducted shows that nowadays C-PSC has proven to be the most stable among
all PSC [14, 15], although they still have to match or improve the efficiencies of
Au-PSC, which currently hold the record in efficiency [10]. It is worth mentioning
that C-PSC has benefited considerably from mechanisms dedicated to traditional
PSC. Among them, advances in materials engineering [25], device configuration
[26], and learning interfacial engineering applied to Au-PSC [15, 22, 23]. As a result,
the efficiencies of HTM-free C-PSC have achieved 17% [24]. And C-PSCs using
spiro-OMeTAD as HTM have reached 19% [21]. It is anticipated that these

Fig. 6 (a) Photograph of a meso C-PSC module from Han’s group and (b) photograph of the slot-
die coating process of the hybrid perovskite thin film on a rigid substrate. The inset is a photograph
of an HTM-free encapsulated planar C-PSC module (45 cm � 65 cm) based on the slot-die coating
technology [16]
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efficiencies can be greatly improved and start a successful commercialization, which
would make them the solar photovoltaic technology par excellence. Another great
advantage is the electrode fabrication technologies for C-PSC lower cost, which is
different from that of metal electrodes.

Electrodes of various carbon materials generally have been deposited on top of
the prepared substrate by screen printing [18], doctor-blading [21], inkjet printing,
press transferring [21], rolling transfer, and hot pressing by slot-die coating [16],
while vacuum evaporation is usually employed for metallic electrodes. Although
scale-up fabrication has been proven for perovskite layer deposition and C-PSC in
general, the dare is to form consistently a uniform and high-purity perovskite layer at
large scale, due to the difficulty in controlling the crystallization behavior, which
affects the efficiency of the modules [42].

4 Conclusions

The most outstanding advances of C-PSC since their inception have been summa-
rized and are presented in Table 1, highlighting the reported PCE values; these
devices have achieved efficiencies comparable with metal electrode PSC. The
highest PCE achieved by C-PSC is 19%; however, the goal is to improve their
efficiency to maintain or improve their competitiveness. It is claimed that the main
advantage of C-PSC, compared to metal electrode-based PSC, is their significantly
higher stability; as proof of this, they currently hold the record for stability greater
than one year under standard conditions. Intensive research is still in progress;
therefore, it is expected that they will soon reach and surpass the current values of
Au-PSC. On the other hand, since mesoporous layers of C-PSC can be deposited by
scalable screen-printing techniques, large-scale meso C-PSC with high yields has
been manufactured and reported. In addition, they have also benefited from flexible
manufacturing technologies, such as slot-die coating, inkjet printing, among others,
for large-scale fabrication. However, there is a need to develop and optimize these
large-scale manufacturing technologies for perovskite layer deposition in order to
produce efficient C-PSC modules and therefore promote their commercialization.
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Biomass Energy



Design and Instrumentation of a
Batch-Type Bioreactor for the Organic
Fraction Fermentation of Urban Solid
Waste

Remedios M. Bombela-Chávez, Belén Torres-Ramírez,
Danay Carrillo-Nieves, and Oscar Aguilar-Juárez

1 Introduction

The growing generation of municipal solid waste (MSW), mainly in large cities, is a
cause for concern due to the serious health and environmental problems caused by its
inefficient management [1]. However, the recovery (composting, vermiculture,
anaerobic digestion, among other methods) of the organic fraction of MSW
(OFMSW) can contribute to alleviate these problems, by reducing the amount of
waste that is available and obtaining useful by-products from them, such as compost,
vermicompost, biogas, and biosolids, which have positive impacts on both the
environment and the economy [2]. The biological treatment of the organic fraction
(MSW) with energy recovery from fuels derived from residues is finally an alterna-
tive to consider [3, 4].

In Mexico, it is difficult to achieve sustainable waste management when daily
MSW production reached 1020 grams per capita in 2010. The main urban areas of
the country generate waste that is counted in hundreds and thousands of tons per day.
These enormous quantities of MSW present a complex problem for collection
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coverage, for its use and especially in final disposal. As in many Mexican cities,
waste management in the Guadalajara Metropolitan Zone (GMZ) in recent years has
caused environmental deterioration that negatively affects water sources and air
quality. Urban sprawl has caused the old dumps and landfills to be surrounded by
residential areas. Even operating final landfills often have housing in the immediate
vicinity. Although by regulation the final disposal sites are located (at the beginning
of their operations) in places far from inhabited areas, after a few years the city
grows, and the empty spaces are urbanized to give rise to new settlements. In this
process, residents living near municipal landfills are affected by the contamination
vectors generated by MSW burial sites. In the GMZ, several cases exemplify the
problematic relationship between landfills and neighboring residents [5].

In this way, the management of urban solid waste is a problem that can be
disaggregated, and the organic fraction can be energetically valued by anaerobic
digestion [6], but several questions require an answer. The evaluation of particle
size, density, particle surface, and inoculum and the evolution of different critical
parameters and their effect on biogas production, etc., require tools that allow the
simulation of representative cells of a complex system such as MSW.

The objective of this work is to present the design of a bioreactor, its design
parameters, the manufacturing process, and its instrumentation and to determine the
potential production of biogas from OFMSW obtained from the GMZ through
anaerobic fermentation and to be a useful tool for future experiments.

2 Methods

Solid-state anaerobic digestion (SSAD) is the most suitable for OFMSW treatment
due to its high solid concentration (> 15%) and better process performance [6]. Tools
are needed that, with a minimum of unit operations, can simulate anaerobic digestion
under these conditions. Next, it is necessary to determine the design parameters
(which are the subject of this work), such as geometry, materials, instrumentation,
and appropriate operating protocols.

2.1 Geometry

The bioreactor was designed for a capacity of 10 L, volume considered adequate to
simulate an acceptable diversity of organic substrates on a real scale, and then the
dimensions required to cover the process were calculated. Finally, the bioreactor will
then have a diameter of 0.24 meters (m) and a height of 0.30 m.
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2.1.1 Bioreactor Design

The design of the bioreactor was developed using SolidWorks software in such a
way that it had a structure like that of a batch bioreactor tank, to which four support
pieces approximately 10 centimeters (cm) high were added. In addition, a stopcock
was placed at the bottom of the tank, which allows leachate to exit. Two perforations
were added to the tank to place the pH and ORP sensors, and these perforations are
placed in an inclined way in such that they help to obtain the reading of the leachate
produced by the organic matter during the anaerobic fermentation. The tank has a
heating jacket that works with hot water, and this allows to maintain the desired
temperature for OFMSW fermentation (Fig. 1a).

Inside it, a false bottom was placed that serves as a deposit of the solid substrate,
and it was made of acrylic whose thickness was 3 millimeters (mm) and has
perforations that help to separate the solid part (organic matter) and the liquid part
(leachate). The false bottom in place can be easily removed for proper cleaning of the
bioreactor. To place the false bottom in the bioreactor tank, four internal tabs were
placed as support (Fig. 1b).

And finally, a bioreactor lid was considered at a height of 6 cm by adding the
concave part of this lid, and two perforations were made: one for the temperature
sensor and the other that was added for the release of the gas produced by the
fermentation. The designed cover closes with the help of screws placed around it to
avoid leaks or particles that can affect the substrate (Fig. 1c).

2.1.2 Materials

It was decided to build the structure and covers with acrylic of various thicknesses
(6 mm, 15 mm, and 21 mm), since acrylic is a noble material; easy to mold,
manipulate, and access; quick to build; and low in cost. It has a transparency 5%
higher than that of ordinary glass, good resistance to impact, with excellent tolerance
to the rigors of the elements and ultraviolet radiation. Acrylic has physical properties
that characterize it as:

Fig. 1 Bioreactor tank design: (a) exterior view, (b) tank with the false background placed, and (c)
view of the reactor cover
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• Weather resistance: Acrylic can be exposed to rain and sunlight without losing its
physical properties.

• Clarity: It stays clear over time, unlike polycarbonate or acetates that turn yellow.
• Light weight: Only half the weight of glass and 43% of the weight of aluminum.
• Impact resistance: It is a much more rigid material than ordinary plastics, and its

impact resistance offers you the security that glass does not give you.
• Light transmission: Acrylic is an excellent light transmitter; its light transmission

is 92%.
• Insulating property: Acrylic has the particularity of isolating heat and noise. A 1/

4-inches (inch)-thick acrylic sheet can isolate noise as much as a concrete wall.

One of the great advantages of acrylic is its recyclability, that is, when it is heated
to a certain temperature, the material is depolymerized, and the monomer or raw
material is generated again. This recycled material can be polymerized again,
resulting in a lower quality product [7].

2.1.3 Instrumentation

For the installation of the bioreactor, first a flat place is selected, that is, the
bioreactor is not inclined because it could alter the volume of the bioreactor or
there could be spills; as a second point, the pH and ORP sensors were placed, as well
as the false bottom is placed trying to ensure that it is completely horizontal. As a
third step, the temperature sensor is placed on the lid, and then the lid is placed on the
bioreactor tank and secured with the screws, trying to be careful when placing them
so as not to damage the perforations in the lid and the tank. As the penultimate step,
the hose is placed in the tube placed in the cap, and this step must be carried out
carefully so as not to break the tube. Finally, all the sensors are connected to the
LabQuest Mini to begin with their configuration and to be able to use them.

To use the control system for Vernier devices, software called Logger Lite was
downloaded and installed on a computer for better monitoring. The first device to
connect was the LabQuest Mini, which is a control system that has three inputs or
channels for connecting sensors and has two control outputs for digital control units.
In one of the digital control units, a small motor was connected that aims to supply
the base or acid to the mixture inside the bioreactor, that is, it helps to maintain the
pH during the fermentation of organic matter. Therefore, the pH, ORP, and temper-
ature sensors were placed in the inputs; to activate the systems according to the
signal from the sensors through the Logger Lite software, click on the “Experiment”
section, then “Configuration Sensor,” and finally “LabQuest Mini 1” to find out how
they are integrated. Having digitized sensors allows us to modify the parameters to
be observed during the fermentation process of the bioreactor and thus makes
recording through a computer more feasible. That is, the results obtained for pH,
ORP, and temperature can be better stored in each time so that they can then be
plotted and compared according to the needs or required modalities (Fig. 2).
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3 Results

3.1 Sample Characteristics

It is estimated that the State of Jalisco produces 7515 tons of urban solid waste per
day, which means about 2743 million tons per year, that is, a per capita generation of
0.906 kilograms (kg)/inhabitant/day. 67.95% is produced in the central region where
the GMZ is located and 32.05% in the rest of the eleven regions of the State [8].

Fig. 3 shows the OFMSW used for the development of the research. The final
sample was obtained by mixing different domestic samples from the GMZ.

For the calculation of biogas production, the collection of about 4.4 kg of organic
matter, which was stored for a period of 15 days at 4 �C before utilization, was taken
as an example. In this work, physical and scale aspects such as mass in the reactor,
waste diversity, standard particle size, among others were prioritized. The degree of
urbanization [9], as well as the season of the year, significantly affect the composi-
tion of the OFMSW [10]. Therefore, despite being a fundamental parameter, in this
case, it constitutes a representative sample of the organic fraction of the urban area in
the GMZ during the spring of 2021, where the objective is to evaluate the perfor-
mance of the bioreactor. Table 1 shows the composition of the organic matter used in
the bioreactor.

Fig. 2 Finished and
instrumented bioreactor
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Fig. 3 Organic matter used for the filling of the bioreactor

Table 1 Amount and per-
centage of organic matter used
in the bioreactor

Constituent Mass Unit Percentage

Salad 268.2 g 6%

Tomato 329.7 g 7%

Banana peel 592.9 g 13%

Papaya peel 639.7 g 14%

Chili 180.6 g 4%

Spinach 311.0 g 7%

Green tomatoes 244.7 g 6%

Cilantro 42.5 g 1%

Chayote squash 465.9 g 10%

Mango peel 705.9 g 16%

Cucumber 217.1 g 5%

Potato and carrot peel 196.7 g 4%

Inoculum 250.0 g 6%

TOTAL 4444.9 g 100%
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The inoculum used for the fermentations was an anaerobic granular sludge from
an anaerobic digester intended for the treatment of tequila vinasses obtained from a
tequila house in Tequila, Jalisco, which received a pretreated drying with heat at
105 �C for 24 h and grinding to reduce its particle size to sizes less than 600 μm
(Fig. 4).

3.2 Bioreactor Preparation and Monitoring

The samples were weighed giving a total of 4195 kg and added to the reactor
including 250 grams (g) of inoculum of anaerobic digester sludge from a tequila
company; next, 2700 milliliters (mL) of water were used to cover the bottom of the
bioreactor. The active volume of the reactor is 5850 mL, and the empty spaces were
saturated with 1300 mL of water (i.e., the residue has a density of 976 g/L) (Fig. 5a).
If the air volume of the lid is 2500 mL and 1300 mL of air in the pores of the active
volume of the reactor, the gas phase inside the reactor is 3800 mL of a total of
11,050 mL, that is, 34% of the reactor is gas phase, 24.4% is liquid (leachate), and
41.2% the residues deposited in the humidity of origin (Fig. 5b).

Once brought to field capacity, the bioreactor was installed and monitored by the
Logger Lite installed on a computer for better analysis and monitoring of the
parameters involved in the OFMSW fermentation process.

3.3 Biogas Production

The main goal of the system is to evaluate the biogas production in a static system,
where the control parameters are effectively stable and to be able to perform other
evaluations such as the effect of the composition of the leachate and its recirculation.

Fig. 4 Inoculum used in the
fermentation of organic
matter
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At this stage of the work, some of the parameters that could affect the metabolic
activity of the microorganisms were evaluated.

The metabolic activity involved in the methane gas production process is affected
by various factors [11]. Because each group of bacteria involved in the different
stages of the process responds differentially to the influence of these factors, it is not
possible to give qualitative values on the degree to which each of them affects the
production of biogas precisely. Among the most important factors influencing
production are the following [12]:

– Absence of oxygen
– Dry mass
– Volumetric organic load
– Volumetric hydraulic load
– Degree of biomass mixing
– Hydraulic retention time
– Addition of inoculants
– Substrate type
– Volatile mass
– Nutrients
– Carbon/nitrogen ratio
– Process temperature
– Acidity level (pH)
– Witness of process inhibitor compounds

According to the following graphs, we can observe the production of biogas in
the fermentation experiment with respect to the amount of organic matter (OFMSW)
and the relationship with the inoculum. In Figs. 6, 7, and 8), a comparison of biogas
production with respect to pH, ORP, and temperature can be observed.

Fig. 5 (a) Bioreactor brought to its field capacity and (b) bioreactor in operation
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According to the graphs obtained, it is observed that each biogas production
factor studied presents a different behavior, that is, in Fig. 6, the behavior of biogas
production concerning pH is affected when the pH begins to decrease (less than 4.5),
since in each phase of the process, the microorganisms present a maximum activity
in a differentiated pH range: hydrolytic, between 7.2 and 7.4; acetogenic, between
7 and 7.2; and methanogenic, between 6.5 and 7.5. The maintenance of pH is of vital
importance [13]. In the case of biogas production with respect to the redox potential,
in Fig. 7, we can observe that as the redox potential decreases, methane production
increases; according to [13], this is because it must be low enough to ensure the
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development of strict methanogenic populations. Methanogenic bacteria require
oxidation-reduction potentials below �300 mV. Therefore, in Fig. 8, it can be
analyzed that, if a constant temperature is maintained, biogas production remains
high, that is, with increasing temperature range, the rate of hydrolysis increases and
the growth rate of bacteria increases and with it the rate of biogas production. The
viscosity also decreases, which may allow lower energy consumption for pumping
and agitation (in case of recirculation) [13].

Despite the factors involved in biogas production, a total production of 29.93
liters of biogas was obtained over a period of 15.81 days using microflow equipment
that measures biogas volume and reports it under standard pressure and temperature
conditions. It is possible to monitor significant parameters without acting on them
and to perform uninterrupted monitoring for a reasonable period.

3.4 Gompertz Model Application

The adjustment of the data obtained to an adapted mathematical model allows to
describe the cumulative progress of biogas during a fermentation in batch tests, for
which the following equation was used:

B tð Þ ¼ Bmax� exp � exp
Rmax � e
Bmax

� γ� tð Þ þ 1
h in o

ð1Þ

which corresponds to the modified Gompertz model, where B(t) is the cumulative
biogas production with respect to time (mL); Bmax is the maximum production of
biogas obtained during fermentation (mL), Rmax is the maximum flow rate (mL/h),
γ is the lag phase that indicates the time it takes to start the production of biogas and
Euler number (e) with value 2.7182, and t is the time of fermentation [14].

The determination of the Rmax and γ parameters was carried out with the least
square’s method minimizing the error using the Excel “Solver” application. This
command is based on the use of linear and nonlinear methods and algorithms to find
a value (maximum, minimum, or specific) of a formula, and that value may be
subject to constraints or limits. Table 2 shows the values of the model that best fits
reality.

Table 2 Parameters used in
the Gompertz model

Parameter Value

Bmax 28.56

Rmax 3.892

Lag 0

R2 0.994
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In Fig. 9, it can be seen that initial growth accelerates followed by stabilization.
When comparing both data it can be observed that both asymptotes approximate
symmetrically, that is, the data obtained during the monitoring of the bioreactor are
like those obtained using the Gompertz model.

The slowdown in methane production represents the depletion of nutrients during
the fermentation process of MSW and the death of bacteria involved in anaerobic
digestion. Initially, the rate of methane production stops increasing over time and
then proceeds at a constant rate, producing exponential decay.

It is concluded that, for the analysis of methane production from municipal solid
waste, the application of the Gompertz model is effective in estimating limits and
maximum methane production. The maximum speed of biogas production was
253.6 mL/h and occurred at the beginning of the experiment at 0.52 days, that is,
13 h after starting the run and just when 2 L of biogas had accumulated.

4 Discussion

It has been demonstrated that it is possible to design, instrument, and operate an
efficient, low-cost, and versatile bioreactor. The size of the reactor is considered
adequate to evaluate the controlled physical parameters and phenomena (particle
size, density, volatile solids content, humidity, temperature, etc.) and to be able to
evaluate the behavior of the key response parameters (temperature evolution, redox
potential, pH, leachate production, leachate composition, biogas volume and com-
position, etc.).

The prototype built has demonstrated that the use of low-cost materials can allow
stable monitoring of key parameters, which will permit in the future to perform
parallel studies with reactors under different conditions and to validate experimental
designs that accept, for example, simulate a vertical profile of a landfill with
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temperature conditions, moisture density, and other critical parameters that are likely
to be present in landfills today and will be present in a solid-state anaerobic digestion
(SSAD) for OFMSW or simulate conditions to establish a combination of substrates,
densities, particle sizes, and other factors to maximize biogas production.

However, some improvements can be implemented, such as placing the temper-
ature probe fully submerged in the solids, although the material used has withstood
the operation in a reasonable time, its long-term behavior needs to be evaluated, and
alternative materials such as glass will probably need to be sought. Also, the
arrangement of the pH and redox potential sensors is operational, it is very vulner-
able in case of need for maintenance or cleaning.

The reactor design aims to provide a tool to promote and evaluate the bioenergetic
use of OFMSW as a treatment alternative [2, 4, 6, 11]; to minimize health risks [1],
with fewer unit operations [3]; and to facilitate management according to urbaniza-
tion [9] and time of year [10] for specific areas such as the GMZ.

5 Conclusions

The objectives have been achieved, and it has been possible to design and implement
a batch bioreactor with the corresponding adaptations for the fermentation of the
organic fraction of municipal solid waste in solid state. Accessories and equipment
have been incorporated to the bioreactor that allow the control of the process vari-
ables and their recording through an interface channel, for example, pH, ORP,
temperature, and biogas release. The bioreactor, already instrumented, has been
put into operation with the organic solid waste fraction characterized during the
retention time and considerations established to produce biogas from MSW
fermentation.

A mathematical model for a time series known as the Gompertz model was fitted.
It was shown how to use this model to apply it in the analysis of a fermentation
process. The biogas production over a given period was determined. From this study,
the biogas production showed that there are different regions of stability and that
each of them leads to operating conditions with different specific characteristics. If
these particularities are not considered or if the conditions and characteristics of both
the OFMSW and the inoculum and the type of bioreactor and the measurement
systems are not considered, low performance and productivity operating conditions
can be reached.
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Design of Combustion Equipment
for Residual Biomass at Laboratory Scale

Emerita Delgado-Plaza , William Avila, Gustavo Serrano, Carlos Rendon,
and Anthony Arevalo

1 Introduction

Currently, around 100 million tons of rice husk are produced annually worldwide
[1]. In addition, one of the main characteristics of rice husk is the low level of
biodegradation, which can last up to 5 years, accumulating it in the soil, generating
large amounts of methane CH4—one of the leading causes of the greenhouse effect.
It should also be said that rice husk is one of the greatest biomasses with the
availability and possibility to generate energy. According to the Ministry of
Agriculture, Livestock, Aquaculture, and Fisheries (MAGAP, acronym in Spanish),
Ecuador produces around 1.71 tons per year, ranking fifth in Latin America as a rice
producer. This occupies 15.34% of the area for planting and is considered a self-
sustaining agricultural product, as it satisfies the national demand for consumption.
Its production is focused on the provinces of Guayas and Los Ríos, with 60% and
34%, respectively, corresponding to approximately 94% of the planting that
corresponds to the Costa region, according to the National Institute of Statistics
and Censuses (INEC, acronym in Spanish).

In Ecuador, the large rice mill plants use husk as fuel for drying rice, being one of
the processes that require the highest energy demand because the percentage of water
associated with the product and the humidity of the surface must be extracted
[2]. This industry sells the waste to cogeneration plants [3]. Analyzing the rice
mill plants during the study, it is estimated that 50% of the husk is used as fuel, in
exceptional cases 100% of it, but 35% of the husk is used in other production
processes [4]. The technology of combustion furnaces coupled to dryers handles
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many failures in the combustion process, generating CO2 emissions, unprocessed
products (100% ash is not produced), silica in furnaces, and particulate matter. The
amount of ash generated from combustion corresponds to 14–25% depending on the
region’s variety, climate, and soil [5]. It is composed of silica, potassium, carbon,
calcium, phosphorus, and other elements [6]. Being considered harmful to the
employee’s health, it is essential to maintain controlled combustion of the system.

Concerning the medium-scale industry, few rice milling plants have changed
their technology. Currently, industrial LPG is the primary source of fuel, not being
competitive for the national market due to the cost of fuel for a drying time from
12 to 16 h. Other problems in the sector are thermal losses, flame temperature, flow,
and temperature air of hot ranging between 35 �C and 80 �C, generating a problem in
terms of the final quality of the product because of the range temperature that the
dryer must reach is between 40 �C and 50 �C.

From the mentioned problems, to carry out the study of the combustion process of
this biomass source, the design and construction of a controlled furnace at
laboratory-scale are proposed, taking advantage of the energy value of biomass.
Among the analysis, properties are flame temperature, flow and operating tempera-
ture, emission control, and ash control.

2 Methods

Several problems were detected from different studies using drying technology
through biomass furnace: nonuniform drying air temperature, diesel fuel consump-
tion for husk ignition, inadequate sizing of the air extractor, heat losses in the
chamber, and smoke in the area. Based on the limitations found in the study area
and the user’s requirements, some essential parameters have been raised for the
design of laboratory equipment [7].

(a) Type of biomass: It is necessary to consider the chemical composition, calorific
value, biomass combustion temperature, effects on the environment, and amount
of ash.

(b) Operating conditions: Requirements for the correct operation of the equipment,
the dimensions of the feeder, combustion chamber, external temperature, humid-
ity, radiation, and operating temperature were considered.

(c) Energy efficiency: Relationship between the heat generated by the burner and the
calorific value of the fuel so that the oven’s percentage amount takes advantage
of the chemical energy of the rice husk to convert into proper heat. The
physicochemical decomposition of the husk occurs in three stages: desiccation,
pyrolysis, and combustion. The final phase of combustion occurs at temperatures
above 500 �C.

(d) Temperature control: A temperature control inside the combustion chamber is
necessary to control the complete incineration point of the rice husk.
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(e) Market accessibility: The components, materials, and equipment will be
manufactured and can be purchased in the local market.

(f) Maintenance: The equipment to be designed must be easy to operate and
maintain.

(g) Accessibility of materials in the market: The design requires to be built with
materials available in the national market.

(h) Safety for operators: The design must ensure safety for workers, preventing the
flame from being outdoors.

(i) Costs: Materials and parts for the construction of laboratory equipment are
intended to be used as recycled or reusable material to lower the equipment cost.

2.1 Alternatives for Design Selection

There are several models of combustion furnaces, but for this process, the fluidized
bed and grill-type models were analyzed. The method to make the selection
consisted of a decision matrix where a range between 1 and 10 was established to
give value to each design parameter, giving a percentage to the essential require-
ments so that the most viable alternative was obtained. Table 1 shows the decision
matrix.

It was determined that the grill-type oven is the most viable option because it had
a relatively low power range concerning the fluidized bed. The combustion of the
rice husk produces high ash content; therefore, the grill must be tilted for better
control of the feeding zone, combustion, and ash deposit [8].

To exchange heat between the hot gas from combustion and the heat transfer fluid
that will enter the dryer, it is necessary to design a heat exchanger, which allows an
easy cleaning from silica that can be formed by husk combustion. Safety, temper-
ature control, and ease of construction need to be considered. Table 2 discusses the
design criteria and models of exchangers.

Table 1 Decision matrix for oven type selection

Furnaces

Parameters Weight Fluidized bed Grill type

Safety 10% 8 8

Type of biomass 5% 10 9

Cost 15% 5 10

Maintenance 10% 7 8

Ease of use 5% 8 7

Temperature control 20% 9 8

Ash extraction 15% 6 7

Energy efficiency 15% 7 9

Environmental conservation 5% 7 8

Total 100% 7.25 8.3
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As a result of this analysis, the viability of the four-step heat exchanger with the
internal gas flow is determined. It is essential to mention that the biomass oven has
the advantage that can use rice husk, pruning log residues, or mixtures with pellets as
biomass sources which makes the process cheaper. In addition, as an initial process
of ignition of the biomass, it will be intended to use an electrical resistance,
considered less polluting than diesel. The heat exchanger will be coupled to one
side of the combustion furnace. The flue gases will pass internally in the exchanger
tubes to clean the unquenched material, and the airflow from a fan will pass through
the outside of the tubes (Fig. 1).

Table 2 Decision matrix for heat exchanger selection

Criteria Weight
Heat exchanger (one
pass)

Heat exchanger
(three pass)

Heat exchanger
(four pass)

Easy to use 20% 8 6 9

Safety 15% 5 8 7

Production
costs

30% 8 5 8

Maintenance 10% 5 6 8

Temperature
control

25% 7 8 8

Total 100% 6.75% 6.5% 8.05%

Fig. 1 (a) Biomass furnace shape design. (b) Heat exchanger
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2.2 Mathematical Analysis

Combustion. Fossil fuels have a high content of carbon (C), hydrogen (H), and
oxygen (O), in addition to other elements in smaller proportions such as sulfur
(S) and nitrogen (N).

The general formula for fossil fuels was expressed below (Eq. 1) [8] [9].

CHy
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x
Nu

x
þ 1þ EAð Þ 1þ y
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x
SO2 þ u

x
NO2 ð1Þ

The relationshipsy=x, w=x, z=x y u=x represent the ratio of hydrogen, sulfur, oxygen,
and nitrogen atoms to each carbon atom, respectively. EA is the air in excess.

There is the formula of fuel and air on the left side, with an excess of the latter,
and on the right side are the combustion products [8] [7].

y
x
¼ Mc �mH

MH �mc
ð2Þ

The subscript y=x, w=x, z=x y u=x is the ratio of the mass M of the elements and m their
percentage present in the compound.

To determine the subscripts that correspond to each element, it is necessary to
know the chemical composition of the fuel. The composition of the rice husk is
shown with the percentages assigned to each element: C ¼ 47,029%, H ¼ 5.02%,
N ¼ 0.18%, O ¼ 47.45%, and S ¼ 0.05% [4].

Theoretical Air-Fuel Ratio It is expressed as the amount of air (maire) by fuel
quantity (mcombustible). Eq. 3:

m a
fð Þ,t ¼

maire

mcombustible
ð3Þ

The mass was determined. Eq. 4:

m ¼ n �M ð4Þ

Number of moles(n), molar mass M.
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Real Air-Fuel Ratio For the determination of the value of the actual air-fuel ratio, it
was necessary to consider the excess air needed and is determined by the following
equation:

m a
fð Þr ¼ m a

fð Þt � 1þ EAð Þ ð5Þ

where EA represents the excess air and has a value of 20%.

Rice Husk Flow for Continuous Combustion To maintain continuous combus-
tion, it was necessary to calculate the flow of the rice husk; from the simulation, the
airflow was obtained, and with the total air-fuel ratio, it could be calculated from the
expression:

_mCA ¼ _maire �m a=fð Þreal ð6Þ

Flue Gas Flow It was required to establish a mass balance between the mass flow of
the air, the flue gases, and the ashes that were produced due to the combustion
process, according to Eq. 7:

X
_mentrada ¼

X
_msalida:

_mCA þ _maire�blower1 þ _maire�blower2 ¼ _mcombustion þ _mcenizas ð7Þ

Therefore, the total heat of combustion is determined from the relation between
the amount of mass flow of the rice husk entering the chamber and its corresponding
calorific value; it was determined from the following equation:

QCA ¼ _mCA � Pc ð8Þ

where Pc ¼ calorific power of the husk kJ/kg.

Thermal Analysis of the Combustion Furnace The furnace wall is considered a
composite material; therefore, the heat stored in the steel and insulation was calcu-
lated separately. During the heat transfer process, a fraction is stored on the walls of
the furnace and in the insulator, increasing the internal temperature; this amount was
calculated from the following equation:

Qac ¼ maccpac Tpint � Tmp

� � ð9Þ

where mac is the total mass of steel [Kg], cpac is the specific heat of steel
J

Kg K

h i
, Tpint

is the internal wall temperature [K], Tmp is the average wall temperature [K], and
Tpout is the external wall temperature [K].
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During the combustion process, a fraction of the heat is used for the decompo-
sition of the husk into ash; if 14% [10] of the total value of the mass of the rice husk
is transformed into ash, the value is determined with the following expression:

Qcz ¼ mczcpcz Tcz � Toutð Þ ð10Þ

where mcz is the mass of ash [Kg], cpcz is the specific heat of ash
J

Kg K

h i
,Tcz is ash

temperature[K], and Tout is the environmental temperature [K].
It is necessary to indicate that the furnace design was based on the API 560 stan-

dard, where the minimum requirements and recommendations for manufacturing a
fuel burner furnace are established.

Heat Exchanger Design Analysis Input and output temperatures were defined for
the exchanger design. The flow of air and flue gases entering the heat exchanger was
determined. Flue gas inlet temperature [K] Thi (250 �C); flue gas outlet temperature
[K] Tho (120 �C), inlet air temperature [K] Tci: (27 �C) y the outlet air temperature
[K] Tco (50 �C).

Subsequently, the system’s energy balance is made to determine the flow of the
combustion gases and the flow of hot air necessary to dry; for this, Eqs. 11 and 12
must be equalized:

q ¼ _mc � Cpc � Tci � Tcoð Þ ð11Þ
q ¼ _mh � Cph � Thi � Thoð Þ ð12Þ

where _mh is the mass flow of gases [Kg/s], _mc is the air mass flow [Kg/s], Cpc is the
specific heat of air [J/Kg. K], and y Cph is the specific heat of gases [J/Kg. K].

The total heat transfer heat between both fluids is determined through Eq. 13:

Q ¼ U�π� Di�L�NT�ΔTml ð13Þ

where U is the global heat transfer coefficient [W/m2 K], Di pipe is the inner
diameter [m], L is the pipe length [m], Nt is the number of pipe, and y ΔTml is
the difference in average logarithmic temperatures [K].

The overall heat transfer coefficient is determined through the internal convection
coefficient hi and the external ho; it depends on the Nusselt number, k the thermal
conductivity [W/m2 K], and the pipe diameter [m] [10]. It was open to considering
that the Nusselt number is a geometry function as well as the Reynolds number
(Re) and the Prandtl number (Pr). Therefore, the equation used to determine the
Reynolds number in internal flow is presented in Eq. 14, and the representative
equation to determine the external Reynolds number is presented in Eq. 15:
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Re D ¼ 4 _mh

π � Di � μgas � NT
ð14Þ

Re D max ¼ ρaire � Vmax � D
μaire

ð15Þ

where ρ aire, density of air [Kg/m3]; μaire, dynamic air viscosity [N.s/m2]; and Vmax,
maximum speed on the tube bank [m/s].

Finally, the drop pressure of the tube bank is determined where NL represents the
number of lines, x the correlation factor, and f the friction factor (Eq. 16):

Δp ¼ NL � x � ρ � V2
max

2

� �
� f ð16Þ

3 Results

3.1 Theoretical Results

The corresponding mass flows at the input and outlet were determined for complete
combustion of the rice husk, using the general equation for combustion (Eq. 1). The
mass flow of the air was iterated until obtaining a temperature between 50 and 60 �C
at the outlet of the exchanger. The blowers must have located at the bottom of the
grill with an airflow of 70 CFM (cubic feet per minute), the top of the grill reaches
the 30 CFM. With the data obtained, the mass flows of the husk and the combustion
gases were calculated. The total heat of combustion of the rice husk was calculated
considering a percentage of humidity of 10.33% [11]. The amount of heat that can be
extracted for the established husk flow is determined to be 74.39 [kW].

In relation to the results of the analysis of the lost in the combustion chamber, the
coefficient of conduction, radiation, and convection of the furnace was considered,
assuming the grill as a homogeneous plate, isothermal, and with an inclination of 70�

with respect to the Y-axis. In addition, free convection was assumed for the inner and
outer surface of the furnace; for the calculation of the radiation coefficient, grilling
was considered as a heat source with an emissivity of 0.8. The result was 1.46 [kW].
For the calculation of the heat stored in the steel walls and the insulator, the average
temperature between the outside and inside of the furnace was determined, opening a
loss of 2.64 [kW] as heat stored in the steel wall and 5.29 [kW] as heat stored in the
insulator. For the calculation of heat transferred to ash, 14% of the total mass of rice
husk that decomposes into ash was considered, and its result was 0.015 [kW], being
a very small value concerning the other results obtained and can be disregarded
without affecting the results. Finally, the total heat of combustion that is transferred
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to the airflow was obtained considering the system’s losses; its result was 64.98
[kW]. In Table 3, from the established equations, the results are shown.

In Table 4, the theoretical results of the heat exchanger obtained when using the
proposed methodology are shown. Through simulation, these results were validated.

Therefore, the design of the heat exchanger will be 76 cm in length, 30 cm in
height, and 50 cm in width, with four steps and 60 tubes distributed in a staggered
way. For the analysis both fluids (hot combustion gas and air from a fan) were
analyzed in perpendicular trajectories (crossflow). The materials selected were 1inch
diameter schedule 40 tubes and ASTM A36 steel plates for the housing.

3.2 Combustion Furnace Simulation

The materials used for the walls, roof, and base of the furnace structure were 6 mm
thick ASTM A36 steel, coated with 100 mm of fiberglass insulation to prevent
thermal losses. The material of the gates was ASTM A36 steel 3 mm thick with the
difference that in the main gate it had a layer of 100 mm thick fiberglass insulation.
The parts that made up the system were designed separately and joined in a single
assembly and then used the SolidWorks “Flow Simulation” tool, which works with

Table 3 Results of the combustion furnace design

Equation Nomenclature Symbology Unit Result

3 Actual air-fuel ratio m a
fð Þr dimensionless 13.83

– Air inlet flow _maire�blower1 kg/h 138.13

_maire�blower2 kg/h 59.19

_maire�blower3 kg/h 138.13

6 Scale flow into the chamber _mCA kg/h 15.18

7 Mass flow of combustion gases _mcombustion kg/h 209.80

8 Heat of combustion QCA [kW] 74.39

9 Heat stored in the walls Qac [kW] 2.64

– Heat stored in insulation Qais [kW] 5.29

– Heat given to the ashes Qcz [kW] 0.015

Total heat lost from the system Qt [kW] 9.41

Table 4 Theoretical results of heat exchanger analysis

Nomenclature Unit Result

Total heat transfer in the heat exchanger W 2180.70

Global heat transfer coefficient W/m2 K 6.15

Internal convection coefficient W/m2 K 6.79

Maximum speed on the tube bank m/s 4.8

Wind speed at dryer inlet (exchanger outlet) m/s 2.1

Pressure drop in pipe bank Pa 67.28
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computational fluid dynamics or CFD in which, through simulated iterations,
allowed to validate the design before the construction of the prototype.

An iterative process of trial and error was followed, modifying the internal
geometry of the combustion chamber with the initial conditions to obtain the best
possible result. Alternatives were considered a change of flow direction by baffles
and different air inlets to the chamber.

In Fig. 2, the results of the simulation of the final geometry are shown. The
orientation of the grill was changed, and baffles were included under the hole where
the air entered the combustion chamber, which served to redirect the flow, so it did
not go to the ash collection chamber.

Below are the temperature profiles of the outer walls of the combustion chamber,
which do not exceed 90 �C. This means that the system is safe for the operator and
the constituted material is in the thermal operating range (Fig. 3a). Fig. 3b shows the
flow inside the heat exchanger chamber, where it can be seen that the temperature at
the outlet is 60 �C, ideal for drying the rice grain.

Fig. 2 Flow lines inside the combustion chamber
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3.3 Theoretical Results

Once the experimental equipment was built, the experimental tests were carried out
using 180 kg of rice husk, with a duration of 4 hours [12]. Temperature measure-
ments were made at various points in the furnace chamber, heat exchanger, and
chimney, to determine the thermal efficiency of the equipment. Fig. 4 shows the
laboratory-scale equipment designed for 136 kg of wet products such as rice, corn,
coffee, and other cereals.

During the tests the proper functioning of the equipment was evidenced, with few
heat losses, smoke through the doors and chimney, from the control of the air flow
inlet to the chamber, and the temperature reached 230 �C, with a percentage of ash

Fig. 3 (a) External chamber temperature. (b) Flowlines inside the heat exchanger

Fig. 4 Laboratory
equipment prototype
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around 16% about the total weight of the shell [3]. It became clear that pellet
compaction of the biomass in the furnace in the form of pellets would have improved
the combustion of the equipment and reached a higher temperature. For future tests,
it is provided to make mixtures of various types of biomasses. Fig. 5a and b presents
the comparison of the simulated theoretical results with the experimental results
(90.95 kg of husks were used for the experiment).

Fig. 5 (a) Comparison of experimental and simulated tests (temperature). (b) Comparison of
experimental and simulated tests (energy gain and loss)
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4 Discussion

The areas of Ecuador with the highest rice production are the province of Guayas and
Los Ríos, representing an approximate total of 95% of the production at the regional
level, representing an excellent availability of rice husk that should be used for
internal energy generation of rice processors.

Currently solid biomass such as husk is only used in large rice processing plants.
It will be of interest at the local level to adapt existing technologies in small and
medium production plants to these combustion chambers that allow taking advan-
tage of the waste for heat generation; with this, the consumption of LPG that is used
daily for the drying of rice is reduced. The proposed design to be laboratory
equipment will not reflect the real consumption of biomass for large industrials,
but a staggering of production, energy consumption, and failures due to the inade-
quate combustion of the rice husk with the possible environmental and maintenance
problems of the equipment is determined.

5 Conclusions

The most suitable type of furnace for the combustion of rice husk was the grill type
This is because the equipment operates in a relatively low power range for the use of
the fluidized bed and is designed for a husk supply of 90.95 kg. In addition, the
project is intended for the drying of rice in sectors where production is from small to
medium scale; thus, there is a low operating and investment cost.

The combustion chamber was optimized, relocating the grille to an angle of 70�

with respect to the vertical, allowing a greater amount of airflow through the grill and
is directed toward the inlet of the heat exchanger; in addition, baffles were in the
main air inlet at an angle of 30� with respect to the horizontal, so they redirect the air
flow upward and not toward the ash chamber preventing a lifting of particulate
matter within the combustion chamber.

The outside temperature of the walls of the combustion chamber reached a range
between 50 and 70 �C This was achieved by increasing the thickness of the insulator
to 100 mm, decreasing heat losses in the walls.

The baffles located for the redirection of the inlet airflow will also serve to direct
the ash resulting from combustion to the bottom of the chamber, where it will be
easier to handle. It is important that there is a correct arrangement of ash; it is
considered a highly polluting material.

STM A36 Steel was selected as a material because the maximum temperature in
the furnace is 650 �C ensuring that the equipment operates without modifying the
mechanical properties. In addition, fiberglass was selected as an insulating material
since it has a low thermal conductivity which makes heat conservation and can be
transferred to air, and it is essential to mention that these materials are easily found in
the national market.
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Toward the Hydrogen Economy
in Paraguay: End-Uses of Green Hydrogen
Potential

Fausto Posso, Michel Galeano, César Baranda, David Franco, Ángel Rincón,
and Juan Zambrano

1 Introduction

The hydrogen economy represents an innovative energy infrastructure with hydro-
gen destined to meet the energy needs of most sectors of society. Thus, hydrogen is
obtained from renewable energy sources, stored, transported, and distributed in
demand centers for its final conversion into useful energy [1]. Hydrogen generated
in this way is known as green hydrogen and it is produced by water electrolysis, with
the required electricity from renewable energy sources, and it is perceived as the best
technical and economic prospects in the medium term [2]. Currently, the hydrogen
economy has aroused exceptional interest to promote global and national economic
recovery, energy decarbonization, and sustainable development in a post-SARS-
CoV-2 (COVID-19) pandemic scenario [3].

Green hydrogen offers a diversity of potential uses. While direct electrification
using renewable energy and energy efficiency is the most efficient path to reducing
emissions in easier to abate sectors, green hydrogen can be an important option in the
decarbonization of harder to abate sectors where direct renewable electrification is
not technically feasible or would take too long time. The objective of this study was
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to identify end-uses of green hydrogen production potential in Paraguay. To accom-
plish this objective, two sectors of the Paraguayan economy were analyzed: resi-
dential and transportation.

2 Methodology

Methodologically, considering the potential for hydrogen production from key
renewable resources (solar PV, wind, and hydro) in Paraguay [4], end-uses are
focused on two sectors already identified as potential niche opportunities: transpor-
tation and residential. In the first sector, it was proposed to replace gasoline and
diesel with green hydrogen since the energy equivalence between these fuels. At
present, Paraguay counts 1.6 � 106 vehicles of which 7.7 � 105 are light vehicles
[5]. In the residential sector, it is intended to replace firewood and LPG with green
hydrogen as a heat source for cooking. Firewood is an inefficient and polluting
energy source for cooking, and LPG is totally imported from Bolivia and Argentina.
Charcoal consumption was not considered in this study because in Paraguay this
sector is quite informal, without reliable data and unwilling commercial consumers
and industrial companies to share consumption and price data.

The calculation method is like that used by [6]. For example, it is considered the
following hypothetical case:

Gasoline consumption in the transportation sector in department A: 100 t/year.
Diesel consumption in the transportation sector in department A: 100 t/year.
Firewood consumption in the residential sector in department A: 100 t/year.
LPG consumption in the residential sector in department A: 100 t/year.
Green hydrogen production potential in department A: 30 t/year.

Then:

Hydrogen consumption equivalent to gasoline consumption: 90 t/year.
Hydrogen consumption equivalent to diesel consumption: 87.6 t/year.
Hydrogen consumption equivalent to firewood consumption: 12.6 t/year.
Hydrogen consumption equivalent to LPG consumption: 42 t/year.

Substitution %ð Þ ¼ H2 production potential
H2equivalent consumption

� �
� 100 ð1Þ

For gasoline: (30/90) � 100 ¼ 33.3%.
For diesel: (30/87.6) � 100 ¼ 34.2%.
For firewood: (30/12.6) � 100 ¼ 238%.
For LPG: (30/42) � 100 ¼ 71%.
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3 Estimation Method of H2 Consumption Equivalent
to Gasoline and Diesel Consumption in Each Department

This study was conducted to estimate the amount of gasoline and diesel consumption
that could potentially be displaced by green hydrogen in each department of
Paraguay. In 2020, gasoline and diesel consumption in Paraguay was 6.9 � 105 t
and 1.6 � 109 t, respectively [7]. Gasoline and diesel consumption data for 2018
were obtained from the Ministry of Industry and Commerce (MIC) as seen in
Table 1.

As shown in Table 1, the most populated departments of Paraguay are Central,
Alto Paraná, and Itapúa, present the highest gasoline and diesel consumptions.

The replacement is based on the energy equivalence between hydrogen, gasoline,
and diesel and on gasoline and diesel consumption in each department. Thus, the
lower heating value (LHV) the density for gasoline, diesel [8] and hydrogen are [10]:

Gasoline:

LHV: 9.04 kWh/L
Density ¼ 814 kg/m3

Diesel:

Table 1 Gasoline and diesel annual consumption in each department of Paraguay

Department
Gasoline consumption (� 103 m3/
year)

Diesel consumption (� 103 m3/
year)

Distrito Capital 49.5 57.6

Concepción 12.3 16.6

San Pedro 176 24.9

Cordillera 13.3 16.2

Guairá 8.8 9.2

Caaguazú 22.8 39.8

Caazapá 4.8 4.8

Itapúa 26.7 44.9

Misiones 7.2 6.0

Paraguarí 8.5 8.1

Alto Paraná 61.9 91.2

Central 143.6 179.9

Ñeembucú 2.9 3.2

Amambay 25.4 20.5

Canindeyú 19.9 35.5

Presidente
Hayes

5.6 20.7

Boquerón 4.5 27.5

Alto Paraguay 1.2 6.8

Paraguay 436.4 613.7

Source: [8]
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LHV ¼ 10.07 kWh/L
Density ¼ 884 kg/m3

Hydrogen:

LHV ¼ 33.3 kWh/kg
Density at STP ¼ 0.09 kg/m3

Then, the relation presented in Eq. 2 shows the equivalence between different
fuels:

1 kg H2 ¼ 3 kg Gasoline ¼ 2:92 kg Diesel ð2Þ

3.1 Estimation Method of H2 Consumption Equivalent
to Firewood and LPG Consumption in Each Department

In the residential sector, it is proposed to replace firewood and LPG with green
hydrogen as a heat source for cooking. At first, firewood and LPG residential
consumption in each department was calculated. Then, energy equivalence between
firewood, LPG, and electrolytic hydrogen, based on the LHV, was calculated in
order to determine the electrolytic hydrogen amount required for each department of
Paraguay. Several studies show a wide range in the consumption per capita of
firewood in Paraguay. Firewood consumption in Paraguayan homes is
2.86 � 106 t [11]. According to [12], this consumption was 2.6 � 106 t in 2005.
There are various values from different studies, which vary between 0.6 and 8.0 t/
inhabitant/year, for different sites in the Eastern Region of Paraguay [13]. Regarding
the mentioned data, “not all the information is officially registered in statistical
sources, the real figure for firewood consumption should be a lot higher,” and total
firewood production is approximately 7.5� 106 t that includes firewood for charcoal
production. According to [13], 65% (4.875 � 106 t) is used for self-consumption.
Firewood consumption in households is approximately 10–15 t/household/year
[14]. This consumption is very high compared to other countries, but it is explained
by the inefficient use of firewood: traditional cooking in the oven (Tatacua) and the
permanent use of firewood in rural households. Consumption of firewood in rural
households varies between 10 and 15 t/household/year [15]. Firewood consumption
in households in Paraguay is approximately 1.8–2.7 t/inhabitant/year considering
four members per household [9].

To calculate firewood consumption in Paraguayan households, it was used
official statistical data [16]. In 2020, LPG consumption in Paraguay was
8.7 � 104 t [7]. According to [17], Paraguay’s average LPG consumption is
approximately 7.5 � 103 t/month. In Paraguay, LPG is totally imported, 80% from
Bolivia and 20% from Argentina. In July 2021, the importation cost was US$ 0.54/
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kg LPG. Finally, Table 2 shows the values considered in this study to estimate
firewood and LPG consumption in households for cooking in Paraguay.

Table 3 shows firewood and LPG consumption by department, annual average
from 2017 to 2019.

As shown in Table 3, the highest demand for firewood corresponds to the rural
residential sector. Currently, in Paraguay, firewood consumption is higher than
production, and firewood sources are diminishing due to deforestation. Regarding
the urban residential sector, it can be seen in Table 3 that LPG is the main fuel for
cooking. According to [7], more than 3.0 � 104 households do not use firewood for
cooking anymore in 2020 compared to 2019.

The replacement is based on the energy equivalence between hydrogen, firewood,
and LPG and on firewood and LPG consumption of each department of Paraguay.

Table 2 Considered values to estimate firewood and LPG consumption in households for cooking
in Paraguay

Parameter Value Unit Source

Household 4 Members [8]

Average firewood consumption 12.5 t/household/year [14]

Average LPG consumption 0.18 t/household/year [16]

Table 3 Firewood and LPG consumption by department, annual average from 2017 to 2019

Department LPG (� 103 t/year) Firewood (� 103 tn/year)

Distrito Capital 17.1 137.9

Concepción 4.3 330.1

San Pedro 4.6 770,9

Cordillera 6.1 351.7

Guairá 3.6 340.0

Caaguazú 9.0 702.2

Caazapá 2.6 379.5

Itapúa 14.1 703.8

Misiones 3.3 139.3

Paraguarí 3.8 523.3

Alto Paraná 28.9 348.6

Central 64.0 266.5

Ñeembucú 2.8 110.5

Amambay 6.5 37.2

Canindeyú 5.9 267.5

Presidente Hayes 2.7 78.9

Boquerón n.d.a. n.d.a.

Alto Paraguay n.d.a. n.d.a.

Paraguay 179.6 5216.6

Source: [17]
n.d.a. ¼ no data available
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Thus, the lower heating value and density for hydrogen [10] and for firewood and
LGP [9] are:

Firewood (20% moisture):

LHV: 4187 kWh/t
Density: 768.8 kg/m3;

LPG:

LHV: 14 MWh/t
Density: 550 kg/m3

Hydrogen:

LHV: 33.3 kWh/kg
Density at STP: 0.09 kg/m3

The equivalence between fuels is presented in Eq. 3.

1 kg H2 ¼ 2:38 kg LPG ¼ 7:95 kg Firewood ð3Þ

4 Results

4.1 Renewable Hydrogen Potential Relative to Gasoline
and Diesel Consumption by Department in Paraguay

Table 4 shows gasoline and diesel consumption that could potentially be displaced
by green hydrogen in each department of Paraguay.

Considering the energy equivalence between gasoline, diesel, and hydrogen, it
was verified that the Capital District and the Central department, the latter the most
populated department of Paraguay, cannot produce enough hydrogen from renew-
able resources to completely displace their high gasoline and diesel consumption.
However, they could rely on hydrogen from surrounding departments. In the Capital
District and the Central department, renewable hydrogen could displace 3% and
52% of their gasoline and diesel consumption, respectively. According to Table 4,
Fig. 1 shows renewable hydrogen production potential relative to gasoline and diesel
consumption, by department in Paraguay.

According to Fig. 1, departments in the Western region, because of their rela-
tively low gasoline and diesel consumption and high amounts of renewable solar and
wind resources, have the potential to displace more than 5 � 103 times their current
gasoline demand. As mentioned above, only the Capital District and the Central
department cannot produce enough renewable hydrogen to completely displace their
high gasoline and diesel consumption.
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4.2 Renewable Hydrogen Potential Relative to Firewood
and LPG Consumption by Department in Paraguay

Table 5 shows firewood and LPG consumption that could potentially be displaced by
renewable hydrogen potential in each department of Paraguay.

LPG is getting popular with its convenience and clean burning in use compared to
firewood in urban areas. Firewood is mostly used as a cooking fuel in rural areas
where people have no access to LPG. According to Table 5, Fig. 2 shows firewood
and LPG consumption substitution percentage with renewable hydrogen for the
residential sector in Paraguay. Fig. 2 shows renewable hydrogen production poten-
tial relative to firewood and LPG consumption, by department in Paraguay.

As shown in Fig. 2, it is possible to comprehensively satisfy firewood and LPG
consumption in all departments of Paraguay with local renewable hydrogen produc-
tion, except in Asuncion. The results of this analysis show that the Capital District
and Central department cannot produce enough hydrogen from renewable resources
to completely displace their high firewood and LPG consumption. However, they
could, in most cases, rely on hydrogen from surrounding departments. Renewable
hydrogen in the Capital District and Central department could displace

Table 4 Green hydrogen potential relative to gasoline and diesel consumption by department in
Paraguay (� 103 t/year)

Department
Gasoline +
diesel

Equivalent H2

production
H2 production
potential

Substitution
%

Distrito
Capital

91.2 30.9 0.9 3

Concepción 24.7 8.4 3996.1 47,813

San Pedro 36.4 12.3 3373.1 27,343

Cordillera 25.1 8.5 456.4 5370

Guairá 15.3 5.2 356.8 6902

Caaguazú 53.8 18.2 1218.8 6682

Caazapá 8.1 2.7 1568.9 57,392

Itapúa 61.5 20.8 1931.9 9258

Misiones 11.2 3.8 1992.9 52,586

Paraguarí 14.1 4.8 1196.7 25,187

Alto Paraná 131.0 44.4 1494.3 3365

Central 275.9 93.5 48.9 52

Ñeembucú 5.2 1.7 3554.8 203,083

Amambay 38.8 13.1 2959.8 22,591

Canindeyú 47.5 16.1 3017.3 18,710

Presidente
Hayes

22.9 7.8 52526.1 673,859

Boquerón 38.0 9.6 111750.8 1,169,046

Alto Paraguay 7.0 2.4 202723.8 8,486,890

Paraguay 897.8 304.2 394168.4 129,573
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Fig. 1 Renewable hydrogen production potential relative to gasoline and diesel consumption, by
department in Paraguay

Table 5 Renewable hydrogen potential relative to firewood and LPG consumption by department
in Paraguay (� 103 t/year)

Department
Firewood +
LPG

Equivalent H2

production
H2 production
potential

Substitution
%

Capital District 155.0 24.5 0.9 4

Concepción 334.4 43.3 3996.1 9226

San Pedro 775.5 98.9 3373.1 3410

Cordillera 357.7 46.8 456.4 976

Guairá 343.6 44.3 356.8 806

Caaguazú 711.2 92.1 1218.8 1323

Caazapá 382.1 48.8 1568.9 3213

Itapúa 718.9 94.5 1931.9 2045

Misiones 143.0 19.0 1992.9 10,506

Paraguarí 527.1 67.4 1196.7 1775

Alto Paraná 377.5 56.0 1494.3 2667

Central 330.5 60.4 48.9 81

Ñeembucú 113.3 15.1 3554.8 23,556

Amambay 79.7 11.9 2959.8 24,785

Canindeyú 273.4 36.1 3017.3 8352

Presidente
Hayes

81.6 11.1 52526.1 474,839

Boquerón n.d.a. n.d.a. 111750.8 –

Alto Paraguay n.d.a. n.d.a. 202723.8 –

Paraguay 5703.7 770.3 394168.4 51,170

n.d.a. ¼ no data available
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approximately 4% and 81% of their firewood and LPG consumption, respectively. In
contrast, the Boquerón department in the Western region, because of their relatively
low firewood and LPG consumption and high amount of renewable solar and wind
resources, have the potential to displace more than 4.7 � 103 times their current
firewood and LPG demand. The renewable hydrogen production surplus of each
department can be used to generate electricity from PEMFC to supply 1.4 � 104

households that do not have this basic service in Paraguay. For calculations, it was
assumed an electricity consumption of 3 MWh/household/year [16], and a typical
household is composed of four people [18]. To generate electricity, it was considered
a proton exchange membrane fuel cell (PEMFC) with an average efficiency of 53%
[19], higher than the efficiency of an internal combustion engine. Results demon-
strate that the green hydrogen production surplus of each department would satisfy
this requirement in the whole country. The end-use technologies of hydrogen are
known and commercially available, especially fuel cell electricity generation on a
small scale. However, its adoption for specific situations requires a detailed technical
and economic analysis, which supports decision-making and whose development is
beyond the scope and purpose of this study.

Fig. 2 Renewable hydrogen production potential relative to firewood and LPG consumption, by
department in Paraguay
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5 Discussion

At present, Paraguay’s 100% need of petroleum products such as gasoline, diesel,
and LPG (cooking gas) is imported by paying the hard currency. These imported
fossil fuels can be completely replaced by electrolytic hydrogen produced from
domestic renewable energy sources. Obtained results envisage an optimal scenario
for a future hydrogen economy in Paraguay. This will require financial investment
from both public and private sectors for sustainable energy project development and
the suitable infrastructure implementation for using renewable hydrogen as an
energy carrier in the transportation sector. Furthermore, renewable energy sources
geospatial distribution in Paraguay also implies an important opportunity for dis-
tributed generation advancement in energy policies, meaning greater decentraliza-
tion, redistribution, self-sufficiency, and democratization of the energy system, and,
consequently, greater regionalization of production and economy.

6 Conclusion

The results conclude that the green hydrogen production potential of Paraguay can
meet 367 times firewood, LPG, gasoline, and diesel consumption in 2021. At
present, Paraguay’s 100% need of petroleum products such as gasoline, diesel, and
LPG (cooking gas) is imported by paying the hard currency. These fossil fuels can be
completely replaced by electrolytic hydrogen produced from solar, wind, and hydro-
power. Using green hydrogen as a fuel for vehicles not only saves money on import
of fossil fuels but also reduces harmful emissions and carbon dioxide, improving the
air quality significantly in most populated cities, for example, Asunción,
Encarnación, and Ciudad del Este. According to the National Development Plan
Paraguay 2030, Paraguay has proposed to reduce the consumption of fossil fuels by
20% and increase the consumption of renewable energy sources by 60% by 2030.
This research demonstrates that hydrogen obtained from domestic renewable energy
sources in Paraguay is a very attractive alternative to achieve mentioned national
goals. Besides, green hydrogen could promote technological development and
energy transition in Paraguay, not only in the transportation and residential sectors
but also in industry and other sectors. Green hydrogen would be a 100% domestic
fuel that would take advantage of large biomass, solar, wind, and hydro resources
making a significant contribution to the value chain and the different productive
sectors. Paraguay could take advantage of its strategic geographic location in the
center of South America to become a logistics and green hydrogen hub.
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Analysis of Two-Dimensional Airfoil Models
as Harvesters of Energy

Luis Gonzaga-Bermeo and Carlos A. Cuenca

1 Introduction

The process of decarbonization of the industry in countries that signed the Paris
Agreement of 2008 has promoted the study and development of renewable energy
sources as a replacement for fossil fuels. One of the promising concepts is the use of
airfoils that describe heave and pitching movements simultaneously [1]. In the
present study, two airfoils, one symmetric (NACA0020) and the other asymmetric
(NACA1412), are modeled in two dimensions (2D) with the purpose of comparing
their efficiencies when these are working in power-extraction regime from an
approaching fluid, in this case is water with velocity U1.

Previous numerical simulations in 2D have been carried out with asymmetric
airfoil [2], in laminar regime (100–1000) at different plunging motion profile
(sinusoidal and induced), reaching in the best of the cases a maximum efficiency
of 20%.

Around this theory of oscillatory airfoils, a hydrokinetic turbine with two airfoils
disposed in tandem was tested experimentally in 2009 by Kinsey et al. [3], and the
extracted energy compared with conventional rotor blades showed a maximum
efficiency greater than 25%.
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This study aims to determine the optimal parameters regarding pitching angle,
heaving amplitude, and frequency of oscillation when the airfoils are involved in
steady laminar flow (Re 735, Re 1100). In addition, following the recommendation
of [2], to ensure that airfoils are operating in power-extraction regime, the feather

parameter χ ¼ θ0=arctan γH
U1ð Þ > 1 must be applied as necessary condition. This param-

eter qualifies the effect of the sinusoidal movement of airfoils on the flow regime,
where θ0is the pitching amplitude, H0 is the heaving amplitude, and γ ¼ 2πf which is
the angular frequency. Hence, the range of values taken is between 1 < χ < 2.5,
which represent pitching amplitude between 43.32 � � θ0 < 90�. In addition, the
effects on varying parameters such as nondimensional frequency 0.11 � f � � 0.27
and heaving amplitude 0.5 � chord � H0 � 1 � chord are investigated.

A mapping of efficiency in the parametric space: pitching amplitude versus
nondimensional frequency ( f�, θ0) is presented for each airfoil when Re ¼ 735,
heave amplitude (H0 ¼ 1 � chord), and pitching axis located at 33% of chord length
(C.L.).

In this research, the Eulerian frame of reference is the method used to know the
response of the wing when parameters vary. Furthermore, the use of dynamic mesh
allowed the deformation of the domain, while the programming in the C language of
a user-defined function (UDF) achieved the prescribed oscillatory movement for the
airfoils.

Finally, the validation of results is made when contrasting numerical simulation
from Kinsey and Dumas with our study at the same chord length of the airfoil
(240 mm), symmetric airfoil, Reynolds number of 1100, nondimensional frequency,
f � ¼ 0.14, and pitching amplitude of 62.01 � < θ0 < 90�.

2 Methods

The methodology applied for this study was simulation of the symmetric and
asymmetric airfoils at different parameters like nondimensional frequency and
amplitude of pitching angle, without considering the angle of attack in the equation
of movement. After many simulations (see Table 1), the forces obtained were lifting

Table 1 Range of parameters to evaluate for NACA 0020 and NACA 1412 when fluid velocity in
x direction is 0.0030 m/s (Re ¼ 735) and 0.0045 m/s (Re ¼ 1100)

f � ¼ fc
U1

ω ¼ 2πf U1 χ θ0[rad] θ0[deg]

0.11 0.0086394 0.0030
0.0045

1 < χ � 2.5 0.75 � θ0 < 1.57 43.32 � � θ0 < 90�

0.14 0.0109956

0.16 0.0125664

0.20 0.0157080

0.25 0.0196350

0.27 0.0212058
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force and moment, where both results let us to compute the power efficiency and
power extracted. In addition, the authors investigated the influence of the Re number
and change of amplitude of heave over the efficiency and power extracted. A flow
chart shows the general scheme in Fig. 6. To compare efficiencies when Re number
varies, the same parameters in which Kinsey and Dumas found the maximum
efficiency were selected.

2.1 Description of Movements

The movement of the airfoils are described as heaving and pitching, in which these
movements are simultaneously done with a rotational axis xp located at 33% chord
from the leading edge, as shown in Fig. 1. Equations 1 and 2 describe mathemati-
cally the harmonic movements. For heaving, its movement is described with ampli-
tude H0 which is defined as 1 � chord¼ 240 mm. On another side, angular frequency
omega is defined as ω¼ 2π � f, where f is the frequency of oscillation and depends on
the operating regime (propulsion or extraction of energy). Finally, the phase angle,
Phi, is considered in all simulations as ϕ ¼ 90�:

h tð Þ ¼ H0 sin ωt þ ϕð Þ ð1Þ

For pitching, its movement is around z axis, and the pitching amplitude θ0 will be
varying from 40 � < θ0 < 90�. In Eq. 2, the movement is described as a sin function
without phase angle:

θ tð Þ ¼ θ0 sin ωtð Þ ð2Þ

To know the velocities in heaving and pitching, Eqs. 1 and 2 are derivative
respect to time. Therefore, Eqs. 3 and 4 represent these velocities, respectively:

Fig. 1 Representation of oscillatory movement of airfoil. The heave motion follows a sinusoidal
function, while the pitching motion is out of phase by 90�. The oncoming water comes from left to
right
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_h tð Þ ¼ H0 ω cos ωt þ ϕð Þ ð3Þ

The pitching velocity is described in Eq. 4.

_θ tð Þ ¼ θ0ωcos ωtð Þ ð4Þ

2.2 Operating Regime for Power Extraction

Power extraction regime is reached when the forces acting on the airfoil, which has
imposed movement and upstream flow conditions, such as lift and drag force, have a

net force R
!
that once decomposed into Fx

�!
and Fy

�!
, the force acting on “y” direction

is producing work when the airfoil is heaving while the force acting on “x” direction
produces zero work due to angle between vectors Fx

�!
and displacement of airfoil y!

is 90�.
In this study, the feathering parameter, χ, is applied as a necessary condition to

assure that the airfoil is working in power-extraction regime [4]:

χ ¼ θ0

arctan H0ω
U1

� � ð5Þ

That is when χ > 1 and the angle of attack which is constant is αT/4 < 0. As
consequence, using Equation 5, the pitching amplitude, θ0, is defined as:

θ0 ¼ χ � arctan H0ω
U1

� �

ð6Þ

The range of pitching amplitude, θ0, when 0.11 � f � � 0.27 is shown in Table 1.

2.3 Power and Efficiency

The power extracted per unit of depth is produced by vertical force, Fy(t) and
velocity when heaving Vy(t), also by the Torque, M(t), about the axis xp and angular
velocity _θ tð Þ:

P ¼ Py tð Þ þ Pθ tð Þ ¼ Fy tð Þ Vy tð Þ þM tð Þ _θ tð Þ ð7Þ

Then for calculation of efficiency, the total power available Pa from oncoming
water flow through the extraction plane is calculated as follows:
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Pa ¼ 1
2
ρU3

1 d ð8Þ

where U1 is the velocity of flow, ρ is the water density (999 kg/m3), and “d” is the
overall extent of airfoil when it moves in y direction.

The efficiency is defined as the ratio of the cycle-average power extracted (P) to
the total power available Pa:

η ¼ Py tð Þ þ Pθ tð Þ
1
2 ρU

3
1 d s

ð9Þ

Usually, the power extraction efficiency maximum value is about 59% from the
Betz analysis of a stationary inviscid stream tube around a power-extraction
device [5].

2.4 Geometrical Model

The geometry of domain, as well as the symmetrical and nonsymmetrical airfoils,
was modeled in rhinoceros, [6]. The airfoils have the same chord length of 240 mm,
measured from leading edge to the trailing edge. The distance from leading edge to
inlet is given in terms of chord length (10 � chord), the same with the distance from
trailing edge to outlet (16 � chord), and finally, from top or bottom of airfoil to
symmetry (see Fig. 2). The initial position of wing is at (7 � chord) from upper
symmetry to top surface of airfoil, while the lowest position of airfoil is when it
reaches (7 � chord) from bottom symmetry to bottom surface of airfoil, that is when t/
T ¼ 0.5. The airfoil is moving vertically in the range 0:5 � H0

chord � 1:
The dimension of the domain is given so that there is no interference between the

movement of the folio and the control surface, in addition to guaranteeing the
capture of the wake of the airfoil. This was verified by observing the velocity vectors
in the near parts of the symmetry zones of some of the analyzed models, identifying
that they remain parallel to said symmetry contours.

Fig. 2 (a) Dimension of domain and (b) upper airfoil NACA 0020 and bottom NACA 1412
geometries with chord length (C.L.) 240 mm
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2.5 Numerical Model

After modeling in rhinoceros, the domains and airfoils were exported into Ansys
Fluent [7]. For NACA 0020, five types of meshes were used to guarantee indepen-
dence of results, (see Table 2).

From this table, the coarse mesh has 21 k nodes, medium mesh has 61 K nodes,
and fine mesh has 201 k nodes. The selection of the mesh followed the flow chart
given at left side of Fig. 6.

2.5.1 Meshing and Mesh Independence Analysis

For each type of mesh considered, both the external limits and the edge of the profile
analyzed have been refined, increasing the refinement in the area close to the border
of the airfoil. In this way, elements of the linear triangular type have been used to
discretize the area of interest. In addition, layers of quadrangular elements were used
in the inflation option around the wall surface, as shown in Fig. 3. In all cases, it was
ensured that the aspect ratio of the generated elements is not greater than three to
avoid discontinuity errors. To achieve this, the height of the first element was
calculated using the theory of Y+ for laminar flows, which allows to determine the
appropriate size of element height in the area near the wall of the airfoil [8].

To verify the mesh size selected during the analysis, the value corresponding to
the area obtained under the curve (area under the curve, AUC) which represents
“Lift vs. t” is used. This is achieved by verifying that the area under the selected
curve does not change drastically when obtaining responses with different meshes as
shown in Fig. 4, which is used due to these let us determine the efficiency of the
airfoils.

This means that when the mesh is refined, in this case, with 201 K nodes, it does
not produce a variation of results greater than 7% when the mesh has 21 K nodes as
observed in Fig. 4c. Therefore, considering the difference in computational analysis
shown in Table 2, it can be concluded that a numerical model with a mesh of
approximately 21 K nodes allows obtaining a result as significant as a much more

Table 2 Summary of meshing

Type of
mesh

Number of
nodes

Size of elements around
the wall [mm]

Size of elements on
domain [mm]

Time for
processing [h]

Mesh 1 6000 4.00 200 4

Mesh 2 21,000 1.50 100 10

Mesh 3 43,000 1.50 50 12

Mesh 4 61,000 0.47 100 77

Mesh 5 201,000 1.00 12.5 168
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Fig. 3 (a) Mesh around the airfoil, (b) mesh detail on leading edge, and (c) mesh detail on
trailing edge

Fig. 4 (a) Lift curves (RLC) per each mesh’s quality, (b) area under the curve for each RLC per
each mesh’s quality, and (c) relative error of calculation of AUC for each lift curve measured
between 0.5 and 1 T
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refined mesh. Finally, according to the results obtained, the type of numerical
discretization defined for mesh type 2 is selected for the models to be analyzed for
both the symmetric and asymmetric airfoils.

2.5.2 Boundary Conditions and Loads

In this study, the fluid moves in laminar state from left to right at Vx ¼ 0.003,
(Re ¼ 735). The Inlet BC is located at the left side of airfoil leading edge at
10 � chord ¼ 2400 mm. On another hand, the Outlet BC is located at
16 � chord ¼ 3840 mm, measured from trailing edge to right side of domain. Its
distance is far away from the airfoils in order to not affecting the developed state of
flow [9, 10].

The exit pressure was defined as “gauge pressure” equal to zero. After that, the
wall BC applied to airfoil profiles (solid wall) is no-slip condition (vx ¼ vy ¼ 0); this
is based on viscosity of boundary layer theory. Finally, but not less important,
symmetry condition is applied to upper and bottom edge of domain based on there

is no flow across these boundaries v
! � n! ¼ 0

� �

.

2.5.3 Dynamic Mesh, User-Defined Function

The dynamic mesh selected method is diffusion-based smoothing which is
recommended when there is large deformation of mesh and involves rotational
movement. Although this method is computationally costly than spring-based
smoothing, diffusion-based generates better quality meshes [11]. The formulation
for the diffusion coefficient selected is boundary distance: γ ¼ 1

dξ
where d is the

normalized boundary (0.50 mm) and ξ, the diffusion parameter, is taken as 1.5, due
to high values (0–2) preserve the mesh close the moving boundary. Thanks to the
programming of a user-defined function (UDF), the symmetric and nonsymmetric
airfoils can move in heaving and pitching following the equation of movements
1 and 2.

After many simulations, it was demonstrated that after the first period, the forces
did not change, as shown in Fig. 5. As consequence, only two cycles were simulated,
which permitted reduction of the computational process time. On another hand, the
time step was defined using Courant-Friedrichs-Lewy condition CFL ¼ U1Δt

Δh
~1 ,

where Δh is the size of the cell, measured horizontally around the airfoil, and Δt is
the time step.

Table 3 shows the CFLs for the f � that allow obtaining efficiencies greater than
zero.
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2.5.4 Solver and Residuals

The model to solve Navier–Stokes equation is laminar model [12], while the
numerical solution was computed with finite volume method using the SIMPLE
scheme. The time-stepping is second-order upwind scheme.

On another side, the effect of convergence of the value for the residual was
analyzed, where it verified that residual of 10�3 produced the same response as 10�8;
hence, this value was adopted for all simulations that allow the optimization of
computational process time [13].

Finally, two airfoils were analyzed with two flow velocities of 0.003 m/s and
0.0045 m/s, at different values of f � as shown in Table 1. The velocity 0.0045 m/s
(Re ¼ 1100) is used to validate results with previous literature.

To summarize the methodology applied, the flow chart of Fig. 6 at the left side
presents how the mesh was selected, while at the right side is showing what forces
are calculated once parameters like Re, nondimensional frequency, and pitching
amplitude were set. Then the results of efficiency are printed only when it is positive.

Fig. 5 Stability of periodic response for lift force by moment

Table 3 Summary of CFL, time step, period in one cycle, and number of time steps for two cycles

f* Frequency CFL Δt [s] T[s] N� time steps in 2 T

0.11 0.00138 1.00 0.167 727.27 8731

0.14 0.00175 1.00 0.167 571.43 6860

0.16 0.00200 0.9996 0.167 500.00 6006
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3 Results

3.1 Forces Acting on NACA 0020 Versus NACA 1412

Lift force and moment were used to calculate the power where it was found that lift
force contributed more than moment. On another hand, while the airfoil is extracting
energy, the drag force is greater than zero. After calculating the extracted power
using Eq. 7, the efficiency was calculated using the average power of one period. In
Table 7, the summary of efficiencies for the airfoils NACA 0020 are NACA 1412 are
shown.

3.2 Extract of Energy and Efficiency on NACA 0020 Versus
NACA 1412

The simulations were carried on for 0.11 � f � � 0.27, and for amplitude of pitching
angles between 43.32 � � θ0 < 90�, the angle of attack was not considered on these
simulations as a fixed parameter neither variable. Therefore, the results showed that
maximum efficiencies for symmetric airfoil is reached when f � ¼ 0.14 and
θ0¼ 62.01�, while for f � > 0.16, the values of efficiencies turn into negative showing
that these parameters should be omitted when extracting power. In addition, when

Fig. 6 Flowchart process
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f � � 0.16, the amplitude pitching angle plays an important role due to when angle is
less than 60� and greater than 70� the efficiencies are less than 10%.

For the asymmetric airfoil NACA 1412, the maximum efficiency is reached when
f � ¼ 0.16 with θ0 ¼ 62.01�. Furthermore, the efficiency values are positive when
f � � 0.16 and amplitude of pitching angle 62.01 � � θ0 � 72.34�.

Another important characteristic that is shown in Table 7 is that after reaching the
peak of efficiency, it decreases. Besides, Reynolds number also has influence on the
efficiency due to it was found that at higher value, Re 1100, the efficiency grew up to
2.6% and nondimensional frequency decreases 0.03 which suggest that at higher Re,
the efficiency improve when the angular frequency reduces. According to [1] at large
flow, probably the Re reduces the effective thickness of the airfoil and increases the
force generation, as shown in Fig. 7b.

In addition, when evaluating the efficiency when the ratio H0/chord ¼ 0.5, it is
observed that the efficiency increases for asymmetric airfoil but not for symmetric
one, as observed in Table 4. The main reason is because the authors assumed that by
applying Kinsey and Dumas numerical simulation parameters (θ0 ¼ 72� and
f � ¼ 0.16), they would get maximum efficiencies which is not necessarily true.

On another hand, the average extracted power when Re 735, in one cycle, is
calculated when the maximum efficiency is reached. For example, in the symmetric
airfoil, the average power in one cycle is 5.23E � 10 [KWh] when f � ¼ 0.14,
θ0 ¼ 62.01�, while for Re 1100 the average power is 3.13E ‐ 9 [KWh]. This, in turn,
represents 598% of increment. For asymmetric airfoil, the average power is
8.65E ‐ 10 [KWh], f � ¼ 0.11, and θ0 ¼ 62.01�, and for Re ¼ 1100 the average

Fig. 7 (a) Drag force for NACA 0020 at 0.11 � f � � 0.2 at θ0 ¼ 62.01�. (b) Lift and moment
responses for symmetric airfoil at θ0 ¼ 62.01�

Table 4 Efficiencies for symmetric and asymmetric airfoils at θ0 ¼ 72� and f � ¼ 0.16

Airfoil Re ¼ 735 Re ¼ 1100

Symmetric 26.08% 19.54%

Asymmetric 17.80% 22.90%
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power is 4.74E ‐ 09 [KWh] same f � and θ0 what means 548% of increment. In
Tables 5 and 6, the reader can observe the improvement of working at different Re
number and reduced heave amplitude.

Figure 8 shows the maximum efficiency values for each airfoil analyzed in a
mapping of efficiencies in the space ( f�, θ0).

Table 5 Efficiencies and extracted power for each NACA airfoil at different Re at H0
c ¼ 1

Airfoil – H0/c ¼ 1 Re ¼ 735 Re ¼ 1100

NACA 0020 11.31%
5.23E-10 [KWh]
( f� ¼ 0.14; θ0 ¼ 62.01�)

13.93%
3.13E-09 [KWh]
( f� ¼ 0.11; θ0 ¼ 62.01�)

NACA 1412 16.42%
8.65E-10 [KWh]
( f� ¼ 0.11; θ0 ¼ 62.01�)

17.14
4,74E-09 [KWh]
( f� ¼ 0.11; θ0 ¼ 62.01�)

Table 6 Efficiencies and extracted power for each NACA airfoil at different Re at H0
c ¼ 0:5

Airfoil – H0/c ¼ 0.5 Re ¼ 735 Re ¼ 1100

NACA 0020 26.08%
1.39E-09 [KWh]
( f� ¼ 0.14; θ0 ¼ 62.01�)

19.54%
3.08E-09 [KWh]
( f� ¼ 0.11; θ0 ¼ 62.01�)

NACA 1412 17.80%
5.10E-10 [KWh]
( f� ¼ 0.11; θ0 ¼ 62.01�)

22.90%
4.24E-09 [KWh]
( f� ¼ 0.11; θ0 ¼ 62.01�)

Fig. 8 Efficiency at 0.11 � f � � 0.2 at θ0 ¼ 62.01� for: (a) NACA 0020, (b) NACA 1412
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3.3 Validation of Results

The validation of results is done when the authors compare the trend of the results for
the efficiencies and amplitude of pitching angle θ0 with Kinsey-Dumas literature,
[4], where higher efficiencies are reached when f � < 0.18 and 60 < θ0 < 80�.

4 Discussion

For the analyses carried out, computers whose computing capacity corresponds to
Core i7 processor, 8 cores, and 16 GB of RAM with AMD Radeon HD 7000
graphics card were used in which the calculations could be performed in an average
of 10 hours.

It was numerically verified that the results had minimum error when modifying
parameters such as the number of nodes in the selected mesh. In addition, when the
tolerance in the residuals is reduced, the computational processing time was
improved.

It was analyzed that the results obtained did not vary for different mesh changes,
obtaining that with models of 21 K nodes, the responses were less than 7% for the
models of 210 K nodes. That confirmed that the responses are independent with the
selected mesh.

5 Conclusions and Recommendations

From the results obtained, the following can be observed:

1. The geometry of the airfoils affects the efficiency obtained, where this value with
the asymmetric type airfoil presents an efficiency 2.62% greater than that
obtained with symmetric airfoil as stated in [1].

2. The calculations presented in the present investigation were carried out without
considering an angle of attack in the rotational motion equation, that is, α ¼ 0.
Likewise, the simulation was carried out for ¼1100, f � ¼ 0.12, θ0 ¼ 62�, and
α ¼ 23� with which it was observed that there is an increase in efficiency, which
shows the importance of including this value within the equation of motion to
improve efficiency.

3. It was found that the efficiency of the two airfoils increases when the value of the
H0/chord ratio decreases from 1 to 0.5, as well as increases when the Re
increases.

4. The power generation is very small. Consequently, changes must be implemented
to the magnitudes of airfoil geometry, and thus, analyze if the efficiency
increases. Besides, the 3D analysis of these must be carried out to identify any
change in the results.
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Recommendations for future work are the following:

1. To add the value of the angle of attack to increase the power and efficiency
obtained for the airfoils.

2. To analyze the airfoils considering their three dimensions. In addition, the
variations on the H0/chord ratio and at different frequencies f � < 0.20 with
Δf � ¼ 0.01, values of 60 � � θ0 � 80� with Δθ ¼ 2�, to determine the response
of these changes and generate a space of efficiencies, η( f�, θ0), more detailed.

3. To analyze the pressure coefficient along the chord and the effect of the leading-
edge vortex shredding.
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Environmental and Ecotoxicological Impact
of Alternative Energies: An Improvement
Opportunity for Latin America

Juan Carlos Valdelamar-Villegas and Julio Roman Maza-Villegas

1 Introduction

Development and implementation of alternative energy sources is the nowadays
response to the unusual change in environmental conditions consequence of the
indiscriminate use of fossil fuels. These alternatives are intended to significantly
reduce greenhouse gas emissions, such as carbon dioxide (CO2), methane (CH4), or
nitrous oxide (NO2) [1]. Therefore, the massive use of alternative energies consti-
tutes a strategy to mitigate global climate change due to the significant reduction of
CO2 emissions while implementing these planet-friendly technologies. Similarly,
the development of alternative energy projects catapults scientific development, a
requirement for highly trained human capital, and the design and search for new
materials with close-to-cero ecological and environmental toxicity.

Among the set of production systems for alternative energy sources, we highlight
the use of (i) water-driven forces such as hydraulic dams or wave/tidal power [2],
(ii) wind-driven forces such as the energy obtained from windmills and wind
turbines, and (iii) photovoltaic-driven forces, based on solar light harvesting,
catalyzing the excitation of the electronic states of molecules carefully arranged in
panels or cells. These alternative energy production systems have shown great
potential for large-scale implementation in countries from North America, Central
Europe, and East Asia. Still, the implementation in South America has been late [3].
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There is no doubt in the altruistic philosophy behind the alternative energy
production systems aimed to reduce greenhouse gas emissions. However, it is also
undeniable that some processes, directly and indirectly, related to the development
and implementation of these production systems create environmental effects that
worsen the conditions of life harbored by ecosystems and the biodiversity present
[4, 5].

This paper arises from the considerations outlined in the preceding paragraphs, is
intended to provide the reader with a context about the ecotoxicological and
environmental effects derived from the start-up, construction, and implementation
of the above-regarded energy production systems, drawing the policies and project
considerations of alternative energy implementations, especially in regions, such as
Latin America, where the development of these clean-energy technologies is still
incipient. Acknowledging the direct and/or indirect effects on the ecosystem of
alternative sources of energy will be of great help to reduce the ecological and
environmental footprint generated from its implementation that guarantees the
sustainability of ecosystems in the medium and long term. The analysis presented
in the present paper was intentionally biased to the three sources of energy
mentioned above: water-driven, wind-driven, and photovoltaic-driven forces, since
these three technologies currently represent between 2% and 5.6% of the global
energy production. Furthermore, it is projected that these technologies will supply
between 20% and 40% of the worldwide energy demand by 2050 [6, 7], excluding
the hydraulic production systems, whose ecological and environmental impacts have
been widely documented.

2 Methods

A systematic review of literature sources was carried out on the probable ecotoxi-
cological and environmental impact of alternative energies, aiming for PubMed,
Science Direct, and Scopus databases. The chosen language for the screened
manuscripts was English, and spanning case studies, reviews, meta-analyses
(Fig. 1), and query hits were filtered manually. The query was defined using the
following word descriptors: wind energy, photovoltaic energy, wave energy,
environmental, and ecotoxicological impact.

Fig. 1 Methodology used for the search and analysis of the information
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Subsequently, manuscripts that meet the query criteria and initial filter were
selected for a thorough review, converging on articles that made a clear allusion to
potential of alternative energies to generate ecotoxicological and environmental
impacts, as well as the proposal for management strategies to reduce the impact,
and manuscripts that did not include the ecotoxicological or environmental impact
component were excluded from this review.

During the database screening process, the manuscripts were initially selected by
the name of the published research (in which there were the four phrases descriptors:
wind energy, photovoltaic energy, wave energy, environmental impact, and
ecotoxicological impact), then by reviewing the abstracts, in which the established
inclusion and exclusion criteria were taken into account, and finally, the selected
publications that passed to the next filter were full-text read and analyzed
thoroughly, synthetizing the material in a spreadsheet where the information on
the ecotoxicological and environmental impacts was generated according to the type
of technology and the advances in its management were included.

3 Results

3.1 Selected Articles

Results from the queries deployed in the search engines of the databases allowed us
to identify more than 3000 documents, and by reviewing the title and abstract of
these documents, 210 documents were selected. Finally, a thorough screening of the
content of the documents allowed us to select 34 papers highly related to the topic of
the ecotoxicological and environmental impact of alternative energies, uncovered
below.

3.2 Alternative Energy Sources and their Impacts

The alternative energy production systems include all those systems other than the
generation of energy through the combustion of fossil fuels, spanning the use of
biomass residues, dams, geothermal, wave-force, wind, and photovoltaic [8]. The
implementation of these types of systems has been useful to solve energy problems
in communities that have limited access to fossil fuels. More recently, the over-
whelming environmental impact on the planet, such as global warming, due to
indiscriminate fossil fuel uses has potentiated and extended the systems and tech-
nologies related to alternative sources of energy. Now, we describe issues and
adverse effects related to the development of these systems.
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3.3 Wave Power

The production of this type of energy is carried out from devices capable of
converting the mechanical-oscillating energy from marine waves and tides to elec-
trical energy [2]. Several technologies have been developed to achieve energy
interconversion (Fig. 2), among which are oscillating water column equipment
(OWCE), which is characterized by having an opening in the upper part, through
which compressed air comes out due to the action of the waves, which activates
power-generating turbines [9], the articulated semi-submerged cylindrical equip-
ment (AsSCE) produces an oscillating movement when impacted by the waves,
which induces an internal flow of oil at high pressure, activating hydraulic motors
coupled to a series of electric generators, the wave collectors (WC) are devices
attached to the seabed, emerging to the surface and capturing waves through a ramp,
the inertia moment of the waves is transferred to turbines and electric generators
[10]. Similarly, there are floating structures capturing water waves and filling tanks
that once descend to the seabed, activate a series of hydroelectric turbines [11]. More
details on the ecotoxicological and environmental impacts of wave energy produc-
tion systems are shown in Table 1.

Fig. 2 Technologies used to produce energy from waves. (a) Wave collectors [12], (b) oscillating
water column equipment [13], and (c) articulated semi-submerged cylindrical equipment [14]
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3.4 Wind Power

The production of this type of energy occurs through the movement of turbines
coupled to blades that are activated when wind circulates through in a propeller
movement, the kinetic energy transferred from gas particles present in the air, driven
by the wind currents to the mechanism of a windmill is transformed into electrical
energy through magnetic induction in the generators [24]. Wind power production is
considered one of the inexhaustible alternatives, with little space occupation, low
operating cost, and null greenhouse gas production, with an energy production
calculated over 500 gigawatts per year, among alternative energy systems [25];
this has propitiated the use of wind power in parts of the world where the probability
of wind is geographically significant, such as in coastal areas where some adverse
ecological and environmental impacts generated by this type of technological
development have also been identified. Some examples of the ecological and
environmental impact generated by wind energy are described in Table 2.

Table 1 Ecotoxicological and environmental impacts caused by wave power energy

Ecotoxicological or environmental impact

Wave power
technology
implemented References

Potential collision, entanglement, entrapment, habitat dis-
ruption, noise interfering with marine mammals that use
sound to communicate, and electromagnetic fields inter-
ference with navigating, feeding, and evade predators

WC [15, 16]

Biomass changes by alteration of deposition and migration
habits of benthic organisms, decreasing the abundance of
these organisms due to constant mix of seabed as conse-
quence of the power of waves

OWCE, AsSCE [17, 18]

Electromagnetic fields disrupting the orientation of ceta-
ceans and elasmobranchs, which are sensitive to magnetic
fields

AsSCE [19]

Changes in the development of embryos and alterations in
the development of cellular processes in sea urchins and
some fish

WC, OWCE [20]

New habitat creations, change in wave energy and phys-
ical damage to marine habitats during the installation,
operation, and maintenance phases. Changes in the bio-
availability of nutrients and ecological interactions

WC, OWCE, AsSCE [21]

Wave power devices and associated cables could act as a
potential source of cumulative stressors in aquatic
ecosystems

WC, OWCE [22]

Electromagnetic fields could also disrupt the migration
patterns of fish, such as eels, by interfering with their
ability to orient themselves relative to the geomagnetic
field

AsSCE, OWCE [23]

WC wave collectors, OWCE oscillating water column equipment, AsSCE articulated semi-
submerged cylindrical equipment
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3.5 Photovoltaic Energy

Photovoltaic energy is produced through a molecular light harvesting process, which
induces vertical transition excitation states to molecules, granting electron
conduction properties by reducing the abortion bandgap level, allowing to store
electric energy into batteries. The whole device is acknowledged as photovoltaic/
solar panel or cell, with different constitution, being the monocrystalline ones, made
of molten pure silicon, doped with boron, polycrystalline panels that have the same
constitution, but in these the growth of silicon crystals is not controlled, allowing
them to grow in different directions, thus facilitating the formation of groups of
heterogeneous crystals joined together [33]. Another type of solar panel is the thin-
film one, and this is produced in a different way than the previous ones, through a
process in which a thin layer of amorphous silicon is deposited, or of cadmium,
copper, indium, gallium, and selenium telluride, or in some cases of organic
photovoltaic cells, on substrates made of plastic or glass.

The development of photovoltaic panels is not recent. However, it has heavily
developed in the last 20 years, due to the discovery and implementation of new
materials that have improved the efficiency of energy production and have also
contributed to the reduction of costs associated with the production and commer-
cialization of these devices [34, 35]. Despite the environmental advantages offered
by the implementation and use of photovoltaic panels, there are direct and indirect
negative impacts on ecosystems. Some effects generated during the development of
photovoltaic systems are listed in Table 3.

Table 2 Ecotoxicological and environmental impacts caused by wind power energy

Ecotoxicological or environmental impact References

Noise generated by wind turbines on the marine ecosystem impacts on the atmo-
sphere either through direct changes in wind speed or turbulent heat flows

[26]

The noise caused by the operation of wind turbines on land and its visual impact,
can cause symptoms of stress, sleep disturbances, headaches, and hearing problems
in people living in areas near wind farms

[27]

High level of noise produced by the rotor blades, visual impacts, and the death of
birds and bats by collision with the blades

[5, 28]

The construction and maintenance of wind power plants alter the structure of the
vegetation through the clearing of forests, alteration, and possible soil erosion. As
these factors, potentially, represent the greatest significant change through the
fragmentation and loss of habitat of some species

[29]

Noise related to offshore wind farms has the potential to affect the physiology and
behavior of harbor porpoises and seals at considerable distances, even affecting their
hearing

[30, 31]

According to observations regarding to the vocalization of the squirrels (anti-
predatory behavior), there are behavioral differences between the squirrels that live
near the wind turbine and those in the control site, indicating that the noise of the
wind turbines (when they are active) interfere with the wildlife underneath the wind
farms

[32]
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4 Discussion

Despite the benefits offered by the implementation of wave/tidal energy production
systems, the implementation equipment of this technology invades the marine
ecosystems [19], triggering a progressive degradation of the environment due to
the loss or displacement of marine species that regulate the ecosystem. Additionally,
equipment cable and devices installed along the seabed can trap marine animals and
collide with large organisms.

Other potential risks identified for marine biodiversity are the formation of
electromagnetic fields, the generation of noise, and water column disturbances
[43], which alter the behavior of benthic marine animals such as flounder fish and
stingrays, as well as disruptive displacement patterns of plankton and phytoplankton
distribution due to changes in the circulation of the surface layer of the water
column, thus affecting their supply in the spaces where they are captured by
organisms that have to this group of microscopic organisms as the basis of their
diet [44].

Among the ecological and environmental impacts caused by wind turbines, the
transformation of the three-dimensional visual elements of the landscape stands out,
due to the height they reach (between 50 and 80 m), which in turn causes discomfort
in the human populations living nearby wind farms, which are manifested through
sleep disturbance, psychological stress, anxiety, and memory and concentration
problems; these effects are inversely related to the distance humans to wind farms
[45]. Other important effects are related to the ecological and environmental com-
ponent, which include increased mortality of birds and bats caused by direct collision
with the blades or airscrews, as well as changes in the migration and reproduction

Table 3 Ecotoxicological and environmental impacts caused by photovoltaic energy

Ecotoxicological or environmental impact References

Generation of electronic waste from solar panels since they have a useful life of
20–30 years. The toxic gases and heavy metals emitted during the processing of
materials and the manufacture of solar cells are associated with the category of
carcinogens, due to the extensive use of chemicals such as acids and dangerous
solvents

[36–38]

Reduction of water sources in the assembly and building area due to excessive water
consumption due to the manufacturing process of photovoltaic panels

[39]

Floating photovoltaic plants cause a reduction in the penetration of sunlight to
bodies of water, which negatively affects the growth of animals and aquatic
vegetation

[40]

Emissions of gases, particles, and liquid discharges. Consumption of resources,
generation of waste and permanent impact on the biotic environment due to the
construction of access roads and auxiliary buildings

[34, 39]

Because plants of photovoltaic systems are carried out both on free and agricultural
lands, their impact is expressed in flora and fauna, respectively, since there is the
total or partial elimination of plant life

[41]

Acidification and deforestation of the area due to the production of waste during the
manufacture, installation, and use of photovoltaic systems

[42]
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pattern of these groups of flying animals and disruption of behavior and food chains
due to the displacement to other places in search of food, directly related to the loss
of the vegetation cover that previously served as a source of food and permanent or
temporary shelter [46–49].

According to [6, 50], the negative impacts generated during the implementation
of photovoltaic systems are mainly related to conflicts in land use, soil compaction,
and the alteration of its physical and chemical properties, the erosion of its surface
layer, the increased sediment load or turbidity in local aquatic ecosystems, reduced
infiltration of air pollutants and rainwater, reduced groundwater recharge, and loss of
soil organic carbon. The same authors state that there may also be a deficiency in the
availability of water in the communities near the sites where these projects are
implemented, as well as ecological effects associated with habitat fragmentation,
loss of native vegetation cover, and animals and microbiota associated with this type
of formation.

Photovoltaic system is important to highlight that these systems produce chemical
contamination due to the use of heavy metals such as cadmium, selenium, lead,
aluminum, tin, copper, chromium, and silver, during the manufacturing and final
disposal after the panels have completed their life cycle [36, 51–53], which results
worrying because some estimates suggest that in the year 2050 the hazardous solid
waste generated by this type of energy system will be 80 million tons [54].

Strategic planning is an important factor to take into account when reducing the
negative ecotoxicological and environmental impact of alternative energies imple-
mentation (Fig. 3), by avoiding the development and start up of these technologies
within highly relevant and sensitive areas where biodiversity conservation are
essential for supporting life in earth [55], as occurs in many areas of Latin America
where some biodiversity hotspots are still conserved [56]. Likewise, the

Fig. 3 Considerations on the management of the impacts generated by alternative energies
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environmental education component must be strengthened, and the culture of change
in energy consumption habits must be promoted, to reduce unnecessary energy
demand and thus the carbon footprint.

Other aspects that authors such as Nazir et al. [5] propose to reduce the environ-
mental impact of alternative energies include the use of energy management
indicators and the integration of policies and regulations that regulate the use of
hazardous materials or their replacement by others that are not during the construc-
tion of the devices energy production or at the time of final disposal.

5 Conclusions

Alternative energies contribute significantly to reducing the environmental impact of
traditional energy production systems. However, these production methods also
exert less weighting, but not insignificant, environmental, and ecotoxicological
impacts, which is why it is necessary to improve knowledge in this regard, especially
in areas with high ecological vulnerability such as tropical areas of Latin America.

Knowing the experiences of the effects associated with the implementation of
alternative energy production projects is essential for their prevention in future
projects of the same nature in Latin America.

Research is required to asset the true impact on different ecosystems, and
knowing and prioritizing natural migration patterns of the species would likely
help to plan and implement the alternative energy production technologies. A
chain of events harmful to habitats, especially marine habitats, can be unleashed
by just changing the energy contained in a wave. Moreover, underwater electromag-
netic devices significantly affect marine species highly sensitive to changes in
electromagnetic patterns.
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Design and Implementation of a Web-Based
Residential Energy Assessment Platform:
A Case Study in Cuenca, Ecuador

Willian Carrión-Chamba , Wilson Murillo-Torres ,
Christian Naranjo-Ulloa , Katy Valdivieso-García ,
Andrés Montero-Izquierdo , and Iván Acosta-Pazmiño

1 Introduction

COVID-19 pandemic had a significant impact on energy consumption dynamics.
Population confinement and the government’s restrictive measures to control virus
spread generated changes in electricity power-consuming patterns. Globally there
was a 38% decrease in the short-term consumption trend during confinement and a
14.5% decrease during the reopening period, mainly caused by the shutdown and
cessation of industrial and economic sectors [1, 2]. Nevertheless, in residential
installations, energy demand increased by 30% during the isolation period [3]. The
main factor is the increased use of energy-intensive systems during daylight hours,
such as heating, air conditioning, lighting, and appliances. In confinement, the
household electricity consumption increased by up to 30% in hours close to noon
and 23% during typical working hours [4]. A study in New York City showed that
total energy consumption in the industrial and commercial sectors decreased by
approximately 7% during the pandemic period. However, household consumption
increased by around 23% in March and 10% in April 2020 [5].
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Meanwhile, in Canada, the average daily electricity consumption in a residential
household sample increased by 12% in 2020 compared to 2019 [6]. Similarly,
research carried out in Huelva, Spain, showed that energy consumption from
residential customers increased by around 15% during the total shutdown and
7.5% during the reopening period [1]. In Latin America and the Caribbean, final
energy consumption decreased by approximately 9% due to containment measures
between 2019 and 2020; however, energy consumption in the residential sector
increased by 20% [7]. Ecuador also experienced an increment in electricity con-
sumption in the residential area between March and August 2020; therefore, the
consumption trend in this economic sector was the same for Cuenca [8]. According
to data provided by the Empresa Eléctrica Regional Centro Sur C.A., for the year
2019, the electricity consumption in the residential sector in Cuenca was
265.9 GWh, from which 71.3% of energy consumption is represented by urban
area. In 2020, energy consumption in Cuenca urban residential sector increased up to
193.8 GWh, unlike 2019 consumption, which was 189.4 GWh. In this context, on
March 16th, there was a notable increase in average energy consumption per
customer, where the maximum value throughout the year is recorded in May with
152 kWh; this is due to during the first 3 months of the sanitary emergency, the
confinement measures were more restrictive [9] (Fig. 1). In May 2020, residential
customers increased their electrical power consumption by 13%, taking the same
month of the previous year [10]. Nevertheless, on the 25th of May, the city of
Cuenca planned a flexible policy, going from red to yellow epidemiological traffic
lights. In turn, the economy in the industrial and commercial sectors began to
reactivate. It implied an increment in mobility and a reduction in household elec-
tricity consumption [11], in such a way that the average consumption per customer in
August was 121 kWh. On September 13, the state of emergency ended [12], and in

Fig. 1 Average monthly electricity consumption per customer in Cuenca
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the urban area of Cuenca, electricity power consumption for the last 4 months of
2020 had a similar trend as in 2019.

Notably, during the time of confinement, the household electricity consumption
profile had increased throughout the day. Nevertheless, no measures have been taken
to ensure a sustainable energy supply to meet the required demand. Furthermore, the
poor dissemination of energy-saving information and the high level of electricity
subsidies are generally the leading causes of indifferent behavior toward the culture
of reduction [13, 14]. To reduce energy intensity and absolute energy consumption,
it is necessary to impose taxes or subsidize investment in more efficient technologies
and propose incentives or even develop tools that contribute to generating changes in
consumption habits [15]. Energy consumption in residential buildings can be
reduced with energy-saving strategies such as energy sufficiency and efficiency.
The first refers to the consumption of energy services at a level consistent with
equity, welfare, and environmental limits [16, 17]. On the other hand, energy
efficiency is a strategy consisting of using energy-efficient equipment without
considering whether such equipment is used under sustainable consumption patterns
[18]. Models have shown that the residential sector can achieve 48% savings in
electricity consumption when efficient technology is implemented and consumption
habits are improved [19]. Other research, such as Tonn’s and Peretz’s study, reports
that energy efficiency practices in households reduce energy consumption by 20%
[20]. In comparison, potential savings of 10–25% can be achieved when people
adopt responsible consumption habits [21].

In this context, changes in energy consumption patterns in the residential sector
resulting from the COVID-19 pandemic are a tipping point for accelerating envi-
ronmental concern toward sustainable habits and behaviors in post-pandemic
[22]. Therefore, energy assessment tools are alternatives that provide information,
stimulate energy rationalization, and, with simplified language, allow quantifying
electricity consumption in the residential sector. In Ecuador, there is no easy-to-use,
easy-to-understand tools developed locally that enable consumers to counteract their
lack of knowledge about electricity consumption regarding household appliances,
which is one of the most important factors in total household consumption. The
present work aims to evaluate energy savings and emission reduction in the resi-
dential sector of the city of Cuenca, Ecuador, through the design and implementation
of an online platform to estimate electricity consumption and identify reduction
opportunities. This tool can be further expanded to cover other cities inside Ecuador
and other countries within the region.

2 Methods

The scope of the study covers urban residential areas of the city of Cuenca, which is
located in the highlands at 2530 masl [23]. Cuenca is organized into 15 urban
parishes with 99.64% electricity service coverage [24]. In Cuenca, single-family
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households represent 73.31% of residential construction with an average of 4.08
people per home [23, 25].

To design the online energy consumption platform, information related to main
household appliances used in the residential sector of Cuenca, average electricity
consumption, local cost of electricity, CO2 emission factor, and electricity consump-
tion reduction percentage is required. All the mentioned data, together with the
energy sufficiency and efficiency measures, were collected. Based on these data,
calculation algorithms, functional design of the prototype, and version 1.0 of the
platform were developed. In Fig. 2, a general outline of the methodology applied in
this research project is presented.

2.1 Data Collection

Electricity power savings and emission reduction assessment of Cuenca’s residential
sector began with a gathering of information on energy demand and technical
specifications of commonly used household appliances. Different types of electron-
ics and electric appliances that can be viewed and selected by platform users were
obtained from digital surveys applied to 451 households in Cuenca. In this sense, the
structure of the surveys based on semi-closed questions allowed access to quantita-
tive data per household on electricity consumption, quantity, and time of daily use of
household appliances. The specific sampling design applied is of the
non-probabilistic opportunity sampling type, a sampling method considered due to
the mobility difficulties and confinement measures generated by the COVID-19
pandemic. On the other hand, each appliance’s model, power, and energy efficiency
was obtained from a local household appliance retailer’s database and different
catalogs. In addition, the Technical Regulations of the Ecuadorian Institute of
Standardization were reviewed to gain legal support and know which appliances
comply with energy efficiency and labeling regulations.

To assess the energy reduction potential in housing, energy sufficiency and
efficiency strategies were investigated. Saving percentages of these measures were
extracted from academic sources and energy-saving and technical efficiency guides
from certain organizations and countries. Saving strategies were organized
according to household energy needs, taking into account six categories: heating,

Fig. 2 Methodology scheme
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cooling, household appliances, lighting, sanitary water heating, and technology and
entertainment. The application of energy sufficiency measures will depend on
individual users’ degree of interest, knowledge, and commitment to energy saving.
Table 1 shows that sufficiency measures found have application in household
appliances, water heating, and technology and entertainment categories.

In terms of energy efficiency, 14 strategies were considered, distributed in all
categories. Applying these strategies has an investment cost that depends on the type
of technology to be implemented. In general, the return on investment is only
recognized after some time. Table 2 presents each of the considered energy effi-
ciency measures and their respective savings percentages.

2.2 Calculation Algorithms

Before developing the platform, it was initially considered to integrate and test the
calculation algorithms in a prototype developed in an Excel spreadsheet to test
method functionality and effectiveness. Electricity consumption in homes is gener-
ated by lights, washing machines, refrigerators, showers, electric heaters, televisions,
and computers. Calculation of monthly energy consumption derived from each
appliance, E, is defined by Eq. 1:

Table 1 Energy sufficiency measures

Categories Energy sufficiency measures
Savings
(%) Sources

Water heating Take regular showers for short periods (maximum
5 min)

20 [26]

Household
appliances

Increase the freezer temperature by one degree Celsius 7.8 [27]

Increase the temperature by one degree Celsius in the
refrigeration compartment

2

Clean the back of the refrigerator 2

Place the refrigerator in a cool and ventilated place,
away from possible heat sources: solar radiation, ovens,
microwaves, stove, etc.

0.9

Do not open the refrigerator door unnecessarily 7 [28]

Place the refrigerator at a distance of 15 cm between the
back of the fridge and the wall

15 [29]

Air dry clothes and do not tumble dry 100

Cook in containers with lids 25 [30]

Using the microwave instead of the conventional oven
saves energy and time

60

Technology and
entertainment

Disconnect technological and entertainment equipment
(TV, computers, consoles, etc.) when not in use

10 [31]

Design and Implementation of a Web-Based Residential Energy. . . 125



E ¼ P ∙Q ∙ t ∙ f 1 ∙ f 2 ð1Þ

where P is the power for each appliance (Watt), Q is quantity per appliance type
(units), t is daily usage time (hours), f1 is an energy conversion factor (1 kW/
1000 W), and f2 is a time conversion factor (30 days/1 month). However, to
determine a household’s total energy consumption (ET), Eq. 2 is used, where i is a
type of appliance, n indicates the total number of appliance types, j is one of the
rooms, m is the total number of rooms, and Ei1+ Ei2 + Ei3 + ... + Enm represent the set
of electrical consumption values of the appliances in each room (kWh/month).
Equation 2 provides more accurate consumption values since the total consumption
is calculated based on the energy consumption per room. It is easier for the user to
remember what equipment they have in their home:

ET ¼
Xn
i¼1

Xm
j¼1

Eij ¼ Ei1 þ Ei2 þ Ei3⋯þ Enm ð2Þ

The monthly value to be paid for electricity consumption, Vp, is determined with
Eq. 3, where c is the tariff in USD per kWh applied according to the level of

Table 2 Energy efficiency measures

Categories Energy efficiency measures
Saving
(%) Sources

Space heating Switch to an efficient portable electric heater 10 [29]

If possible, install double-glazed windows 15 [32]

Water heating Change the electric shower to a more efficient one (save
water and energy)

15 [29]

Household
appliances

Replace with a low energy consumption refrigerator
(class A)

60 [27]

Replace with a low energy consumption washing
machine (class A)

30 [33]

Buy cookers with induction plates because they con-
sume less electricity than conventional glass-ceramics

20 [30]

Replace the electric oven with one with low energy
consumption (class A)

30 [29]

Replace the microwave with a low-energy one (class A) 54 [34]

Space cooling Switch to an air conditioner with inverter technology 60 [33]

Install awnings on the windows where the sun shines the
most, avoiding the entry of hot air into the house’s
interior and adequately insulating walls and ceilings

30 [30]

Lighting Replace incandescent lamps with LEDs 85 [35]

Replace fluorescent lamps with LEDs 60 [36]

Incorporate lighting controllers (timers, occupancy sen-
sors, dimmers)

20 [37]

Technology and
entertainment

Replace the LCD TV with LED technology 40 [38]
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consumption and as established in the current tariff schedule [39]. The annual CO2

emissions generated by electricity consumption, Ge, are calculated with Eq. 4, where
f3 is the time conversion factor (12 months/year) and Fe is the emission factor
(0.4897 kgCO2/kWh) used [40]:

Vp ¼ ET ∙ c ð3Þ
Ge ¼ ET ∙Fe ∙ f 3 ð4Þ

Once electricity consumption has been estimated, saving strategies can be applied
to improve energy consumption in the household. Equations 5 and 6 establish the
improved consumption with energy sufficiency, Ese, and the enhanced consumption
with energy efficiency, Eee, for each appliance, respectively. In the equations below,
se denotes savings percentage with sufficiency, and ee represents savings percentage
with energy efficiency for each appliance:

Ese ¼ E ∙ 1� se
100

� �
ð5Þ

Eee ¼ E ∙ 1� ee
100

� �
ð6Þ

However, Eq. 7 shows improved consumption in a household when energy
sufficiency and efficiency, Esee, are simultaneously applied:

Esee ¼ Eee 1� se
100

� �
ð7Þ

The prototype’s calculation structure was validated by performing different
calculation exercises to verify that the energy consumption reported in the electricity
consumption plan of a household is similar to the value provided by the prototype.

2.3 Energy Assessment Platform Design

Once the calculation methodology was validated in the base prototype, a visual
design of the web platform (https://redies.com.ec/calculadora/) was developed. This
tool has interactive features that ensure easy understanding by non-specialized users
to guide them toward an energy-saving culture. Residential energy assessment
platform functionality is divided into three sequential stages (Fig. 3). The first one
consists of collecting input data such as the type, quantity, power, and hours of daily
use of the appliances according to the number of rooms in the house to make it easier
for the user to identify the appliances in each room. In this first step, users can use
default appliance power values or modify them according to the power specified on
the label of each appliance in their home. With this input data, the platform will show
the monthly estimate of the home’s total energy consumption, consumption
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distributed by rooms and categories, the estimated cost for the electric service, and
CO2 emissions expressed as the annual equivalent that a vehicle can exhaust.

The second phase corresponds to the saving potential; here, the platform provides
a series of energy efficiency and sufficiency measures to select and see the energy
consumption reduction reflected. In the last stage, a detailed summary of the savings
achieved in energy, economic, and environmental terms is presented on the platform.
It also displays improved electricity consumption, percentage energy savings gen-
erated by the selected energy sufficiency and efficiency measures, and a pie chart
showing improved consumption distribution by category (Fig. 4). Finally, to inform
about the platform’s existence and encourage a culture of energy saving in the
population, in this last section, the user is given the option to share the findings of
their energy evaluation experience through social networks.

To ensure the proper functioning of the platform, several test exercises were
carried out until the results were congruent with the Excel prototype.

2.4 Case Study

The following is a case study based on data obtained from surveys conducted
through digital media, so it should be noted that the results could be biased toward
the upper-middle class stratum. The data show that 139 of the 451 respondents
belong to families with four members, representing the average number of people in
a household in Cuenca. Thus, the aim is to quantify the average consumption of a
home and the reduction that can be achieved by applying the saving strategies
available in the residential energy assessment platform.

Fig. 3 Energy assessment platform functional diagram
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To determine energy-saving potential through the platform, it is necessary to
know each appliance’s power and the daily number of usage hours. Most common
equipment and time of use were obtained based on the surveys. To avoid using low
or high power values in the appliances, an average power level was determined for
each type of appliance using as reference the power of the efficient and non-efficient
equipment available on the platform. Table 3 shows the power, quantity, and time of
daily use of the appliances used to calculate the base consumption of a household in
Cuenca.

With the appliances’ technical information and using the energy platform, a
typical or baseline consumption of a house in Cuenca was estimated. Once the
average consumption of a household was estimated, sufficiency and efficiency
scenarios and the integration of energy sufficiency and efficiency were evaluated
to determine the reduction potential in energy, economic, and environmental terms.

Fig. 4 Screenshot of platform results section (results in Spanish)
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3 Results

Based on the information gathered, the results of this study show that the average
electricity consumption in a typical upper-middle-class home in Cuenca is 182 kWh/
month, which is equivalent to a cost for the service of 17.1 USD and an annual
emission of 1068.9 kgCO2. Figure 5 shows that of the base consumption, the
household appliances category represents 56.9% (103.55 kWh/month) of total
electricity consumption, including the refrigerator, washing machine, microwave,
and vacuum cleaner within this category. Technology and entertainment

Table 3 Appliances used for the case study

Categories Appliances
Power
(Watt) Quantity

Time of daily
use

Household appliances Refrigerator 339 1 8 ha

Clothes washer 743 1 15 minb

Vacuum cleaner 1800 1 15 min

Microwave 1300 1 5 min

Technology and
entertainment

LED TV 93 1 1 h

Plasma TV 170 1 1 h

Desktop PC 75 2 8 h

Home audio
system

135 1 3 h

Lighting Luminaire 31 6 4 h
aDaily refrigerator run time is based on the proposal estimated by the United States Department of
Energy (USDOE) [41]
bDaily usage time is based on washing machine usage twice a week with a 50–60 min wash cycle
duration

Fig. 5 Base consumption and energy consumption reduction scenarios
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(televisions, computers, and sound systems) occupies second place in the level of
consumption with 30.8% (56.04 kWh/month), while luminaires contribute 12.3% of
total energy consumption in the home. In addition, there is evidence of a gradual
reduction in energy consumption as energy strategies are applied. At the same time,
the household appliances category shows the highest percentage of savings in all
scenarios comparatively because these appliances have the highest energy consump-
tion, as is the case of refrigerators.

According to the above, applying energy sufficiency measures in a household in
the city of Cuenca will have an improved consumption of 148 kWh/month,
116 kWh/month with energy efficiency measures, and 99 kWh/month applying the
two measures, which in turn represent 19%, 36%, and 45% energy savings in the
household, respectively (Table 4). In addition, with energy sufficiency, efficiency,
and energy sufficiency-efficiency measures, the family can achieve monthly eco-
nomic savings of about 3.3, 6.3, and 7.9 USD, respectively, and an annual reduction
in emissions of up to 484.6 kg CO2/year could be achieved with energy sufficiency-
efficiency measures.

In household appliances, energy sufficiency measures were targeted at the refrig-
erator as the appliance with the highest consumption. These strategies included
increasing by one degree Celsius in the freezer and refrigeration compartment,
cleaning the back, avoiding opening the door unnecessarily, placing the refrigerator
away from potential heat sources, and placing it at a 15-centimeter distance from the
wall. As for the technology and entertainment category, the measure applied was
disconnecting these appliances on standby. On the other hand, replacing high-
consumption appliances and devices with Class A labeling was proposed to evaluate
savings with energy efficiency measures.

Table 4 Reduction potential analysis on base energy consumption in energy, economic, and
environmental terms

Scenarios
Cost
(USD)

CO2 emissions
(kg/year)

Energy-
saving (%)

Monetary
savings (USD)

CO2 savings
(kg/year)

Base consumption
(BC)

17.1 1068.9 n.d. n.d. n.d.

BC + sufficiency 13.8 870.2 19 3.3 198.8

BC + efficiency 10.8 683.7 36 6.3 385.3

BC + sufficiency
and efficiency

9.2 584.4 45 7.9 484.6

Note: The monetary values correspond only to the charge for electrical energy consumption and are
based on the tariff schedule
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4 Discussion

The platform is a dynamic and easy-to-use web tool designed to be used by
residential users in Cuenca’s urban area to evaluate the electricity consumption in
their homes. The particularity of this tool is that it orients the user toward a saving
culture based not only on efficiency measures but also on energy sufficiency. It
allows evaluating electricity consumption reduction according to family solvency. In
addition, it reflects the results of energy savings in monetary and environmental
terms, which can be very useful for users to understand the economic benefits and
generate awareness within the family environment about the importance of reducing
greenhouse gas emissions. These innovative features and advantages extend and
improve the functionalities provided by other web tools such as “Planillita” devel-
oped by the Electricity Regulation and Control Agency in Ecuador [42], the “Edenor
Simulator” of Argentina [43], and the “Energy Calculator” of the Ministry of Energy
and Mines of Peru [44]. They only have functions that integrate the calculation of the
monthly electricity consumption and the service cost without providing information
to the user on the energy, economic, and environmental savings that can be achieved
if consumption reduction strategies are applied.

Based on the proposed case study, the results show that the average consumption
of a house in Cuenca is 182 kWh/month and that by using the platform to determine
the potential for reduction according to energy sufficiency, efficiency, and
sufficiency-efficiency scenarios, a reduction of 19%, 36% and 45% in electrical
consumption can be achieved. These results are consistent with those reported by
Baquero and Quesada [23]. They determined that by applying basic strategies such
as replacing electrical appliances with efficient equipment, taking advantage of
natural lighting, and replacing conventional lighting fixtures with LEDs, a 46%
maximum electricity saving of total consumption is achieved. However, the average
consumption for a home in Cuenca determined from this work is 10.66% higher than
the value reflected in our study. Another research conducted in Bogotá, Colombia,
showed that, by applying a model of demand management strategies, consumption
reductions from7% to 19% are achieved when residential users change their con-
sumption habits. The reduction goes from 6% to 26% when replacing devices and
17% to 45% of total savings combined with energy sufficiency and efficiency
strategies [45].

However, it should be noted that the platform calculates consumption reduction
potential based on energy efficiency and sufficiency saving percentages extracted
from academic sources. Although the values may be determined in different condi-
tions and contexts, it can be considered that the first version of the electricity
consumption calculator generates valuable insights to encourage electricity savings
in residential customers. As for the source of the appliance list displayed on the
platform, the database of a local retailer and various equipment catalogs were
included. The advantage of having a first complete local inventory of electrical
and electronic equipment is the possibility of showing to the user appropriate data
according to the study area with relatively little specific information. However, this
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data can be modified as new information becomes available until a sufficiently
nourished database is consolidated.

Finally, the accuracy of electricity consumption calculation and the potential
savings after using the residential energy assessment platform will depend on the
accuracy level of the appliance usage time, power according to the efficiency level,
and the number of strategies that the user applies to the equipment present in the
household.

5 Conclusions

In this paper, we have presented the development of the first version of a residential
energy assessment platform that allows a dynamic and simple way to estimate the
electricity consumption of households in Cuenca. This tool has 11 sufficiency
measures and 14 energy efficiency measures distributed in six consumption catego-
ries, so that the user can evaluate the potential energy, economic, and environmental
savings. Concerning this case, which determined that the average consumption in a
typical upper-middle-class house in Cuenca is 182 kWh/month and evaluating the
reduction potential for this consumption with the scenario that integrates energy
sufficiency and efficiency, it is possible to achieve 45% of energy savings. It
represents a monthly saving of 7.9 USD in the payment of the electricity bill and a
reduction in emissions of 484.6 kg CO2/year. However, when evaluating the energy
sufficiency scenario where no investment is required, a 19% reduction in energy
consumption can be achieved. A monetary saving of 3.3 USD and the annual
emission of 198.8 kg CO2 into the atmosphere can be avoided. These results
demonstrate how energy sufficiency and efficiency contribute to managing electric-
ity demand in the residential sector. Finally, as future work, it has been planned to
carry out acceptance tests of the platform and a statistical analysis on the estimates of
electricity consumption, electricity savings, and CO2 emissions using the record of
information provided by the users through the platform. In addition, we intend to
conduct pilot tests with distribution and commercialization agents (electricity com-
panies) to extend the application to other cities in Ecuador.
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Analysis and Evaluation of Energy
Efficiency in Buildings Based on Building
Information Modeling

Vicente Macas-Espinosa , Landie Vera-Rodríguez ,
and Julio Barzola-Monteses

1 Introduction

The increment in the concentration of carbon dioxide in the atmosphere and its
effects on change of temperature of earth is a worldwide topic of great interest. The
CO2 emissions related to energy consumption in buildings have increased in the last
years after having remained constant between 2013 and 2016. Direct and indirect
emissions from the use of electricity and heat were close to 10.1 GtCO2 in 2019, an
8.6% of increment in relation to 2010 and a 31.16% of increment in relation to 2000
according to reference [1].

Some of the main factors that have contributed to this increase are the energy
demand amplification for heating and cooling, the increment in the purchase of air
conditioning equipment, and the extreme climatic conditions [1]. In 2018, world-
wide, the residential sector registered 21% of the total energy consumed, while the
commercial and public services sector registered 8%. These two sectors together
represented energy consumption in buildings at 29%, after the industrial sector
(38%) and transport (29%) [2]. In Ecuador, in terms of final energy consumption,
the residential sector registers a consumption of 13.43% and the commercial and
public services sector 7.91%, and as a result 21.34% is the final energy use for
buildings [3].
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Considering what was stated in the previous paragraphs, the Ecuadorian
government approved an energy efficiency law in March 2019. Among the sectors
regulated by this law, energy efficiency in buildings (EEB) is considered part of the
regulation [4]. In the last 5 years, EEB has been a research field highly driven by
interdisciplinary research groups [5–13]. Energy use intensity (EUI) is a quantifica-
tion approach to compare the energy performance of similar buildings and evaluate
their design against standard benchmarks [14]. The energy intensity in the building
sector (the final energy per square meter) has been decreasing up to 1% annually
since 2010, being considered insufficient, since the average growth in the area of
buildings borders 2.5%.

The EUI is a widely used indicator in energy efficiency studies in buildings. One
way to calculate the EUI is through computational tools based on building informa-
tion modeling (BIM). BIM is a process of development of a digital model that
includes information associated with the physical and functional characteristics of
the building and in which architects, engineers, and the construction industry
participate, providing efficiency design, construction, and operability in the three
phases: pre-construction, construction, and post-construction [15].

In the case of existing buildings, the modernization strategy is considered as an
opportunity to reduce global energy consumption and greenhouse gas emissions.
This rehabilitation must be technically and economically feasible. BIM plays an
important role for these feasibility analyses [16]. The objective of this research is to
model the building of the Faculty of Mathematical and Physical Sciences through
BIM-type software, to parameterize the construction materials and their envelope, in
order to carry out the energy evaluation creating different scenarios according to the
materials used.

2 Methodology

2.1 Description of the Building to Be Analyzed

The studied building is the one for the Faculty of Physical and Mathematical
Sciences of the University of Guayaquil that was built between 1949 and 1952
[17] and which has the classrooms, laboratories, and administrative offices.

The three-story building is located in a scattered urban plot with characteristics of
an isolated plot of land, without a courtyard, with galleries in one section, a central
hallway, stairs in the middle on the left and on the right side, and green areas in the
surrounding area. With some measurements made with an electrical energy analyzer,
it was determined that the building consumes approximately in a range from 1.383 to
1935 kWh of electrical energy in an average working day [10].

Considering the study of this building, Fig. 1b shows the phases and processes
developed for the elaboration of geometric model and the energy simulations.
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The design of the building corresponds to its current construction, as well as the
spaces and their respective distribution. The building has two blocks, the first block
with three levels and a mezzanine, while the second block has five levels.

First floor: distributed by hall; lobby; classrooms of 78.21 m2, 58.58 m2,
22.04 m2, and 28.85 m2; a multiple classroom of 72.60 m2; administrative office;
sanitary facilities; laboratories; library; conference room; reading rooms; and
storage room.

2.2 Development Phases

The process in Fig. 1 begins by making a difference between a constructed building
(in operation) and one in the design stage; this study case will be the first. For this
reason, it begins with the review of the available two-dimensional architectural
drawings and carrying out the information site survey, this with the aim of
constructing the three-dimensional building model in the Revit BIM software.
Then the initial configuration of the model in BIM will be performed, the project
information is entered, the construction parameters and materials used are being
configured, and finally the spaces configuration and areas of the building are
carried out.

Once the model is finished, the first analysis begins, which is the climate analysis
is carried out, where the sun’s path is considered through the solar diagram, the
elevation in meters above sea level, the average incident solar energy, the perceived

Fig. 1 Process flow diagram for FCMF building 3D modeling
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and relative humidity, the minimum, maximum and average temperature, through
[18], and the graphics of the wind rose showing direction and speed unit.

The orientation analysis and its influence on energy consumption are then carried
out, since it examines the solar incidence on the envelope and the effect on the facade
heating, as well as the use of the entrance of natural light and the incident winds.

Based on the measurement of the electrical parameters carried out with an energy
analyzer, power will be taken as a starting point to examine how the hours of current
operation of the building contributes directly to the energy consumption. In addition,
another operating scenario will be simulated by varying the hours and days as 12/7,
24/7, 12/6, and 12/5 (h/day).

The materials of the construction elements play a very important role in the
energy evaluation, which is why a survey is carried out to know the construction
materials of the building such as walls, floors, roofs, windows, and doors.

These elements are decomposed into sub-elements in order to determine their
conductivity and thermal resistance, which will be parameterized in the Revit
software for energy simulation.

Details of possible materials are elaborated for the set of elements that make up
the building, these materials are taken according to the range of local use, and the
physical characteristics of the materials are indicated such as thermal conductivity,
specific heat, density, thickness, and heat transfer.

Finally, in the analysis of solar incidence, the study of cumulative insolation is
carried out to determine the suitability of the location of the current main facade;
likewise, the analysis of daylight analyzes the percentage of natural light entry per
floor, taking as a reference the international LEED regulation.

2.3 3D Building Modeling and Revit Energy Analysis
Simulation Tool

The construction modeling of this project is made of an already built edification,
currently a heritage building, in which was obtained two-dimensional plans, mea-
surements, and spaces through an on-site survey, in which it is considered to add the
characteristics of existing materials in the building, which were provided by the
Ministry of Heritage and Culture through the building’s heritage file [14].

Energy simulation helps to analyze the movement of energy in, out, and through
the rooms and volumes in a building model. Whole building energy simulation
measures expected energy use (fuel and electricity) based on the building’s geom-
etry, climate, building type, envelope properties, and active systems (HVAC &
Lighting). Revit uses Green Building Studio Software, which is a flexible cloud-
based service that uses the DOE2 simulation engine, a widely used and accepted
freeware building energy analysis program that can predict the energy use and cost
for all types of buildings.
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2.4 Initial Settings

The Revit program considers several conditions when performing the energy anal-
ysis, such as the type of building being modeled, in which it defines parameters
according to the category of building that is established. As the faculty is a university
building, “Educational Center” is chosen as the type of building in which the general
parameters are the number of people per 100 m2, in this case 25 people, as well as an
increase in latent heat, load density of equipment or internal infrastructure of the
building, among others. Using these parameters in spaces that have not been
previously defined is considered as limit values.

In order to know which materials were used for the building’s construction, we
accessed to the heritage file that is provided by the heritage institute in Guayaquil,
whose file indicates each of the materials that the building is made of in both floors,
slabs, roofs, walls, windows, doors, stairs, and others. This asset file can be reviewed
in the annexes attached to this document. The values of heat transfer coefficient
(U) and thermal resistance (R) are determined according to the thermal characteris-
tics of each material and also considering its thickness.

Table 1 shows the configuration in the Revit software of the existing building
components.

In general, in terms of floor space occupied, there are 155 spaces, which are
grouped into areas by common spaces and total on each floor, Zone 1: auditorium,
Zone 2: classrooms, Zone 3: library, Zone 4: circulation, Zone 5: offices, Zone 6:
auxiliary room, Zone 7: technical room, and Zone 8: services.

Table 1 Building type information entered into Revit

Parameter Default value

Occupancy planning table Educational center – 8 AM to
9 PM

Lighting/equipment planning char Educational center – 7 AM to
9 PM

People/100 m2 25

Human activity level Standing, light work, walking

Increase in heat due to the presence of people (W/person) 73

Latent heat increase due to the presence of people
(W/person)

59

Lighting load density (W/m2) 12.92

Equipment load density (W/m2) 16.15

Radiant percentage of electrical equipment 0.5

Carpet (S/N) N

Type of conditioning Cooling

L/s of outside air per person 8

Outdoor air flow per area (m3/h/m2) 3.7

Unoccupied cooling setting position (F) 85
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2.5 Climate Analysis

Guayaquil has a latitude of 2�1203600 South and longitude 79�5400000 West; in Fig. 2,
two seasons per year are shown—the hottest season is considered from March 7 to
May 8 which lasts approximately 2 months, with an average daily temperature
greater than 30 �C determining the hottest day of the year on April 3 with an average
maximum temperature of 3 �C and minimum of 24 �C average and the coolest
season is considered from June 17 to August 20 which lasts more than 2 months
approximately, with an average daily temperature lower than 29 �C determining the
coldest day of the year on August 20 with an maximum average temperature of
29 �C and average minimum of 21 �C.

3 Results

3.1 Solar Analysis

The solar analysis is carried out on the winter and summer solstice dates; one was the
accumulative insolation on all the facades of the envelope, considering the climatic
seasons and the facades with the highest solar incidence, while the other was the final
performance, which consists of the amount of natural light that enters into the
building per floor through openings, doors, or windows.

Fig. 2 Maximum and minimum average temperature
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Insolation
The analysis of the amount of energy received by each of the facades is carried out;
in Fig. 3 the solar scale is observed from a cold heat (blue) to a warm color (red) to
show the amount of energy per unit of surface Wh/m2.

During the summer solstice, which occurs on June 21, it was obtained that the
maximum amount of energy that the building receives is 3134 Wh/m2, while on the
winter solstice it received an amount of 3028 Wh/m2.

Day Light
This section is to analyze which surfaces or areas have solar overexposure due to the
areas of natural light entry. For the analysis, we used data referring to the average of
the equinoxes in Guayaquil on September 21 and March 21, from 9 am to 3 pm,
performed in LEED v4 EQc 7 opt 2 standards with light threshold from 300 to
3000 lx (Fig. 4).

Due to the fact that in the building the types of windows, doors, openings, or any
other element that allows the entry of natural light are small compared to the volume
of the building, it can be observed in the graphs that at least up to the third and fourth
floor, artificial lighting must be used, and small areas near the corridors that connect
to the building receive direct natural light, but the percentage that does not receive is
much higher.

3.2 Orientation Analysis

From the 3D building model, there are five possible orientation scenarios that have
been studied: current orientation of 2.88� and then +45�, + 90�, + 180�, �45�,
and�90� according to the current orientation. The orientations studied are scenarios

Fig. 3 (a) Energy received at summer solstice and (b) summer accumulated insolation—west
facade
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that could not be implemented now due to the fact that the building is already
constructed. Figure 5a shows the path of the sun in the current orientation of the
building.

The software used simulates the amount of electrical energy that would be
consumed inside the building. Figure 5b shows the amount of electrical energy
consumed for each orientation scenario.

Fig. 5 (a) FCMF building orientation simulation and (b) orientation scenarios energy consumption

Fig. 4 (a) Lighting scale and (b) ground floor daylight illuminance
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3.3 Analysis of Operational Hours

The operational hours of the building have been determined in relation to the real use
of electrical energy, which was measured by the research group of the building under
study, and the measurement defines the use that the building has with respect to the
measured energy in 24 h starting at 0:00 and finishing at 11:59 p.m.; as a result, from
06:00 the power varies until 23:06, while for the rest of the time (early morning)
from 23:06 to 05:59, the base electricity power did not change. This data is used to
establish approximately what hours there is occupancy per person in the building and
energy occupancy in it.

Through the energy consumption information, it is possible to enter occupation
data per person in the software for the energy model future simulation.

According to the input data, the times in which the building reaches its max
number of occupancies are determined by average of percentages and at what time of
the day the most energy is consumed.

In Fig. 6b, it can be seen that the energy consumption of 2 hours 12/6 and 12/5
with respect to the initial day 12/7.

3.4 Analysis of Construction Elements According
to the Material

Each element together with the possible materials shows that through the Revit
software used, one can obtain references of the thermal properties of the materials
such as thermal resistance (R), heat transfer coefficient (U), the coefficient of heat
increase, and visual light transmittance. Each element has a different interior con-
figuration and variables such as combination of sub-elements, number of
sub-elements, thickness of each sub-element, and types of materials of the
sub-elements are handled. The construction elements to be developed are walls,
floors, roofs, windows, and doors.

Fig. 6 (a) Educational center occupation planning and (b) occupation scenario energy
consumption
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In Figs. 7a and 8a, the configuration of the type 1 wall and floor 1, respectively, is
shown, in the same way the other construction elements have been configured; for
each of them the construction materials used are specified including their individual
thickness, its total thickness, the thermal resistivity value, and the thermal conduc-
tivity value.

In Figs. 7b and 8b, the simulation of electrical energy type 1 wall and floor
1, respectively, is shown. All types of construction elements were created consider-
ing standard configurations and representative materials used in construction at the
local level.

Once the constructive elements have been analyzed individually, creating sce-
narios in them; in Fig. 9 the best scenarios in the elements have been selected in such
a way as to create the best possible scenario in the present research.

4 Discussion

The modeling of the building was carried out through an analysis of the existing
documentation and the on-site survey of the construction materials. The material
configuration was carried out in the BIM software taking into consideration the heat
transfer coefficients of each material and the thickness used.

In the climatic analysis, it can be indicated that thermal comfort depends on many
factors, of which one of them is humidity, which greatly influences whether an
environment is fully conditioned for the activity to be carried out. The perceived

Fig. 7 (a) Type 1 wall configuration 1 and (b) wall type scenario energy consumption

Fig. 8 (a) Type 1 floor configuration 1 and (b) floor type scenario energy consumption
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humidity in Guayaquil varies extremely, having a longer period of the year more
humid for approximately 8 months from November 18 to July 24 in which the
comfort level according to Cedar Lake Ventures, Inc. is considered muggy, oppres-
sive, or unbearable at least 59% of the time.

The orientation analysis shows the energy performance with the current orienta-
tion of the building (+2.88 degrees from the north) and the performance with six
different orientation scenarios proposed in Fig. 5b, being the 180-degree scenario
with 0.32% of better performance, considering that this scenario is indicative for new
constructions because the building under study is built and in operation.

The analysis of the operating hours was developed based on the measurement of
the electrical energy of the building and parameterized in Revit. From the four
scenarios proposed, the 12/5 scenario has the best energy performance, exceeding
by 22.50% to scenario 12/7 which is considered the operative one.

The configuration of the physical parameters of the constructive elements under
study and their simulation has been able to show that the type of wall T1 with 0.40%
savings is the best scenario compared to the existing one, as well as scenarios T4 and
T5 show a higher energy consumption around �1.59%, placing the concrete and air
block as the best combination over the common brick. Regarding to the floors,
scenarios T4 and T5 show a better and similar result with a 0.08% saving over the
existing one, focusing on the use of additional layers of air and insulation. The T3
roof scenario shows an insignificant improvement in relation to the existing scenario,
for which it was tested with the T4 and T5 scenarios, which use vegetation and soil in
different proportions, but these reduced savings by �0.36% and � 0.99%, respec-
tively. The T2 window scenario has been the one with the best performance with
4.76%, emphasizing the use of triple glass over single-layer glass. The last element
analyzed is the gate, in which an additional T1 scenario has been simulated, which
shows an improvement in performance of 0.06%.

Fig. 9 Selection of best individual scenarios
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Finally, the global scenario, that of the best element options, results in a con-
sumption of 1,177,474 kWh of annual electrical energy compared to the existing
1,257,207 kWh, which represents a 6.34% saving, helping to avoid 834,455 kg of
greenhouse gases effect and an economic saving in energy costs of $ 7175.00.
Compared with the study [19], which indicates that the range of energy savings
would be between 6% and 22%, this study would be at the lower limit of this range,
which is convenient to deeply investigate the choice of materials simulations to find
scenarios that can further improve the overall energy efficiency of the building.

5 Conclusions

This research has developed a methodology to evaluate the energy efficiency of an
operational educational building, from obtaining all the necessary information for
the elaboration of the 3D model, which allowed to carry out simulations and
scenarios of orientation, solar irradiation, hours of operation, and constructive
elements. This development made it possible to choose the best scenarios: 180�

orientation, common brick walls, tile floors, membrane and plywood covers,
aluminum-triple glass windows, and 12/6 operation hours.

It is important to indicate that the present work has presented an energy efficiency
close to 6%, which is considered low; therefore, it is necessary to look for other ways
to increase this indicator and for future work consider being able to simulate the
installation of photovoltaic panels in the covers available, using the same evaluation
methodology considering the increase of the solar system.
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Strategies to Reduce Energy Curtailment
in a Power System with High Penetration
of Renewable Energy: Case Study of San
Cristobal, Galapagos

Jimmy Cordova, Manuel S. Alvarez-Alvarado, Ivan Endara,
Edison Azuero, and Jose Diaz

1 Introduction

Nowadays, the production of energy from thermal power plants drive to the emission
of greenhouse gases and the use of fossil fuels, which leads to an increase in the cost
of electricity [1]. For San Cristóbal Island, thermal generation involves a sub-process
of supplying fuel by marine transportation from continental Ecuador to Galapagos.
This activity represents a danger for the marine flora and fauna of the Galapagos,
existing the possibility of a fuel spill as reported in 2000, when the Jessica tanker
spilled 180,000 gallons of fossil fuel in front of the coast of Puerto Baquerizo
Moreno [1]. Additionally, the existing thermal generation systems on the island
depend on the availability of fuels (e.g., petroleum); therefore, it is necessary for
renewable systems to be able to supply the energy when oil reserves run out. From
an economic point of view, the waste of energy implies the reduction of economic
income for the owners of the generating plants during the renewable generation
peaks. Under this context, the Galapagos Island is migrating to the use of renewable
energies. For instance, San Cristobal Island presents a wind farm with a 2.4 MW
total capacity installed, with a penetration around 33% [2]. Photovoltaic power
plants are also included in the mix of generation in Galapagos. Nowadays,
low-capacity renewable power plants are installed, but country policies are chang-
ing, and it is planned to expand the capacity to increase the penetration of renewable
energy in Galapagos and reduce the use of fossil fuels [3].

Focusing on photovoltaic and wind generation, they present intermittent behav-
iors that depend on solar radiation and wind speed, respectively. Such fact restricts
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the continuous operation and produces wasted energy, in periods when the capacity
is not required. For instance, when there is a high incidence of this type of plant in an
isolated system, there are periods of time in which the energy available from RE
plants exceeds the energy demand of the power system; therefore, the electric system
operator must limit the RE generation to preserve the balance between generation
and load and in that way maintain the stability of the electrical system [4]. To face
this problem, energy storage emerges as a potential solution. These systems store
electrical energy that can be dispatched to supply the electrical demand. Currently,
the most used technologies for energy storage are storage by hydraulic pumping,
compressed air, flywheels, batteries, among others [5]. This research focuses on the
incorporation of cryogenic energy storage, lithium-ion batteries, and flow batteries.

Cryogenic energy storage is characterized by its large amounts of energy than can
storage. The storage process starts when the excess electrical energy from the
network is used to capture and purify air and then cool it down to �196 �C,
transforming it into a liquid to be stored in thermally insulated tanks. When it is
required, the liquid is pumped and heated to ambient temperature producing its
expansion and reaching up to 700 times the volume that it had initially in liquid state,
and the pressure resulting is used to move the turbine coupled to an electric generator
which delivers energy back to the electrical grid. One of the limitations of this
system is its low efficiency that reaches up to 50% [6]. On the other hand, lithium-
ion batteries are made up by positive electrode (anode) made of lithium cobalt oxide
LiCoO2, negative electrode made of carbon, and a separator that is a micro-
perforated sheet that separates the two electrodes but allows ions to travel between
both electrodes [7]. During battery charging, lithium ions move through an electro-
lyte from the cathode to fixate on the carbon at the anode, and in the discharge
process, the lithium ions return to the cathode. This process degrades the battery
electrodes, so these batteries have a short lifetime compared to other storage systems.
Additionally, this type of battery has the disadvantage of being very expensive
[7]. Similarly, energy storage in flow batteries operates with same components.
The main difference between such technologies lies in the storage energy process.
The most developed type of flow batteries are redox batteries [8], and the name
comes from the internal process that is followed in charging and discharging
processes (oxidation and reduction). This type of battery uses two tanks to separate
the same electrolyte but with different oxidation states, that is, in one tank the
electrolyte is positively charged and in the other negatively charged. The operating
principle during battery discharge is based on the oxidation of the electrolyte at the
anode and reduction of the electrolyte at the cathode; this allows an electric current to
be generated from cathode to anode which is established by a membrane that avoids
the mixing of the anode and cathode electrolytes but allows the passage of ions in the
oxidation and reduction processes [8]. The advantage of this system is that the
oxidation and reduction processes are carried out between the electrolytes and no
between the electrodes, avoiding their accelerated degradation and increasing the life
span of the batteries.

Another innovative way to store energy is the use of electric vehicles (EV); the
surplus energy is stored in the batteries of EVs and used when it runs. The key factor

152 J. Cordova et al.



is the method to store the energy, in other words the EV charge system, and it is
possible to classify the charging process into three categories. Slow charge of EVs
has been widely used, and this system charges the batteries of the vehicles for five to
8 h; generally the users charge the EV during the night by connecting the vehicles to
charging modules located in their residence. This charging method requires low
power from the network and avoids the problems associated to fast charging [9]. Fast
charge is used to eliminate the discomforts perceived by EV users, when they must
wait long periods of time to charge the batteries. A fast charge implies that in a time
that goes from 20 to 40 min, 80% of the battery capacity is charged. While this
method avoids the stress of waiting several hours for a full battery charge, it can end
up shortening battery life [10]. A battery exchange station operates in a similar way
to a gas station. In this context, the discharged batteries are removed (either manually
or automatically) from the electric vehicle and replaced by fully charged batteries
that are available at the station. In this manner, the electric vehicle is available to
operate within a few minutes [11].

This paper aims to take as a case study the electrical system of the island of San
Cristóbal in Galapagos and examine the feasibility to incorporate two strategies to
reduce energy wasted. Both strategies are based on the reduction of load curtailment
by (1) inclusion of liquid air energy storage (family of cryogenic energy storage
technology), lithium-ion batteries, and energy storage in flow batteries and (2) using
electric vehicles.

2 Methods

The energy curtailment is produced when energy demand is low in comparison with
energy production, especially in high penetration hybrid systems. The stochastic
behavior of RE leads to have periods in which the energy production is higher than
the demand. To analyze the operation of the electrical system of San Cristobal, it
should be performed in a point when the operation could be compromised for the
introduction of RE sources. According to the PME the entry of nonconventional
renewable power plants is planned until year 2024 for San Cristóbal Island.

For modeling the island’s load, data from the electrical demand of San Cristóbal
island provided by the Galápagos Provincial Electric Company (EEPG) is used, and
the demand records are active and reactive power; they are recorded every 15 min for
the three feeders of San Cristóbal Island during year 2018. With these data and
considering a load growth rate of 7% based on EEPG statistics [12], the load for the
island by the year 2024 is estimated.

To model the generation installed on the Island, the power plants that are installed
and operating until 2019 are considered, and the information for these power plants
is shown in Table 1. The load profile and installed generation data for the year 2024
were loaded in the Homer Energy Software (evaluation version), using the location
of site; the software determines the renewable resources available. Homer Energy
was used to obtain net values of renewable generation, load, and the contribution of
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the BESS to San Cristóbal hybrid system by the year 2024. The net values of
renewable generation, load, and input and output power to the BESS were saved
in an Excel file to be imported into MATLAB for analysis of the different alterna-
tives to reduce the energy curtailment. A schedule for the adding RE power plants is
shown in Table 2.

2.1 Local Site, Profiles, and Proposed Solutions

The simulations performed in Homer Energy show two seasons for Galapagos
Islands, the hot season from January to June and the cold season from July to
December (Fig. 1). In the hot season the wind speed is low, but the solar resource
is high; in contrary, in cold season the wind speed is high, and the solar radiation is
low. The load profile also shows a behavior related with ambient temperature, and in
the hot season the system has its peak load; this behavior is due to refrigeration loads
[14, 15].

The energy curtailment is higher in the cold season because of the low demand
and the high values for wind speeds. The higher values for wind speed are shown
from 12:00 to 15:00, and this matches with higher values of solar radiation, and this
produces a greater energy curtailment. To reduce the energy curtailment two main
strategies are analyzed: the first strategy is to increase the capacity of BESS,
proposing three technologies: liquid air energy storage (LAES), flow batteries, and
Li-ion batteries. The second strategy is to store energy in batteries of EV, proposing
a swap battery station.

To establish the baseline of energy curtailed, it was necessary to determine a daily
profile of excess in energy production. Figure 1 shows the daily profile of energy
curtailed; months from January to May show a low excess in energy production due
to high demand and low availability of renewable resource, and on the other hand,

Table 1 Installed power on San Cristóbal Island until 2019 [13]

Power plant Type of power plant Nominal power [MW] Effective power [MW]

San Cristóbal Thermal ICE 7.41 5.91

San Cristóbal Eolic Eolic 2.4 2.4

San Cristóbal PV Photovoltaic 0.013 0.013

Total 5.91

Table 2 Generation expan-
sion for San Cristóbal Island
until 2024

Project Characteristics

Photovoltaic power plant 3.5 MWp

Energy storage system 3.6 MWh

Wind power plant 5.6 MW
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months from June to December show a high excess in energy production due to
reduction in cooling loads such as air conditioners.

2.1.1 BESS Operational Parameters for Simulations

For the first stage of simulations, the operation of three types of BESS is analyzed,
and the simulations are performed to determine how the BESS parameters affect the
energy curtailment. The main parameters to analyze are the minimum power to
operate the storing process (input power), the storage system, and the turbine-
generator/inverter system (output power). To optimize these parameters an algorithm
was developed in MATLAB, using the results from Homer Energy, and several
combinations of input power, storage capacity, and output power were analyzed
determining the reduction in energy curtailment; the ranges for the optimized
parameters are shown in Table 3.

2.1.2 Energy Storage in EV’s Batteries

EV batteries store energy until the moment the user needs the EV; this process has
some drawback, for instance, the time to complete the full charge, which can be
unpleasant for customers. Even though some advances in fast battery charging
systems have been achieved, this type of charging reduces the useful life of the
battery. For this reason, the introduction of a battery swap system is proposed; in this

Fig. 1 Daily energy curtailment profile per month
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way a certain amount of fully charged batteries are kept in stock. A fully charged
battery will be used to replace the discharged battery in an EV, reducing the waiting
time for the user. Another advantage is the side energy demand achieved because the
batteries are charged when there is a surplus of energy from the renewable sources.

The analysis of this alternative determined the optimal number of users that can
subscribe to this service. This number of users will depend on the number of batteries
to be kept in stock, the capacity of the battery charger, the number of vehicles that
will be served per day, thereby determining the investment costs and economic
income of the project. To determine the optimal number of batteries, a user profile
was considered that fits the needs of the residents of San Cristóbal Island, an
autonomy of 80 Km, and a charging time of 4 h. The algorithm explores different
scenarios considering the following: the number of subscribed customers, the capac-
ity of the charging system, and the number of batteries in the station. Then, every
scenario is evaluated and the best scenario with the lowest investment costs and the
most affordable income is determined (Table 4).

Table 3 ESS operational and economic parameters.

Parameter LAES Li-ion battery Flow battery

Input power 0–10 MW 0–10 MW 0–10 MW

Output power 0–10 MW 0–10 MW 0–10 MW

Store capacity 0–100MWh 0–200MWh 0–200MWh

Life span 30 years 20 years 30 years

Efficiency 50% 88% 88%

Energy cost for sale 108.7 $/MWh 108.7 $/MWh 108.7 $/MWh

Liquefaction system cost 1450 $/kW

Investment storage system 25 $/kWh 362 $/kWh 108 $/kWh

Investment conversion system 354 $/KW 1446 $/kW 862 $/kWh

Maintenance and operation costs 3 $/kW 12 $/kW 10 $/kW

O&M variable costs 3 $/MWh 0,3 $/MWh 0,3 $/MWh

Discount rate 6% 6% 6%

Table 4 Parameter for a battery swap station

Parameter Value

Station life span 15 years

Subscription 20 $/monthly

Energy cost 22:00–08:00 0.05 $/kWh

Curtailed energy cost 0.02 $/kWh

Batteries investment 100 $/kWh

Power transformer investment 120 $/kWh

Power converter investment 715 $/kW

Operation and maintenance 50000 $/year

Discount rate 6%
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The energy flow and the schematic control for the optimization algorithm is
shown in Fig. 2. The thermal and renewable energy plants operate in coordination
to supply the local demand and EV batteries and the surplus energy is stored in
external batteries. If the external batteries are fully charged, the energy is curtailed.
The MATLAB algorithm calculates the energy curtailment and perform several
simulations to find the parameters for each type of energy storage reducing the
energy curtailment.

3 Results

3.1 Battery Energy Storage System Simulations

The projects state three technologies to be analyzed, LAES, flow batteries, and
Li-ion batteries. To determine the optimal characteristics of the energy storage
system applicable to San Cristóbal electrical system, a scan of combination of
parameters was performed, input power, output power, and storage capacity,
obtaining the reduction of energy curtailment associated with each combination of
parameters.

Every combination of parameter combined with the energy production and
energy demand produce a value of energy curtailment. The algorithm optimized
the system characteristic when it found a minimum value of energy curtailment. Due
to the variation on the renewable resource and the low demand (high penetration of
RE), it is not possible to eliminate completely the energy curtailment. Nevertheless,
any reduction in the use of fossil fuel to produce power in Galapagos is an especial
achievement to preserve this endangered ecosystem.

Fig. 2 Diagram of energy and control flow
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The optimized parameter for each technology has a net present value (NPV)
associated, and this value directly affects the project feasibility by increasing the
levelized cost of energy (LCOE). For each optimized system, the total energy
produced is calculated to estimate its energy production and estimate the levelized
cost of energy (LCOE). The total investment in for any kind of project is higher in
comparison with other places in Ecuador; therefore, in many cases the projects are
not attractive for investors. However, the environmental impacts make any project
important for conservation of this natural reserve.

Figure 3 shows the total energy required to meet the demand of San Cristobal
Island. It is relevant to highlight that during the months from June to November, the
demand is low, hence, energy storage increases. Notice that in some cases, the
energy is curtailed, as the batteries are fully charged.

3.2 EV Battery Swap Station Simulations

The implementation of a battery swap station for EV is a strategy to use the curtailed
energy on San Cristóbal hybrid system, and it was possible to determine that the
characteristics that allow the maximum profitability for the battery swap station are
detailed in Table 7. For a battery swap station, there is no energy produced by this
system, but a big amount of energy that was curtailed before; now it is recovered and
used to recharge the EV batteries (Table 5).

Figure 4 shows in blue the energy that would be curtailed, but was used to charge
the batteries, and the yellow band corresponds to the additional thermal generation,
which is added to the normal generation to cover the demand, because of the
operation of the battery swap station (Table 6). This involves more fuel transport
to San Cristóbal Island for thermal generation and an increase in CO2 emissions, but
this negative effect is minimized by the amount of fuel that will not be transported to
the island for transportation. The main benefits obtained due to the incorporation of a
battery swap station for EVs are detailed in Table 7.

4 Discussion

Energy curtailment is a serious problem in high-penetration hybrid systems; the
mismatch between the peak demand and the fluctuating renewable resource leads to
curtail some energy that could be stored. The performance of each energy storage
systems relays on the capacity and the input power; the higher the input power, the
higher the storage of energy. The storage capacity increases the penetration of
renewable energy, but at some operational points, the output power capacity is
more important to support the network in case of a fault which needs high power;
the storage system could maintain the system stability.
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Fig. 3 Annual energy production using (a) LAES, (b) flow batteries, and (c) Li-ion batteries
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Table 5 Optimized BESS parameters

Parameter LAES Flow batteries Li-ion batteries

Input power (kW) 2900 2400 2500

Output power (kW) 400 2000 2500

Storage capacity (kWh) 58,000 20,000 18,000

Efficiency (%) 50 82 88

NPV (M$) �5536 �1996 �8292

Energy curtailment (%) 17.28 12.10 11.88

Fig. 4 Energy production and use in a battery swap station

Table 6 Optimized opera-
tional parameter for an EV
swap battery station

EV number 1254

Monthly payment for service ($) $20

Battery capacity (kWh) 16

Range (km) 80

Power converter (kW) 650

Stock of batteries 376

Table 7 Operation results for
an EV swap battery station

Recovered energy (kWh/year) 464,452.60

Annual incomes ($) $300,960.00

CO2 reduction (tons) 707,659.24

Energy curtailment 19.70%

NPV ($) $873,218.66
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In an endangered place such as Galapagos Islands, the implementation of a LAES
system will not only increase the penetration of renewable energy but also reduce the
use of fossil fuel and avoid the use of batteries with dangerous chemical components.
However, the higher reduction in energy curtailment is achieved with flow batteries,
at a lower cost. Other important advantage of flow batteries is the system scalability,
the power converter could be kept, and only the storage system is increased,
reducing the total investment.

A battery swap station will increase the penetration of renewable energy and
reduce the energy curtailment, but as this energy is not reinjected to the grid, it is not
possible to achieve an increase in system stability. This type of technology will
improve the total energy efficiency of the island and reduce the dependency on fossil
fuels transported from continental Ecuador.

A major issue with the current operation of hybrid systems in Galapagos is the
spinning reserve kept in normal conditions. Now, when the renewable resource is
high, the generation from thermal plants is reduce to a minimum, reducing in this
way the system inertia in case of a fault. Further research on this topic is necessary, to
state the best operational setpoints, assuring the system stability and allowing a
higher penetration of renewable energy.

5 Conclusions

In hybrid systems with high penetration of renewable resources, the inevitable
energy curtailment is mainly produced by the intermittence of the renewable
resource. To reduce the energy curtailed due to the mismatch between demand and
fluctuating generation, it is important to correctly design the power plant capacity.

Flow batteries probe to be one of the best options to reduce the energy curtailment
with low investment. The cost of energy storage systems for flow batteries is lower
than Li-ion batteries, demonstrating that flow batteries are likely to replace the use of
Li-ion batteries in large-scale energy storage applications. This is because the
operating mechanism of the flow batteries does not degrade the electrodes in an
accelerated way, allowing a longer useful life.

The implementation of a battery swap station as a strategy to reduce energy
curtailment did not generate such a significant impact in reducing the curtailment.
However, it is the alternative that has the highest profit, and the environmental
impact associated to the reduction in fossil fuels consumption is promising alterna-
tive for Galapagos.
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Energy and Economical Study of Different
Renewable Energy Technologies
for Domestic Hot Water Production Under
the Climatic Conditions of the Main Cities
in Ecuador

Carlos Naranjo-Mendoza , Jesús López-Villada, Patricia Otero ,
and Sebastián Casco

1 Introduction

It is known that approximately 40% of energy consumption in the world comes from
the building sector. Thus, one of the Sustainable Development Goals worldwide is to
mitigate the effects of global warming through renewable energy sources and
efficient technologies to reduce CO2 emissions from the building sector [1].

In recent decades, this sector has focused its efforts on reducing energy consump-
tion on heating, ventilation, air conditioning (HVAC) systems, and lighting [2]. This
has generated that the energy used to produce domestic hot water (DHW) increases
in buildings, reaching up to 32% of the annual energy balance consumption [3].

The goal is to replace conventional systems for DHW production (gas boilers,
electric boilers, tanks with electric heating, electric showers, etc.) [4] for more
efficient technologies and the use of renewable energy resources [5]. Thus, the
proper selection of DHW systems can significantly help reduce energy consumption,
CO2 emissions, and operating costs.

At a global level, different, more efficient, and environmentally friendly technol-
ogies have been developed for DHW production; for example, heat pumps that are
optimal for their high operating coefficient (COP), on average, has values close to
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3. Hence, for each unit of electricity consumption, there are three units of heat
production [6]. This type of system has been developed in the last decade and has a
lot of potential for hot water production at low operating costs.

Other technologies use a renewable energy source like the sun. Solar thermal
systems (ST) transform solar radiation into heat using solar collectors like flat plates,
vacuum tubes, or concentration collectors [7]. Solar photovoltaic (PV) technologies
transform solar energy into electrical energy, which is used for water heating
[8]. While this system is not exergetically efficient, the production costs of PV
panels make it very economically competitive. There is also thermophotovoltaic
(PV/T) technology, which combines the two systems mentioned above, and heat can
be used directly to produce DHW. In contrast, electricity can be used for direct water
heating with a heat pump or the immediate electricity consumption of the
building [9].

In recent years in Ecuador, greater importance has been given to reducing energy
consumption since it represents a high public cost due to the subsidies. The Organic
Law of Energy Efficiency regulates the rational use of energy and favors research
and technological development in this field [10]. In the building sector, the primary
energy demand is due to the lighting, office equipment, and in the residential sector
to produce DHW [11]. As far as the production of DHW is concerned, the most used
systems are electric (electric shower or boiler) and gas boilers. Considering that both
energy sources are subsidized, there is a potential for economic savings if the
country changes to more efficient systems. It is essential to mention that Ecuador
has a high and constant solar potential throughout the year and the territory [12],
making it necessary to investigate technologies such as solar thermal and photovol-
taic for application in DHW production.

In this context, this article shows energy and economic research on using different
systems for DHW production in the residential sector in different cities of Ecuador.
This is done to identify which technologies are more efficient according to the
weather and the electricity consumption rate in different country cities.

2 Methods

To reach the objective of this study, a methodology divided mainly into an energy
analysis, and an economic analysis is proposed. The energy analysis will estimate
the electricity demand of the different DHW production systems at a monthly and
annual level. The economic analysis will use the system yearly energy consumption
data to evaluate, in the long term, which of the alternatives is more economically
feasible in the different cities. The following section describes the details of the case
study and the methodology used for energy and economic analysis.

164 C. Naranjo-Mendoza et al.



2.1 Case Study

In this field, the use of different systems to prepare DHW in a typical house in
Ecuador located in different places with markedly different climates has been
analyzed. The house is inhabited by four people and has a consumption of DHW
of 120 L/day. The consumption profile presents a peak of 60 L from 7 to 9 h, 30 L at
14 h, and 30 L at 19 h.

2.2 Weather Data

To consider different climatic conditions, the study has been carried out in the
following cities of Ecuador: Quito, Guayaquil, Esmeraldas, Tena, Santo Domingo
de los Tsáchilas, and Puerto Baquerizo Moreno. Table 1 shows the annual values of
global irradiation, diffuse irradiation, and annual ambient temperature mean for each
location. This data has been obtained from the NSRDB database managed by the
Systema Advisor Model (SAM) simulation software.

2.3 Systems Description

In the present study, six different ACS production systems are evaluated:

• Heating system with electrical resistance: This system is considered as the
reference system or conventional system. It consists of a water storage tank of
150 liters of water volume that is heated by a 700 W electrical resistance. This
resistance is powered by energy from the entire electrical network (Fig. 1a).

• Heating system with heat pump: This system consists of a heat pump of 750 W
thermal power and a nominal COP of 3 that is connected to the storage tank
(150 liters) through a heat exchanger. The heat pump is powered by energy from
the entire power grid (Fig. 1b).

Table 1 Locations annual global and diffuse solar irradiation and ambient temperature mean

City Temperature Solar radiation Diffuse solar radiation
�C kWh/m2 kWh/m2

Quito 11.1 1908 863

Guayaquil 25.7 1767 870

Emeralds 25.4 1804 920

Tena 23.2 1569 897

Santo Domingo 22.7 1307 912

Puerto B. Moreno 23.7 2100 731
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• Water heating system with electrical resistance assisted by a photovoltaic panel
(PV): The difference with the reference system is that the electrical resistance is
assisted by the energy produced in a 2 m2, 330 Wp photovoltaic panel, which is
connected to the electricity grid to inject the surplus energy (when it exists).
Likewise, the resistor is connected to the electrical network in case the energy
produced in the PV panel is not enough or null (Fig. 1c).

• Water heating system with electrical resistance assisted by a thermophotovoltaic
panel (PV/T): In this system, the water heating is assisted by solar thermal energy
from the thermal side of the PV/T panel that serves to heat or preheat the water. If
the thermal energy is not enough to reach the desired temperature, an electrical
resistance (700 W) is used as an auxiliary system. The electrical resistance uses

Fig. 1 Systems analyzed for DHW production: (a) electrical resistance, (b) heat pump, (c)
electrical resistance + PV, (d) electrical resistance plus PV/T, (e) electrical + solar thermal
resistance, and (f) PV/T + heat pump
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the electrical energy produced by the PV/T. The PV/T is connected to the grid to
inject any energy (if needed). Likewise, the resistance can use 100% of the
electrical network energy in case the solar resource is null (Fig. 1d). The PV/T
panel has a peak electrical power of 300 W, a maximum optical performance of
90%, and a surface area of 2 m2.

• Water heating system by solar thermal collector: This is a heating system assisted
by solar thermal energy from flat plate solar collectors with maximum optimal
performance of 80% and a surface area of 2 m2. If the solar resource is not
sufficient to reach the desired temperature in the storage tank, an electrical
resistance (700 W) connected to the grid heats the water (Fig. 1e).

• Water heating system with heat pump assisted by a thermophotovoltaic panel
(PV/T): This system has a water storage tank (150 liters), and the water heating is
assisted by solar thermal energy from the PV/T panel. When the solar thermal
energy is not enough to reach the desired temperature in the tank, a heat pump is
activated that is assisted by the electrical energy coming from the PV/T. The
PV/T is connected to the mains for the injection of any surplus energy. Likewise,
the heat pump is connected to the electrical network to be fed in case the electrical
energy of the PV/T is not enough or is null (Fig. 1f).

2.4 Energy Analysis

To perform the energy analysis, TRNSYS dynamic simulation tool for energy
systems will be used. This tool has different libraries of systems such as solar
thermal collectors, photovoltaics, water tanks, solar irradiation processors, pumps,
etc. Fig. 2 shows the Graphical Programming Environment Simulation Studio of
TRNSYS for the system in Fig. 1f. It is important to mention that TRNSYS
simulates the performance of the different thermal systems considering the dynamic
behavior. TRNSYS performs a yearly simulation in 1-hour timestep. That is, it
performs 8760 simulations considering the weather variations from a typical mete-
orological year (TMY) file.

2.5 Economic Analysis

The public electricity service in Ecuador is characterized by being highly subsidized,
with a complex tariff schedule, which divides consumers into different types and
categories according to the range of consumption [13]. The residential consumers’
categorization implies that a different rate may apply depending on the region of
Ecuador, given the geographical location.

Likewise, the economic development of a province determines the demand for
electricity in each household. Hence to establish the rate applicable to each city, the
per capita consumption according to the province is taken as a reference [14], and a
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family nucleus of four people is considered. The average kWh consumed monthly is
being set and as a result of the tariff range in which this consumption falls. Table 2
shows the electricity tariff data for the cities under study.

The rate per kWh is used to determine the operating cost of each of the systems
under study and to calculate the savings produced by replacing the heating of water
with electrical resistance with other alternatives.

Fig. 2 Schematic of TRNSYS Simulation Studio for the system in shown in Fig. 1f

Table 2 Electricity rate according to the city

City
Per capita consumption
kWh/year

Category
consumption

Fare
USD/kWh

Quito 1261 351–500 0. 105

Emeralds 822 351–500 0. 105

Puerto Baquerizo
Moreno

1729 501–700 0. 1285

Guayaquil 1681 501–700 0,1285

Loja 562 151–200 0. 097

Tena 655 201–250 0. 099

Santo Domingo 974 301–350 0. 103

Zamora 1234 351–500 0. 105

Macas 562 151–200 0. 097
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The calculation of the annual costs includes the cost of operation and mainte-
nance of the systems, as reflected in the estimation is 1 and 2 respectively:

Cop ¼ Ec� Te ð1Þ
Com ¼ Copþ Cm ð2Þ

where Cop is the annual operating cost in USD, Ec is the annual energy consumed by
the system in kWh, Te is the electricity tariff in USD/kWh, Cm is the annual
maintenance cost in USD, and Com is the annual operation and maintenance cost
in USD.

The maintenance period is every ten years for the electrical resistance system and
every five years for the other systems. Maintenance includes labor costs and
component replacement. To establish energy savings, the difference between
consumption with the use of electrical resistance and the alternative system is
considered, according to Eq. 3:

Savings ¼ Ecr � Ecð Þ � Te ð3Þ

where Saving is in USD and Ecr is the energy consumed by the system with
electrical resistance in kWh.

It is important to mention that being a service that uses a residence, water heating
becomes an expense. Therefore, the analysis is oriented to determine which of the
systems represents a lower cost throughout the useful life of the equipment. A time
of 20 years is used for the analysis, which refers to the duration of the photovoltaic
panel.

In this way, the energy savings represent economic risk or absence of expense,
which could compensate for the initial investment in the installation of the system.

In this context, a cash flow, with the discount rate equal to the reference passive
rate of the Central Bank of Ecuador, is used to calculate the net present value of the
total expenditure over the life of the equipment. A lower cost will be beneficial for
the user since it represents a saving in the expense from the use of solar energy
instead of the electrical energy coming from the distribution network. If the result
gives a positive value, this will imply that there is a recovery of the capital initially
invested in the installation of the system caused by the savings in operation.

3 Results

This section shows the relevant and summarized results of the energy and economic
analysis carried out for the six heating systems studied in the nine defined cities.
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3.1 Energy Analysis: Electricity Demand

Figure 3 shows the results obtained from the energy analysis for the city of Quito
with the monthly electricity demand of each of the systems studied. The reference
system (electrical resistance) is the one with the highest electricity consumption
followed by the photovoltaic (PV) panel-assisted electrical resistance system.

The latter has a high electricity consumption due to the photovoltaic panels
having a low efficiency (less than 15%), so the electrical resistance would work
constantly. On the other hand, it can be seen in Fig. 3 that the PV/T system assisted
by heat pump presents a negative electricity consumption in all months. This is
because the heat pump can provide hot water without having a high electricity
consumption. In this way, the electricity demand of the heat pump is assisted in
total (at a monthly level) by the electrical energy gained in the PV/T panel. The
negative value indicates that a surplus of electricity is injected into the electricity
grid, thus generating an electricity credit on the monthly payroll that can be com-
pensated with the electricity consumption of the house (for lighting and equipment).

A more favorable case is that of the Puerto Baquerizo Moreno city, shown in
Fig. 4, with better values of extra energy injected to the grid.

Table 3 shows the summary of the results of the energy analysis for all the cities
part of this study. As can be seen in the table, for all the cities of study, the PV/T
system with heat pump is the one that energetically has a better behavior. This was to
be expected since the heat pump has a low energy consumption (compared to an
electrical resistance) that is supplied entirely by the electrical energy generated in the
PV/T panels.

It can also be observed that although the demand for electricity for water heating
is similar in all cities, electricity consumption varies in each system. In the case of the
heat pump system, it is expected that warmer cities will have lower energy con-
sumption compared to colder cities. This is because the performance (COP) of the

Fig. 3 Comparison of electricity consumption for the different systems studied for the city of Quito
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heat pump is influenced by the environmental conditions of the heat source (ambient
temperature). Thus, where the ambient temperature is higher, a heat pump for
heating will operate with a higher COP.

3.2 Economic Analysis

The energy analysis is combined with the costs established in the electricity tariff for
each city and is used for the calculation of the net present value that allows to
compare the cost of the systems for the user, considering a useful lifetime of
20 years. The heating system with electrical resistance, used as the reference case,
produces the installation, operation, and maintenance costs, for the studied places
indicated in Table 4.

By performing the same analysis for the rest of the cities and systems, the least
expensive system for each city can be determined. These results are shown in
Table 5.

It is evident that the cost of installation, operation, and maintenance depend on
both the electricity tariff and the solar resource present in the place. All cases have in
common that the alternatives to the reference system are less expensive, and even in
the case of Puerto Baquerizo Moreno, it is possible to recover the investment during
the analysis period.

Fig. 4 Comparison of electricity consumption for the different systems studied for the Puerto
Baquerizo Moreno City
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4 Conclusions

The present study aimed to analyze energetically and economically different systems
of production of domestic hot water (DHW). Through the results it was possible to
show that for all the cities studied there is a more efficient DHW production system
than the reference system (heating with electrical resistance). However, it was shown
that, depending on the electricity tariff and the solar radiation potential of each city,
not always the same DHW production system is the most feasible.

For example, for the cities of Quito, Loja, Tena, and Macas, due to their relatively
high solar radiation and no lower electricity cost than in other cities, the most
economically feasible system is the solar thermal system with flat plate solar
collectors and an electrical resistance as an auxiliary system. On the other hand,
for cities with high solar radiation and high cost of electrical energy such as
Esmeraldas, Puerto Baquerizo Moreno, and Guayaquil, the DHW production system
with PV/T and electrical resistance as an auxiliary system is the most profitable. This
is due to the electricity savings that are produced by the electrical production of PV/T
panels.

Finally, for the cities of Santo Domingo and Zamora, due to their lower solar
radiation and high electricity cost, it was evident that the DHW production system
with PV/T-assisted heat pump is the most profitable in the 20-year horizon.
Although this system is the one with the highest initial investment cost, the electric-
ity savings from the use of a heat pump justify this investment in the long term.

Table 4 VAN of the total
cost of the electrically resisted
system

City VAN USD

Quito �2115. 28

Emeralds �2115. 28

Fr.B. Moreno �2466. 78

Guayaq uil �2466. 78

Loja �1995. 62

Tena �2025. 53

Sto. Sunday �2085. 36

Zamora �2115. 28

Macas �1995. 62

Table 5 NPV results for the least expensive system by the city

City Major VAN system VAN USD

Quito Solar thermal with electrical resistance �1003. 22

Emeralds PV/T with electrical resistance �846. 87

Fr.B. Moreno PV/T with electrical resistance 17. 80

Guayaquil PV/T with electrical resistance �276. 47

Loja Solar thermal with electrical resistance �1224. 98

Tena Solar thermal with electrical resistance �1415. 86

Sto. Sunday PV/T with heat pump �1678. 17

Zamora PV/T with heat pump �1523. 02

Macas Solar thermal with electrical resistance �1339. 16
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This work opens the door for future research on the technical feasibility of local
development of technologies such as solar panels, PV/T, and heat pumps in the
country. Due to the unique weather conditions in Ecuador, a low-power heat pump
would work efficiently and without representing a high investment. Likewise,
different electric energy cost scenarios can be studied to determine minimum electric
energy costs so that each of these systems are profitable throughout their useful life.
Finally, it is worth mentioning that nowadays the use of artificial intelligence tools
such as machine learning could be used to predict the performance of DHW systems
considering the variability of the weather conditions in a place like Ecuador. This
could open the door for further interdisciplinary investigation in this field.
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Impact of the Biodiesel Blend (B20) Strategy
“Club de Biotanqueo” (Biofueling Club)
on the Socioeconomic and Environmental
Aspects in Medellín, Colombia

Mónica Andrea Sánchez Anchiraico , Lily Margarita León Sánchez ,
Jhojan Stiven Zea Fernández , Mario Luna-delRisco ,
Carlos Arrieta Gonzalez , Erika Viviana Díaz Becerra,
and Liliana González Palacio

1 Introduction

Colombia is the fourth largest producer of palm oil in the world and the first in
America. The Colombian palm cultivation has been leading in the national agricul-
tural sector due to its productive dynamics, versatility, and mainly, its commitment
to social sustainability. In addition, it has been positioned as the main raw material to
produce biodiesel [1]. Currently, palm cultivation is in 21 departments and
162 municipalities with 590,189 hectares. Oil palm is the most productive oilseed
on the planet since one hectare produces between six and ten times more than any
other [2].

In Colombia, palm oil is an agrobusiness established based on social and
economic policies, where industrial growth has been encouraged through products
such as food, energy, and cosmetics, in which the latter are considered complemen-
tary products to the production of vegetable oil for food use. This industry was firstly
supported by FedePalma as a trade union organization in Colombia. This govern-
ment agency supported farmers in the development and expansion of the crop
production. In addition, it also regulates business alternatives for the diversification
of the palm oil industry [3].
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Production and use of biodiesel in the first semester of 2019 presented a growth in
the national demand of 6.6% compared to the first semester of 2018; this is due to the
demand for diesel and the current biofuel blend mandate of B10 [4]. In 2020, B10
demand was affected due to mobility restrictions as a result of the Covid-19
pandemic. This phenomenon caused a decrease in sales of approximately 3.8% in
relation to 2019. There were reported a total sale of 391,000 tons of biodiesel in
2020, representing 25% of the total for the sector and 7.1% below the volume of
2019 [1]. On the other hand, production of biodiesel brings workers in the palm
sector benefits such as higher incomes leading to good quality of life and consolidate
in the local market [5].

Environmental impacts of biodiesel have been widely studied for decades from
raw materials like palm oil and other oils in the world. Manufacturers and producers
of biodiesel have made efforts in countries such as the United States, Brazil, and
Argentina to study the behavior of different types of vehicles as the proportion of
biodiesel in fossil diesel increases, and in some cases, they have even used B100 on
their engines. Colombia has successfully made a mixture of B20, going from the
regulated B10 to B20 with 180 light-duty vehicles with a traveled distance of more
than three million kilometers and a vehicle with B100 that has traveled more than
35,000 kilometers. Studies conducted by the University of Antioquia together with
the company Bio D S.A. have evaluated the emissions of particulate matter PM2.5 in
dynamic tests, finding lower particle emissions reaching a reduction of up to 37%
and 65%, respectively [6]. These results were observed and validated after approx-
imately an hour later of travel when biofuel was mixed on tested vehicles. However,
heavy-duty vehicles are expected to obtain even greater reductions in normal
operating conditions. The main objective of this research is to present the evidence
of the successful pilot test of heavy-duty vehicles during normal periods of operation
on the road and their reduction in emissions of particulate matter.

2 Land Use Background and National Overview
of Biodiesel Production in Colombia

2.1 Agricultural Development Toward Biomass Production

Agriculture in Colombia has been affected in the past three decades by changes in
public policies. In the 1990s, a reform was made that favored imports of various food
goods, thus subjecting national farmers to competition from the external market
resulting in a slowed down of the agriculture market growth [7]. This situation
caused a decrease of planted area of temporary crops, thus increasing permanent
crops. In this way, temporary crops went from representing more than half of the area
planted in the 1990s to occupying between 30% and 40% in the last decade.
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Permanent crops in Colombia have shown a significant growth of the sowing
areas as well as a strong promotion toward the main traditional crops. Between 2007
and 2020, the participation of permanent crops has increased by almost one million
hectares, in which the oil palm stands as the one with the highest market participation
with an increase of 102%.

2.2 Potential Energy Use of Residual Biomass

Demographic increase in Colombia during the past few decades has increased
pressure on agricultural fields, agroindustry processes, and especially on natural
resources. In this matter, the Food Loss Index (FLI) of the Food and Agriculture
Organization of the United Nations (FAO) estimated that around 14% of all crops are
lost worldwide. The study included biomass from its post-harvest state to retail sale
[8]. On the other hand, it is estimated that in Colombia approximately 11.6 million
tons of solid waste are generated per year, of which only 17% is used [9]. The use of
residual biomass could lead to a solid strategy that promotes food security as well as
the development of new business models that encourage circular economy, includ-
ing bioenergy production [10].

Currently, these energy sources do not represent a large share in the Colombian
energy basket; only 5% of the energy used by the transport system comes from
biofuels. By 2030, it is planned to decarbonize the energy source of transport by 20%
using renewable energy sources such as biomass [11].

2.3 Share of Biofuels in the Colombian Energy Market

Main biofuels used in Colombia are bioethanol and biodiesel. Regulation and
promotion of biogas has recently gained interested, but its promotion lacks govern-
mental support. By 2021, data gathered from different countries showed that world
biofuels produced comes from about 64% of ethanol that is produced from corn,
26% from sugar cane, 3% from molasses, 3% from wheat, and the rest from other
cereals such as cassava or sugar beets. For biodiesel, production is based on 77%
vegetable oils (37% canola oil, 27% soybean oil, and 9% palm oil) and 23% from
residual cooking oils. Biofuel production sectors are strongly regulated by national
policies with three main objectives: to provide support to the producer, to reduce
greenhouse gas (GHG) emissions, and to reduce energy dependence on fossil
fuels [12].

In 2005, Colombia began to implement a biofuel blend strategy in the transport
sector with the aim of reducing polluting emissions from gasoline and motor fuel oil
(ACPM) using bioethanol and biodiesel, respectively. For this, the government
began to give incentives to the agricultural sector to promote the cultivation of the
necessary inputs such as sugarcane and palm oil [13].
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Biodiesel was implemented in Colombia in 2008 by using palm oil as raw
material. This decision was argued given that the country was the first producer in
Latin America and the fifth in the world for that year. By 2021, Colombia has
implemented 11 biodiesel production plants distributed in various areas of the
country, with a production of about 770,000 tons per year of biodiesel [14].

2.4 Geographical Distribution of Biodiesel Production
Industrial Facilities

In 2008, production of biodiesel began its operations in Colombia with the use of
palm oil as a raw material. By 2013, Colombia reached an approximate production
of 1 million tons of palm oil. Later in 2017, production reached more than 1.6
million tons of palm oil, production that has remained stable until 2021. Colombia
has 11 biodiesel production plants with a total capacity of biofuel production of
767,000 tons per year [15]. The spatial location of these biorefineries is presented in
Fig. 1.

Among the 11 facilities that are currently operating in Colombia, Bio D stands as
the company with the highest production of biodiesel with a 26% share of the total
market. Biodiesel produced and blended to B20 is supplied by the Bio D company as
a voluntary blending strategy for dump trucks and trucks sector.

Fig. 1 Biodiesel geographical blend distribution and location of facilities
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3 Results and Discussion

The palm oil industry in Colombia stands as a national development instrument that
improves the living conditions of the rural population, through employment and
poverty reduction [16]. The cultivation of palm oil generates more than 185,000
direct and indirect jobs that benefit thousands of Colombian families. This industrial
sector has 133 Strategic Productive Alliances (SPA) and models of good business
care. It is supported by the state and provides significant changes in the quality of life
of rural residents and communities [2]. Through these alliances, the palm sector
promotes legal formality, well-paid employment, and health coverage for its
employees, among other benefits that other agricultural activities do not have
[17]. In addition, it promotes exclusive businesses and associativity in the different
palm tree areas [18].

By 2020, the unemployment rate in the agricultural sector in Colombia was
15.9%, 5.4 percentage points higher than the previous year (10.5%). This phenom-
enon originated from the combined effect of the digital transformation and the
pandemic [1]. Despite this, the palm sector reported 82.4% of formal jobs generated,
meaning 188,506 total jobs with an average salary of 1.5 times higher than the
Colombian minimum wage [19].

In addition, palm oil cultivation has represented an important change in some
regions of the Colombian armed conflict since it presents a viable substitute for illicit
crops by providing a legal and stable employment opportunity for a group of rural
workers [16].

3.1 Club de Biotanqueo Strategy Overview

The Colombian government allows biodiesel blend up to 12% in the diesel fuel that
is distributed in Colombia. With this strategy, the government aims at reducing
approximately two million tons of CO2 per year. In order to achieve a greater impact
on the reduction of greenhouse gases generated by the automobile fleet, in 2020,
resolution 40,177 established the criteria for pilots of superior biodiesel mixtures in
which the Club de Biotanqueo with 180 vehicles was started [6]. This program is
supported by the National Federation of Biofuels in Colombia, which is a union
entity that groups entrepreneurs and institutions that are committed to the develop-
ment and positioning of biofuels to contribute to energy autonomy, environmental
sustainability, and employability in rural areas of the country [20].

The Club de Biotanqueo is a voluntary biodiesel blending program that consists
of a group of Colombians who promote sustainable mobility. The objective of the
program is to increase the percentage of diesel biofuel mixture (B20, B50, B100) to
that established by the current biodiesel regulation (B10) [21].
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One of the allies and beneficiaries of the strategy is the Association of Dump
Truck Drivers from Antioquia (DTDA), a sector that has been widely criticized for
its contribution to air pollution in the metropolitan area of Aburra Valley (Antioquia,
Colombia). Consequently, the DTA demonstrated its commitment to the environ-
ment and decided to change the fuel mix they currently use (B10) and replace it with
the voluntary biodiesel mix B20 [6]. By 2021, the Club de Biotanqueo has the
participation of approximately 700 vehicles including dump trucks and other heavy-
duty trucks in accordance with the agreements established in resolution 31,392 of
September 15, 2020. In the same way, the company Coordinadora Mercantil is also
operating its 200 vehicles with a B20 mix, approved by resolution 31,440 of
December 11, 2020 [22].

3.2 Club de Biotanqueo Vehicle Selection

The pilot test was carried out under the supervision and support of the Metropolitan
Area of Aburra Valley and the Colombian Ministry of Environment and Sustainable
Development through agreement 686 of 2020 with the University of Antioquia.
Heavy-duty vehicles such as trucks and dump trucks that operate with diesel fuel and
that have a cylinder capacity greater than 2500 cubic centimeters participated in the
study for free. Additionally, the participant vehicles had to comply with emissions
lower than 1.5 million particles per cubic centimeter of PM 2.5. Selected vehicles
were differentiated with a labeling that identified them with the traffic authorities of
the Aburra Valley.

3.3 Club de Biotanqueo Supply Chain

There are six stages on the fuel supply chain to generate B20 biodiesel mixture. The
chain starts from the diesel production at B2 in a petroleum refinery (ECOPETROL)
that is later distributed via pipelines throughout the national territory. Subsequently,
fossil diesel is mixed by the wholesaler with biodiesel at B100 and conditioned to
B20. The whole process is mandatory complying with the quality certifications
established by resolution 40,103 of 2021 [23]. Throughout the process, the custody
of the quality of the B20 mixture is supervised by the B100 producing company (Bio
D). The custody also guarantees the fuel mixture quality for the end user (Fig. 2).

Along the supply chain, the B100 producer periodically conducts pilot tests to
verify the environmental benefits of the use of biofuel, presenting the carbon
footprint associated with the use of B20 biofuel. Additionally, it promotes strategic
alliances with engine manufacturers, biodiesel producers nationwide, and actors in
the fuel supply chain. The aim of building strategic alliances allows strengthening
the requirements for the use of biofuel B20 before the national authorities.
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3.4 Environmental and Social Impact of the Club de
Biotanqueo Strategy

From an environmental perspective, the Club de Biotanqueo encourages the use of
biofuel by promoting the reduction of up to 90% the opacity of the fumes, which
would reduce the visual pollution generated by the exhausts of the vehicles. In
addition, the use of the B20 mixture reduces SOx emissions and reduces soot
emissions by up to 55%, eliminating black smoke and bad odors. With the proposed
biofuel blend strategy, it is estimated a reduction of 4.3 million tons of CO2, which is
a key factor for Colombia to reach the decarbonization goal established in the
commitments of the Paris agreement to mitigate climate change.

According to data reported on August 11, 2021, dump trucks that use the
voluntary B20 blend reported an estimated emissions reduction of about 191 tons
of CO2 equivalent into the atmosphere, data obtained from sensors coupled to the
fuel system of the vehicles (Table 1).

Likewise, the production of biodiesel in Colombia leads to changes in the social
and economic environment of the country. From the oil extraction process in the
cultivation fields, its transformation, and commercialization, biodiesel encourages
the development and growth of the production chain by impacting positively raw
material suppliers, biodiesel producers, and biodiesel distributors.

Fig. 2 B20 supply chain from producers to final consumer

Table 1 Comparison of PM2.5 emissions reduction for B10 and B20 blends

Vehicle Brand Model B10 (#/cm3) B20 (#/cm3) B20 emission reduction (%)

Renault 2013 2.54 2.19 14%

Kenworth 2015 4.91 1.65 66%

International 2013 2.05 0.92 55%

Freightliner 2013 1.58 1.15 27%

Ford 1963 10.19 2.67 74%

Source: BioD, 2021
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3.5 Regulations and Incentives

The Colombian government seeks to promote the production of biofuels through
regulatory instruments and economic incentives in order to take advantage of
opportunities for economic and social development in the market [24]. Table 2
presents some of the main laws, decrees, and resolutions to produce biodiesel.

3.6 Scalability Potential of the Club de Biotanqueo Strategy

Fedepalma followed the initiative of the Club de Biotanqueo to promote the use of
superior biodiesel blends. In the pilot test, two vehicles with B50 blend were
analyzed on route. The test was carried out with Cenipalma and Bio D S.A. in the
second semester of 2019 in Bogotá without presenting any issues. The strategy was
also extended to Transmilenio (mass transportation system in Bogota), Terpel,
Conexión Móvil, Bio D S.A., National University (Universidad Nacional) and
Gesoltec in a project for the use of B50 in Transmilenio. The trial presented

Table 2 Regulatory framework of biodiesel in Colombia

Legislation Description

Law 693 of 2001 Authorization of biodiesel blends

Resolution 910 of 2008 It establishes the permissible levels of pollutant
emission that land mobile sources must comply with
are regulated

CONPES (National Council for eco-
nomic and social policy) 3510 of 2008

Policy guidelines to promote sustainable biofuel
production in Colombia

Law 1715 of 2014 Regulates the integration of nonconventional renew-
able energies to the National Energy System

Law 1819 of 2017 Fixed income tax for late-yield crops with a prefer-
ential rate of 9% for 10 years

Resolution 40,666/2019 It establishes a maximum biofuel content for use in
diesel engines of 12% in the mixture with fossil
diesel fuel in some areas of the country

Resolution 1972 of 2019 It establishes the protection of the rights to health and
a healthy environment, establishing measures aimed
at reducing polluting emissions from mobile sources

Resolution 40,178/2020 It establishes provisions for conducting pilot pro-
grams for superior biofuel blends for exclusive use in
motor vehicles or land mobile sources

Resolution 40,177 of 2020 It defines energy sources with low or zero emissions
having as a fundamental criterion their content of
components that are harmful to health and the
environment

Resolution 40,103/2021 It establishes diesel fuel quality parameters and
requirements for use in ignition engines

Source: The authors. Adapted from [25–27]
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promising results in which a reduction of 62.5% of the particulate matter compared
to mixture B10 was obtained. These data confirm that blends with biodiesel B20 or
higher are an alternative to reduce pollution in urban centers [28]. Similarly, regard-
ing the dump trucks and trucks sector, studies carried out during the pilot tests
showed an increase in the performance of engines that increases the life of the
engines because it has a greater lubricating power and it also decreases the noise of
the engines due to its detergent power, keeping the fuel circuit driving and injection
systems of the engines clean. Although the selling price of B20 biodiesel is higher
than the B10 mix price available at service stations nationwide, benefits such as
savings in engine oil change due to lubrication benefits and environmental certifi-
cation for free movement in the urban centers have generated great interest toward
adoption in the Aburra Valley. The results obtained until 2021 of this pilot tests
encourage the implementation of the strategy in other urban centers with high levels
of air pollution, guaranteeing the mobilization of dump trucks and trucks, vehicles
required for the development of the construction sectors, the final disposal debris,
among others.

4 Conclusions

Production of biodiesel from palm oil in Colombia and its blending into the fossil
fuel matrix for the public and private transportation system is proposed as a strategy
that aims to reduce the environmental impacts generated by mobile sources. The
continuous improvements in the production processes of biodiesel production plants,
complying with quality standards, and a regulatory framework that incorporates
incentives for companies, brings benefits in air quality and encourages the genera-
tion of employment and the diversification of fuels in the Colombian territory.

The results obtained, in terms of air quality, by the dump trucks and trucks sector,
open the door to the implementation of new fuel stations with biodiesel blends
higher than those regulated by the actual Colombian regulation (B10). However, the
commitment of government entities is required for the more inclusive promotion of
these strategies so that they can be replicated in other cities in Colombia.

Similarly, biodiesel quality certifications, environmental commitment along the
production chain, and the corresponding permits for the use of these fuels in the
vehicle fleet of dump trucks and trucks are consolidated as good practices that
support the relevance of biodiesel blends regarding the benefits on air quality.

The Club de Biotanqueo strategy presents results that allow improving the quality
of life of the population by reducing the emission of particulate matter (PM), mainly
PM 2.5, which is the main cause of respiratory diseases and early deaths. In addition,
biodiesel does not contain sulfur dioxide (SO2), which is a gaseous pollutant that
directly affects health. In recent years, according to the National Planning Depart-
ment (DNP), nearly 67 million illnesses and respiratory symptoms have been seen,
due to poor air quality; therefore, the use of biodiesel in the diesel fuel mixture would
contribute to avoid about 6000 deaths annually and a great reduction in cases of
respiratory diseases.
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