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Preface

This volume contains forty-two papers presented at the “20th International Collo-
quium on Mechanical Fatigue of Metals” (ICMFM XX) held in Wroclaw, Poland,
September 15–17, 2021, in a virtual mode. The ICMFMXX conference was divided
into eight minisymposiums. The symposia are “Fatigue Failure Analysis and Envi-
ronmentally Assisted Fatigue,” “Fatigue and Fracture of Welded Connections and
Complex Structures,” “Probabilistic Fatigue and Fracture Approaches Applied to
Materials and Structures,” “Recent Advances on Mixed-Mode Fatigue and Frac-
ture,” “Fatigue and Structural Integrity ofMetallic Bridges,” “Structural Integrity and
Fatigue Assessment of AdditiveManufacturedMetals and Biomaterials,” “Structural
Integrity And Fatigue Assessment Of Pressurized Metallic Components (Pressure
Vessels, Pipes, Hydraulic Components) And Materials,” and “Cyclic Deformation
Behaviour and Fatigue of Metastable, High Entropy and Smart Materials.” Each
symposium was led by prominent scientists in the field.

This international colloquium was intended to facilitate and encourage the
exchange of knowledge and experiences among the different communities involved
in both basic and applied researches in this field, the fatigue of metals, looking at
the problem of fatigue from a multiscale perspective, and exploring analytical and
numerical simulative approaches, without losing the perspectives of the application.

The attendees of ICMFM XX had an opportunity to interact with the most
outstanding world scientists and get acquainted with the latest research in fracture
mechanics and fatigue of metals. The eight keynote speaker delivered the latest
research updates from the scientific world. This event that lasts for three days will
provide a great opportunity to exchange thoughts as well as highlight the latest trends
in science.

More than a hundred participants attended ICMFM XX. Considering country
affiliation, almost 75% of the scientists were from Europe. People from the Czech
Republic and Portugal influence this quantity the most. Secondly, due to the great
presents of the Chinese Scientist, Asia is represented by 20% of researchers from the
entire participants. The last 5% was represented by scientists from north and south
America.

v



vi Preface

We very sincerely thank the authors who have contributed to this volume, the
symposium/sessions organizers for their hard work and dedication and the referees
who reviewed the quality of the submitted contributions. The tireless effort of the
members of the organizing committee as well as of other numerous individuals and
people behind the scenes is appreciated.

Wrocław, Poland
Wrocław, Poland
Porto, Portugal
Porto, Portugal
December 2021

Grzegorz Lesiuk
Szymon Duda

José A. F. O. Correia
Abílio M. P. De Jesus
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Milivoje Jovanović, Simon Sedmak, Aleksandar Sedmak,
Zijah Burzić, and Ivica Čamagić
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Part I
Numerical Approaches Applied to Fatigue

and Fracture Assessment



Chapter 1
Numerical Simulation of Fatigue Crack
Growth in Different Welded Joint Zones

Milivoje Jovanović, Simon Sedmak, Aleksandar Sedmak , Zijah Burzić,
and Ivica Čamagić

Abstract This paper involves the numerical analysis of fatigue behaviour of welded
joints made of steel SA-387 Gr. 91, with special attention devoted to its regions,
which have very different mechanical and fatigue properties. Extensive experimental
research, which was performed in order to obtain the coefficients necessary for the
analysis of fatigue life of structures and parts made of this steel, was used as the
base for the finite element method simulation, performed in ANSYS R19.2. Due to
the typical applications of steels from this group, all experiments were performed
at elevated temperature of 575 °C, which corresponds to the exploitation condi-
tions for this material. Obtained results have shown noticeable difference in fatigue
crack growth resistance of different welded joint regions, as was expected from the
experimental results.

Keywords Fatigue crack growth ·Welded joints · xFEM · Paris law coefficients

1.1 Introduction

The aim of this research was to numerically simulate fatigue crack growth through
different regions of a welded joint regions, including the parent material, the weld
metal and the heat-affected zone. To achieve this goal, finite element method [1–5]
was used in combination with the experimentally obtained results. Welded joints
were made of SA-387 Gr. 91 steel [6], typically used for structures which work at
elevated temperatures. Due to this, finite element method simulations were carried

M. Jovanović · I. Čamagić
Facutly of Technical Sciences, University K. Mitrovica, Mitrovika, Serbia

S. Sedmak (B)
Innovation Center of the Faculty of Mechanical Engineering, Belgrade, Serbia
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Fig. 1.1 C(T ) specimens for different regions of the welded joint

out under such conditions, with mechanical and fatigue properties (Paris coefficients
in this case) taken from experiments that were performed at 575 °C.

The obtained results for each welded joint region were then compared mutually,
in terms of number of cycles, in order to determine which welded joint region had
the highest resistance to fatigue crack growth, i.e. which one had the longest fatigue
life in the presence of an initial crack. This research was inspired by similar work [7,
8], which also involved different types of steels, also focusing on the heterogeneity
of welded joint regions [5, 9, 10] in terms of mechanical properties and its effect of
fatigue behaviour of welded joints. In this way, the authors of the paper were able
to further improve the methodology which was recently developed in Sedmak et al.
[7], confirming its application to different types of materials.

1.2 Experimental Results

Experimental determination ofC andm parameters fromParis law (da/dN=C·�Km)
was performed in a standard way ASTM E647, at elevated temperature of 575 °C,
using modified C(T ) specimens for all three welded joint zones, Fig. 1.1.

Results are shown as the combination of C and m values which provides the
highest fatigue crack growth in each welded joint zone:

• C = 6.00 × 10 − 12 and m = 3.22 for the parent metal (PM).
• C = 2.59 × 10 − 11 and m = 3.46 for the weld metal (WM).
• C = 2.60 × 10 − 10 and m = 2.20 for the heat affected zone (HAZ).

1.3 Numerical Simulation

Numerical simulations of fatigue behaviour of C(T ) specimens at elevated temper-
atures included the following steps:
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• Development of models based on the geometry of the modified specimens used
in the experiment stage of this research.

• Defining of mechanical and fatigue properties in the manner described in the
previous section.

• Defining of boundary conditions and loads which would correspond to the real
experimental conditions as closely as possible.

• Introducing a fatigue crack in the location where it had occurred in the real
specimens.

• Defining the number of substeps necessary for the fatigue crack to reach the limit
length of 5 mm (according to the maximum measuring capacity of the measuring
foils used in the experiment).

Since C(T ) specimens are typically loaded via the two holes through which they
are also supported, a similar approach was used in ANSYS. This version of the
software has an option for defining a special boundary condition which prevents
most displacements and rotations around the axes other than the one in which the
load is acting—and it can be applied to the inner surfaces of the two holes. In this
way, there was no need to define separate load and boundary conditions, since both
could be introduced using the same option. An additional boundary condition was
also applied to the middle section of the specimens curved surface, in order to fix the
model itself and prevent it from having unexpected displacements once fatigue crack
starts propagating, since at this point the load conditions are no longer necessarily
symmetrical.

The loads, defined in the form of two tensile forces acting in the opposite direc-
tions, were defined in accordance with the tensile test results, with values taken from
tables made based on force–displacement diagrams. For all three cases, force magni-
tudes were slightly above 7 kN and the loads in the models were defined accordingly.
The load step was divided into a number of substeps, since these control the overall
crack length. The total amount of substeps necessary for the crack length to reach
5 mm varied, depending on the mechanical properties and loads (the latter not being
significant, due to very similar load magnitudes for all models). The needed number
of substepswas determined iteratively, until the desired length of ~5mmwas reached.
Finite element mesh was generated using TET elements, Fig. 1.4, with finer mesh
near the crack tip.

1.3.1 Numerical Results

Results are given in Figs. 1.3, 1.4 and 1.5 in the form of crack length, a, dependence
on number of cycles, N, for PM, WM and HAZ, respectively. Obtained results have
shown significant differences in terms of the number of cycles to reach a = 5 mm,
indicating significant differences in welded joint zones. Initial fatigue crack length
in all three cases was 0.2 mm, and as was shown in Fig. 1.2, it was placed at the tip
of the notch in the C(T ) specimen model. These differences in all cases show that
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the effect of welded joint heterogeneity on the fatigue behaviour of C(T ) specimens
in this case was considerable.

As can be seen from the a-N diagrams shown in Figs. 1.5, 1.6, 1.7, the parent
material had shown the best fatigue resistance of all three welded joint regions,
reaching a total of 1729 cycles, almost three times as much as the heat-affected
zone model (657 cycles). Weld metal performed the worst, compared to the other
two regions, with a very low number of total cycles, at 65. This suggests that the
behaviour of a welded joint made with steel SA-387 Gr. 91 under fatigue load would
be significantly affected by the location of the fatigue crack in a real structure.
Since the welded joint in this case was overmatched, the crack would typically

Fig. 1.2 a CT specimen and its b finite element model

Fig. 1.3 Crack length versus number of cycles diagram for parent metal
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Fig. 1.4 Crack length versus number of cycles diagram for weld metal

Fig. 1.5 Crack length versus number of cycles diagram for heat affected zone

initiate in the parent material, which would be a favourable scenario, since it has the
highest resistance to fatigue crack growth. On the other hand, crack initiating in the
weld metal would lead to quick failure due to fatigue, which should be taken into
account as it is a possibility in the case of an inadequately defined/performedwelding
technology. All of this applies to elevated temperatures, which are characterised by
noticeable changes in mechanical properties of materials involved, which suggests
that similar tests should also be performed at room temperature, in order to determine
if the relationship between the mechanical and fatigue properties of all welded joint
regions would remain more or less the same.
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1.4 Conclusions

The following conclusions were drawn based on the obtained results:

• Simulations shown in this paper can achieve sufficiently good results in very little
time, and it is easy to adjust the models to different materials.

• Results for different regions can different significantly, and this needs to be further
related to the microstructural aspect of welded joint heterogeneity.

Acknowledgements This research was supported by the Ministry of Sciences and Technology
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Chapter 2
Calculation of the Stress State
in Coatings by Analytical and Numerical
Methods Considering Thermal Loads

Nikolay Dolgov , Leonid Vinogradov , Ilmars Blumbergs ,
and Rafal Chatys

Abstract The aim of this paper is to provide an analytical solution for the stress
distribution in a coated substrate under tensile and thermal loads. An analytical
model for coated substrate is derived in order to evaluate the distribution of interface
shear stress. The stress distributions in the coating-substrate interface show concen-
tration of interface shear stress near free edge of the coating, which must be taken
into account when developing coatings for aircraft and increasing their service life
since the results of numerical simulation are in good agreement with the stresses
obtained by the analytical method, except for the regions in which the stress singu-
larity arises and exists. The magnitude of these stresses depends both on the level
of the load applied to the substrate and on the thermal stresses arising from the
difference in the coefficients of thermal expansion of the substrate and the coating.
These features in the operation of materials with high-temperature coatings should
be taken into account in the design and manufacture of thermal barrier coatings for
gas turbine engine blades. This paper is a part of work that has been started in Riga
Technical University in project supported by the European Regional Development
Fund “High-Performance Erosion Resistant Multifunctional coatings for Aircraft
Composite Structures (PEROMACS)”.
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2.1 Introduction

The coatings increase the wear resistance, corrosion resistance, and thermal barrier
properties of various structures. Plasma spraying of ceramic coatings is widely used
in shipbuilding, automobile, and aircraft industry. To increase the adhesion strength
of the ceramic coating, a plasma-sprayed metal sublayer is used [1–5].

The properties of plasma-sprayed coatings depend, first of all, on the structure,
composition, and morphology of the initial powders, porosity, as well as micro-
and macro-cracks. One of the most important causes of component fafrefereilure is
cracking and detachment of the top ceramic layer during service [6]. In this regard,
studies of the strength properties, processes of delamination, and cracking of coatings
are necessary to increase their reliability and improve the design. There are various
approaches to assessing the stress state in multilayer materials under various types
of force loading [7–12] and thermal loads [13–16].

The paper presents an analysis of the stress state, obtained by the analytical
approach, using the example of coatings that are used to protect the blades of aircraft
gas turbine engines. The effect of thermal loads on the stress state in the plane of
the adhesive contact between the substrate and the coating is considered. The studies
carried out are necessary for the development of modern ideas about the peculiari-
ties of the delamination of high-temperature ceramic coatings under the influence of
power and thermal loads. The purpose of this study is to develop an analytical model
to predict the interfacial stresses for the coating-substrate systems.

2.2 Development of an Analytical Model to Determine
the Stress State in the Coating

When exposed to an external load in the coatings, due to the different characteristics
of the coating and substrate, an inhomogeneous stress state arises. These features of
multilayer materials must be taken into account in the development and design of
coated structural elements. Below is the output of analytical equations that allow you
to determine the shear stresses in the substrate-coating interface when tensile forces
are applied to the substrate together with thermal loads.

Consider a platewith a coating applied to the top and bottom surfaces of a substrate
that is being stretched (Fig. 2.1). Loads are applied to the substrate 1. Consider the
section at a distance h1 = h/2 from the substrate-coating interface. In the planes of
adhesive contact between the substrate 1 and the coating 2, as well as at a distance
h/2 from the substrate-coating interface, shear stresses τ and τ 1 arise, respectively.
The substrate is the subject to a thermal load �T.

We assume that the shear stresses τ and τ 1 are proportional to the difference
in displacements in adjacent layers of materials that make up the substrate-coating
system:
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Fig. 2.1 Calculation scheme
of a coated specimen: 1—the
substrate, 2—the coating
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0 P1
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z
2H

l l

1

P1

τ

τ
h

h1

τ = S1 · (u1 − u2)

τ1 = S2 · (u2 − u3)
(2.1)

where S1, S2 are some coefficients of the substrate-coating system; u1, u2, u3—
displacements of the centers of gravity of the substrate, the lower and upper layers
of the coating, respectively.

Longitudinal forces in the lower and upper parts of the coating, respectively, are
determined from the equations:

N2 = N 0
2 − Q2 + Q1;

N3 = N 0
3 + Q2,

where N 0
2 is the longitudinal force in the lower part of the coating arising from the

effect of an external load P1; Q1 and Q2—shearing forces in the planes of adhesive
contact between the substrate 1 and the coating 2, as well as at a distance h/2 from
the substrate-coating interface, respectively; N 0

3—the longitudinal force in the upper
part of the coating arising from the action of the external load P1.

Since the shift in the planes of adhesive contact between the substrate 1 and the
coating 2, as well as at a distance h/2 from the substrate-coating interface depends
on the difference between the displacements of the center of gravity of the substrate,
the lower and upper parts of the coating, the derivative of these differences will be
equal to the difference between the corresponding deformations:

∂

∂z
(u1 − u2) = N2

E2F2
− P1

E1F1
+ (αs − αc)�T ;

∂

∂z
(u2 − u3) = N3

E2F3
− N2

E2F2
+ (αc − αc)�T ;

where E1, E2—elasticity modules of the substrate and coating, respectively; F1, F2,
F3—cross-sectional areas of the substrate, bottom, and top of the coating, αs, αc are
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the thermal expansion coefficients of the substrate and coating;�T is the temperature
change.

Consequently, the difference between the elongations of adjacent layers of the
substrate-coating system for the planes of adhesive contact between the substrate 1
and the coating 2, as well as at a distance h/2 from the substrate-coating interface
depends both on the external tensile load and on the shear forces equivalent to the
effect of the corresponding layers and temperature changes:

∂

∂z
(u1 − u2) = C11Q1 + C12Q2 + ε0 + (αs − αc)�T

∂

∂z
(u2 − u3) = C21Q1 + C22Q2 + (αc − αc)�T

(2.2)

where C11, C21 and C12, C22—the compliance of the cross-sections, which are
affected by the shearing forces Q1 and Q2, respectively, ε0—strain under the action
of an external load on an uncoated substrate.

The value ε0 equals:

ε0 = − P1
E1F1

The values C11, C12, C21 and C22, respectively are equal:

C11 = 2

E1F1
+ 1

E2F2
; C12 = − 1

E2F2
; C21 = − 1

E2F2
; C22 = 1

E2

(
1

F2
+ 1

F3

)
.

The cross-sectional areas are calculated from the following equations:

F1 = 2H · b;

F2 = F3 = h1 · b;

where 2H is the thickness of the substrate; b is the width of the substrate and coating;
h1—thickness of the lower and upper parts of the coating, respectively.

Differentiating Eq. (2.1) and substituting (2.2) into them, we get:

1

S1

∂τ

∂z
= C11Q1 + C12Q2 + ε0 + (αs − αc)�T ;

1

S2

∂τ1

∂z
= C12Q1 + C22Q2 + (αc − αc)�T .

The shear stresses τ and τ 1 in the planes of adhesive contact between the substrate
1 and the coating 2, as well as at a distance h/2 from the substrate-coating interface
are determined from the equations:
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τ = 1

b

∂Q1

∂z
;

τ1 = 1

b

∂Q2

∂z

(2.3)

Thus, the system of differential equations for determining the shear forces in the
planes of adhesive contact between the substrate 1 and the coating 2, as well as at a
distance h/2 from the substrate-coating interface can be transformed as follows:

1

S1 · b
∂2Q1

∂z2
= C11Q1 + C12Q2 + ε0 + (αs − αc)�T ;

1

S2 · b
∂2Q2

∂z2
= C12Q1 + C22Q2 + (αc − αc)�T .

(2.4)

The solution to the inhomogeneous system of differential Eq. (2.4) consists of
a particular solution of this system and the general solution of the corresponding
homogeneous system. Using a linear transformation of the functions Q1 and Q2, we
introduce such functions and for which the system of differential Eq. (2.4) turns into
two independent differential equations:

Q1 = α11Q∗
1 + α12Q∗

2;
Q2 = α21Q∗

1 + α22Q∗
2,

where α11, α12, α21, α22—certain constant multipliers.
If the solution to the homogeneous system of equations is sought in the form:

Q∗
1 = A1 sinh(k1z) + B1 cosh(k1z);

Q∗
2 = A2 sinh(k2z) + B2 cosh(k2z),

where A1, B1, A2, B2—constants defined from border conditions, then finding the
roots k1 and k2 of characteristic equation we get such the equation as:

∣∣∣∣ S1bC11 − k2 S1bC12

S2bC21 S2bC22 − k2

∣∣∣∣ = 0

where from:

k4 − k2(S1bC11 + S2bC22) + S1S2b
2(C11C22 − C2

12) = 0 (2.5)

Equation (2.4) has the roots k1 and k2:

k21 = 1

2

(
S1bC11 + S2bC22 +

√
(S1bC11 − S2bC22)2 + 4C2

12S1S2b
2

)
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k22 = 1

2

(
2S1bC11 + 2S2bC22 − 2

√
(S1bC11 + S2bC22)

2 − 4S1S2b2(C11C22 − C2
12)

)

The coefficients α11, α12, α21, α22 are defined from homogeneous systems of
linear equations, the determinant of which equals zero:

(S1bC11 − k2i )α1i + S1bC12α2i = 0;
S2bC21α1i + (S2bC22 − k2i )α2i = 0,

i = 1, 2.

with number i = 1 acquired:

(S1bC11 − k21)α11 + S1bC12α21 = 0;
S2bC21α11 + (S2bC22 − k21)α21 = 0,

(2.6)

where from:

α21

α11
= k21 − S1bC11

S1bC12
= S2bC12

k21 − S2bC22
.

To make the solution of Eq. (2.6) nontrivial, we set the following normalization
condition for the coefficients αi1:

2∑
i=1

α2
i1

Sib
= 1 (2.7)

Entering definition:

α21
√
S1

α11
√
S2

=
√
S1S2bC12

k21 − S2bC22
= tgβ

where from:

α21 = α11

√
S2
S1

= tgβ

In accordance with the Eq. (2.7) acquired:

α2
11

S1b
+ α2

21

S2b
= α2

11

S1b
+ α2

11

S1b
tan2 β = 1

therefore:
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α2
11

S1b
= 1

1 + tan2 β
= cos2 β

The final record is:

α11 = √
S1b cos β

α21 = √
S2b sin β.

similarly, i = 2 gives:

α12 = −√
S1b sin β;

α22 = √
S2b cosβ.

The expressions for the unknowns Q∗
1 and Q∗

2 will look like:

Q∗
1 = α11

S1
Q1 + α21

S2
Q2 =

√
b
S1
cosβ · Q1 +

√
b
S2
sin β · Q2;

Q∗
2 = α12

S1
Q1 + α22

S2
Q2 = −

√
b
S1
sin β · Q1 +

√
b
S2
cosβ · Q2.

The system of Eq. (2.4) will be transformed as follows:

∂2Q∗
1

∂z2 = k21Q
∗
1 + ε∗

01;
∂2Q∗

2
∂z2 = k22Q

∗
2 + ε∗

02,
(2.8)

where

ε∗
01 = α11(ε0 + (αs − αc)�T ) = √

S1b cosβ · (ε0 + (αs − αc)�T )

ε∗
02 = α12(ε0 + (αc − αc)�T ) = −√

S1b sin β · (ε0 + (αc − αc)�T )

The solution of equation system (2.8) will be recorded as follows:

Q∗
1 = A1 sinh(k1z) + B1 cosh(k1z) + Q∗

01

Q∗
2 = A2 sinh(k2z) + B2 cosh(k2z) + Q∗

02

Where Q∗
01, Q

∗
02—particular solutions of the system (2.8),

Q∗
01 = −ε∗

01

k21
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Q∗
02 = −ε∗

02

k22

As soon as Q∗
1 is symmetric in reference to the axis z = 0 so A1 = 0.

From the border condition Q∗
1(l) = 0 acquired:

B1 cosh(k1l) − ε∗
01

k21
= 0

where from:

B1 = ε∗
01

k21 cosh(k1l)

Accordingly, it will be found that:

A2 = 0 and B2 = ε∗
02

k22 cosh(k2l)

The shearing forces Q1 and Q2 are defined from the equations:

Q1 = √
S1b cosβ · Q∗

1 − √
S1b sin β · Q∗

2

Q2 = √
S2b sin β · Q∗

1 + √
S2b cosβ · Q∗

2

In accordance with Eq. (2.3) the shear stresses τ and τ 1 are calculated in the
equations:

τ(z) = 1

t

√
S1b cosβ · B1 · k1 · sinh(k1z) − 1

t

√
S1b sin β · B2 · k2 · sinh(k2z);

τ1(z) = 1

t

√
S2b cosβ · B1 · k1 · sinh(k1z) + 1

t

√
S2b sin β · B2 · k2 · sinh(k2z).

After suitable transformations we acquire:

τ(z) = S1

(
cos2 β · sinh(k1z)

k1 cosh(k1l)
+ sin2 β · sinh(k2z)

k2 cosh(k2l)

)
[ε0 + (αs − αc)�T ];

τ1(z) = √
S1S2 sin β · cosβ ·

(
sinh(k1z)

k1 cosh(k1l)
− sinh(k2z)

k2 cosh(k2l)

)

[ε0 + (αc − αc)�T ].

(2.9)

The coefficients S1 and S2 are determined in accordance with the approach
proposed in Ref. [17].
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We assume that the shear stresses in the plane of the adhesive contact between
the base and the coating damp linearly, and the distribution of normal stresses in the
coating does not change over the thickness:

S1 = 2(
H
G1

+ h1
G2

) ; S2 = G2
h1

.

2.3 Verification of the Developed Model

Let us compare the stresses obtained from the developed analytical model using
numerical simulation. In the calculations, we used the modulus of elasticity of
AISI316L stainless steel equal to 193 GPa, Poisson coefficient of the substrate—
0.25, coefficient of thermal expansion (CTE) αs = 17.2 × 10–6 K–1. Calculations
were carried out for zirconia-based coating, which is widely used in aviation as
thermal barrier coatings on blades of gas turbine engines [18, 19].

For calculations, the modulus of elasticity of the coating of the plasma-sprayed
yttria-stabilized zirconia coating was 40 GPa, Poisson’s ratio was 0.22, and the
coefficient of thermal expansion αc = 10.7 × 10–6 K–1 [20].

Figure 2.2 shows the distribution of shear stresses in the coating-substrate interface
in accordance with the developed analytical model. For the numerical calculation of
stresses in the coated specimen, the graph model of the elastic body was used [21,
22].

Since the design scheme of the coated specimen has two axes of symmetry, it is
possible to restrict ourselves to solving the problem in a symmetric formulation and
considering only a quarter of the specimen section. In the simulation, the mesh of
elementary cells was reduced as it approached the area of the free edge of the coating.
Figure 2.3 shows an enlarged fragment of the mesh in the vicinity of the free edge
of the coating. Figure 2.4 shows the distributions of shear stresses in the coating-
substrate interface, obtained by the method of numerical simulation. Analysis of the
data in Fig. 2.2 shows that the distribution of shear stresses in the coating-substrate
interface is in good agreement with the numerical calculation. It should be noted that
the numerical calculations coincide with the analytical calculations along the entire
length of the coating, except for the regions in the vicinity of the free edge of the
coating, in which there is a singularity of the stress fields [23].

2.4 Discussion

Changes in the elastic characteristics and geometric dimensions of coatings can lead
to both a decrease and an increase in the level of shear stresses in the coating-substrate
interface. The optimal selection of the design parameters of the substrate-coating
system is an urgent scientific and technical problem and is of practical interest.
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Fig. 2.2 Distribution of shear stresses τ (z) in the coating-substrate interface a and its enlarged
fragment (b): 1—without mechanical loads (at �T = 20 K); 2—without thermal loads (at �T =
0 K); 3—at �T = 20 K); 4—at �T = 50 K; 5—at �T = 500 K

Fig. 2.3 Fragment of the numerical model of the coated specimen in the vicinity of the free edge
of the coating

With a decrease in the elastic modulus of the coating, the level of shear stresses in
the coating-substrate interface decreases. The elastic modulus of plasma-sprayed
ceramic coatings is a technologically dependent characteristic of the material
[24–26].

The application of porous ceramics reduces the Young’s modulus [27]. With
an increase in the thickness of the coatings, their porosity increases [28]. With
an increase in the thickness of the plasma-sprayed coatings, their Young’s moduli
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Fig. 2.4 Distribution of shear stresses τ (z) in the coating-substrate interface, obtained by the
numerical method

decrease [29]. Segmentation of plasma-sprayed coatings also reduces their elastic
modulus [30].

Reducing shear stresses can also be achieved by reducing the difference in thermal
expansion coefficients of the substrate and the coating. Thus, there are various ways
to reduce the level of interface shear stresses. Reducing shear stresses reduces the
probability of coating delamination and increases the lifetime of component with
coatings.

2.5 Conclusions

Thus, we have analyzed the stress state of a rectangular plate, the upper and lower
surfaces of which are coated. Analytical equations are obtained for determining the
distribution of shear stresses in the coating-substrate interface, depending on both
on the elastic characteristics of the substrate and coating, and on their geometric
dimensions and thermal expansion coefficients. The shear stresses in the coated
specimen obtained by the analytical approach are consistent along the length of the
interface with the numerical simulation, except for the areas near the free edge of
the coating, where there is a singularity of the stress fields.
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Chapter 3
Numerical Simulation and Constructal
Design Applied to Perforated Plate
Subjected to Biaxial Buckling

Guilherme Ribeiro Baumgardt, Eysler Queiroz De Sousa,
Leonardo Willian Barbosa Pinto, Elizaldo Domingues Dos Santos,
Thiago Da Silveira, and Liércio André Isoldi

Abstract Thin plates are widely employed as structural components in different
industries, like naval and civil. They are often subjected to loadings that can generate
the unwanted phenomenon called buckling. In this sense, the present work analyzes
the elasto-plastic buckling behavior of perforated thin steel plates, under biaxial
compression. To obtain the ultimate load of the plates, a computational model via
finite elementmethodwas used. In order to find the type and geometry of the hole that
allows the perforated plate to achieve the best mechanical behavior, the Constructal
Designmethod associated with the Exhaustive Search technique were employed. For
that, the adopted degrees of freedom were the hole geometry (varied by its aspect
ratio, given by b0/a0) and hole type (rectangular, oblong longitudinal, and elliptical).
As performance indicator this work adopted the Normalized Ultimate Stress (ratio
between the ultimate stresses of the perforated plate and the reference plate with no
hole). As constraints the length, width and hole volume fraction of φ = 0.15 were
considered, being φ the ratio between the hole volume and the total plate volume
with no hole. Based on the obtained results, the best hole type was the longitudinal
oblong, leading to the best mechanical behavior with a slight superiority of 1.08
and 0.34% in relation to the best behavior of the elliptical and rectangular holes,
respectively.

Keywords Elasto-plastic buckling · Biaxial compression · Computational
modeling · Constructal design

3.1 Introduction

The study of thin plates has been carried out due to its wide use as structural compo-
nents in the aeronautical, naval, and civil industries; being, generally, subjected to
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transverse loads and/or loads in its plane [1]. Inmany cases, these plates are subjected
to axial compressive loads that can cause an undesired instability phenomenon,
known as buckling, which can occur in two ways: elastic buckling, when the insta-
bility happens in the elastic regime of thematerial, and elasto-plastic buckling, which
occurs when the load reaches the material’s plastic deformation regime [2].

In addition, in several practical situations these structures may require material
removal through perforations, which directly affects their mechanical behavior. For
instance, the use of perforated plates in the naval industry and offshore structures
are made to enable access points or for the weight reduction of the structure [3].
In this sense, it is necessary to investigate the effects of perforations in plates when
subjected to elasto-plastic buckling since the insertion of the hole affects its ultimate
load.

Therefore, to numerically simulate the mechanical behavior of a thin perforated
steel plate submitted to elasto-plastic biaxial buckling, a computational model devel-
oped in ANSYS Mechanical APDL, which is based on the Finite Element Method
(FEM), was adopted.

For the geometric optimization, a methodology allying the Constructal Design
method and the Exhaustive Search technique was employed. The Constructal Design
performs a geometric evaluation aiming to identify the geometry influence over the
performance of a system subjected to some kind of flow [4]. To do so, performance
indicators must be improved while the geometry is subject to global constraints
(constant parameters throughout the process) and varies according to the defined
degrees of freedom (parameters changed throughout the process) [5]. In recent
studies, it was proven that the Constructal Design is an effective approach for the
geometric analysis in structural engineering [6]. Therefore, the possible geometric
configurations proposed by Constructal Design were compared among each other,
defining a geometric optimization by Exhaustive Search.

3.2 Computational Model

The computational model was developed in the ANSYS Mechanical APDL,
employing the finite element SHELL281 that is suitable for analyzing thin to moder-
ately thick shell/plate structures. The element has eight nodes with six degrees of
freedom in each node: translations on the x, y and z axes and rotations on the
x, y and z axes, being its formulation based on the first-order shear-strain theory
(Reissner–Mindlin Theory) [7].

For the elastic buckling analysis, the eigenvalue buckling approach was adopted
[8]. In this analysis, a perturbation load P is used as a reference load. So, the critical
buckling load is Pcr calculated by the multiplication of the previous with a buckling
load factor λ. This factor stems from a buckling eigenvalue problemwhere the lowest
eigenvalue λcr obtained from eigenvalue buckling analysis is used for the calculation
of the critical load.
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After, the numerical simulation of the post-buckling behavior of plateswas carried
out assuming an elastic-perfectly plastic behavior, i.e., without strain hardening. It is
considered an initial geometric imperfection for the plate, which was derived from
the first elastic buckling mode with a maximum displacement of b/2000, being b the
plate width [2]. From this initial imperfect configuration, the ultimate load of the
plate is obtained if, at a specific loading step, convergence cannot be achieved in the
iterative process. In this case, a finite increment in the displacement vector cannot be
defined so that the out-of-balance load vector is nullified. This is because nomatter as
large as the strains and displacements can be, the internal forces and stresses cannot
increase as it would be needed to balance the external loads, which indicates that the
plate material achieved its ultimate strength [9–11]. Thus, the final load of the plate
is defined using as a reference the load Py = σ y·t, where σ y is the material yield
stress and t is the plate thickness [2]. More details of this computational model can
be found in Helbig et al. [9] and Lima et al. [12]. The verification and validation of
this computational model can be found in Da Silveira et al. [6] and [13], respectively.

It is worth tomention that in all simulated cases the plate was considered as simply
supported in its four edges, having as building material the AH-36 steel with σ y =
355 MPa, Young’s modulus E = 210 GPa and Poisson’s coefficient ν = 0.30.

3.3 Constructal Law and Constructal Design Application

Constructal Design is based on the Constructal Law, which corresponds to the foun-
dations of Constructal Theory and states that “for a finite size flow system to persist
in time (to live), its configuration must evolve in such a way as to provide greater
and greater access to the currents that cross it” [4, 5, 14–16]. According to Rocha
et al. [17], the Constructal Law can be understood as a unifying design principle.
According to Rocha et al. [18], when applying Constructal Design, there is no “best”
in the evolutionary system, but there is “better” today, which ends up not being so
good tomorrow. It is worth to highlight that the Constructal Design is not amathemat-
ical optimization method. However, the Constructal Design method can be applied
associated with some optimizationmethod, such as the Exhaustive Search technique.
In this case, the Constructal Design is responsible to define the search space of the
possible geometric configurations.

To the Constructal Design application is necessary to define at least one perfor-
mance indicator (to be improved), the degrees of freedom (variables) and the
geometric constraints (fixed parameters). The degrees of freedom are free to vary, as
long as the imposed restrictions are respected [9].

In agreement with [13], as performance indicator this work used the Normalized
Ultimate Stress (NUS). The parameter NUS is obtained from the ratio between the
ultimate stress of the perforated plate (σ U ) and the ultimate stress (σUR) of the
reference plate (without cutout).
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Fig. 3.1 Perforated plates studied: a rectangular hole, b longitudinal oblong hole and c elliptical
hole

Taking into account the Fig. 3.1, the adopted degrees of freedom were the
hole type, being considered the rectangular, longitudinal oblong and elliptical
perforations; and the hole geometry, by means the hole aspect ratio (b0/a0).

As restriction a fixed value for the ratio between the plate cutout volume and its
total volume, known as volume fraction (φ), of 0.15 was used. Also, the shape of
the plate would have a height-to-length (b/a) ratio of 0.5, keeping the thickness (t)
fixed. As in [7], the adopted values were a = 2000 mm, b = 1000 mm, and t =
12 mm, both for the perforated plates as reference plate. In addition, other imposed
constraint was that the edge of the hole must be at least 100 mm away from the edge
of the plate, to avoid the effect of boundary conditions, i.e.

b − b_0 ≥ 200mm; a − a_0 ≥ 200mm (3.1)

3.4 Results and Discussion

First, the reference plate (without cutout) was numerically simulated. The ultimate
biaxial buckling stress obtained through this analysis of σUR = 47.90 MPa was used
to calculate the NUS factor, as above mentioned. The obtained results for NUS in
relation to the hole aspect ratio (b0/a0), for each studied hole type, are presented in
Fig. 3.2.

From Fig. 3.2 it is possible to observe that, for each hole type a maximized NUSm

is obtained, allowing to define the optimal geometry, i.e., the geometric configuration
that provides the highest value for the performance indicator. The results demonstrate
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Fig. 3.2 Normalized ultimate stress of plates with centered hole

that for the elliptical hole with (b0/a0)o of 0.316 promotes the maximization of the
NUSm, reaching a mechanical behavior approximately 24.90% better than the worst
geometry with b0/a0 = 1.528. Evaluating the rectangular hole, it is observed that the
maximum NUSm reached occurs for the aspect ratio values (b0/a0)o of 0.469, being
21.67% higher than the worst rectangular geometry. For the longitudinal oblong
hole, the maximized NUSm value is displayed for a (b0/a0)o ratio of 0.436, which is
16.58% larger than the geometry with the lowest NUS value for this hole type.

Still regarding Fig. 3.2, it can be seen that for the vast majority of the analyzed
aspect ratio values, the rectangular hole has a higherNUSvalue. However, comparing
the values of NUSm, one can note that the longitudinal oblong hole has the best global
performance. In other words, the twice maximized NUSm is 0.654, obtained by the
twice optimized longitudinal oblong hole geometry with (b0/a0)oo of 0.356.

3.5 Conclusion

The development of this work presented allied the computational modeling,
Constructal Design method, and Exhaustive Search technique for the analysis of
simply supported rectangular plates under biaxial compressive load, considering
different types of centered holes. The results indicated that the variation of the hole
aspect ratio canpromote improvements in the ultimate buckling stress of 24.90, 21.67,
and 16.58%, respectively, for the elliptical, rectangular, and longitudinal oblong hole
types. In addition, comparing the performance of the optimized geometry for each
hole type, the longitudinal oblong hole achieves a slight superiority of 1.08–0.34%,
respectively, than the elliptical and rectangular hole types.
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Chapter 4
Fatigue Damage Simulation of a Metal
Sandwich Panel Under Four-Point
Bending Conditions

M. K. Faidzi, S. Abdullah, M. F. Abdullah, S. S. K. Singh, A. H. Azman,
José A. F. O. Correia , and D. Hui

Abstract This paper presents the effect of a variety of dimple core designs of ametal
sandwich panel simulated using four-point bending under different cyclic loading
spectrums of high-low and high-low–high loading sequences. This core design was
vulnerable to delamination when subjected to cyclic loading conditions. The variable
amplitude loading data from random number sets have been equivalent in terms of
damage to produce the constant amplitude loading data, which was used as cyclic
loading data for all models. The simulation results indicated the loading sequences
of high-low and high-low–high had a significant effect on the fatigue performance of
the sandwich panel. Dimples 6.0/3.0 mm in size showed exceptional performance,
possessing the highest number of cycles before failure. The coefficient of determina-
tion for this dimple was 0.8921 < R2 < 0.9828 for all damage modeling conditions.
It is highlighted that dimple size plays an important role since the largest dimple
size made the sandwich panel vulnerable to early delamination under the simulated
cyclic loading conditions.
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4.1 Introduction

Sandwich panels are used in many engineering applications within the building
construction, automotive and aircraft industries. Based on previous researches, most
metal sandwich panelswere developed using lightweightmaterials such as aluminum
alloy and ceramics [1, 2]. However, the use of magnesium alloy in sandwich panel
applications as outer skins and/or the main core has increased due to its special char-
acteristics; for instance, it is lightweight and adaptable enough to be reinforced [3].
Recent research shows that the bonding area of the sandwich panel experiences the
most critical failure when subjected to high loading, resulting in unstable structural
integrity and delamination [4, 5].

Modifications of the sandwich panel surface at the bonding area is vital to improve
the bonding strength and structural integrity of sandwich panel. This reduces the risk
of pre-delamination occurring between the bonding layer of the sandwich panel,
which may lead to delamination. The type of loading condition plays an important
role in determining the strength and capability of sandwich panels [6]. It is crucial
to identify their capabilities under certain conditions such as constant and variable
cyclic loading in order to determine the delamination effect which usually occurs
between the bonding surface layer of the sandwich panel.

This study aims to evaluate the performance of a metal sandwich panel under
constant and variable cyclic loading with different loading sequences, high-low and
high-low–high using four-point bending simulation to assess the delamination effect,
which is the main contributor to the failure mechanism of a sandwich panel. The half
spectrum of variable amplitude loading (VAL) data produced from a random number
of 10,000 data points was simulated using a fatigue data analysis package to produce
an equivalent damage value of constant amplitude loading (CAL) as the loading data
used in this simulation. The influence of surfacemodifications on themain core of the
sandwich panel is investigated and the fatigue damage due to bending is displayed
through the hotspot contour on the surface core and fatigue damage plot.

4.2 Materials and Methods

The three-dimensional geometrical metal sandwich panel was developed and simu-
lated using the finite element software package based on ASTM C393 [7]. The
flowchart for this study is shown in Fig. 4.1.

4.2.1 Geometrical Metal Sandwich Panel

The upper and lower skins were made of AR500 steel while the main core was
magnesium alloy AZ31B. The adhesive material used for the sandwich panel models
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Fig. 4.1 The methodology
flowchart for the simulation
work in this study

was epoxy resin. The size and dimension of the geometrical model, including the
hemisphere dimple core design are shown in Fig. 4.2. An adaptive uniform mesh
type 1.0 mm in size and with a fine span angle center was chosen since this size
is a reliable value to ensure stability and reduce the time taken for the simulation
[5]. A hemisphere dimple design was chosen to reduce residual stress at the dimple
area due to its sharp-edged design. An enhanced design of the sandwich panel core
surface was used to produce lightness and better bonding strength without reducing
the structural integrity.

Fig. 4.2 The schematic diagram of geometrical metal sandwich panel with main core panel
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Fig. 4.3 The loading data used in this simulation a CAL with R = 2, b CAL high-low; R = 2 to
1.5, c CAL high-low–high; R= 2, 1.5 and 2 d VAL with R= 2, e VAL high-low; R= 2 to 1.5, and
f VAL high-low–high; R = 2, 1.5 and 2

4.2.2 Loading Conditions

The maximum loading, F was calculated using the properties of the lowest strength
material for this sandwich panel (magnesium alloy) based on its ultimate tensile
strength and was determined using Eq. (4.1) [8]:

σmax,x = 1

12
FL.

1

2
h.

(
− 12

bh3

)
= FL

−2bh2
(4.1)

Three types of sequence cyclic loading conditionswith half spectrumwere applied
to the sandwich panel. These were constant, high-low and high-low–high sequence
loading, as shown in Fig. 4.3.

Variable amplitude loading (VAL) was set as a random number of 10,000 points
using the fatigue data analysis package and was ensured its damage value was equiv-
alent to that of CAL. This process is crucial as the VAL data have more inconsistency
in peak amplitude compared to CAL data and also to avoid over-prediction in the
fatigue damagemodeling. Therefore, in order to produce an equivalent damage value
for CAL high-low, VAL high-low, CAL high-low–high and VAL high-low–high, the
CAL damage value became the main reference since it was equivalent to the VAL
damage value at the first stage.

4.3 Result and Discussion

Figure 4.4 shows the fatigue contour on the sandwich panel at 90% of loading for
all types of cyclic loading conditions. It can be observed that the number of cycles
before failure has increased as the cyclic loading spectrum changes from constant
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Fig. 4.4 The sandwich panel with dimple of 6 mm diameter and 3 mm depth, at 90% loading with
maximum number of cycles to failure a CAL, b VAL, c CAL high-low, d VAL high-low, e CAL
high-low–high and f VAL high-low–high. The red circle indicated that delamination take place at
the bonded layer of sandwich panel at this loading condition



34 M. K. Faidzi et al.

to the high-low and lastly to the high-low–high loading sequence. At 90% loading,
the delamination effect was clearly seen in the bonding area. At 50% loading, none
of the sandwich panels displayed any red marks at the bonding layer, as shown in
Fig. 4.5. However, there was still the possibility for the red marks, known as hotspot
points, to appear on the main core surface panel near the dimple area.

Fig. 4.5 The sandwich panel with dimple of 6 mm diameter and 3 mm depth, at 50% loading with
number of cycles to failure a CAL, bVAL, cCAL high-low, dVAL high-low, eCAL high-low–high
and f VAL high-low–high. The green circle indicated that there is no delamination take place at the
bonded layer of sandwich panel under this condition
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Further analysis was conducted at the hotspot area of the main core panel.
Figures 4.6, 4.7, 4.8 show the damage plot for the maximum damage value against
the number of cycles to failure in log scale for sandwich panels with different dimple
core designs under CAL andVAL conditions. The damage plot shows that the dimple
sizes of 6.0/3.0–8.0/4.0 mm exhibited significant trendline for all figures. For both
CAL and VAL conditions, it was observed that the dimple with size of 6.0/3.0 mm
experienced a higher number of cycles before failure compared to the dimple sizes
of 5.0/2.5, 7.0/3.5 and 8.0/4.0 mm.

Fig. 4.6 The damage plot for maximum damage value against number of cycles to failure for
sandwich panel with different dimple specifications under CAL and VAL conditions

Fig. 4.7 The damage plot for maximum damage value against number of cycles to failure for
sandwich panel with different dimple specifications under CAL High-Low and VAL High-Low
conditions
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Fig. 4.8 The damage plot for maximum damage value against number of cycles to failure for
sandwich panel with different dimple specifications under CAL High-Low-High and VAL High-
Low-High conditions

The range coefficient of determination for the dimple size 6.0/3.0mmwas between
0.8921 < R2 < 0.9828 for all cyclic loading conditions, as shown in Figs. 4.6, 4.7 and
4.8. For the dimple size of 8.0/4.0 mm, the range coefficient of determination was
0.892 < R2 < 0.9219 for all cyclic loading conditions, as shown in Figs. 4.6, 4.7 and
4.8. Based on this range, the dimples of 6.0/3.0 mm showed the highest accuracy for
the fatigue damage plot trendline, compared to the dimples of 8.0/4.0 mm. However,
both ranges were acceptable as they were beyond the 0.85 limit value, based on
the engineering statistical value [5]. At the lowest maximum damage value, a large
dimple size experienced lower cycle fatigue than a small dimple size.

4.4 Conclusion

The effects of different dimple core designs of a metal sandwich panel were eval-
uated and analyzed using four-point bending simulation under constant amplitude
loading (CAL) and VAL conditions, with different loading sequences of high-low
and high-low–high. The results show that under CAL and VAL loading conditions,
the difference in dimple size produced a significant effect on sandwich panel perfor-
mance in terms of fatigue damage modeling. The dimple size of 6.0/3.0 mm showed
a greater potential to be selected as the optimum design for a dimple core design,
compared to the others. From the fatigue damage plot modeling, the dimple size
of 6.0/3.0 mm reached the highest number of cycles before failure, with the lowest
average in maximum damage value on the hotspot area of the core panel. The coef-
ficient of determination for all the damage plot modeling in log scale for this dimple
was between 0.8921 < R2 < 0.9828 under CAL and VAL loading conditions. This
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shows that it is acceptable and has proven the correlation between the maximum
damage value at the hotspot area of the core panel and the number of cycles before
failure. It was also noticed that a large dimple size has disadvantages in terms of the
bonding strength of the sandwich panel.
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Chapter 5
Analysis of Pulse Load of a Steel Roller
in the Numerical Simulation Method

Dariusz Pyka, Kayode Olaleye, Adam Kurzawa, Tetiana Roik,
Grzegorz Ziolkowski, Miroslaw Bocian, and Krzysztof Jamroziak

Abstract This article presents the tests of EN C45 steel as a result of the impulse
load of the detonation wave of the explosive charge. This process was carried out on a
specially prepared test stand using a 75 g Tri-Nitro-Toluene (TNT) drilling cartridge.
Two series of tests were carried out with the explosive charge placed in direct contact
with the sample and the charge away from the sample at a distance of 30 mm. As
a result of detonation, the samples were fragmented or visibly deformed. The main
purpose of the work was to verify the impact resistance of EN C45 steel, which is
commonly used in technical facilities. The results of research on the impact of the
shockwave on themorphology and internal structure of the testedmaterial in the areas
subjected to dynamic deformation are presented. The results of computed tomog-
raphy and light microscopy analyzes as well as numerical analyzes are presented to
describe in detail the phenomenon of destruction under the influence of the pressure
impulse.

Keywords Impulse load · Blast shock wave · Swelling phenomenon · Numerical
analysis · SPH method
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5.1 Introduction

The shock wave, which is a consequence of the explosion process, is the main burden
on the objects of technical infrastructure or people in contact with the epicenter of the
explosive explosion (MW). When forecasting the fatigue strength of a material for
shock loads generated by an explosive explosion, an important approach is to capture
thematerial loadwith a pressure impulse or the pressure of the blast (shock)wavefront
[1]. Based on the study [2], a shock wave and rapidly expanding gases are generated
near the source of the explosive explosion. This phenomenon is accompanied by
high temperatures. We can distinguish three types of explosions here, namely free
explosions (in the air), closed explosions (in a closed medium), and explosions in
which the explosive is attached to a structure (object). Nevertheless, the common
feature of a closed explosion, and an explosion of material applied to an object, is
the formation of strong stress waves in the material, which affects its destruction in
the form of crushing this material [3]. Therefore, in order to estimate the effects of a
blast wave, knowledge about the pressure generated by the blast wave on its forehead
and the phenomena related to its amplification is needed. This amplification is the
resultant of the incident and reflected wave presented, inter alia, in [4]. The literature
on the subject is quite extensive in this regard. In the works of Baker [5], Bulson
[6], Henrych [7] or Wlodarczyk [8], as well as other authors, analytical methods for
determining explosive loads have been presented.

In this paper, the authors presented the impact of the use of the numerical method
to describe the pulse load generated by the blast wave of the explosion on selected
elements used in the construction of structural components of machines and devices.
The aim of the work was to reproduce the destruction process of a selected structural
element in the form of a shaft made of EN C45 steel, loaded with a cylindrical TNT
explosive charge, using explicit ABAQUS/Explicit integration codes. The explosion
processwasmodeled using threemethods, SPH,ALE, and FEM. In the description of
the cylinder fracture, the limit deformation parameterwas introduced, based onwhich
the qualitative evaluation of the numerical method was performed. The obtained
results were validated experimentally.

5.2 Materials and Methods

5.2.1 Materials

The subject of the research was samples made of structural steel EN C45 (1.0503),
which is mainly used for medium-loaded elements of machines and devices in the
automotive industry, as well as for die forgings and hot rolling of products such
as bars, sheets, and wires. The samples were made as cylinders with a diameter of
25mm and a height of 30mm. Two series of samples, five each, weremade (Fig. 5.1).



5 Analysis of Pulse Load of a Steel Roller … 41

Fig. 5.1 General view of the samples

Before carrying out basic tests on the impact resistance to the impact of an explo-
sion blast wave, the material from the samples was analyzed in terms of mechanical
properties and metallographic structure.

5.2.2 Methods

The shock wave load tests for C45 samples were carried out in a proving ground
laboratory, where a test stand was designed for this purpose. The research material
in the form of samples (cylinders with dimensions d = 25 mm, h = 30 mm) was
tested in two series (Fig. 5.2). The damage distribution of the tested shaft element
was used to perform numerical analyzes in the ABAQUS/Explicit environment.

Fig. 5.2 Diagram of the test stand
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5.3 Results and Discussion

5.3.1 Microscopic and Tomographic Analysis

After the detonation test, the samples were also subjected to microstructure analysis
using light microscopy using the Nicon Eclipse MA200 microscope and scanning
on the Hitachi TM3000 microscope (see Fig. 5.3).

The cracks in this area show a brittle character without clear plastic deformations
of the structure in the immediate vicinity of the cracks. The propagation of cracks in
this area frequently proceeds in a staggered manner (Fig. 5.4a), which leads to the
crack coalescence effect (Fig. 5.4b).

Further analysis was performed using the VG Studio MAX 2.0 Volume Graphics
GmbH software. In order to obtain the three-dimensional geometry of the analyzed
fragment, the grayscale data were thresholded, separating the grayscale recorded for

Fig. 5.3 Material structure: fracture edge (a), near the fracture edge (b). Lightmicroscopy. Etching:
4% Nital

Fig. 5.4 SEM—longitudinal fracture: fracture edge (a), fracture merging (b)
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Fig. 5.5 Sample I—CT
cross-sections: a in the XY
plane, b in the YZ plane

the background from the grayscale for the material. In order to determine the geom-
etry of the cracks, a defect analysis was carried out, which allowed the determination
of the volume of the discontinuity inside the reconstructed fragment.

The reconstruction was performed with the use of the technical computed tomog-
raphy (CT) method that allows for the reconstruction of the three-dimensional model
of discontinuity distribution as shown in Fig. 5.5.

5.3.2 Numerical Analysis

Numerical analysis was performed in the ABAQUS program. The tested system
was modeled as to what volumetric elements were. Three methods of modeling
an explosive are presented below. The first FEM, the second SPH, and CEL (see
Fig. 5.6).

The thresholding result in the form of the reconstructed volume is shown in
Fig. 5.7a, and the defect analysis, allowing to determine the volume of the disconti-
nuity inside the reconstructed fragment, is shown in Fig. 5.7b. Exemplary results of
numerical simulations are presented in Fig. 5.8.

The analysis of the exemplary results allows to determine the physical process of
cracking in the structure of the steel shaft. As shown, the ALE method (Fig. 5.8b)
most reliably approximates the failure of a steel element loaded with impulse.

5.4 Conclusion

The use of a specific numerical method to describe the explosion phenomenon deter-
mines the obtained results. The use of computed tomography for crack analysis allows
to obtain a map of the crack distribution along with its surface. The comparison of
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Fig. 5.6 Numerical modeling methods: a the initial phase of the explosion, b the final phase of the
explosion, clear discrepancies in the results obtained

Fig. 5.7 Example results: a data thresholding result, b transparent view with marked discontinu-
ities. The color of the cracks is marked

Fig. 5.8 Examples of simulation results include hybrid simulation methods: a SPH/FEM method,
b ALE/FEM
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the scrap formed because of the impulse load of the shaft is the essence of the valida-
tion of numerical results and the possibility of qualitative assessment of the methods
used to describe the mechanism of damage to the structure of steel loaded with the
pressure of the detonation wave of the explosion. Such imaging of the results makes
us aware of the physical process of destruction of selected elements of the structure
in the assessment of the critical infrastructure exposed to undesirable threats.
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Chapter 6
Fatigue Analysis of Thin-Walled Welded
Hollow Section Joints

Martin Machač, Jan Papuga, Karel Doubrava, and Jakub Fišer

Abstract This paper describes experiments and computational fatigue analysis
regarding two types of thin-walled hollow section joints. Due to the thickness of the
tubes used, the standard hot-spot FAT curves of IIW for plates of 25 mm thickness
are not suitable. The most appropriate definition is sought.

Keywords Thin-walled welded hollow section joints · Structural stress approach

6.1 Introduction

The IIWstandard for evaluating the fatigue life ofwelded structures [1]was originally
built and was intended for large structures with a basic reference thickness of 25 mm.
The thickness correction in Hobbacher [1] is defined to deal with even thicker plates.
Such values are not applicable in the transportation industry, and therefore some
improvement is necessary in this regard. A relatively general advice there could be
to use the effective stress approach (known also as the notch stress approach), which
introduces artificial notches into the toe and root of the weld in the finite element
model (FEA). IIW recommends that the root radius of the notch be 1 mm as a value
usable for the thickness of the plate greater than or equal to 5 mm. Some other
documents from IIW [2] postulate that the notch radius should decrease to 0.05 mm
for plates thinner than 5 mm.

The case discussed in this paper focuses on section joints from cylindrical tubes
intended originally as a component test for one version of an engine bed for L 410
NG aircraft produced by Aircraft Industries, a.s. The thickness of 1.24 mm of the
thinner elements, and the relative complexity of the engine bed call rather for the
application of the hot-spot approach than of the notch stress solution. Although this
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design project was abandoned, the already manufactured samples were found to be
suitable for the evaluation of whether this type of approach could be used for other
cases in the future. This is the reasonwhy the applicability of the findings of the report
[3] was evaluated on the experiments performed. This report covers various section
joints of cylindrical or rectangular profiles and focuses especially on tube thicknesses
less than 25 mm up to 4 mm. Below this level (and thus also for our case), it states
that the current evidence shows a too large potential for manufacturing defects to
affect the fatigue life of such structures.

6.2 Description of the Experimental Campaign

Acorn Welding produced two configurations of welded joints, each with the central
hollow section of interestwith an outer diameter of 31.75mmand an inner diameter of
29.25mm. In the axial configurationof I-type specimens (seeFig. 6.1, left), the central
tube was inserted into the machined hollow sections to simulate the intended joint
between the rolled tube and the machined connection items. The H-type specimen
(Fig. 6.1, right) was used to analyze the behavior of the tube-tube connection. The
material used for all parts of the samples is the AISI 4130-N specificationAMS 6360.

The Quality Control in Aircraft Industries performed the check for imperfections
in fillet welds and for geometrical tolerations. Of the 12 I-type specimens, three cases
with pores or tungsten particles were detected in the weld by radiographic testing
(RT). In the case of H-specimens, the number of imperfections was substantially
higher—no issue was found on three specimens from 14 only. The imperfections
found again concern the pores above all, but also cases of incomplete penetration
were detected. The absolute majority (9) of defects concern the crown location,
where the stress concentration is about one-half of the stress concentration expected

Fig. 6.1 The specimen designs. Type I (left) and Type H (right) samples. In both cases, the central
tube is 31.75 mm in diameter and 1.24 mm in wall thickness
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at the saddle position (see Fig. 6.3 for terminology). Two cases of pore defects were
detected approximately in the middle between the saddle and crown points.

The fatigue tests were carried out on Amsler HFP422 with a load capacity of
100 kN under force control at R = 0.1 coefficient of load asymmetry. In the case of
I-type specimens, the hole in the specimen head was used to fill the specimen with
oil under a pressure of three bar in a closed circuit checked by a pressure sensor. Any
crack through the entire wall of the central tube caused a decrease in pressure that
indicated this moment. Due to the use of the pulsator for fatigue testing, this moment
was, however, very similar to the end condition of the test set to the 5 Hz frequency
decrease. The H-type specimens run approximately between 75 and 90 Hz, while the
I-type specimens run at 130 Hz. In the case of H-type specimens, a special fixture
was manufactured and the load was transmitted to the specimens through 31.5 mm
diameter pins inserted into both chords. The pin was thinned in the middle section so
that the contact between the pin and the tube was established only 14 mm in length
at each end of the chord.

6.3 Experimental Results

The test results for both specimen configurations are shown in Fig. 6.2. The graphs
also include the description of the defects detected by the output quality check
performed in Aircraft Industries. Quality criteria follow: Any occurrence of a pore
larger than 0.8 mm, a tungsten particle larger than 0.8 mm, any incomplete pene-
tration, or a row of pores (less than 4 mm apart from each other) is deemed
unacceptable.

Fig. 6.2 Results of the S–N curves include the description of the defects detected by radiographic
testing in Aircraft Industries. Abbreviations: S—close to the saddle, C—close to the crown, SC—in
between S and C positions, IP—incomplete penetration
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Fig. 6.3 Finite element models of the assemblies—I-type specimen left, H-type specimen right

In the case of axial I-type specimens, the influence of detected defects is obvious
in Fig. 6.2. All three cases represent outliers of the general trend, although only the
largest pore of themwould cause rejection of the item. In the case of H-type samples,
the legend also states the location of the defects. The only case where the defect is
detected in a close vicinity to the saddle point is an outlier as well. The other outliers
are, however, related to defects in the crown position or even no defect was detected
at all.

The regression curves used to deal with the experimental data are the Basquin
power-lawmodel and theKohout-Vechet curve [4], which better follows the observed
trend in the region of the transition to the fatigue limit; see Fig. 6.2, left. For the same
reason, two data points with the longest lifetime were not used for the Basquin-type
regression.

Although the outliers, at least in the axial specimens, are clearly related to the
weld imperfections, they are included in the regression analyzes. Theoretically, the
output control should routinely detect them, but the fact that a company regularly
involved in aircraft engine bed production releases them to its customers is a mild
warning. Second, this greater potential for weld imperfections is also commented on
in Anon [3] as the main reason for not decreasing to thinner thicknesses than 4 mm.

6.4 Fatigue Life Estimation

The IIWhot-spot concept is used tomodel thewelded joints. The FEAmodels of both
cases differ substantially in their complexity. The I-type specimen is modeled as an
axisymmetric task with 2D elements to represent the meridian cut of the connection;
see Fig. 6.3, left. This solution was preferred over modeling the specimen by the
shell structure as a result of the varying thickness of the turned end.

The H-type specimenwasmodeled by shell elements according to the IIW recom-
mendation [1], i.e., the midsection surfaces were extended at the weld location up



6 Fatigue Analysis of Thin-Walled Welded Hollow Section Joints 53

to the position where they meet, see Fig. 6.3, right. The task was prepared as a non-
linear analysis involving the contact between the friction pin and the chord, with the
coefficient of friction 0.15. Due to the very different stiffnesses of the pin and the
hollow sections, the pin was modeled as rigid. The non-linearity of the systemmeant
that upper and lower loads of each load case had to be modeled and evaluated.

The critical locality of the I-type model is without any doubt. In case of the H-
typemodel, the IIW report [3] recommends the calculation of the stress concentration
factor (SCF) based on geometrical characteristics. In such a case, the question of the
fixity of the chord ends is considered (the general case with C = 0.7 was chosen).
The SCF s calculated based on Anon [3] show an interesting difference between the
outputs of these analytical formulas and the FEA calculation represented in Fig. 6.3,
right. It concerns the definition of the critical locality, which according to Anon [3]
should be the chord saddle, while the FEA model predicts damage in the position of
the brace saddle. It should be explicitly mentioned that crack initiation was generally
observed at the saddle weld toe on the brace, from which the crack grew along the
weld toe line further to the crown.

Another interesting observation concerns the magnitude of the stress ranges of
the hot spots. The SCF values obtained from this evaluation are between 7.5 and 9.8
for the highest and lowest load levels tested, respectively. These values are obviously
much higher than any values obtained in Table 6.1.

The solution proposed in Anon [3] relies on the SCF factors derived from the
topological parameters of the joint, and not on the FE model. Its application leads to
results presented in Fig. 6.4, left for two different cases differing by thewall thickness
for which the FAT curve is intended. The first is related to the wall thickness of 4mm,
which corresponds to the applicable bottom thickness limit [3], the other to the actual
thickness of the chord, on which the maximum SCF is predicted by the report.

The graph on the right in Fig. 6.4 corresponds to the application of the hot-spot
approach based on the FE model analysis. This time, the brace on which the local
stress maximum is detected defines the lower thickness, for which the FAT curve
is defined (thus exceeding the allowed range of its defined use), while the other
presented curve is related to the FAT curve representing the 4 mm wall thickness.

The confidence intervals shown by the thinner dashed lines are defined on the
basis of the actual scatter of the experimental data to make the estimates compared
with the same probability of fracture. Both types of analysis show that the use of the

Table 6.1 Definition of stress concentration factors [3] based on the boundary conditions of the
chord ends

Item Position Stress concentration factors (SCF) based on the chord end conditions

Chord ends fixed Chord ends pinned General condition

Chord Saddle 4.948 5.644 5.644

Crown 2.821 2.821 3.217

Brace Saddle 3.391 3.868 3.868

Crown 1.838 1.838 1.996
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Fig. 6.4 S–N fatigue prediction curves for the H-type sample based on the Z&P SCF approach
([3], here left) and based on the hot-spot approach that includes FEM (right)

limit 4 mm thickness is reasonably conservative if compared with the experimental
data, though the additional margin available for the hot-spot approach could be a
bit smaller. If there were no outliers to the trends caused by welding defects, even
proper wall thickness could provide an acceptable prediction. However, the potential
for weld defects is precisely the reasonwhy it is not recommended to use the formulas
in Anon [3] to define the FAT curves for structures of wall thickness below 4 mm.

There is no hint in Anon [3] about the axial I-type specimen design. In such a
case, this report recommends using SCF= 2.0 in the analysis. Its results are as non-
conservative as presented in Fig. 6.5, left. Obviously, the report [3] does not focus
on such simple geometries. To solve such a problem, the logical process heads to
the application of the hot-spot method, results of which are presented in Fig. 6.5,
right. Compared to H-type specimens, the FAT curve deduced from Anon [3] on the
thickness of the real tube is obviously unsafe, while the application of the thickness
of the FAT curve related to the 4 mm thickness leads to a reasonably conservative
output.

Fig. 6.5 S–N fatigue prediction curves for the I-type specimen based on the Z&P SCF approach
([3], here left) and based on the hot-spot approach including FEM (right)
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6.5 Conclusions

The paper describes the experimental results of two different thin-walled hollow
welded sections with a relevant wall thickness of 1.24 mm. The prediction obtained
by applying [3] is shown to provide a reasonably conservative output if the FAT
curves are deduced for a thickness of 4 mm, and the real smaller thickness is not
used. This output is apparently caused, among others, by the higher probability of
welding defects, whose occurrence does not justify the further increase in the FAT
parameter.
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Chapter 7
Analytical Solutions of Water Hammer
in Metal Pipes. Part I—Brief Theoretical
Study

Kamil Urbanowicz , Anton Bergant , Michał Stosiak ,
and Marek Lubecki

Abstract The work presents known analytical solutions concerning the unsteady
phenomenon, the so-called water hammer that takes place in pressurized lines. The
final form of the presented and discussed solutions has been unified. As can be seen
from the final form of the presented formulas, they strongly depend on a dimen-
sionless number, the so-called water hammer number Wh, which is a function of
the viscosity of the fluid, the length of the pipe, the inner radius of the pipe and the
pressure wave speed. The paper shows that there is no complete analytical solution of
water hammer known to date, which would be correct in any dimensionless range of
the water hammer number and include the frequency-dependent friction losses. The
analysis of all the collected analytical solutions also revealed that the formulas deter-
mining the flow velocity and wall shear stress in the model represented the greatest
consistency in the initial time period of this transient flow (in the Muto-Takahashi
model) are not known. To fill this gap, the missing analytical solutions have been
developed. This work is devoted to their derivation.

Keywords Water hammer · Frequency-dependent friction · Unsteady flow ·
Transient flow · Water hammer number · Analytical solution
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7.1 Introduction

The water hammer is one of those phenomena that continues to electrify the scien-
tific community. These flows are often accompanied by various accompanying
phenomena: unsteady hydraulic resistances, retarded strains (occurring in plastic
pipes), liquid column separation (cavitation), fluid–structure interaction, etc. Every
year, with each new scientific work, the accompanying phenomena are better under-
stood and thus simulated with greater accuracy. A thorough, extensive review of
the literature, carried out for the purposes of this work, shows that until today
the complete analytical solution of the system of partial equations describing the
unsteady water hammer flow occurring in a metal pipes is still unknown. Due to
the fact that recently in many studies the topic of analytical solutions of transient
flows is very popular, this topic will also be examined in this paper by us. The
works of Joukowsky [1] and Allevi [2] that include mathematical analysis of basic
equations are treated by the scientific community, dealing with pressure pulsation
in hydraulic systems, as initiating research on this subject. However, due to the fact
that both Joukowsky and Allevi did not take into account the hydraulic resistance,
which determines the dynamics of damping of this phenomenon, these formulas are
not suitable for common applications. The exception is the popular formula for the
pressure increase that occurs just after the valve instantaneous closure, which was
defined by Joukowsky [1]:

p = p0 + ρc�v (7.1)

where p = p(x,t)—pressure in the pipe cross-section, x—axial coordinate along the
pipe, t—time, ρ—density of the liquid, c—pressure wave speed, v = v(x,t)—mean
velocity of the liquid in the pipe cross-section.

In the first years of the twentieth century, the main focus was on development of
graphical methods of analyzing this phenomenon. It was only in 1939 that Wood [3]
presented a work that initiated research into analytical solutions to this phenomenon.
Due to the fact that Wood presented only solutions in the Laplace domain, a work
by Rich [4] appeared not long later as in year 1945; the author presented a number
of solutions in the time domain. It is in this work that we find solutions in the form
of infinite sums of water hammers excluding friction and taking it into account in a
quasi-steadymanner. The transient nature of the resistancewas first noticed by Iberall
in 1950 [5]. Research into a model that took into account the frequency-dependent
nature of resistance emerged in the 1960s. Then Nichols [6], Brown [7], Holmboe
[8], and Zielke [9] try to find a complete time-domain solution that would take into
account the transient nature of resistance.Noneof themsucceeded, but the closestwas
Holmboe, who proposed to use Brown’s asymptotic extension of wave propagation
function, which determines the nature of the resistance for high frequencies. This
Holmboe’s solution was an inspiration for Muto and Takahashi [10], who in 1985
presented a very interesting work, the most important point of which was the solution
of the pressure in the time domain. The formula obtained by Muto and Takahashi is
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very consistent, in particular for the flows of liquids characterized by relatively low
viscosity (e.g., water) and in the range of the water hammer number [11] to its value
of 0.1. Relatively recently, Mei and Jing [12] presented an interesting solution taking
into account frequency-dependent friction, the assumption of which was to model
blood flow in the veins. Another analytical solution that may allow for the analytical
analysis of turbulent flows (including water hammers) concerned accelerated and
delayed flows was presented just recently by García-Alvariño [13, 14].

In the first part of this two-part paper, known analytical solutions (for pressure,
flow velocity, andwall shear stress) will be briefly discussed, as well as new solutions
derived from the approach initiated by Holmboe and developed later on byMuto and
Takahashi. In the second part of this work [15], comparative studies of dynamic
pressure, velocity, and shear stresses will be carried out, for which the formulas
presented in this part will be used. The results of analytical tests will be compared to
the results obtained from the numerical model (method of characteristics algorithm)
and, in selected cases, to the results of experimental tests (pressure oscillations).

7.2 Analytical Solutions

The set of partial differential equations of hyperbolic type that describes the unsteady
flow in horizontal pipes is of the following form [11]:

{
∂p
∂t + ρc2 ∂v

∂x = 0
ρ ∂v

∂t + ∂p
∂x + 2

R τw = 0
(7.2)

where R—inner diameter of the pipe, τ—wall shear stress.
The solutions of above system of equations by assuming sudden (instanta-

neous) downstream end valve closure in a simple horizontal pipeline (constant
head reservoir-pipeline-valve system) will be the topic of our work (water hammer
event). The solutions in time domain presented in this paper differ from the solutions
presented in the original scientific works. It was our intention to maximally simplify
the mathematical notation so that the solutions could be easily used in engineering
practice.

7.2.1 Frictionless Solution

For the frictionless simple horizontal pipeline, i.e., τw = 0, it was Rich [4] who first
presented the correct time-domain solution for pressure and velocity, respectively:

p(x, t) = p0 + 2Z
∞∑
n=1

sin
( knct

L

)
sin
(
kn
(
1 − x

L

))
kn sin(kn)

(7.3)



60 K. Urbanowicz et al.

v(x, t) = 2v0

∞∑
n=1

cos
( knct

L

)
cos
(
kn
(
1 − x

L

))
kn sin(kn)

(7.4)

where kn = (n − 0.5)π and Z = ρcv0 is the Joukowsky pressure rise formula [1],
L—pipe length. Above two solutions are the modified Fourier square wave solutions.

7.2.2 Quasi-steady Friction Solution

Again, it was Rich [4] who first presented the solution that include the quasi-steady
frictional effects τw = τq = 4μ

R v(x, t). The simplified solution for pressure and
velocity is:

p(x, t) = p0 + 2Z · Wh · e−4t̂

∞∑
n=1

sin
(
kn
(
1 − x

L

))[
8ψn cos(ψn t̂) + (16 − ψ2

n ) sin(ψn t̂)
]

ψnk2n sin(kn)
(7.5)

v(x, t) = 2v0e
−4t̂

∞∑
n=1

cos
(
kn
(
1 − x

L

))[
cos(ψn t̂) + 4 sin(ψn t̂)

ψn

]
kn sin(kn)

(7.6)

where ψn =
√( kn

wh

)2 − 16, t̂ = v
R2 t is a dimensionless time and Wh = νL

cR2 is
a water hammer number [11], ν = kinematic viscosity. The same solution was
recently presented by Jović and Lucić as well [16]. The authors solved electro-
magnetic transients on a single electrical transmission line using the double Laplace
transform. Since Telegrapher’s equations have the same structure as water hammer
equations, final result was obtained just by rearranging of variables from electrical
to hydrodynamic ones.

7.2.3 Unsteady Friction Solution

In unsteady friction solution the wall shear stress is a sum of quasi-steady and
unsteady terms: τw = τq + τu . Brown [7], Holmboe [8], Zielke [9], and others based
on Iberall’s work [5] developed a frequency-dependent function M in frequency-
domain, the value of which is determined by the viscosity of the flowing liquid and
the internal radius of the pipe:
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M =
√√√√
(
1 − 2J1

(
i
√ s

ν
R
)

(
i
√ s

ν
R
)
J0
(
i
√ s

ν
R
)
)−1

=
√

−J0
(
i
√ s

ν
R
)

J2
(
i
√ s

ν
R
) =

√
I0
(√ s

ν
R
)

I2
(√ s

ν
R
) (7.7)

where s = complex-valued frequency.
The above function Eq. 7.7 affects the wave propagation operator. Brown derived

an asymptotic expansion of it. From this expansion, it follows that for large s
arguments:

M = 1 +
( ν

R2s

)1/2 +
( ν

R2s

)
+ 7

8

( ν

R2s

)3/2
(7.8)

Holmboe [8] used above expansion to present the valve cross-section solution of
pressure valid only for first complete water hammer cycle (period t̂ < 4Wh):

p(0, t) = p(0, 0) − Z

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 + 2√
π

√
t̂ + t̂ + 7

6
√

π
t̂3/2

−2e−2Wh

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

er f c
[
Wh

(
t̂ − 2Wh

)−1/2
]

+2
(
t̂ − 2Wh

)1/2
ier f c

[
Wh

(
t̂ − 2Wh

)−1/2
]

+4
(
t̂ − 2Wh

)
i2er f c

[
Wh

(
t̂ − 2Wh

)−1/2
]

+7
(
t̂ − 2Wh

)3/2
i3er f c

[
Wh

(
t̂ − 2Wh

)−1/2
]

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(7.9)

where: i ner f c is the nth integral of the complementary error function and Wh is the
water hammer number, discussed by Urbanowicz et al. [11]. Just the first four terms
in the square bracket are needed to represent the initial stage of pressure surge, a half
of the water hammer period to be exact. To obtain a more complete solution that is
correct also for the initial state, the square bracket of the above equation should be
multiplied by the step Heaviside function H(t), which for time t = 0 should assume
the value H(t = 0) = 0.

As Holmboe’s solution is limited only to the first water hammer cycle at valve
cross-section Muto with Takahashi [10] presented an important improvement of it.
They analyzed transient responses to sudden changes of pressure or flow rate in
both single and series pipelines. For single pipeline, Muto and Takahashi derived
the transfer function which relates either the input variable P1 or Q1 with the output
variable Px (the pressure at pipe coordinate x). The final time-domain solutions are:

(a) for a sudden change of pressure:
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p(x, t) =
2∑

k=1

∞∑
l=1

(−1)l+1Rk+l−2
L e−λ·Wherfc

(
λ

2

√
Wh

T

)
H

(
T
L

c

)
(7.10)

(b) for a sudden change of flow rate:

p(x, t) = p(x, 0) − Z

2∑
k=1

∞∑
l=1

(−1)k+l−2

e−λ·Wh

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(2 − λ · Wh)

√
T · Wh

π
e− λ2 ·Wh

4T

+
[
1 + Wh

(
T − λ + λ2 · Wh

2

)]
erfc

(
λ

2

√
Wh

T

)
⎫⎪⎪⎪⎬
⎪⎪⎪⎭

H

(
T
L

c

)
(7.11)

where:
λ = 2(k + l − 2) + x

L (−1)k+1; T = t c
L − λ; p(x, 0) = p(0, 0) − 8Wh · Z ·

x
L and p(0, 0)—is the valve pressure (note that Z < 0 as v0 < 0).

From presented solutions (Eqs. 7.10 and 7.11), the second one (step response
to flow rate) corresponds to a typical instantaneous valve closure scenario in water
hammer event. A relation between the Muto and Takahashi dimensionless numbers
T, λ and those known from Holmboe and Rich studies t̂, Wh as follows:

t̂

Wh
= T + λ (7.12)

Recently Mei and Jing [12] presented analytical solution for blood hammer in a
long and stiffened artery due to sudden (instantaneous) blockage. Based on themodel
of a viscous fluid in laminar flow, they derived explicit expressions of oscillatory
pressure and wall shear stress. A small error was found in the original equations
presented in paper [12], consisting in omitting the line packing effect. The revised
solutions take the following form [17]:

p(x, t) = p(L , 0)

+2Z
∞∑
n=1

sin
(
kn
(
1 − x

L

))
[
sin

(
t̂

(
kn
Wh

−
√

kn
2Wh

))
− 8Wh

kn
cos

(
t̂

(
kn
Wh

−
√

kn
2Wh

))]
e−t̂

√
kn
2Wh

kn sin(kn)

(7.13)
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where p(L, 0)—is a reservoir pressure.

v(x, t) = 2v0

∞∑
n=1

cos
(
kn
(
1 − x

L

))
⎡
⎢⎢⎢⎢⎣
cos

(
t̂

(
kn
Wh

−
√

kn
2Wh

))

+8Wh

kn
sin

(
t̂

(
kn
Wh

−
√

kn
2Wh

))

⎤
⎥⎥⎥⎥⎦e

−t̂
√

kn
2Wh

kn sin(kn)

(7.14)

A dimensional solution for the wall shear stress is:

τ(x, t)

= 2μvo

R

∞∑
n=1

√
kn

2Wh cos
(
kn
(
1 − x

L

))
⎡
⎢⎢⎢⎢⎣

(
1 + 8Wh

kn

)
cos

(
t̂

(
kn
Wh

−
√

kn
2Wh

))

+
(
8Wh

kn
− 1

)
sin

(
t̂

(
kn
Wh

−
√

kn
2Wh

))

⎤
⎥⎥⎥⎥⎦e

−t̂
√

kn
2Wh

kn sin(kn)

(7.15)

7.3 Novel Solution of Velocity and Wall Shear Stress

In this section, wewill derive solutions for dynamic change of flow and shear stress to
complete the work of Muto and Takahashi [10] which presents solution for dynamic
change of pressure only.

In the Laplace-domain Holmboe [8] presented the following solution for pressure:

ṽ(x, s) =
(

1

sρ

∂ p̃

∂x
− 8v0ν

s2R2

)(
2J1
(
i
√ s

ν
R
)

(
i
√ s

ν
R
)
J0
(
i
√ s

ν
R
) − 1

)

−v0

s
=
(
8v0ν

s2R2
− 1

sρ

∂ p̃

∂x

)(
1

M2

)
− v0

s

(7.16)

The derivative of Eq. 7.16 with respect to x is:

∂ p̃(x, s)

∂x
= v0ρM

2

[−e− x
c M ·s − e− (2L−x)

c M ·s + e− (2L+x)
c M ·s

+e− (4L−x)
c M ·s − e− (4L+x)

c M ·s − . . .

]
+ 8v0νρ

sR2
(7.17)



64 K. Urbanowicz et al.

If the above derivative (Eq. 7.17) is inserted into the velocity equation in Laplace
domain:

ṽ(x, s) =
(

1

sρ

∂ p̃

∂x
− 8v0ν

s2R2

)(
2J1
(
i
√ s

ν
R
)

(
i
√ s

ν
R
)
J0
(
i
√ s

ν
R
) − 1

)

−v0

s
=
(
8v0ν

s2R2
− 1

sρ

∂ p̃

∂x

)(
1

M2

)
− v0

s

(7.18)

then one obtains the final velocity formula in Laplace domain:

ṽ(x, s) = −v0

s

[−e
−x
c M ·s − e− (2L−x)

c M ·s + e− (2L+x)
c M ·s

+e− (4L−x)
c M ·s − e− (4L+x)

c M ·s − · · ·

]
− v0

s
(7.19)

Using the first three terms of Brown’s asymptotic expansion of Eq. 7.8 in the
powers of exponential terms one obtains:

M · s = s +
√

ν

R2

√
s + ν

R2
(7.20)

Then for the first product term of velocity an infinite sum solution (Eq. 7.19):

Fv = v0
e
− x

c

(
s+√

ν

R2

√
s+ ν

R2

)

s
= v0

e−as · e−b
√
s · e−a ν

R2

s
= C

e−as · e−b
√
s

s
(7.21)

where: a = x
c ; b = x

c

√
ν
R2 = a

√
ν
R2 and C = v0 · e−a v

R2 = const.
Noting that in the remaining terms of the obtained Laplace solution, only the

sign in front of subsequent terms and the value of the a constant changes (first term
a1 = x

c , second a2 = (2L−x)
c , third a3 = (2L+x)

c , fourth a4 = (4L−x)
c , etc. please note

that all values are positive), a solution in the time domain is obtained after calculating
the inverse Laplace transform of the following function (using second shift theorem):

L−1

{
e−as · e−b

√
s

s

}
= H(t − a) · erfc

(
b

2
√
t − a

)
(7.22)

then the final novel time-domain solution for velocity is:

v(x, t) = v0

(
1 +

2∑
k=1

∞∑
l=1

(−1)l e−λ·Wherfc

(
λ

2

√
Wh

T

)
H

(
T
L

c

))
(7.23)
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where: T L
c = t − λ L

c .
In a similar way, the missing wall shear stress solution can be determined in

this work. The function describing the dynamic velocity distribution in the pipe
cross-section has the form [8]:

ũ(x, r, s) =
(

1

sρ

∂ p̃

∂x
− 8v0ν

s2R2

)(
J0
(
i
√ s

ν
r
)

J0
(
i
√ s

ν
R
) − 1

)
− 2v0

s

(
1 − r2

R2

)
(7.24)

Due to the fact that τ̃ (x, s) = −μ∂ ũ
∂r , μ = dynamic viscosity, the derivative from

the above function (in respect to r) was first calculated:

∂ ũ

∂r
=
(

1

sρ

∂ p̃

∂x
− 8v0ν

s2R2

) −i
√ s

ν
· J1
(
i
√ s

ν
r
)

J0
(
i
√ s

ν
R
)

∣∣∣∣∣
r=R

+ 4v0r

sR2

∣∣∣∣
r=R

(7.25)

then

τ̃ (x, s) = −μ
∂ ũ

∂r
= − R

2

(
∂ p̃

∂x
− 8v0νρ

sR2

)
2J1
(
i
√ s

ν
R
)

i
√ s

ν
R · J0

(
i
√ s

ν
R
) − 4μv0

sR
(7.26)

τ̃ (x, s) = Rv0ρ

2

(
−e− x

c M ·s − e− (2L−x)
c M ·s + e− (2L+x)

c M ·s + · · ·
)

(
1 − M2

)− 4μv0

sR
(7.27)

Now inserting the derivative from (Eq. 7.17):

τ̃ (x, s) = Rv0ρ

2

(
−e− x

c M ·s − e− (2L−x)
c M ·s + e− (2L+x)

c M ·s + · · ·
)

(
1 − M2

)− 4μv0

sR
(7.28)

Taking the first three terms of M (for high frequencies) into account, one gets

M2 = 1 + 2√
s

√
ν

R2
+ 3

s

ν

R2
+ 2

s3/2

( ν

R2

)3/2 + 1

s2

( ν

R2

)2
(7.29)

and:

(
1 − M2

) =
(

− 2√
s

√
ν

R2
− 3

s

ν

R2
− 2

s
3
2

( ν

R2

) 3
2 − 1

s2

( ν

R2

)2)
(7.30)

Thus, the final solution in the Laplace frequency-domain is as follows:
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τ̃ (x, s) = − Rv0ρ

2

(
2√
s

√
ν

R2
+ 3

s

ν

R2
+ 2

s
3
2

( ν

R2

) 3
2 + 1

s2

( ν

R2

)2)

(
−e− x

c M ·s − e− (2L−x)
c M ·s + e− (2L+x)

c M ·s + · · ·
)

− 4μv0

sR

(7.31)

Finding the Laplace inverse for the above function by using the following inverse
Laplace transforms:

L−1

{
e(−b

√
s)

√
s

}
= e

−b2

4t√
π t

;L−1

{
e(−b

√
s)

√
s

}

= er f c

(
b

2
√
t

)
;L−1

{
e(−b

√
s)

s3/2

}
= 2

√
t√

π
e− b2

4t − b · erfc
(

b

2
√
t

)

L−1

{
e(−b

√
s)

s2

}
=
(
b2

2
+ t

)
erfc

(
b

2
√
t

)
− b

√
t√

π
e− b2

4t (7.32)

provides the following final time-domain solution:

τ(x, t) = v0μ

2R

2∑
k=1

∞∑
l=1

(−1)l

e−λ·Wh

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4 − λ · Wh)

√
T · Wh

π
e− λ2 ·Wh

4T

+
[
3 + Wh

(
T + λ2 · Wh

2
− 2λ

)]
er f c

(
λ

2

√
Wh

T

)

+ 2e− λ2 ·Wh
4T√

π · Wh · T

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

H

(
T
L

c

)
− 4v0μ

R
(7.33)

The asymptotic time-domain solutions for pressure is:

p(x, t) = 4Z
2∑

k=1

∞∑
l=1

(−1)k+l−2

{√
2Wh(T + λ)

π
e− 2Whλ2

T+λ − 2λ · Wh · er f c
(

λ

√
2Wh

T + λ

)}
+ p(x, 0) (7.34)

and the asymptotic solution for flow velocity:
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v(x, t) = v0

(
1 +

2∑
k=1

∞∑
l=1

(−1)l er f c

(
λ

√
2Wh

T + λ

))
(7.35)

The above solutions have been written using the coefficients found in the previous
solutions. The formulas presented above (Eqs. 7.34 and 7.35) will allow us to make
comparisons of asymptotic solutions with the complete solutions for the initial water
hammer impact period (Eqs. 7.11 and 7.23).

7.4 Conclusions

In this prequel paper, the important analytical solutions for water hammers taking
place in a simple horizontal metal pipe are presented in new simplified forms. The
analysis of all collected solutions in the second section showed that there are no
solutions for the dynamic change of velocity and wall shear stress in an interesting
analytical model originally developed by Muto and Takahashi. The missing solu-
tions have been presented. The detailed derivation procedure is described as well.
Comparisons of simulation calculations made with the help of the presented analyt-
ical solutions andwith the help of a numerical solution based on the use of themethod
of characteristic will be presented in the sequel paper.
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Chapter 8
Analytical Solutions of Water Hammer
in Metal Pipes. Part II—Comparative
Study

Kamil Urbanowicz , Anton Bergant , Michał Stosiak ,
and Krzysztof Towarnicki

Abstract The newly derived analytical solutions of water hammer for dynamic
flow velocity and wall shear stress, as well as the previously known albeit corrected
pressure solutions, have been studied in detail. Their correctnesswas verifiedwith the
help of comparative testswith the results obtainedwith the use of a numerical solution
in which a model of frequency-dependent hydraulic friction was implemented. The
dynamic pressure courses were compared with the results of the experimental tests.
The performed comparisons showed that the analytical models based on Brown’s
asymptotic extension of frequency-dependent friction function are very compatible
with experimental studies for small values of water hammer number Wh. Due to the
fact that the majority of unsteady water flows occur for small values of Wh < 0.1, it
can be concluded that the new solutions can be safely used in engineering practice
(excluding wall shear stress solution), i.e., when calculating unsteady water hammer
wave dependent flows occurring in water supply systems.

Keywords Water hammer · Frequency-dependent friction · Unsteady flow ·
Transient flow · Water hammer number · Analytical solution
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8.1 Introduction

The main component of a number of industrial systems (hydraulic, water supply,
transmission lines, etc.) is the liquid-filled pipe. If there is a sudden change in
the selected parameter describing the flow (velocity or pressure) a transient state
occurs. The most dangerous scenario of possible pressure pulsations is so-called
water hammer phenomenon, in which the valve installed at the pipe far end is
suddenly closed. In order to effectively estimate and to be able to protect systems in
the future against excessive pressure rise (which may damage pipeline components),
this phenomenon should be carefully examined. Analytical and numerical models
are used to carry out the research. Until now, the system of equations describing the
water hammer has not been solved in an entire analytical manner, hence, the numer-
ical methods are very important as well. The numerical method of characteristics
(MOC) is today considered to be the most important one for solving differential
equations describing the unsteady flow of a liquid in pressurized conduits. This is
not a method that was originally invented for unsteady fluid flows in conduits. Its
foundations were defined by Paul Charpit de Villecourt, who presented his lecture on
the integration of partial differential equations at the French Academy of Sciences
in 1784 [1]. At the same time, Lagrange and Monge [2] had a great influence on
its development. The MOC was initially used for unsteady fluid flow problems in
the 1950s and 1960s [3–8]. The two partial differential equations (of momentum
and continuity) are transformed into four total differential equations, which are next
expressed in a finite difference form.

Initially, during the numerical modeling, unsteady hydraulic resistance was not
taken into account. Thanks to the work of Zielke [9, 10] this situation was changed.
Due to the fact that Zielke’s solution is based on a convolutional integral, finding the
solution initially required the use of an ineffective numerical procedure. Over time,
a number of researchers (Trikha [11], Kagawa et al. [12], Schochl [13], Vítkovský
et al. [14], Urbanowicz [15]) managed to modify the computational procedure so that
it would be effective and bring the determined hydraulic resistance closer to its real
physically observed value. Zielke’s solution haswas developed for laminar flow only.
Solutions for turbulent flow were presented independently by Zarzycki [16, 17] and
Vardy and Brown [18, 19] in early 90s of the previous century. Relatively recently,
Vardy and Brown [20] noticed that the ineffective original solution of the wall shear
stress according to Zielke, which is an ineffective numerical way is defined by the
convolutional integral, is characterized by an error and it was corrected by the authors
[20]. However, the new corrected solution was presented in an ineffective form. An
effective solution representing the Vardy and Brown correction was presented by
Urbanowicz in [15]. It is this solution that will be used in numerical simulations of
dynamic changes of wall shear stress presented in this paper.

In this sequel work, the main emphasis was given to the analysis of dynamic
wall shear stress and flow velocity histories in selected cross-sections of the tested
pipeline. The results obtained with the use of analytical models discussed in Vardy
and Brown [21] will be compared with the results of numerical tests. In addition, to
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confirm the compliance of the analytical method analyzed in this work, the results
of experimental pressure pulsation tests are compared to the results calculated with
use of discussed analytical models, showing their very good compliance.

8.2 Numerical Solution of Transient Pipe Flow

The role of numerical methods is to transform partial differential equations into alge-
braic equation systems. The transformation is carried out by dividing the integration
area of the analyzed equations into small elements called calculation cells (reaches).
In this work the MOC is used which (1) perfectly interprets the physical essence of
the transient flow phenomenon, (2) is characterized by fast convergence, (3) offers
possibility to have use of various boundary conditions, and (4) gives high accuracy of
calculation results. It is the onlymethod, inwhich there is no problemwith the correct
reproduction of the steep pressure wavefronts that propagate along the pipe during
transient events [22, 23]. The governing system of quasi-linear hyperbolic partial
differential equations describing the unsteady flow in a horizontal pipe (Eq. 8.2 from
work [21]) is transformed to equivalent systemof four ordinary differential equations:

C+ :
{

dx
dt = +c

1
cρ

dp
dt + dv

dt + 2
ρR τ = 0

(8.1)

C− :
{

dx
dt = −c

− 1
cρ

dp
dt + dv

dt + 2
ρR τ = 0

(8.2)

where c—pressure wave speed, ρ—liquid density, p—pressure, v—liquid velocity,
R—pipe inner radius, τ—wall shear stress.

Above two equations (Eqs. 8.1 and 8.2) are solvedwith the use of finite differences
[24]. The pressure and mean cross-sectional velocity solutions are:

pX = 1

2

[
(pA + pB) + cρ(vA − vB) + 2c�t

R
(τB − τA)

]
(8.3)

vX = 1

2

[
(vA + vB) + 1

cρ
(pA − pB) − 2�t

ρR
(τA + τB)

]
(8.4)

where: �t—numerical time step.
The subscripts X, A, and B indicate the computational points on a characteristic

grid—see Fig. 8.1. The wall shear stress is calculated from equation [9, 10]:

τ = τq + τu = fρv|v|
8

+ 2μ

R

t∫
0
w(t − u) · ∂v(u)

∂t
du (8.5)
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Fig. 8.1 Rectangular grid of
characteristics

where: f—Darcy-Weisbach friction factor, μ—dynamic viscosity of liquid, w(t)—
dimensionless weighting function.

The unsteady component of wall shear stress τu in Eq. 8.5 is calculated with use
of the recently developed effective solution of the above convolutional integral [15]:

τu,(t+�t) = 2μ

R

3∑
i=1

[
Ai yi,(t) + ηBi

[
v(t+�t) − v(t)

] + Ci [1 − η]
[
v(t) − v(t−�t)

]]
︸ ︷︷ ︸

yi,(t+�t)

(8.6)

The above new approach eliminates the error noticed by Vardy and Brown [20].
Coefficients Ai , Bi , Ci and the weighting function correction factor η is calculated
from the following formulas:

η = ∫�t̂
0 wc(u)du

∫�t̂
0 we(u)du

; Ai = e−ni�t̂ ; Bi = mi

ni�t̂
[1 − Ai ];Ci = Ai Bi (8.7)

In the above equation wc(u) is a classical laminar weighting function (developed
by Zielke [9, 10]), and we(u) is the computationally effective approximate form of
the weighting function, written as a sum of only three exponential terms:

we =
3∑

i=1

mie
−ni t̂ (8.8)

As we are using only three exponential terms, the coefficients mi and ni are
filtered. Their values are a function of the used numerical grid; strictly speaking,
they are numerically time step dependent (�t)—see [25] for details.
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8.3 Comparative Study

All comparisons presented in this paper are for a single pipeline which represents a
simplified reservoir-pipe-valve systemRPVS (Fig. 8.2). Considering such an elemen-
tary system and assuming the sudden valve close scenario (no additional reflected
waves), enables the analysis of the influence of the most important accompanying
phenomena: unsteady friction, cavitation, retarded strain (in plastic pipes), and fluid–
structure interaction (FSI). In this work, only the effect of the unsteady hydraulic
resistance that occurs in laminar flows through metal pipes is studied. We hope that a
thorough understanding of the nature of the resistance and the newways of modeling
it discussed in this paper will enable an analytical turbulent flow solution to be found
in the near future. An interesting solution recently proposed by Garcia-Alvarino [26,
27] could be useful for this matter. All discussed analytical solutions in the prequel
paper [21] were presented in the simplest way as possible form. Earlier attempts in
simplifying the original analytical solutions can be found in the works [28, 29].

Analytically calculated results (quasi-steady Rich A-QS; unsteady: Mei-Jing A-
MJ and Muto-Takahashi A-MT) will be compared with MOC results NUM, and in
the pressure case also with experimental results EXP. In order to make comparisons
at the five characteristic cross-sections of the tested system (x = 0; x = 0.25L; x =
0.5L; x = 0.75L and x = L; L = pipe length), it is necessary to meet the following
condition concerning the discretization of the analyzed pipe along its length:

N = 4q (8.9)

where: N is a number of reaches and q = 1,2…n. The division of the pipe in our
study was not accidental. To fulfill the computational compliance criteria [30] it is
suggested that q ≥ 4. For all comparisons in this paper q = 10, which gives N = 40.
The number of nodal points is then it = N + 1 = 41. The nodal point represents
a characteristic cross-section in which the dynamical velocity and wall shear stress
histories will be analyzed:

Fig. 8.2
Reservoir-pipe-valve system
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x = 0i = 0q + 1
x = 0.25Li = 1q + 1
x = 0.5Li = 2q + 1
x = 0.75Li = 3q + 1
x = Li = 4q + 1

(8.10)

Consequently for q = 10; ix=0 = 1; ix=0.25L = 11; ix=0.5L = 21; ix=0.75L =
31 and ix=L = 41.

8.3.1 Simulation of Pressure Pulsations

Thepressure simulations are treated today as themost important oneswhen a transient
flow is being analyzed. This is related to the fact that pressure is a parameter that can
be recorded experimentally with high accuracy. In this subsection a comparison of
experimental results with the analytical ones obtained by using the part I paper equa-
tions is presented [21]. Additionally, we will compare the simulation results received
with use of the numerical model described in subsection 8.2. For our comparison
two experimental results of transient laminar pipe flow (Reynolds number Re0 <
2320) were selected. The experiments were conducted by Bergant et al. [31] and
Adamkowski and Lewandowski [32]. The initial simulation data needed to perform
comparisons are collected in Table 8.1.

Typically several authors compare pressure pulsations at the valve-cross-section.
This approach is governed by the fact that at this cross-section, the increased pressure
lasts for the longest time, to be exact a half of water hammer period (4L/c). At the
remaining cross-sections, the pressure of the same peak of the amplitude is kept for
a shorter time. Naturally, the duration of the increased pressure is shorter toward the

Table 8.1 Data of the experimental cases

Parameter Bergant et al. Adamkowski and Lewandowski

L [m] 37.23 98.11

R [m] 0.01105 0.008

ν [m2/s] 1.13 × 10–6 9.5 × 10–7

c [m/s] 1302 1308

pR[Pa] 4.15 × 105 1.265 × 106

v0[m/s] 0.1 0.066

ρ[kg/m3] 999.1 997.65

Wh [−] 2.65 × 10–4 0.0011

Re [−] 1956 1112
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Fig. 8.3 Analytical versus numerical and experimental pressure results—at midpoint section of
RPVS

reservoir. The comparisons made in another paper [29] concerned only the cross-
section at the valve, therefore, in order to further confirm the effectiveness of the
presented analytical solutions presented in the first part of this work, results of test
runs are presented at themidpoint cross-section (Fig. 8.3).At this section, the elevated
pressure is maintained for half the time of that at the valve section (exactly during
¼ of the full water hammer period). Results of comparisons at the midpoint of two
exemplary experimental RPVS are presented in Fig. 8.3.

The performed comparative simulations of pressure pulsations at the midpoint
section of the RPVS show that:

• for relatively small values of water hammer number Wh <0.01, the differences
between the numerical simulationNUMresults and calculatedwith help of analyt-
ical models A-MJ and A-MT are small. It can be seen from Figs. 8.3a and b that
theA-MJmodel simulates the pressure values at the first amplitudes slightly lower
than those obtained with the A-MT model;

• both analytical models taking into account the unsteady nature of hydraulic resis-
tance (A-MJ and A-MT) as well the numerical solution reflect the real shape and
damping speed of the modeled pressure waveforms;

• the results obtained with the quasi-steady friction model do not reflect the
experimental pressure histories;

• it is advisable to analyze not only the initial water hammer period (first amplitude)
but also the later phase. The discrepancies between the models and the experi-
mental results are revealed depending on the value of the water hammer number
Wh also in the later phase of the transient event;

• analytical models and a numerical solution based on the method of characteristics
are highly effective. Therefore, with the help of these solutions, it is possible to
analyze pressure changes occurring at any cross-section of the pipeline.
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Table 8.2 Data of the numerical cases

WH ν [m2/s] v0[m/s]

0.001 1 × 10−6 −0.05

0.01 1 × 10−5 −0.5

0.1 1 × 10−4 −5

Other:L = 100 [m]; R = 0.01 [m]; c = 1000 [m/s], ρ = 1000 [kg/m3]; pR =
1 · 108 [Pa]; Re = 1000 [−]

The models that were used for research presented in this subsection are available
in the literature, however, for the purposes of this work the formulas have been maxi-
mally simplified and unified. Their final forms are depended on the water hammer
number Wh. Although the presented comparisons did not show problems with the
quality ofmatching the results calculatedwith the aid of theA-MTorA-MJ analytical
modelswith the experimental results, such problems are noticeable in tests performed
for large values of dimensionless water hammer number Wh > 0.1. One can read
more about these problems in the recent paper [29].

8.3.2 Simulation of Velocity and Wall Shear Stress Pulsations

This subsection presents the results of the comparisons of the velocity waveforms
(averaged value at the pipe cross-section) and the wall shear stresses occurring on the
conduit wall for different values of the dimensionless water hammer number Wh.
In the present work, the results for the following three values of the Wh number
were compared: 0.1, 0.01, and 0.001. Appropriate water hammer number values
were obtained by modifying the liquid kinematic viscosity value. The value ofWh=
0.001 in tested R-P-V system corresponds to the flow of water,Wh= 0.01 to the flow
of water-oil emulsion, and Wh = 0.1 to the flow of oil. Other data of the analyzed
R-P-V system, which are necessary for the simulation, are presented in Table 8.2.

Pressure is not the only parameter that should be analyzed during water hammer
event, the remaining ones are the flow velocity and the wall shear stress, which is
closely related to the friction force. Velocity is the basic parameter while wall shear
stress is a dependent quantity which is a function of velocity (Eqs. 8.5 and 8.6). In the
new analytical studies in this section, the explicit dependence of wall shear stress and
velocity occurs only in the Laplace domain. The final form of the analytical formula
for τ in the time-domain is, like the solution for pressure and velocity, a function of:
(1) water hammer number Wh, (2) position x, and (3) time t.

During the preparation of this work, simulation tests were carried out at five cross-
sections defined by Eq. (8.10). Key results will be presented and discussed, i.e., at
cross-sections x = L and x = 0.5L (Figs. 8.4, 8.5, 8.6, 8.7, 8.8, 8.9).

Unfortunately, as shown by the comparisons carried out (Figs. 8.4a and 8.7a), the
final velocity determined with the help of A-MT model does not always approach
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Fig. 8.4 Analytical versus numerical results for Wh = 0.1 for x = L (reservoir section)

Fig. 8.5 Analytical versus numerical results for Wh = 0.01 for x = L (reservoir section)

Fig. 8.6 Analytical versus numerical results for Wh = 0.001 for x = L (reservoir section)
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Fig. 8.7 Analytical versus numerical results for Wh = 0.1 for x = 0.5L (midpoint section)

Fig. 8.8 Analytical versus Numerical results for Wh = 0.01 for x = 0.5L (midpoint section)

Fig. 8.9 Analytical versus numerical results for Wh = 0.001 for x = 0.5L (midpoint section)



8 Analytical Solutions of Water Hammer in Metal Pipes … 79

zero. This indicates an error in themodel, which is especially visible for higher values
of thewater hammer numberWh. For the numbersWh> 0.1, this error systematically
increases for the A-MT model with increase of Wh value. Within the same range of
Whnumbers, theA-MJmodel simulates the final asymptotic velocity values correctly
(i.e., they tend to zero over time). However, in A-MJ model, significant errors are
visible at the initial phase of the water hammer event, which prevents its practical
use in the range of relatively large values of Wh > 0.05.

Figure 8.4b evidently confirms that the quasi-steady hydraulic resistance model is
responsible for a significant simulation error in the initial phase of the water hammer
event. With its use, the wall shear stress value increases from 60 to 100 MPa in the
initial impact period, which is evident from the analytical models taking into account
the unsteady nature of friction (A-MJ and A-MT) and the numerical solution NUM
that the wall shear stress at the pipe wall increases abruptly to values exceeding
200 MPa, and then gradually drops to the value about 100 MPa (t = 0.3 s) in the
early water hammer phase. This graph shows that for such a large value of the number
Wh = 0.1, the A-MT model cannot cope with the simulation of the further period of
thewall shear stress from time t = 0.2 s. Additionally, from the time t >1.4 s, the value
modeled with the use of this model begins to systematically increase. In connection
with the above, it should be emphasized that this model can be applied only to the
corresponding value of dimensionless times t̂ = ν

R2 t . The research showed that this
time can be expressed as a function of the water hammer number.

Figure 8.5a depicts the results of velocity changes forWh= 0.01. It shows that the
analytical A-MT solution enables velocity calculation with very good consistency
over the entire time range. The differences between the analytical and numerical
results are practically imperceptible for the first three amplitudes. Both analytical
models (A-MT and A-MJ) produced a slight time delay of velocity and wall shear
histories.

Figure 8.5b shows that the A-MT model simulates the wall shear stresses at the
first two amplitudes, i.e., at the initial period of the water hammer, with sufficient
compliance. However, starting from the third amplitude, the A-MJ model begins
to simulate these dynamic waveforms better than A-MT. This is manifested in a
significantly closer results obtained with use of A-MJ model to the numerical results
with increasing time. At the peaks of the first wall shear stress amplitudes, the results
obtained by the appropriate models taking into account unsteady friction were as
follows: NUM 28.8 Pa, A-MJ 29.3 Pa, and A-MT 30.9 Pa. However, the initial stress
value of the A-MJ model (time 0 < t < 0.1 s) as well as the stress drop after the
first peak (t ≈ 0.3 s) significantly differ from the simulation results obtained with
the numerical model. The above indicates that this model incorrectly simulates the
initial period of water hammer. Until the increased pressure wave reaches this cross-
section, the stress should be as high as it was in the steady motion, i.e., before the
occurrence of the transient state.

Figure 8.6a shows that for the water hammer number Wh < 0.001, both analyzed
analytical models are strictly consistent with the numerical results. Interestingly, the
A-MJ model, which for the number Wh = 0.01 and Wh = 0.1 in the initial phase
of the impact (before the arrival of the first pressure wave) modeled increase in flow
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velocity, in this case simulating its slight decrease in the same period, i.e., for a time
t<(L/c) s. Figure 8.6b shows the comparisons of wall shear stress results received
for Wh = 0.001. It shows that the maximum wall shear stress at the first stress
amplitude, occurring just after the arrival of the increased pressure wave, estimated
with the analyzedmodels had the following values: NUM1.35 Pa, A-MJ 1.65 Pa, and
A-MT 1.11 Pa. The A-MT model, more precisely than the A-MJ model, simulates
in this case the wall shear stress drop from the instantaneous peaks for all analyzed
amplitudes in initial period of water hammer lasting for two seconds. Starting from
the fifth amplitude, the results simulated with the A-MT and A-MJ models remain
convergent to each other.

Figure 8.7 compares analytical and numerical results at the pipe midpoint for
the water hammer number Wh = 0.1. The only significant difference between the
analytical and numerical results is the peak velocity value at the first amplitude. The
fit of the A-MJ model is definitely worse, as evident by the significant deviation of
the results during the first velocity amplitude. It can also be seen (Fig. 8.7a) that
the quasi-steady model A-QS has problems with maintaining the phase compliance.
FromFig. 8.7b the interesting behavior of thewall shear stress at themidpoint section
is worth noting. After reaching the pressure wave, the stress increases abruptly, and
then it relaxes until time t ≈ 0.15 s, at which point the pressure wave reflected from
the pressure reservoir reaches this cross-section again (a second stress amplitude
shows up). Figure 8.7b also shows that the A-MJ model with acceptable compliance
simulated the wall shear stresses (except for the initial impact period).

Figures 8.8a and 8.9a show the simulation results for dynamic velocity runs when
Wh = 0.01 and Wh = 0.001. For Wh = 0.01 it can be seen (Fig. 8.8a) that there are
slight discrepancies in the first amplitude between the numerical solution NUM and
the A-MJ solution. However, when Wh = 0.001, these differences are imperceptible
(Fig. 8.9a). It can be seen from Figure 8.8b that for such a value of Wh, two peaks
of shear stress appear during the first impact period. At the first peak the results are
as follows: NUM 18 Pa, A-MT 16 Pa, and A-MJ 14 Pa and at the second one A-MT
16 Pa, A-MJ 14.7 Pa, and NUM 13.5 Pa. Thus, it can be seen that in the numerical
model, a decrease in stress was observed at successive increments whereas the results
from the analytical model did not indicate this decrease. Moreover, in the A-MJ
model, there was even a slight increase in stress. In the further phase, it is noticed
that the A-MTmodel tends to values other than zero, exactly to−0.3 Pa, which again
indicates the imperfection of the derived wall shear stress model (for large values of
Wh number) [21].

For the wall shear stress history for Wh = 0.001 (Fig. 8.9b) the A-MT model
performs well in the initial phase of the water hammer event. The model is better
than the A-MJ model, which again incorrectly models the initial value, which should
be −0.02 Pa.

During the preparation of this work, simulation tests were carried out also at other
cross-sections too (x = 0; x = 0.25L and x = 0.75L). The presentation of these results
is beyond the space limitation of this paper.
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8.4 Conclusions

The paper compares the known and newly developed analytical solutions supporting
the analysis of unsteady pipe flows in pressurized lines, which were triggered by the
instantaneous closure of the valve in a simplified reservoir-pipeline-valve system.
The conducted comparisons showed:

• significant influence of unsteady hydraulic resistance on themodeling of pressure,
velocity, and wall shear stress waveforms;

• disadvantages of analytical models which, due to the simplifying assumptions, do
not comply with the basic system of equations for a wide range of water hammer
numbers Wh;

• the need for further modification of shear stress Muto and Takahashi model (A-
MT) for high frequencies. In the next stage of research on thismodel, the influence
of the complete viscosity functionM(s)2, for which the inverse Laplace transform
was found during the finalization of this work, will be investigated:

L−1

{
M(s)2 = I0

(√ s
ν
R

)
I2

(√ s
ν
R

)
}

= δ(t) + 8
ν

R2
+ 4

ν

R2
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i=1

exp
(
−η2

i

ν

R2
t
) (8.11)

where: ηi are consecutive zeros of the Bessel function J2 (ηi);

• dimensionless time t̂ = 1.4[−] after which the novel model of wall shear stresses
A-MT is not anymore applicable. The knowledge of such a dimensionless time
allows for the determination of the critical real-time t ≤ t̂ R

2

ν
that should not be

exceeded during simulation (this time is getting longer with a decrease of the fluid
viscosity).

• the remaining test results for dynamic velocity histories as well as dynamic wall
shear stress histories (for x = 0; x = 0.25L and x = 0.75L) are the subject of the
extended version of the work.

Acknowledgements Anton Bergant gratefully acknowledges the support of the Slovenian
Research Agency (ARRS) conducted through the project L2-1825 and the program P2-0126.

References

1. Grattan-Guinness I, EngelsmanS (1982)Themanuscripts of PaulCharpi.HistMath 9(1):65–75
2. Fische H, Kaul H (2014) Mathematik für Physiker Band 2. Springer Fachmedien Wiesbaden
3. Gray CAM (1953) The analysis of the dissipation of energy in water hammer. Trans Am Soc

Civ Eng 119:259–274



82 K. Urbanowicz et al.

4. Gray CAM (1954) Analysis of water hammer by characteristics. Trans Am Soc Civ Eng
119:1176–1189

5. Ezekial FD, Paynter HM (1957) Computer representation of engineering systems involving
fluid transients. Trans ASME 79:1840–1850

6. Lister M (1960) The numerical solution of hyperbolic partial differential equations by the
method of characteristics. In: Ralston A, Wiley HS (eds) Mathematical methods for digital
computers, edited by. John Wiley &Sons, New York, Chap. 15, pp 165–179

7. Streeter VL, Lai C (1962) Water hammer analysis including fluid friction. J Hydr Div Am Soc
Civ Eng, May, pp 79–112

8. Streeter VL (1962) Water hammer analysis with nonlinear frictional resistance, hydraulics
and fluid mechanics. Proceedings of the first Australasian conference held at the university of
Western Australia, 6–13 Dec, pp 431–452

9. Zielke W (1966) Frequency-dependent friction in transient pipe flow. Doctoral Thesis,
University of Michigan

10. Zielke W (1968) Frequency-dependent friction in transient pipe flow. ASME J Basic Eng
90:109–115

11. Trikha AK (1975) An efficient method for simulating frequency-dependent friction in transient
liquid flow. J Fluids Eng ASME 97(1):97–105

12. Kagawa T, Lee I, Kitagawa A, Takenaka T (1983) High speed and accurate computing me-thod
of frequency-dependent friction in laminar pipe flow for characteristics method (in Japanese).
Trans Japan Soc Mech Eng Part A 49(447):2638–2644

13. Schohl GA (1993) Improved approximate method for simulating frequency—dependent
friction in transient laminar flow. J Fluids Eng ASME 115:420–424

14. Vítkovský J, Stephens M, Bergant A, Lambert M, Simpson A (2004) Efficient and accurate
calculation of Zielke and Vardy-Brown unsteady friction in pipe transients. In: Proceedings of
the 9th international conference on pressure surges. Chester, UK, 24–26 March, pp 405–419

15. Urbanowicz K (2018) Fast and accurate modelling of frictional transient pipe flow. Z Angew
Math Mech 98(5):802–823

16. Zarzycki Z (1994)Ahydraulic resistance of unsteadyfluid flow in pipes. Published byTechnical
University of Szczecin, 516, Szczecin (in Polish)

17. Zarzycki Z (2000) On weighting function for wall shear stress during unsteady turbulent
flow. In: Proceedings of 8th international conference on pressure surges. BHR Group, Hague,
Holland, 39, pp 529–534

18. Vardy AE, Hwang KL, Brown JMB (1993) A weighting function model of transient turbulent
pipe friction. J Hydraul Res 31(4):533–548

19. Vardy AE, Brown JMB (2003) Transient turbulent friction in smooth pipe flows. J Sound Vib
259(5):1011–1036

20. Vardy AE, Brown JMB (2010) Evaluation of unsteady wall shear stress by Zielke’s method. J
Hydraul Eng 136:453–456

21. Urbanowicz K, Bergant A, StosiakM, LubeckiM (2022) Analytical solutions of water hammer
in metal pipes. Part II—brief theoretical study. Grzegorz Lesiuk et al. (Eds): Fatigue and
Fracture of Materials and Structures, vol. 24, 978-3-030-97821-1, 522626_1_En, (Chapter 7).
Springer

22. Chaudhry MH (2014) Applied hydraulic transients. Springer, New York
23. Tijsseling AS, Bergant A (2007) Meshless computation of water hammer, Scientific Bulletin
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Chapter 9
Experimental and Theoretical Analysis
of Hydraulic Cylinder Loads

Marek Lubecki , Michał Stosiak , Michał Banaś , Piotr Stryczek ,
and Kamil Urbanowicz

Abstract Theuseof compositematerials inmechanical engineering allows to signif-
icantly reduce the weight of elements. However, the process of designing elements
made of such materials is more complex than conventional ones and requires a thor-
ough knowledge of the distribution of loads acting on the element. The paper presents
experimental research on deformation of a barrel of tie-rod hydraulic cylinder as well
as mathematical calculations of axial and circumferential strains. The existence of
an axial force so far not included in the calculations of this type of actuator was iden-
tified. It has been shown that omitting the axial force when designing a composite
barrel may lead to a significant reduction in its strength.

Keywords Classical lamination theory · Strain gauge · CFRP

9.1 Introduction

One of themost common types of drive used inmechanical engineering is hydrostatic
drive. The reason is a number of advantages, such as an excellent power-to-weight
ratio of the system, the possibility of precise control of receivers and automation,
as well as the possibility of almost any arrangement of the system elements on the
machine. The actuators in the hydrostatic system can be cylinders or rotary motors.
Reciprocating hydraulic cylinders are usually solid componentsmade ofmetal alloys.
The reason is the necessity to ensure stiffness and resistance to working pressure (in
standard designs up to 35 MPa).

Composite materials and plastics are increasingly used in many industries to
reduce theweight of the structure [1, 2]. Their advantages include a very high strength
to weight ratio, the possibility of free shaping of material properties, the ease of
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manufacturing complex shapes and increased resistance to corrosion and electro-
magnetic field. Recently, there has been an increase in interest in the development of
composite hydraulic cylinders, the operational parameters of which would be similar
or better than conventional designs, but their mass would be significantly reduced
[3–5]. Designing components from composite materials requires a good knowledge
of the distribution of loads acting on the component. Due to the strong anisotropy
of the mechanical properties of the material, slight deviations in the direction of the
force action may lead to a significant decrease in the strength of the element [6–8]

The paper presents experimental tests of a tie-rod hydraulic cylinder with a steel
barrel and compares the results with theoretical calculations obtained with the use
of the theory of thick-walled pipes. The obtained results were used for the prelimi-
nary design of the composite cylinder, the strength calculations of which were also
presented.

9.2 Materials and Methods

9.2.1 Experimental Research

The barrel of the tested cylinder was made of St 52.3 steel. The inner diameter of
the barrel was 40 mm, and the wall thickness was 5 mm. The base and the head
were made of PET plastic. Measurements of linear deformations in the axial and
circumferential directions were carried out using strain gauges. The diagram of the
hydraulic system of the test stand is shown in Fig. 9.1.

During the test, the pressures in the cylinder chambers and the axial force loading
the piston rod were also recorded. The value of pressure and temperature of the

Fig. 9.1 Hydraulic testing
system: 1, 18—pump; 2,
19—electric motor; 3—flow
metre; 4—pressure gauge; 5,
16, 17—pressure relief
valve; 7, 14—directional
control valve; 8, 9,
15—pressure sensor;
10—tested actuator;
11—position sensor;
12—force sensor;
13—loading cylinder
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working fluid was kept at the constant level of 30 °C. This allowed to determine the
state of stresses in the steel barrel of the cylinder and contributed to the parameteri-
zation of the numerical model of the element. This data was then used to design and
model a composite barrel using classical lamination theory. The values of stresses
and strains were determined in the global coordinate system of the laminate and in
its individual layers. The aim of the work is to be able to reliably design and model
a barrel made of a composite material intended for a hydraulic cylinder operating in
commonly encountered conditions, i.e. at operating pressures not lower than 16MPa.

9.2.2 Mathematical Modelling

In order to calculate the axial deformations εx and circumferential deformations εφ

of a steel barrel, the relationships known in the literature were used for thick-walled
pipes with open ends loaded with internal pressure [9, 10]

εφ = 1

E

[
A(1− ν) + B

r2i
(1+ ν)

]
(9.1)

εx = −2νA

E
(9.2)

where

A = pir2i
r2e − r2i

, B = pir2i r
2
e

r2e − r2i

pi is internal pressure, ri, is internal radius, re is external radius,E is Young’smodulus
and v is Poisson’s ratio.

Composite barrel strength calculations were performed with the use of the clas-
sical lamination theory. Assumptions have been made that the laminate consists of
perfectly bonded plies, that the deformations in the laminate are continuous (no slip
occurs) and that the parallel planes before deformation remain parallel after defor-
mation. It was also assumed that because composite cylinders are thin-walled, radial
stresses are negligible. The relationship between stress and strain for a single ply can
be written as follows [11]:
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γ 0
xφ

⎤
⎥⎦ + z

[
Q

]⎡⎣ kx
kφ

kxφ

⎤
⎦ (9.3)
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where ε0x ,ε
0
φ,γ 0

xφ is midplane strains, z is distance from the midplane, kx , kφ, kxφ
is curvatures,

[
Q

]
is reduced, transformed stiffness matrix, created by rotating the

stiffness matrix of the ply by an angle equal to the angle of the fibres arrangement
in the layer.

Laminate deformation depends on the applied loads, which can be summarized
as follows:

[
N
M

]
=

[
A B
B D

][
ε0

k

]
(9.4)

where [N] is forces per unti length, [M] is moments per unit length, [A] is extensional
stiffness matrix, [B] is coupling stiffness matrix, [D] is bending stiffness matrix, [ε0]
is midplane strains matrix, [k] is curvatures matrix.

For an internal pressure load only, the matrices [N] and [k] are as follows:

⎡
⎣ Nx

Nφ

Nxφ

⎤
⎦ =

⎡
⎣ 0
piri
0

⎤
⎦ (9.5)
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kxφ

⎤
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⎡
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0

− ε0x
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− γ 0
x
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⎤
⎥⎦ (9.6)

In order to assess the strength of the element, the Tsai–Hill criterion was used
[12]:
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(τ12)ult

)2

= R < 1 (9.7)

where σ 1 is stress along the fibres in the ply, σ 2 is stress perpendicular to the fibres,
τ12 is in-plane shear stress and R is strength ratio.

9.3 Results

Figure 9.2 shows the results of experimental tests of a steel barrel. The points mark
the results obtained from themeasurements, and the continuous linemarks the strains
resulting from calculations carried out in accordance with the theory of thick-walled
pipes. It can be noticed that while the values of the circumferential deformations
both obtained experimentally and computationally agree, the actual values of the
axial strains are smaller in terms of values than it would appear from the theoretical
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Fig. 9.2 Results of experimental studies on strains of a steel barrel (scatter plot), results of theo-
retical calculations under internal pressure load (solid line) and under internal pressure and axial
force (dashed line): a circumferential strain, b axial strain

relations. This may be due to the additional axial force acting on the element. It was
not possible to measure this force directly, so it was determined by adjusting the
model parameters. In this case, the axial force depended nonlinearly on the internal
pressure acting on the element. This force was taken into account in themathematical
model, and the results of the calculations are shown in Fig. 9.2 by a dashed line.

Acquired results were used to carry out the strength calculations of the composite
cylinder the material properties of which are presented in Table 9.1. Table 9.2 shows
the values of the strength ratio R for a hoop wound carbon-epoxy pipe with wall
thickness of 0.6 mm, loaded in the first case only with internal pressure of 16 MPa.
In the second case, the load distribution took into account the axial force identified
in the experimental tests value of which, for 16 MPa of internal pressure, was 7 kN.
As can be seen in the first case, the ratio R is well below 1, which corresponds to no
damage to the element. However, taking into account the axial force causes the ratio
R to increase to 1.69, which is synonymous with the failure of the element.



90 M. Lubecki et al.

Ta
bl

e
9.

1
M
at
er
ia
lp

ar
am

et
er
s
of

a
ca
rb
on
/e
po
xy

co
m
po
si
te
s
us
ed

fo
r
ca
lc
ul
at
io
ns

Pa
ra
m
et
er

E
1
[G

Pa
]

E
2
[G

Pa
]

v 1
2

G
12

[M
Pa
]

σ
T
ul
t

1
[M

Pa
]

σ
T
ul
t

2
[M

Pa
]

σ
C
ul
t

2
[M

Pa
]

σ
T
ul
t

2
[M

Pa
]

V
al
ue

14
1

13
.4

0.
3

3.
9

32
65

71
71

37



9 Experimental and Theoretical Analysis of Hydraulic Cylinder Loads 91

Table 9.2 Value of the
strength ratio R when the
composite barrel is loaded
with internal pressure and
additional axial force

Pure internal pressure Internal pressure with
axial force

Strength ratio R 0.028 1.69

9.4 Conclusion

Thepaper presents the results of experimental research andmathematical calculations
of strains of a steel barrel of a tie-rod hydraulic cylinder. The experimental results
have shown the existence of an axial force that has so far not been taken into account
in the strength calculations of this type of actuator. In steel structures, it is indeed
possible to omit it. However, as shown, not taking it into account when designing a
composite barrel can lead to a significant reduction in its strength. The study shows
that the knowledge of the exact distribution of loads acting on the cylinder barrel of
a composite cylinder is necessary to ensure the appropriate strength of the element.
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Chapter 10
A New Anti-fatigue Design Method
for Welded Structures Based on Stiffness
Coordination Strategy and Its
Application

Chunliang Niu, Suming Xie, and Tao Zhang

Abstract In order to effectively improve the anti-fatigue performance of welded
structures in the design stage, a new anti-fatigue design method of welded struc-
tures oriented to stiffness coordination strategy is proposed, based on the structural
stress theory which can effectively identify the stress concentration, which is a three-
stage anti-fatigue design method of welded structures, namely, stress concentration
identification, stress concentration analysis and stress concentration mitigation. The
effectiveness of the stiffness coordination strategy in the design of welded joints
is verified by the test of welded joints in IIW. The application of the method in
the design of engineering welding parts verifies the engineering significance of the
method. This study has reference value for the optimization design of load-bearing
joint welding structure and the improvement of fatigue resistance.

Keywords Complex welding structure · Stress concentration · Stiffness
coordination · Structural stress method · Anti-fatigue design

10.1 Introduction

BS7608 points out that the key to determining the fatigue performance of welded
structures is stress concentration, which is caused by sudden change of stiffness [1].
It is difficult to predict the fatigue life in the design stage. Therefore, the anti-fatigue
design of welded structures is still mainly based on various fatigue tests, but in the
design stage of product development, there is often no fatigue test carrier available.
The welding structure design concept of engineering and technical personnel is still
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based on static strength, lacking forward-looking anti-fatigue design ideas [2, 3].
Therefore, it has important engineering application value to study the anti-fatigue
method of welded structure in the design stage.

10.2 A New Method of Three-Stage Anti-fatigue Design
and Numerical Analysis of Core Parameters

10.2.1 Mechanical Explanation of Stress Concentration

The influence of geometric details of different joints on fatigue life is clearly reflected
in BS7608. Due to different joint details, the corresponding S–N curves are also
different. As shown in Fig. 10.1a, the corresponding S–N curves are also different
due to different geometric details of butt joint welds.

The mechanical explanation of stress concentration is based on the steel butt joint
with reinforcement. The joint geometry is shown in Fig. 10.1b, and the axial tensile
load is applied to the joint. The simulation results show that the reinforcement leads
to a sharp increase of stress in the local area near the weld, while in the distance,

(a) Details and grades of butt joint in BS 
7608

(b) Stress distribution near weld with re-
inforcement 

Fig. 10.1 Stress concentration analysis of welds

Fig. 10.2 A new anti-fatigue design method for three-stage complex welded joints
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the stress decreases rapidly and tends to be uniform. The local increase of stress
caused by the change of weld details is called stress concentration. The ratio of the
maximum stress σmax near the weld to the average stress σ on the same section is
expressed by a, as shown in Formula 10.1.

a = σmax/σ (10.1)

where: a is called the theoretical stress concentration factor, which reflects the degree
of stress concentration and is a factor greater than 1.

At the location of stress concentration, the peak stress is related to geometry,
weld arrangement, and loading mode. However, stress concentration is only the
representation of the problem, and the fundamental reason is the sudden change of
structural stiffness.

10.2.2 The Execution Flow of Fatigue Resistance Design
Method

10.2.3 Numerical Analysis of Structural Stress

Suppose that the weld is divided into n units, and the node number is from 1 to n,
as shown in Fig. 10.3. Elements along the weld toe (such as (1), (2) …) are used to
extract nodal forces from the finite element solution in the global coordinate system
(x, y, z). Through coordinate transformation, the nodal force vector of each element
is transformed to the local coordinate system (x‘, y‘, z’), where the local coordinate
axis x‘ is the direction along the welding line [4].

The distance of each node on the welding line is l1 to ln-1. According to the force
balance equation, the corresponding relationship between the nodal force Fyn and
the line force f yn can be obtained.

{
Fy1, Fy2 . . . Fyn

}T = L
{
fy1, fy2 . . . fyn

}T
,
{
fy1, fy2 . . . fyn

}T

= L−1
{
Fy1, Fy2 . . . Fyn

}T
(10.2)

a) Element divi-
sion along weld direc-

tion 

b) Distribution of 
structural stress 

c) Element divi-
sion of cross section 

d) Calcu-
lation of joint 

force 

Fig. 10.3 Core idea of weld structure stress calculation
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Similarly, the linear moment mx and joint moment Mx have the same form as the
above expression, so that when there are n joints with the same element thickness
t, the structural stress σn of each node, as well as the force Fyn and moment Mxn

of each node can be expressed in the form of matrix (3): Formula (4) is the general
formula for structural stress calculation.

σn = 1

t
· L−1

(
Fyn + 6

t
·Mxn

)
(10.3)

10.3 Verification of Welded Joint Fatigue Test
with Stiffness Coordination in Standard

This paper studies the fatigue test of steel butt flat weld and analyzes the influence
of stiffness coordination at weld joint on fatigue life. IIW standard points out that
different undercut levels lead to different fatigue strength grades (FAT grades) of
welded joints [5] because the existence of undercut makes the longitudinal tensile
stiffness at weld toe inconsistent.

The basis of undercut evaluation in IIW standard is u/t value, that is, the ratio of
undercut depth u to plate thickness t, which is regarded as a limited range in fatigue
strength table of classified components.

10.3.1 Specimen Preparation and Fatigue Test

The test piece adopts the double-sided forming welding process of three layers,
three passes, and single face groove, forming the undercut defect at the junction of
the cover layer and the base metal, as shown in Fig. 10.4a. Q345E steel is used as
the test piece, and the size and welding of the test piece are shown in Fig. 10.4b.

According to GB/T 13,816 “Pulsating tensile fatigue test method for welded
joints”, the fatigue test of specimens with undercut defects is carried out, and the

(a) Welding technology of 
joint 

(b) Specimen size (c) Test pho-
to 

Fig. 10.4 Fatigue test of specimens
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influence of undercut defects on fatigue life is evaluated based on structural stress
method.

From the fracture morphology of the specimen, it can be seen that the fatigue
crack growth starts from the weld toe at the bottom of the groove and gradually
extends to the inside of the weld.

10.3.2 Analysis of Fatigue Test Results

There are five smooth V-groove specimens, and the fatigue test results show that the
average fatigue life is 530000 times. There are six groups ofV-groove specimenswith
undercut, and each group has five specimens. The test results of V-groove specimens
with undercut are shown in Table 10.1.

The fatigue test results show that the peak stress increases with the increase of
undercut depth.

10.4 Engineering Application of Method

The engineering verification of the method is based on the anti-fatigue design of
the fillet weld between the flange and the pipe of the air compressor. The yield
strength of the material is 345 MPa. Each bolt hole is applied with 1500 N tension
in the horizontal direction, and the displacement constraint is applied on the bottom
surface of the lower flange with a diameter of 160 mm. As shown in Fig. 10.5a.

Table 10.1 Fatigue test results of welded specimens with undercut

Group Undercut depth (mm) Stress range (MPa) Average test fatigue life of five specimens
in each group (104 times)

1 0.28 220.75 44

2 0.41 220.75 38

3 0.45 220.75 36

4 0.46 220.75 34

5 0.55 220.75 30

6 0.60 220.75 26
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(a) Original 
structure 

(b)
Straight cone 

transition 

(c) Arc 
cone surface 

(d) Structural stress on weld of 
three schemes 

Fig. 10.5 Fatigue test of specimens weld details after modification and structural stress before and
after modification

10.4.1 The First Stage—Identification of Stress
Concentration in Welded Joint

The maximum structural stress peak (stress concentration) of the original structure
is 80.1 MPa. The peak stress occurs in the middle of the wire b.

10.4.2 The Second Stage—Analysis of Stress Concentration
in Welded Joint

The reason for the obvious stress concentration in the fatigue behavior of the structure
is that the connection between the upper flange and the elbow of the compressor is
realized by a fillet weld with high-stress concentration factor, which greatly reduces
the anti-fatigue performance in the service process.

10.4.3 The Third Stage—Stress Concentration Relief
of Welded Joint

Two solutions to relieve stress concentration are proposed for this case. Scheme 1:
The original fillet weld joint is replaced by the butt straight cone joint.

In the load direction, the welded joint realizes the coordination of the stiffness of
the weld joint as shown in Fig. 10.5b and relieves the stress concentration at the weld
joint. Scheme 2: Change the straight cone joint of the first improvement scheme to
the arc cone joint as shown in Fig. 10.5c. According to the calculation process of
structural stress, the structural stress of each node of the weld is calculated.

It can be seen from Fig. 10.5d that the stress concentration at the weld is relieved
after the fillet weld joint is changed to butt joint. The maximum structural stress of
fillet weld joint is 80.1 MPa, and the maximum structural stress of butt joint with
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Fig. 10.6 Fatigue test of specimens partial view of bolster

Fig. 10.7 Fatigue test of specimens stress curve of weld structure at transverse stop seat

straight cone is 48.3 Mpa, which is reduced by 40%. After changing to arc cone, the
maximum structural stress on the weld is 41.0 MPa, which decreases by 50%.

The method is also applied to the design of the welded bolster of the railway
freight car, which is a complex welded structure. As shown in Figs. 10.6 and 10.7.

Through the stiffness coordination design of the local welded structure of the
bolster, the weld stress concentration in the local area is effectively alleviated. For
example, after the optimization of the weld between the transverse stop seat and
the lower cover plate, the peak value of the structural stress is reduced by 16.01%.
Therefore, the fatigue resistance of the welded structure is improved at the source.

10.5 Conclusion

(1) The stress concentration of welded structure makes the anti-fatigue perfor-
mance decline, so the stiffness coordination is of great significance in the
anti-fatigue design of welded structure.

(2) The stress concentration relief is completed in the design stage, which is
conducive to the transformation of fatigue resistance design ofwelded structure
from passive state to active state. This method has guiding value for practical
engineering applications.
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Chapter 11
Characterization of Multiaxial Strain
Road Loads in Assessing the Durability
of Automotive Coil Spring

N. M. Hazmi, S. S. K. Singh, S. Abdullah, L. Abdullah, A. H. Azman,
and M. R. M. Rasani

Abstract This paper presents the multiaxial fatigue life characteristics under
random strain loads from rural road load conditions. Random loads during operating
conditions cause fatigue failure of automotive components. Uniaxial fatigue analysis
is reasonable when the system is in a simple state of loading. However, multiaxial
fatigue analysis must be included for material response, such as variation of the prin-
cipal stress directions associated with random loads. Critical region of the coil spring
is assessed based on finite element analysis. Multiaxial strain signals of random road
loads were captured at a sampling rate of 500 Hz in 150 s. The time history of
rural road load strain signal demonstrates high amplitude on uneven surface roads.
Kurtosis and root mean square value is extracted from the multiaxial strain signal to
evaluate the statistical characteristic of the signal. Fatigue life is assessed using the
Brown-Miller, Fatemi–Socie, and Wang-Brown strain-life models. The fatigue life
was estimated to be 4.32 × 104, 1.39 × 104, and 1.87 × 104 cycles/block for Brown-
Miller, Fatemi–Socie, and Wang-Brown, models, respectively. The Brown-Miller
model is identified as the suitable model for the predicted fatigue life data, as it has
the highest cycles block-to-failure value.

Keywords Multiaxial fatigue life · Finite element · Coil spring · Durability

11.1 Introduction

Coil spring experiences vertical axial loading at the mounting during their service
that results in tension–compression force. The helical coil spring shape is complex,
generating internal reactions of direct shear force, normal stress, and a torsion due
to its movement when subjected to cyclic loading [1]. The helical shape of coil
spring causes the main failure due to torsion during its operating condition. Fatigue
analyses have focused on the uniaxial loading condition and a number of successful
prediction methods for uniaxial fatigue lives. However, conventional uniaxial fatigue
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approaches usually overestimate fatigue life of these components [2]. The fatigue
crack is expected to initiate and propagate from the high-stress concentration surface
to the non-high-stress concentration surface, where the direction is parallel to the
cross-sectional area of the coil spring [3]. Nevertheless, a real case of crack propaga-
tion on coil spring shows that it is not parallel to the plane of a cross-sectional area of
the coil spring when it fails [4]. Variation of crack propagation direction showed that
the failure of a coil spring is not only caused by simple uniaxial stress, but also by
multiaxial stress state. The variation of stress direction makes it necessary to assess
the fatigue life of coil springs based on multiaxial fatigue analysis approach.

Identification of component failure was done based on multiaxial fatigue life,
which includes strain-based criteria, stress-based criteria, and energy-based criteria.
Multiaxial fatigue models, such as Brown-Miller, Wang-Brown, Kandil-Brown-
Miller, and Fatemi–Socie criteria are strain-based criteria [5]. There are several
previous studies that are related to the multiaxial fatigue of the mechanical compo-
nents. Freitas et al. [6] predicted multiaxial fatigue lives by using Stress Scale Factor
(SSF) method and made its comparison with the critical plane approach. Meanwhile,
Xu et al. [7] characterized the influence of shear stress and non-proportional hard-
ening by using a new critical plane multiaxial fatigue model parameter in order to
assess the multiaxial fatigue life of material alloys. There has been increasing works
on fatigue life assessment based onmechanical components, especially coil spring, as
demonstrated by Abdullah et al. [8], Prawoto et al. [9], and Yan et al. [10]. However,
the aspect of multiaxial fatigue is not fully explored and the aforementioned studies
had mainly focused on uniaxial fatigue life prediction under random load.

Therefore, the aim of this study is to characterize the multiaxial random strain
loading signal to assess the durability of the coil spring for fatigue life prediction. A
coil spring experiences a fatigue failure when traveling on uneven road conditions.
The fatigue life was analyzed by using multiaxial strain-life model, Brown-Miller,
Fatemi–Socie, andWang-Brown. Brown-Miller criteria analyzed two different crack
growth patterns at the surface of materials, which are subjected to multiaxial loading
that is based on the orientation of the planes, normal and shear strain on themaximum
shear plane [11]. Fatemi–Socie criteria substituting normal strain amplitude with
maximum normal stress on critical plane and the analysis include material cyclic
hardening effect [12]. Both Brown-Miller and Fatemi–Socie criteria defined the crit-
ical plane as maximum shear strain plane as failure crack occurs at near to maximum
shear strain plane.Wang-Brown criteria defined the critical plane as the angular strain
range and normal strain range that reached the maximum value in the plane [13].

11.2 Methodology

Figure 11.1 shows the process flow for characterization ofmultiaxial strain road loads
in assessing the durability of an automotive coil spring. Multiaxial fatigue strain
loading data were used in this study, in which they were collected from a vehicle coil
spring. The rosette strain gauge was used to extract and measure the multiaxial strain
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Fig. 11.1 Process flow for
durability assessment of
multiaxial fatigue life of
vehicle coil spring

signal of rural roads. The rosette strain gauge was placed at the critical region of the
coil spring that was determined based on finite element analysis.Meanwhile, kurtosis
and root mean square is extracted from the multiaxial strain signal to analyze the
statistical characteristic of the signal. Subsequently, the fatigue life of the strain signal
was computed by using Brown-Miller, Fatemi–Socie, and Wang-Brown models.

11.2.1 Finite Element Analysis

Figure 11.2 shows the finite element analysis of the vehicle coil spring model. SAE
5160 carbon steel was employed as material cyclic properties. The bottom of the
coil spring model was fixed with rigid body and load is applied from the top of
coil spring model. Then, the four-node tetrahedral elements were applied for solid
mesh. Therefore, 17,285 and 32,450 elements and nodes, respectively, were obtained
from the model. The load of the coil spring is based on the curb weight of the vehicle
together with load of passenger [14]. In this finite element analysis, the load (3500N)
was subjected to the top of the coil spring model. The maximum von Mises stress
is 1092 MPa, which is below the yield strength of the coil spring (1487 MPa). The
critical region of the coil spring is at the maximum von Mises stress region where
the maximum stress is localized.
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Fig. 11.2 Assessment of
critical region of the vehicle
coil spring Upper Coil 

High  Cri�-

Lower Coil 

11.2.2 Experimental Setup

The experimental setup is illustrated in Fig. 11.3. In this study, the rosette strain gauge
is used to capture the signals in x-axis, 45°, and y-axis, as shown in Fig. 11.3. The
multiaxial strain signal is analyzed to evaluate the multiaxial fatigue behavior of the
coil spring. Strain signal in x-axis refers to 0°, while strain signal in y-axis refers to
90°. All strain signals in 0°, 45°, and 90° axis are on the same plane. The rosette strain

Fig. 11.3 Experimental
setup for extracting
multiaxial strain
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gauge is placed at the critical region of the vehicle coil spring. The vehicle traveled
on the rural road, where the road condition is of somewhat irregular surface and
curvy roadway. The road conditions were selected based on uneven road conditions,
where coil spring failure usually occurs [15]. To collect sufficient information for
strain data, the frequency of sample must be higher than 400 Hz [8]. Therefore, data
were captured with a sampling rate of 500 Hz in 150 s.

11.2.3 Statistical Characterization

The multiaxial strain signal is characterized based on the kurtosis value, where value
above three indicates the data as non-stationary, whereas kurtosis value below three
indicates the data as stationary [8]. Kurtosis above three also indicates that the data
have high amplitude, therefore, contributing to high damage of the signal data [8].
The kurtosis value is represented in the equation below:

K = 1

n(rms)4

n∑

j=1

(
x j − x

)4
(11.1)

Root mean square (RMS) describes the total vibrational energy contained in the
signal data and quantifies the mean value of the signal without negative data [8].
RMS value can be computed as follows:

rms =
⎧
⎨

⎩
1

n

n∑

j=1

x2j

⎫
⎬

⎭

1
2

(11.2)

11.2.4 Multiaxial Life Prediction

Brown-Miller model was applied for multiaxial fatigue life calculation. Generally,
fatigue life is assumed as in-phase loading and non-linear function of the strain
state. Brown-Miller algorithm considers that the fatigue damage is dominated by
the combination of normal strain and maximum shear of the multiaxial strain signal
[3]. Brown-Miller model proposed that critical plane is the plane with maximum
shear strain amplitude combined with the shear strain and maximum normal strain
or normal stress. The Brown-Miller prediction model is written as below:

γmax

2
+ εN

2
= 1.65

σ f ′

E

(
2N f

)b + 1.75ε f ′
(
2N f

)c
(11.3)
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where, Umax and En are maximum shear strain amplitude and normal strain ampli-
tude, respectively. Meanwhile, σ f

′ and b are fatigue strength coefficients and fatigue
strength exponent, respectively. The Ef ′ and c are fatigue ductility coefficient and
fatigue ductility exponent, respectively.

Fatemi–Socie model introduced a concept of equivalent shear strain amplitude,
which reflects the effects of mean stress and additional hardening. This is achieved
by substituting the normal strain amplitude formaximumnormal stress on the critical
plane. The critical plane of the FS model is usually considered to be the maximum
shear strain plane. The Fatemi–Socie model [12] is represented as follows:

�γ

2

(
1 + k

σn,max

σy

)
= τ ′

f

G

(
2N f

)bγ + γ ′
f

(
2N f

)cγ
(11.4)

where �γ and σn,max is shear strain amplitude and maximum normal stress, respec-
tively. Wang-Brown model proposed a similar linear criterion, which modifies the
definition of the normal strain range to consider the variable-amplitude strains. The
Wang-Brown model [12] is represented by the equation below:

�γmax

2
+ sε∗

n = [1 + v + (1 − v)s]
σ ′
f − 2σ 0

n

E

(
2N f

)b + (1.5 + 0.5s)ε′
f

(
2N f

)c

(11.5)

where, �γmax and σ 0
n are shear strain range and mean normal stress, respectively;

v refers to Poisson’s ratio; and σ ′
f , ε

′
f , b, c, and s refer to fatigue properties of the

material that are determined from axial and torsional fatigue tests.

11.3 Results and Discussion

Figure 11.4 illustrates the multiaxial strain signal history and probability density
function curves of rural roads at 0°, 90°, and 45° axis. Figure 11.4 shows random
multiaxial strain signals that were extracted for 150 s with 75,000 discrete data points
per block. The history strain signal data ranged between −774.9 and 442.2 με. The
probability density function curve for strain signal at 0° axis data shows a narrow
bell-shaped with negative mean value (–3343 με). However, the probability density
function curves for strain signal at 90° and 45° axis data are broad bell-shaped with
negative mean values of –3115 and –3228 με, respectively. On the other hand, the
strain signal at 45° axis shows high-range amplitude due to the helical shape of the
coil spring, as highlighted in Fig. 11.4. The behavior of random strain amplitude
data signal at 0°, 90°, and 45° axis can be attributable to the internal stress in the coil
spring.

Figure 11.5 shows the statistical parameter of the multiaxial strain signal, root
mean square, and kurtosis. Root mean square value of strain signal at 45° axis has
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Fig. 11.4 Multiaxial strain
signal history and probability
density function curves at 0°,
90°, and 45° axis

Fig. 11.5 Root mean square
and kurtosis value for strain
signal at 0°, 90°, and 45° axis

the highest value, compared with the strain signal at 0° and 90° axis. The total
vibrational energy contained for strain signal at 45° axis is higher due to torsion
behavior of the helical shape coil spring. Meanwhile, kurtosis value for strain signal
at 0° axis is the highest, compared with the strain signal at 0° and 90° axis. However,
all three kurtosis values for strain signal at 0°, 90°, and 45° axis are above three at
4.3με, 4.1με, and 3.8με, respectively. This could be attributable to the strain signal
experiencing high-amplitude events on rural roads with irregular road surfaces.

Figure 11.6 illustrates the multiaxial fatigue life of rural roads for Brown-Miller,
Fatemi–Socie, and Wang-Brown models. Strain-life from Brown-Miller model is
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Fig. 11.6 Fatigue life of
strain signal based on
Brown-Miller, Fatemi–Socie,
and Wang-Brown models

the highest at 4.32 × 104 cycles/block, followed by Fatemi–Socie at 1.39 × 104

cycles/block, and Wang-Brown at 1.87 × 104 cycles/block. The multiaxial fatigue
life prediction from Brown-Miller model is the highest due to non-linear strain of
the helical coil spring. Both Brown-Miller and Fatemi–Socie models include crack
propagationmechanism effect, where fatigue life is a non-linear function of the strain
state [3]. However, Fatemi–Socie is superior when describing the effect of additional
hardening caused by non-proportional loadings [2].Meanwhile,Wang-Brownmodel
is superior when shear strain and normal strain are considered and the effect of mean
stress on fatigue life is characterized [2].

11.4 Conclusion

This paper aims to assess the characterization of multiaxial random strain loads
signal to evaluate the durability of the coil spring. There are several conclusions
that can be made based on the durability assessment of the multiaxial strain loads.
Strain signal data at 0° axis possessed narrow probability density curve compared to
strain data at 90° axis and 45° axis. However, strain signal data at 45° axis possessed
high-amplitude event, compared with strain data at 0° axis and 90° axis. The highest
total vibrational energy contained for strain signal and kurtosis are at 45° axis and
0° axis, respectively. The fatigue life prediction for the Fatemi–Socie is the lowest,
followed by Wang-Brown and Brown-Miller models.
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Chapter 12
Identification of Key Fatigue Welds
of Bogie Welded Frame

Suming Xie, Zhipeng Xu, Chunliang Niu, Chunge Nie, and Tao Zhang

Abstract Based on the EN 13749-2011 standard and the master S–N curve method,
the fatigue strength of the welded frame of the rail vehicle bogie is analyzed. First,
based on themaster S–N curvemethod, the influence of weld leg size and penetration
on the failure mode of fillet welds is studied. The results show that the two failure
modes ofweld toe failure andweld throat failurewhen the fillet weld is not penetrated
need to be considered at the same time, and only the weld toe failure needs to be
considered for full penetration. Secondly, the fatigue load and fatigue conditions
of the welded frame are determined based on the EN 13749-2011 standard, the
cumulative damage of the framewelds is obtained according to themaster S–N curve
method, and the key fatigue welds of the frame are determined by the cumulative
damage value. The cumulative damage value of the throat of the key fatigue welds is
smaller than that of the weld toe. Among them, the cumulative damage of the annular
fillet weld between the vertical plate of the motor hanger and the beam is the largest,
with a value of 0.59.

Keywords Welded frame · Fillet weld failure ·Master S–N curve method

12.1 Introduction

The complex and severe fatigue loads experienced by bogies during the operation of
rail vehicles have led to fatigue failures at key positions of the bogie welded frame.
Therefore, the research on the fatigue strength of the rail vehicle welded frame has
great practical significance.
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Fillet weld joints are themost common form ofwelded joints in welded structures.
So first, based on the master S–N curve method, the influence of weld leg size and
weld penetration on the stress distribution and failuremode of fillet welds is explored.
The law provides help for the design of the fillet weld of the welded frame. Then,
with a certain bogie welded frame as the research object, the fatigue load and fatigue
working conditions of the frame are determined according to the EN 13749-2011
standard, and the master S–N curve method is used to calculate the cumulative
damage of the frame welds to identify the key fatigue welds.

12.2 Stress Analysis of Fillet Weld Joint Structure

Due to the stress concentration at the joint weld toe andweld throat, the failuremodes
of fillet welds aremainly divided intoweld toe failure andweld throat failure. The two
failure modes are mainly affected by the size of the weld leg and weld penetration.
The failure section of the weld toe failure is relatively clear, and the location of the
failure section of the weld throat failure is affected by the weld penetration, so the
location of the weld throat failure section is not clear in practice. In the finite element
analysis, the imaginary section can be modeled by the finite element method, and
the structural stress distribution in the section can be obtained based on the master
S–N curve method [1]. In order to summarize the relevant laws of the failure section
of the weld throat, the structural stress of any section of the weld throat should be
analyzed.

12.2.1 Stress Analysis of Weld Throat Section

Literature [2] believes that only normal structural stress and transverse shear struc-
tural stress exist in the section of the weld throat of the fillet weld subjected to the
tensile force perpendicular to the weld, as shown in Fig. 12.1. Based on the master

Fig. 12.1 Stress analysis
model of weld throat section
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S–N curve method, the normal structural stress σs (including membrane stress σm

and bending stress σb) and transverse shear structural stress τz can be obtained when
the imaginary section of the weld throat is 90° to the horizontal plane. When the
fillet weld penetration depth p is 0, based on the static equilibrium condition, the
following relationship can be established between the normal structural stress σs(θ)

and transverse shear structural stress τz(θ) of any section and the structural stress
component at 90°:

σs(θ) = σm(θ) + σb(θ) (12.1)

σm(θ) = σm · · · sin θ + τm · · · cos θ

aθ

(12.2)

σb(θ) = σbs2 − 3σm · · ·
a2θ

+ 3σm(θ) (12.3)

τz(θ) = σm · · · cos θ − τz · · · sin θ

aθ

(12.4)

In the formula, aθ is the weld throat size when the imaginary section of the weld
throat is at an angle θ to the horizontal plane, which can be expressed as a function
of θ,aθ = s/(sin θ + cos θ), and s is the weld leg size. When the fillet weld has
penetration, just replace s in the formula with s + p.

12.2.2 Numerical Analysis of Structural Stress
of Double-Sided Fillet Welds

According to the joint details in Appendix B of EN 15085-3:2007 [3], a T-shaped
double-sided fillet weld is designed, as shown in Fig. 12.2. The size unit in the figure
is mm, the plate thickness is 12.0 mm, and the material is steel. The fillet weld leg
size s is 4.2 mm, 5.6 mm, 7.0 mm, and the penetration value p is 0 mm, 3.0 mm,
6.0 mm, corresponding to non-penetration, semi-penetration, and full penetration.

Fig. 12.2 Schematic
diagram of T-shaped
double-sided fillet weld
geometry
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Fig. 12.3 The structural stress of the fillet weld when the weld leg size is 4.2 mm

When the size of the fillet weld leg is 4.2 mm, the conditions of non-penetration,
semi-penetration, and full penetration are considered, respectively. The normal struc-
tural stresses of the different sections of the weld throat and weld toe are shown in
Fig. 12.3. It can be seen from Fig. 12.3 that the normal structural stress of the not
penetrated weld throat is greater than that at the weld toe, and the joint may fail in
the weld throat at this time.

When the fillet weld leg size is 5.6 mm and 7.0 mm, the conditions of non-
penetration, semi-penetration, and full penetration are considered, respectively. The
normal structural stresses of different sections of the weld throat and weld toe are
shown in Figs. 12.4 and 12.5. It can be seen from Figs. 12.4 and 12.5 that as the
size of the weld leg increases, the normal structural stress of the not penetrated weld
throat begins to be smaller than that at the weld toe, and the weld failure mode has
changed from throat failure to weld toe failure.

It can be seen from Figs. 12.3, 12.4 and 12.5 that the normal structural stress of
the fully penetrated and partially penetrated weld throat is much smaller than that at
the weld toe, and there is no throat failure at this time; the maximum structural stress
of the not penetrated weld throat resulting cross-sectional angle is about 70°. As

Fig. 12.4 The structural stress of fillet weld when the weld leg size is 5.6 mm
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Fig. 12.5 The structural stress of fillet weld when the weld leg size is 7.0 mm

the penetration depth increases, the cross-sectional angle of the maximum structural
stress of the weld throat gradually increases, and it tends to 90° at full penetration.

12.3 Identification of Key Welds for Fatigue of Welded
Frames

Taking a rail vehicle welded frame as the research object, according to the relevant
requirements in the EN 13749–2011 standard [4], the fatigue load condition of the
welded frame is determined. The fatigue load of the welded frame mainly includes
vertical load (vertical quasi-static force and vertical dynamic force), lateral load
(lateral quasi-static force and lateral dynamic force), track twist load, and motor
inertial load. According to the number of dynamic cycles of each load in the standard,
the dynamic force, quasi-static force, track twist load, and motor inertial load are
combined into seven fatigue analysis conditions. Fatigue loads are applied in three
stages, the second stage load is 1.2 times that of the first stage; the third stage load
is 1.4 times that of the first stage. Figure 12.6 shows the structure and load diagram
of the welded frame. Table 12.1 is a summary table of fatigue analysis conditions.

Under the action of fatigue analysis conditions, according to the master S–N
curve method and the Miner cumulative damage principle, the toe, and throat of
the welded frame weld are calculated for cumulative damage. According to the
cumulative damage value, five key fatigue welds are screened out. As shown in
Fig. 12.7. Weld_1 is the circular fillet weld between the crossbeam and the inner
vertical plate of the longitudinal beam; Weld_2 is the circular fillet weld between
the auxiliary longitudinal beam and the crossbeam; Weld_3 is the circular fillet weld
between the motor suspension stand and the crossbeam; Weld_4 is the lap fillet weld
between the auxiliary longitudinal beam and the crossbeam; Weld_5 is the fillet
weld between the short gusset plate and the crossbeam; except for Weld_4, the rest
are single-sided grooved full penetration fillet welds. When calculating the normal
structural stress at the weld throat of these key welds, according to the previous
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Fig. 12.6 Schematic
diagram of the structure and
load of the welded frame

Table 12.1 Fatigue analysis conditions of frame

Condition Load Load times (104)

First Second Third

1 Vertical dynamic load + lateral dynamic load (+) 270 90 90

2 Vertical dynamic load + lateral dynamic load (−) 270 90 90

3 Vertical dynamic load + lateral dynamic load (+) + Track
twist load

30 10 10

4 Vertical dynamic load + lateral dynamic load (−) + Track
twist load

30 10 10

5 Vertical quasi-static load + lateral quasi-static load (+) 7.5 2.5 2.5

6 Vertical quasi-static load + lateral quasi-static load (−) 7.5 2.5 2.5

7 Motor inertia load 120 40 40

(b) Weld_2(a) Weld_1 (c) Weld_3

(d)Weld_4  (e) Weld_5 (f) Imaginary section of weld

Fig. 12.7 Key fatigue welds of frame and imaginary section of weld
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Fig. 12.8 Cumulative fatigue damage at the key fatigue welds

analysis, three imaginary sections with greater structural stress are selected at the
weld throat (1-weld and base metal connection surface, 2-weld middle area and the
3-weld connection surface with the base metal), as shown in Fig. 12.8g.

Figure 12.8 shows the cumulative damage of the weld toe and weld throat at the
key fatigue welds. The cumulative damage of Weld_3 is the largest, the cumulative
damage value at the weld toe is 0.59, and the cumulative damage of Weld_1 is the
second, with the value of 0.47. The cumulative damage at the throat of the key fatigue
welds is less than that at the weld toe. Therefore, the failure mode of the key fatigue
welds is mainly the failure of the weld toe.

12.4 Conclusion

1. Under different weld leg sizes, when the fillet weld is not penetrated, the struc-
tural stress at the weld toe and the weld throat is at a relatively high level, so
weld toe failure and weld throat failure when the fillet weld is not penetrated
are required at the same time; when full penetration, only the failure of the weld
toe needs to be considered. As the weld leg size increases, the normal structural
stress of the not penetrated weld throat begins to be smaller than that at the weld
toe, and the failure mode of the weld is changed fromweld throat failure to weld
toe failure.

2. According to the BSEN13749-2011 standard, seven fatigue analysis conditions
of the welded frame were determined, and the cumulative damage analysis was
carried out on the weld toe and throat of the welded frame, five key fatigue
welds of the frame were screened out, of which the cumulative damage at the
weld toe ofWeld_3 was the largest, with a value of 0.59; the cumulative damage
at the weld toe of the welds was greater than that at the weld throat.

Acknowledgements Project supported by the Research Project of National Innovation Center of
High Speed Train, China (No. CXKY-02-01-01(2020)).
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Chapter 13
Susceptibility of Steel Sucker Rods
Operated in Oil Well to Environmentally
Assisted Fatigue

Olha Zvirko , Oleksandr Tsyrulnyk , and Nataliya Kret

Abstract Sucker rod is one of the most important elements of the sucker rod pump
system in oilfield, operated often under severe conditions. Thismay lead to premature
failures of sucker rods with negative consequences. Therefore, it is important to
assess susceptibility of operated sucker rod steel to corrosion and environmentally
assisted fatigue in order to seek effective ways of mitigation and extension of their
service life. In the paper, operational degradation of sucker rod steels was observed
using corrosion, fatigue and corrosion fatigue testing. It was shown that long-term
operation of the low-alloyed 20H2M and 35XM steels of sucker rods caused 10–
15% decrease in corrosion resistance and approximately 25% decrease in corrosion
fatigue resistance in CO2-containing formation water with pH = 3.1. Fatigue crack
growth acceleration in the 20H2M steel in acid formation water was revealed in the
medium-amplitude region of loading due to a combination of mechanisms of fatigue
and stress corrosion cracking (stress corrosion fatigue). The operated 20H2M steel
was revealed to be more susceptible to environmentally assisted fatigue than that
in the unoperated state. Corrosion fatigue crack growth acceleration in the operated
20H2M steel in acid formation water occurred at lower values of �K compared to
that in the unoperated one. The effectiveness of protection of the operated 20H2M
steel in formation water with pH= 3.1 against corrosion and corrosion fatigue failure
with environmentally friendly inhibitor was demonstrated.

Keywords Steel · Sucker rod · Operation · Corrosion · Corrosion fatigue · Stress
corrosion fatigue · Inhibitor

13.1 Introduction

Sucker rod is one of the most important elements of the sucker rod pump system in
oil well since it is often operating under severe conditions, including cyclic loads,
corrosive environments, high pressure and temperature [1–6]. This leads to frequent

O. Zvirko (B) · O. Tsyrulnyk · N. Kret
Karpenko Physico-Mechanical Institute of the National Academy of Sciences of Ukraine, 5
Naukova St., Lviv 79060, Ukraine

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Lesiuk et al. (eds.), Fatigue and Fracture of Materials and Structures,
Structural Integrity 24, https://doi.org/10.1007/978-3-030-97822-8_13

119

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-97822-8_13&domain=pdf
http://orcid.org/0000-0002-6973-6804
http://orcid.org/0000-0001-9038-966X
https://doi.org/10.1007/978-3-030-97822-8_13


120 O. Zvirko et al.

sucker rod failures and, consequently, to significant negative environmental, techno-
logical and economic impacts. Therefore, it is important to assess susceptibility of
operated sucker rod steel to corrosion and environmentally assisted fatigue in order
to seek effective ways of mitigation and extension of their service life.

The service life of steel structures is governed by time-dependent deterioration
process, mainly influenced by mechanical and environmental factors, which change
the steel properties. Therefore, serviceability of steels and structural integrity can
be influenced by in-service steel degradation. It implies deterioration of corrosion
resistance [7–9], plasticity [7, 10], resistance to brittle fracture [7–11] and resistance
to fatigue and corrosion fatigue crack propagation [12–17].

The main objectives of the study were to assess degradation of corrosion resis-
tance, fatigue and corrosion fatigue failure resistance of the sucker rod steels as
a result of operation and to identify effective and green inhibitor as sustainable
inhibitor for protection of degraded steel rods against corrosion and corrosion fatigue
in CO2-containing acid chloride solution, modelling formation water.

13.2 Experimental

13.2.1 Materials

The work done is consisted in characterisation of the sucker rod steels with different
strength. Two low-alloyed 20H2M and 35XM (Ukrainian codes) steels were studied.
The chemical composition of the investigated steels is presented in Table 13.1. Sucker
rods, being investigated in the study, were operated for 5.5 years. For comparison
purpose, the steel of the sucker rod end was considered as that in the unoperated state
since it was exposed to much less stress under operation than the sucker rod body.

The 20H2M steel in unoperated state was characterised by ultimate strength σUTS

of 1004 MPa, yield strength σ Y of 807 MPa, reduction in area RA of 55% and
elongation of 16%. The 35XM steel in unoperated state was characterised by σUTS

of 793 MPa, σ Y of 473 MPa, RA of 69% and elongation of 21%.
Tannin as environmentally friendly inhibitor was used with the purpose to assess a

possibility to protect the operated steel of sucker rods against corrosion and corrosion
fatigue failure in acid formation water.

Table 13.1 Chemical composition of the investigated steels, mass %

Steel C Si Mn Ni S P Cr Mo Cu

20H2M 0.17–0.25 0.17–0.37 0.4–0.7 1.5–1.9 <0.035 <0.035 <0.3 0.2–0.3 <0.3

35XM 0.32–0.4 0.17–0.37 0.4–0.7 <0.3 <0.035 <0.035 0.8–1.1 0.15–0.25 <0.3
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13.2.2 Electrochemical Investigations

Corrosion resistance of steels was evaluated using electrochemical polarisation
potentiodynamic method at a sweep rate of 1.0 mV s−1. Electrochemical tests were
carried out on IPC-Pro potentiostat, using a standard three-electrode electrochemical
cell consisting of working electrode made of the investigated steel, Ag/AgCl (satu-
rated KCl) reference electrode and auxiliary Pt electrode. The basic electrochemical
characteristics of steels, corrosion potential Ecorr and corrosion current density icorr,
were determined by the graph-analytic method.

Corrosive environmentwas a 1%NaCl solution+CH3COOH(pH=3.1), bubbled
with CO2, simulating acid formation water in oilfield. The test solution was prepared
from analytical-grade reagents. The steels were tested under temperature 20± 2 °C.

13.2.3 Fatigue Testing

Fatigue and corrosion fatigue crack growth behaviour of steels was investigated in
air and simulated formation water using beam specimens 8 × 18 × 160 mm in size
with V-concentrator. Specimens were loaded by means of cantilever bending for a
load ratio R = 0.1 and a frequency f = 5 and 1 Hz in air and solution, respectively.
Fatigue crack growth curves (fatigue crack growth rate da/dN vs. stress intensity
factor range �K) were plotted. The number of cycles for crack initiation Ni in the
studied steels was defined, when crack was propagated to crack length of 0.1 mm at
stress σ = 350MPa, which is almost twice higher than the fatigue limit σ−1 of steels
in air (~200 MPa).

13.3 Results of Experimental Studies and Discussion

Analysing susceptibility of steels to in-service corrosion degradation as reported in
researches [8, 9], electrochemical behaviour of steels in the unoperated state and
after 5.5 years of operation was investigated in 1% NaCl solution+ CH3COOH (pH
= 3.1), bubbled with CO2, simulating formation water. Based on the determined
polarisation curves, electrochemical properties were defined (Table 13.2).

The 35XM steel in both investigated states was characterised by lower corro-
sion current density icorr and more positive values of corrosion potential Ecorr than
the 20H2M steel (Table 13.2). Corrosion resistance of the investigated steels was
deteriorated during operation. Thus, corrosion current density icorr was increased
by 10–15% for the investigated steels as a result of operation. In the presence of
1.0 g/dm3 inhibitor in 1% NaCl solution + CH3COOH (pH = 3.1), bubbled with
CO2, corrosion current density icorr of the operated 20H2M steel was decreased in 6
times (1.3 × 10–5 A/cm2), and the degree of protection was ~85%.
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Table 13.2 Electrochemical properties of the studied steels in 1% NaCl solution + CH3COOH
(pH = 3.1), bubbled with CO2, simulating formation water

Steel Steel state −Ecorr (V) icorr (×10–5 A/cm2)

20H2M Unoperated 0.672 7.2

20H2M Operated 0.676 8.0

35XM Unoperated 0.644 4.9

35XM Operated 0.638 5.7

Table 13.3 presents data on the number of cycles to crack initiation in the studied
steels determined in ambient air. Higher resistance to fatigue crack initiation was
inherent to the 20H2M steel in comparison with the 35XM steel (Table 13.3). Opera-
tion of sucker rods caused deterioration of fatigue resistance at crack initiation stage:
number of cycles to crack initiationNi decreased in 1.14 (from 500 to 440 cycles) and
1.32 (from 330 to 250 cycles) times for the 20H2M and 35XM steels, respectively.

The 20H2Msteel in both investigated stateswas characterised by higher resistance
to corrosion fatigue failure at the stage of crack initiation (Table 13.4) in the test
solution, than the 35XM steel. The resistance to corrosion fatigue failure of both
steels in the post-operated state was lower by almost 25% compared to that for
unoperated steels. In the presence of inhibitor (1.0 g/dm3 tannin), the number of
cycles for crack initiation in the operated 20H2M steel was higher in 4.7 times (Ni

= 160 × 103 cycles) than in the environment without inhibitor, and the degree of
protection was ~80%.

Figure 13.1 presents fatigue crack growth diagrams for the 20H2M steel in air
and in 1% NaCl solution + CH3COOH (pH = 3.1), bubbled with CO2, simulating
formation water: (a) in the unoperated state; (b) after 5.5 years operation.

Table 13.3 Number of cycles for crack initiation Ni in the studied steels in air

Steel Steel state Ni (×103 cycles)

20H2M Unoperated 500

20H2M Operated 440

35XM Unoperated 330

35XM Operated 250

Table 13.4 Number of cycles for crack initiation Ni in the studied steels in 1% NaCl solution +
CH3COOH (pH = 3.1), bubbled with CO2, simulating formation water

Steel Steel state Ni (×103 cycles)

20H2M Unoperated 45

20H2M Operated 34

35XM Unoperated 36

35XM Operated 28
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Fig. 13.1 Fatigue crack growth diagrams for the 20H2M steel in air and in 1% NaCl solution +
CH3COOH (pH = 3.1), bubbled with CO2, simulating formation water: a in the unoperated state;
b after 5.5 years operation

The effect of operational degradation of the 20H2M steel on fatigue crack propa-
gation rate in air was only revealed in the near-threshold region of the fatigue crack
growth curves da/dN—�K (Fig. 13.1). Thus, a slight decrease in the corrosion
fatigue threshold �Kthc was observed.

Itwas revealed that formationwaterwith pH= 3.1 intensified fatigue crack growth
in the 20H2M steel in both investigated states (unoperated and post-operated) in the
medium-amplitude region of loading (the Paris region) due to a combination ofmech-
anisms of fatigue and stress corrosion cracking, as indicated by the tendency to form
a plateau on fatigue crack growth diagrams (Fig. 13.1). It means that stress corrosion
fatigue is realised under such circumstances: fatigue crack growth is significantly
influenced by sustained load (predominantly a stress-dependent process [18]).

Acceleration of fatigue crack growth in the operated 20H2M steel in the corrosive
environment is more intensive than in the unoperated steel. Moreover, fatigue crack
growth acceleration in the operated 20H2M steel in acid formation water occurs at
lower values of �K compared to that in the unoperated steel.

It should be also noted that a crack tip in the investigated acid solution can be
hydrogenated as a result of hydrogen evolution during electrochemical interaction,
and therefore, fatigue crack propagation can be influenced by hydrogen [19, 20].

13.4 Concluding Remarks

Long-term operation of the low-alloyed 20H2M and 35XM steels of sucker rods
caused decrease in corrosion resistance by 10–15% and in corrosion fatigue resis-
tance in approximately 25% in CO2-containing formation water with pH = 3.1.
Fatigue crack growth acceleration in the 20H2M steel in both investigated states
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(unoperated and post-operated) in acid formation water was revealed in the medium-
amplitude region of loading due to a combination ofmechanisms of fatigue and stress
corrosion cracking (stress corrosion fatigue). Acceleration of fatigue crack growth
in the operated 20H2M steel in acid formation water occurred at lower values of
�K compared to that in the unoperated steel. Environmentally friendly inhibitor was
proposed to protect the operated steel of sucker rods against corrosion and corrosion
fatigue failure in acid formation water.
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Chapter 14
Increasing the Durability of Critical
Parts in Heavy-Duty Industrial Machines
by Deep Cryogenic Treatment

Pavlo Krot , Serhii Bobyr , Ivan Zharkov , Ihor Prykhodko ,
and Przemysław Borkowski

Abstract This paper provides a brief overview and results of conducted studies on
the increasing wear resistance and durability of heavy-duty machines in different
branches of industry. The proposed approach is based on the Deep Cryogenic Treat-
ment (DCT) of parts made of alloy steel. Although this physical phenomenon has
been known for ages, it still has contradictory opinions among practitioners and there-
fore is not widely used. In our studies, technological schedules and corresponding
cryogenic equipment were developed and tested. It was shown that DCT is not
substitutive but a complementary stage of the standard heat treatment procedures.
In distinction from different surface hardening technologies, DCT has a permanent
effect on the whole volume of parts. Wear reduction is achieved due to a complete
transformation of retained austenite to martensite as well as fine carbides precip-
itation at the sub-zero temperature range. Additional effects are stress release and
hardness homogenisation over the whole large-scale parts subjected to DCT. Partic-
ular features of this technology are considered as a time of parts holding at cryogenic
temperatures, preferable cooling medium, heating/cooling rates. Recommendations
are given for successful DCT implementation in the mining industry depending on
steel chemical composition and pre-treatment quenching schedules.

Keywords Heavy-duty machines ·Wear · Deep cryogenic treatment (DCT)
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14.1 Introduction

The demands for productivity and reliability of heavy-duty machines are constantly
increasing in different industries such asmining andminerals processing,metallurgy,
transport, energetics, aviation and military branches. Excessive wear causes high
dynamic loads and further degradation of machines under non-stationary loading
[1–3].

The designers and producers ofmachines need to satisfy the contradictory require-
ments to the weight and size and simultaneously provide the carrying capacity under
the high specific mechanical loads of critical parts (gears, bearings, rolls, springs,
cutting tools, etc.).

In this paper, several examples of DCT technology applications are considered
for different alloy steels used in metal cutting tools, bearings, large rolls and gun
barrels. Perspectives of DCT implementation in highly loaded mining machinery are
discussed along with issues of this technology application in industry.

14.2 Theoretical Basis of DCT

To provide contact wear resistance of highly loaded elements, the appropriate heat
treatment in conjunction with surface hardening technologies are usually used.
However, quite different mechanical properties of the coating layer and the main
material create internal stresses and subsequent initiation of cracks. One of the effi-
cient methods to increase durability is the deep cryogenic treatment (DCT). The
permanent effect after metals cooling was observed yet at the beginning of the twen-
tieth century [4, 5]. Practical aspects of DCT are given in [6–8]. The main factors
affecting steel properties are retained austenite transformation into martensite and
later defined fine carbides precipitation [9]. Some additional positive effects of DCT
are reported in [10, 11]. Initially used for cutting tools [12, 13], DCT was later
spread out for cooling in machining [14] and cold rolling [15]. The majority of
known studies are well categorised in [16] by the materials (including non-ferrous
metals) and treated parts.

Relations of carbon content and alloy elements on the critical points of martensite
transformationMs,Mf are given in Fig. 14.1.

Hence, using highly alloyed steels is not only an expensive solution but also leads
to a higher percentage of retained austenite (Ar) right after quenching. Depending
on the chemical composition of steel, Ar content and the expected effect of DCT can
be roughly estimated by the Mf value. Prolonging steel cooling below zero allows
achieving the unique combination of increased hardness, wear-resistance and high
impact toughness within a whole volume of alloy steel parts.

Nevertheless, some aspects ofDCTare still not clarified to the end. In somepapers,
DCT is called “cryogenic quenching” that is due to understanding this process as
the next stage of quick cooling process, which has been interrupted at the room
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Fig. 14.1 The dependence of Ms, Mf on the amount of carbon (a) and alloying elements (b)

temperature, but when parts are immersed directly into liquid nitrogen. However,
high cooling rates below zero are rather harmful because of restricting full martensite
transformation and creating additional stresses especially for parts containing 10–
20% of retained austenite.

Some authors reported on the existence of optimal holding time for the DCT
process, which is estimated to be about 24 h for their cooling schedules and steel
grades [17]. In practice, it was observed that less effect can be achieved from “shal-
low” cooling (up to −70 °C but below the Mf) in contrast to “deep” (−196 °C)
cooling,while themost intensive isothermalmartensitic transformationwas observed
in the vicinity of −150 °C [18]. One more subject for detailed theoretical research
is multistage DCT, which is less reported but has a greater effect with fewer total
holding time and coolant consumption [19]. Hence, this phenomenon needs further
investigation including temperatures for subsequent tempering, which may influence
the overall DCT effect.

14.3 Results of Research

Theoretical and experimental research on DCT is conducted by the collaboration of
several institutions aimed at the development of technological regimes and computer-
controlled chambers (cryogenic processors) for programmable treatment of large-
scale parts within the range ±190 °C having minimum liquid nitrogen consumption
(patents UA 84214, 106517). Different aspects of DCT are investigated, e.g. optimal
time of parts holding in a nitrogen atmosphere, cooling/heating rates, cyclic treatment
at different lowest temperatures and subsequent tempering. To investigate the internal
stresses and temperature fields, the finite-element models (FEM) are developed [20]
combined with Continuous Cooling Transformation (CCT) diagrams and analytical
models of phase transformations [21, 22]. Based on these studies, the optimal heat
treatment (HT) schedules are determined.
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Table 14.1 Results of DCT implemented on different alloy steels

Parameters M2 (cutter) 90CrSi (drill) 100Cr6 (bearing)

Microhardness, �% 170 3 25

Wear resistance, �% 26 65 59

(a)                                           (b)                                       (c) 
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Fig. 14.2 Mass lost in abrasive wear tests: M2 cutter (a); 90CrSi drill (b); 100Cr6 bearing (c)

14.3.1 Cutting Tools and Bearings

Cutting tools and bearings made of different alloy steels were subjected to DCT.
The total processing time was 26 h, holding time at gaseous nitrogen was 18 h. The
cooling rate was 1 °C/min, and the heating rate was 2 °C/min. Results of abrasive
wear testing are given in Table 14.1 and summarised in Fig. 14.2.

Changes in the microhardness of tool steels after DCT do not correlate with the
wear resistance of the samples. For theM2 steel, microstructure homogenisation and
the precipitation of fine carbides prevails as a mechanism for increasing the opera-
tional properties of tools, while in steels 90CrSi and 100Cr6, the transformation of
retained austenite intomartensite is themainmechanismdue to the lower temperature
of preliminary quenching and the absence of high-temperature tempering.

14.3.2 Steel Rolling Mills

The complicated alloy steels 50Cr5NiMoV, 65Cr2Si3MoV, 70Cr3MnNiMoV were
investigated, which are used for large-scale rolls subjected to severe contact stresses
in rolling mills. With increasing carbon and silicon content, the retained austenite
fraction in the microstructure after quenching increases from 1 to 5%. Experiments
showed wear resistance improvement by about 40% for 65Cr2Si3MoV even after
short 2 × 60 min cycles of DCT [20]. The problems related to small quantities of
retained austenite measurement are solved by the ultrasound technique [23].
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14.3.3 Gun Barrels

Investigation of gun barrels made of 38Ni3CrMoV (AISI 4340) alloy steel subjected
to DCT showed a small increase of macro hardness (2–3 HRC) but its full homogeni-
sation over a length. The achieved increase in wear resistance is about 17–22%while
a required level of impact toughness is ensured [24]. The variation of holding time
at the DCT stage from 1 to 24 h did not affect the final results.

14.3.4 Perspectives of DCT in Mining Machines

Mining equipment is operated at the combination of cyclic fatigue, abrasive wear,
impact load and corrosion. Higher yield strength and abrasion-resistant materials
are costly, therefore, standard solutions are thermal spray coating and surface hard-
ening.However, heat-affected zones (HAZ) cause carbides precipitation across grains
boundaries with subsequent corrosion. Based on the grades of alloy steels used
in mining machines, the following critical parts are promising for DCT: slurry
pumps impellers, protective liners and grinding balls in tumbling mills, crusher
cones, rock drilling and cutting tools, bucket teeth of excavators and brakes disks of
load-haul-dump (LHD) vehicles as well as bearings, gears, nozzles.

14.4 Conclusions

The main problem of DCT implementation is in fact that producers of industrial
machines, spare parts and assembly units for repair do not encourage any interference
into supplied equipment, otherwise, guaranty obligations are violated. Hence, only
simple or internally produced parts are available for DCT in enterprises. Producers
of equipment are rarely agreed to introduce novel technology although the greatest
effect may be achieved if DCT is conducted right after quenching of parts to prevent
stabilisation of austenite. Nevertheless, post-production treatment even after stan-
dard HT procedures may have a great influence on the mechanical properties of
high carbon (case hardened) and alloy steels. Due to that, producers of heavy-duty
machines can reduce a large share of internal costs for purchased costly cutting tools
as well as energy for tempering cycles aimed at the elimination of retained austenite
in the parts.

To overcome obstacles for the wide commercialisation of this technology, indus-
trial customers can cooperate either with the third parties providing DCT, which
can offer both services—parts processing and lab testing capabilities (microstruc-
ture, wear, strength, toughness) or engage their R&D and engineering departments
for the creation or acquiring of appropriate facilities (cryogenic processors). This
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promising green technology saves energy for heating, uses no chemicals, is non-toxic
and generates no environmental wastes [25].

The slowly evaporated gaseous nitrogen (about 78% of the atmosphere) needs
standard ventilation to prevent its higher concentration and no more changes in the
production process. It is most beneficial to conduct DCT for lightweight and costly
critical parts ofmachines to reduce specific expenditures. However, heavy rolls (5–10
tones) and crushers cones [26] are also available for DCT in big chambers.
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Chapter 15
Risk-Based Inspection Strategies
of Miter Gates Based on Structural
Health Monitoring

Thuong Van Dang and Philippe Rigo

Abstract All over the world, many existing gates are used for inland navigation
infrastructures. Miter gates are widely used over 90% of navigation locks in the
United States due to their well-proven design, economic and aesthetic advantages.
The purpose of the inspection strategy is to ensure the safe operation and service-
ability of these structures. Inspection and monitoring of hydraulic steel structures
are costly and generally performed by visual inspection at approximately 5–10 year
intervals. There are many factors leading to the extensive degradation of miter gates
including fatigue failure caused by cyclic loading, effects of environmental condi-
tions, increasing load or design requirements over time. Therefore, it is required to use
continuous monitoring system of miter gates to obtain the changes of the structural
status as a function of time using real-time data. This paper presents a framework
where a heuristic rule is used for risk-based inspection planning of a miter gate based
on Structural Health Monitoring (SHM).

Keywords Fatigue · Miter gate · Risk-based inspection planning · Dynamic
Bayesian networks · Structural health monitoring

15.1 Introduction

There are presently a lot of miter navigation lock gates in operation along the inland
waterways in the United States as well as all over the world. A lot of miter gates were
fabricated a couple of decades ago and they are near or have reached their design
life (>50 years). Fatigue is one of the major causes of failure of steel structures,
particularly the welded steel structures. It reflects inherently poor and vulnerable
fatigue performance ofwelded joints. Fatigue cracks are complicated, and they can be
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Fig. 15.1 SHM optimal
inspection methodology

developed from unexpected initial defects induced by the manufacturing processes.
Miter navigation lock gates are susceptible to fatigue as they experience relatively
large cyclic loads, multiple times every day, typically leading to 100,000–1000,000
cycles over the duration of the operation. Moreover, there are other factors leading to
an extensive degradation of miter gates, such as effects of environmental conditions,
increasing load or design requirements over time. SHM provides an update of the
structural status and loading variation as a function of time using real-time data. This
study presents a framework where a heuristic rule is used for risk-based optimal
inspection strategies of a miter gate based on SHM data (Fig. 15.1).

15.2 Structural Health Monitoring

SHM is defined as the observation process of a structure for a specified period
utilizing regularly spacedmeasurements to assess the health of a structure and predict
its remaining life [1]. SHM has been utilizing in many fields, for example, aircraft,
bridges, offshore structures for more than 30 years. For hydraulic steel structures,
Commander et al. [2] performed tests of monitoring strain at over 30 locations on the
Emsworth downstream miter gate. Their research provided additional occurrence of
unexpected field data to further identify irregular lock gate behavior. Treece et al. [3]
used SHM to detect the deterioration between the quoin and wall boundary on the
downstream miter lock gates at Lock and Dam 27 on the Mississippi River, USA.

SHM is a useful technology and is considered to be crucial for the future. Recently,
the United States Army Corps of Engineers (USACE) [4] has developed an SHM
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program tomonitor for changes in behavior of lock gates and this study utilizes SHM
data of the Greenup miter gate from SMART Gate. Measured data are collected and
extracted every 15 s. The sensors installed in the project are the strain gauge model
HBWF-35-125-6-150GP-NT, 350 �, full-bridge, HiTec temperature-compensated
gauges. Stress cannot be measured directly and it is inferred from the measure of
strain and the Young’s modulus of elasticity (Hooke’s law).

15.3 Rainflow Counting

Rainflow cycle counting algorithm was developed by Japanese engineers, Endo and
Matsuishi in 1968 [5]. It is used to determine the number of cycles for different mean
stress and stress ranges in a complex load-time history. Standard practices for cycle
counting in fatigue analysis E1049-85 have been published [6]. This standard is a
compilation of acceptable procedures for rainflow cycle counting methods applied
in fatigue analysis.

In the rainflow cycle counting process, it is essential to clean unrealistic, dupli-
cated, and redundant points. A useful technique proposed by Mai [7] was utilized
in this paper. Figure 15.2 shows rainflow counting result of a strain gauge at the
Greenup miter gate over a 12 months duration.

Fig. 15.2 Stress analysing of a measurement point
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15.4 Methodology

Fatigue crack growth is a model based on fracture mechanics (FM) and can be used
to analyze the crack propagation through the thickness. The most widely used model
is the Paris–Erdogan law [8]. Crack depth at time t can be calculated by Eq. (15.1).

at =
⎡
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(15.1)

where a0 (t= 1) is the initial crack size. Y is geometry function.C andm are material
parameters. �σ j is stress range and n j is number of cycles corresponding. Bm , Bs ,
By are measurement, load, and geometry uncertainties.

A Dynamic Bayesian network (DBN) is a special class of Bayesian network. It
was developed in the early 1990s by extending static belief-network models to more
general dynamic forecasting models [9]. DBN consists of a sequence of slices that
are connected by direct links from nodes in slice i to nodes in slice i+ 1. A framework
for stochastic modeling of deterioration process and updating the failure probability
was introduced by Straub [10]. In this paper, DBN is used to determine degradation
modeling for a welded joint. The random variables, Bm , Bs , By (Fig. 15.3) are
defined in order to reduce the dimensionality of the status space and consequently
computation time. Therefore, the variables a0 and q are discretized in 200 states. The
discretization scheme for the random variables is shown in Table 15.1.

The DBN representation including inspection results (I t) is shown in Fig. 15.3.
By instantiating the inspection variables (I t) in the DBN with the observed events at

Fig. 15.3 DBN for
modelling of deterioration

Table 15.1 Discretization
scheme

Variable Final interval boundaries

a0
[
0, exp

(
ln(10−5) : ln(22)−ln(10−5)

200−2 : ln(22)
)
,+∞

]

q
[
−∞, exp

(
0 : ln(10−3)

200−2 : ln(10−3)
)
,+∞

]
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the times of inspection, the failure probability can be updated by Eq. (15.2).

p(at , qt |I0, . . . , It ) ∝ p(at , qt |I0, . . . , It−1)p(It |at ) (15.2)

15.5 Risk-Based Inspection Strategies

Risk-based inspection is an interesting issue for hydraulic steel structures due to
the increase of aging structures and that many failures are detected. The risk-based
optimal inspection strategies are identified according to the collected SHM data for
the heuristic decision rule “inspection performed when failure probability threshold
is reached” [11].

The total expected cost during the lifetime Etot maybe written as Eq. (15.3).

Etot =
T∑
t=1

C f Pf (t)
1

(1 + αr )
t +

Tinsp∑
i=1

Cr Pr (Ti ) + Cinsp

(1 + αr )
Ti

+ CSHM (15.3)

where Pf denotes the annual failure probability in year t and Pr is the probability that
a repair is performed in year t after an inspection done in the same year. Pf c is the
cumulative failure probability. C f ,Cr ,Cinsp and CSHM are failure, repair, inspection,
and SHM costs. The assumed failure costC f is 12× 106 ($) and the total time period
is 100 years. The different costs are given in Table 15.3.

Figure 15.4 shows that the optimal annual failure probability threshold is Pf =
4 × 10–4 and the expected costs Etot = 1.15 × 105 (US$).

In this paper, the risk-based inspection planning for theGreenupmiter gate subject
to fatigue based on SHM is carried out. Other factors that influence the integrity of
miter gates, for example, corrosion may be considered in future work.

Table 15.3 Cost
characteristics

Inspection cost, Cinsp 0.0025 C f

Repair cost, Cr 0.04 C f

Failure cost, C f 12 × 106

Discounting rate, αr 0.03
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Fig. 15.4 Optimal expected
costs
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Chapter 16
Fatigue Behavior of Re-tightened Bolted
Joints Affected by Vibration-Induced
Loosening

Baris Tanrikulu, Ramazan Karakuzu, Sarper Dogan, and Sezgin Yurtdas

Abstract Threaded fasteners are one of the most preferred joining methods today.
Although there are many studies in this field, the number of researches on fatigue life
as a result of the loosening behavior of fasteners is very limited. Within the scope of
the study, the effects of preload loss due to transversal displacement for re-tightened
bolted joints to their fatigue behaviors were investigated. The study was conducted
by using M8 × 1.25 10.9 DIN 933 bolts and DIN 934 nuts with various preloads.
Tightened bolts were subjected to repeated transversal displacement, and clamp load
values were monitored and recorded for each cycle. Bolts subjected to preload loss
were re-tightened to their desired clamp load values, and Junker vibration test was
restarted. Increase on the tightening torque values after each usage was observed.
This situation is caused by the friction coefficient change after reusing fasteners. Due
to the increase in the friction coefficient, tightening torque values were increased as
expected. Fastener subjected to repeated tightening failed during Junker vibration
test due to fatigue. This phenomenon was mainly caused by high friction coefficient
which prevents loosening and lead fasteners to take higher shear loads. A critical
tightening-preload loss factor has been found for predicting early fatigue failure
caused by loosening for re-tightened bolted joints.

Keywords Fastener · Loosening · Fatigue · Re-tightening

16.1 Introduction

Fasteners maintain their place as a basic component in many industries today.
Although there are many types of threaded fasteners, in principle, they all work
based on the same rule. Nowadays, many new studies are carried out to examine
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the behavior of fasteners, especially due to the increasing use of fasteners in vital
applications. In a study conducted by Junker in 1969 [1], it was first discovered that
bolts may lose their clamp loads under cyclic lateral loads. This study has formed the
basis of vibration-induced relaxation studies today. In the following studies, it was
revealed that cyclic loads acting perpendicular to the bolt axis causedmicro-slippages
in the bolt bearing surface and threaded region, and that there was a discrepancy in
the clamp load over time. Within the scope of another study, the most effective
parameters affecting the loosening mechanism were examined, and it was deter-
mined that the most effective parameters were clamp load, friction coefficient, and
lateral displacement values [2, 3].

One of the most critical parameters in determining the service life of the fasteners
has been the fatigue life. Although there are many different test and calculation
methods in the industry, there are constant deviations in fatigue lives due to many
variables affecting during assembly. Most basic reasons for fatigue-based damages
encountered are that the insufficient clamp load values led to not obtain the desired
number of lifetimes. Especially in the literature, studies have been started recently
to examine the fatigue life of fasteners subjected to lateral displacement [4]. The
obtained findings show that clamp load loss caused by vibrational loosening directly
affects the fatigue behavior. As is known, fasteners are coated with special coatings
in order to increase their corrosion resistance and to keep the friction coefficient
value in a constant value. Although these coatings allow bolts to be used more than
once, there are changes in the friction coefficient of the bolt after each use due to the
wear. This situation reveals that even if the same bolt is tightened to the same torque
value in the next time, it cannot show the same performance, and there will be a
change in the clamp load. In a study conducted for this purpose, it was revealed that
the coefficient of friction obviously changes depending on the number of tightening
[5].

Within the scope of the study, the fatigue life of the reused bolts exposed to lateral
load was investigated, and a comparison was made. Findings of the study combine
two main sections of the literature with a new perspective, which is the effect of
friction coefficient change under the combination of relaxation and fatigue.

16.2 Material and Method

Within the scope of the experimental studies, M8 × 1.25 × 50 10.9 DIN 933 bolts
and DIN 934 nuts, which are frequently used in the industry, were used. Since the
behavior of the friction coefficients under repeated tightening will be examined,
Delta Protect KL100 VH301 GZ Zinc Flake coating system with 0.09–0.14 friction
coefficient is preferred as the surface coating. In the experimental part of the study,
the Junker vibration device given in Fig. 16.1 is used to obtain cyclic loosening
values.

During the tests, clamp load created by the bolt was instantlymeasured by the load
cells, and cycle-based data were recorded. As a result, clamp load-cycle graphs were
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Fig. 16.1 Junker vibration
test device

obtained for each test. Since our aim is to determine the change in the coefficient of
friction and to determine how this effect affects loosening and fatigue, the same bolt
is tightened again after each test, and the torque values are recorded.

16.3 Experimental Results

Six experiments were conducted for each combination, and average of loosening
curves was taken from the Junker vibration test device. Loosening rate values were
obtained based on the slope of the clamp load-cycle graph for each combination.
Clamp load-cycle graphs for 12.1 and 17.1 kN are shown in Figs. 16.2 and 16.3. For

Fig. 16.2 Clamp load-cycle
graphs for 12.1 kN
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Fig. 16.3 Clamp load-cycle
graphs for 17.1 kN

12.1 kN load set, fatigue failures of the bolts were observed at eighth re-tightening.
On the other hand, for 17.1 kN bolts started to fail at fifth re-tightening. As expected,
results reveal that higher initial clamp load values decrease fatigue life of the bolts
under transverse loading as expected.

For bolts tested under 17.1 kN, it is clearly seen that slowing on the loosening
behavior causes to fail fasteners after repeated tightening. In the first three tightening
operations, due to friction coefficient increase, bolt loosening rates decrease drasti-
cally. Total locking occurs after fourth tightening which causes extra stress on the
radius region of the bolt head and cause failures. For bolts tested under 12.1 kN,
same loosening rate decrease was figured out for the first three tightening operations
(Figs. 16.4 and 16.5).

Fig. 16.4 Critical failure
zone for 17.1 kN
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Fig. 16.5 Critical failure
zone for 12.1 kN

Critical failure zones were determined based on the number of tightening and
loosening rates obtained from the experimental test. Both load cases show similar
behavior with parallel to friction coefficient change with a repeated tightening.

16.4 Conclusion

Findings showed that lateral displacement which is causing loosening on bolt preload
values is the main reason of the fatigue failures. Due to the increase in friction
coefficient,which ismainly caused by the repeated usage, bolts start to gain resistance
to loosening which is also in good agreement with the literature. Having an increased
friction coefficient valuewith a combination of high lateral loads causes some locking
phenomena which reveals itself as a fatigue fracture due to the bending loads acting
on under head radius. Findings also reveal that loosening of the bolt prevents an
early fatigue failure phenomenon in case of a high lateral displacement, but with the
increase of the friction coefficient value, initial clamp load value, and stress caused by
bending loads, fatigue lives of bolts start to decrease drastically. A critical tightening-
preload loss factor has been found for predicting early fatigue failure caused by
loosening for re-tightened bolted jointswith an enlarged experimental study.Ongoing
experimental and simulation results which include an enlarged mapping show that
there is a critical equilibrium point for high lateral displacements with an increased
fatigue life.
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Chapter 17
Friction Resistances in Internal Gear
Pump with Modified Sickle Made
of Plastic

Krzysztof Towarnicki , Michał Stosiak , Piotr Antoniak ,
Tadeusz Leśniewski , Kamil Urbanowicz , and Paweł Śliwiński

Abstract This paper presents modifications of the sickle insert (constructional and
material) made in a gear pump with internal meshing. The introduced design change
consists in making an incision in the sickle insert. Due to this treatment, the races of
the insert are pressed against the apex wheels of the gears. The introduced compen-
sation causes a smaller drop in pump efficiency with increasing discharge pressure.
The article describes the measuring stand and presents the measurement results.
Measurements of the frictional resistance between the material of the gears and the
insertmaterial used during themeasurementswere carried out for the selected param-
eters of the pump operation. Differences in the frictional resistance were obtained
between the POMmaterial used for the sickle insert and the metal pin which reflects
the material of the gear. The obtained results confirm that the increased pressure
and speed of friction between cooperating elements causes increased frictional resis-
tance, which was confirmed by measurements of torque changes on the pump shaft
with the change of discharge pressure and different rotational speeds of the pump.
The performed tests will allow to direct the work in order to make an optimal insert
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that meets the requirements of the constructed (prototype) pump with increased effi-
ciency at higher pumping pressures. This will allow the development of a pump with
plastic displacement elements, so that the described pump will be able to be used in
the future, inter alia, in the pharmaceutical and food industries.

Keywords Gear pump · Capacity · Internal gearing · Sickle insert · Friction
resistances

17.1 Introduction

Owing to their many advantages, gear pumps are the displacement pumps most often
used in industry. Nevertheless, efforts are still made to further reduce their weight and
dimensions through the use of, e.g., novel lightweight materials [1] or plastics, such
as polyoxymethylene (POM) [2]. Efforts are also made to reduce the noise emitted
by gear pumps [3]. Currently hydraulic power systems are subject to miniaturization
aimed at reducing the size of hydrostatic drives (the relevant discipline is called
micro hydraulics) [4].Micropumpsmust meet the following requirements: small unit
capacity, ability to generate high pressures, small flow rate variation at rising pressure,
low flow rate fluctuation, high performance and durability, resistance to working
fluid impurities and relatively low production costs. For this reason, micropumps
are modeled as classic gear pumps. They are used in hydrostatic drives and fluid
dispensing in the automotive, chemical, food and pharmaceutical industries [5].

17.2 Test Methods and Materials

17.2.1 Hydraulic Tests

The research was performed in two stages. The first part concerned the determination
of the hydraulic parameters of the pump depending on the design of the modified
sickle insert. The second part related to the measurement of the frictional resistance
of the material used for the modified sickle insert POM C (natural white) was used
for the tests. The choice of research materials was also conditioned by the analysis
of the literature and whether there were any previous attempts to use these materials
in hydraulic systems. Measurements of hydraulic parameters were carried out on the
measuring stand shown, in Fig. 17.1.

The following parameters were adopted: two rotational speeds and a pressure
load of 6–20 bar with a step of 1 bar. The value of the parameters was selected
taking into account the performance of the body part and the sickle-shaped insert
made of plastic. Measurements were recorded after the indications of measuring
instruments stabilized and at a constant temperature of the working medium of 333
[K]. The research was carried out for two materials of the sickle insert with two
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Fig. 17.1 Hydraulic diagramof test system. 1—tested gear pump, 2—tachometer, 3—torquemeter,
4—electricmotor, 5—control cabinet, 6—pressure transducer, 7—throttle valve, 8—flowmeter, 9—
cooler, 10—safety valve, 11– pressure transducer, 12—thermometer, 13—throttle valve on feed
pump discharge line, 14—safety valve on feed pump discharge line, 15—feed pump, 16—electric
motor driving feed pump, 17—control cabinet of electric motor driving feed pump. Source [6]

different modifications—with cuts of a length equal to 1/4 of the length of the insert
inmodification I andwith a length equal to half the length of the insert inmodification
II, respectively. The purpose of the modifications was to determine their impact on
the improvement in efficiency with increase in discharge pressure.

17.2.2 Tribological Tests

The tribological tests were performed with the ball on disk method using the T-11
tribotester produced by the Institute of Sustainable Technology in Radom. Measure-
ments were carried out at the temperature of 21 °C. The samples used were disks 1′′
in diameter and 6 mm in height made of the test materials, and as counter-samples
a pin made of 100Cr6 bearing steel, sized 1/4′′ was used. During the test, the value
of the friction force was recorded. This method was chosen due to its simplicity and
the ease of making samples. During determination of the range of input quantities,
efforts weremade to reproduce the actual operating conditions occurring in hydraulic
cylinders and the ones that corresponded to the hydraulic tests were adopted. The
study parameters were as follows:

• Load—9.81 N and 14.72 N,
• Linear speed—0.26m/s and 0.52 (which corresponded to 750 rpm and 1500 rpm),
• Friction distance—250 m (which corresponds to the test time of 962 s),
• Renolin VG46 lubricant,



150 K. Towarnicki et al.

• Environmental conditions were constant throughout all tests and under control.

The initial (criterion) value was the friction force and the weighted wear. Weight
loss due to the hygroscopic nature of some materials was not taken into account.

The tests were repeated four times for each measurement point. The results were
statistically processed with a confidence level of 95% using the Student’s t-test.

17.3 Presentation and Discussion of Test Results

17.3.1 Hydraulic Tests

The results were made by making an incision in the sickle insert up to 1/4 of its
length. After analyzing the data, it can be concluded that the introduced modification
improved the pump performance. There is a significantly smaller drop in perfor-
mance with increase in discharge pressure. Subsequently, measurements were made
with the insert with a cut halfway down its length (Fig. 17.2). Measurements were
made using the same pump construction, and only the sickle inserts were changed.
Figure 17.3 shows exemplary results of the pump efficiency measurements with the
second modification of the sickle insert.

Fig. 17.2 Characteristics of internal gear pump with sickle insert modification I at different
rotational speeds of pump shaft: a n = 750 [rpm] b n = 1500 [rpm]. Source [7]

Fig. 17.3 Exemplary characteristics of internal gear pump with sickle insert modification II at
different rotational speeds of pump shaft: a n = 750 [rpm] b n = 1500 [rpm]. Source [7]
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Fig. 17.4 Exemplary changes in pump shaft torque with increasing pressure for insert with
modification I: a n = 750 [rpm], b n = 1500 [rpm]

Fig. 17.5 Exemplary changes in pump shaft torque with increasing pressure for insert with
modification II: a n = 750 [rpm], b n = 1500 [rpm]

Measurements were made in a narrow pressure range with a relatively low value,
taking into account the average pressure obtained during the operation of hydrostatic
drive systems. For this reason, the differences in the shape of the characteristics are
not very clear.

Simultaneously, measurements of pump efficiency and changes of torque on the
pump shaft were performed depending on the pump discharge pressure. Figures 17.4
and 17.5 show the results of measurements of the torque on the pump shaft,
respectively, for the inserts with the 1st and 2nd modifications.

Taking into account the above-presentedmeasurement results of the torque change
on the pump shaft depending on the pump discharge pressure, it can be concluded that
with the increase in the discharge pressure, the torque on the pump shaft increases.
This applies to a system with and without modification. However, in a system with
modification, a significant increase in torque is visible with increasing discharge
pressure. This is due to the greater pressing force of the crescent insert raceway
against the tips of the toothed wheel.
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Fig. 17.6 a Average friction force of a steel mandrel against POM material, b Maximum friction
force of a steel mandrel against POM material

17.3.2 Tribological Tests

Figure 17.6 shows the results of the measurements of the frictional resistance for
POM C material.

As it can be noticed in Fig. 17.6, much lower frictional resistance is observed with
less pressure and lower speed. The presented results reflect the results presented for
the operational parameters of the pump, in particular, the change of torque on the
pump shaft depending on the discharge pressure. Measurements should be made for
other materials and the frictional resistance should be compared.

17.4 Conclusion

The current trend in the design of hydraulic power transmission system focuses on
higher pressures. Due to it, smaller effectors can be used to generate the same forces.
The changes are aimed to increase the power-to-weight ratio of hydrostatic drives.
This leads to higher efficiency of themachines and devices equippedwith this kind of
drive. Consequently, it becomes necessary to build efficient pumps capable of gener-
ating higher pressures. Therefore, pumpswith internal gearing are becoming increas-
ingly popular [8], mainly owing to their lower noisiness due to the high tooth contact
ratio resulting in quieter pump operation and lower pump filling losses. The modifi-
cation consists in introducing an appropriate cut, whereby a radial compensation is
obtained.

In addition to the appropriate shape of the insert, the material from which it is
made is an important factor. The work uses POM C plastic. It was used to maintain
the high efficiency of the pump and to obtain the smallest possible torque on the pump
shaft needed to drive it. Based on the measurement results of the torque change on
the pump shaft, it can be seen that the torque increases with increasing pressure. This
is due to the greater pressure of the surface of the insert raceway against the tips of
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the gears. More pressure is exerted in the modified inserts, therefore the torque is
higher compared to the unmodified inserts. Owing to the modification, a significant
improvement in pump efficiency at increasing discharge pressure has been achieved.
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2. Stryczek J, Banaś M, Krawczyk J, Marciniak L, Stryczek P (2017) The fluid power elements
and systems made of plastics. Procedia Eng 176:600–609

3. Fiebig W, Korzyb M (2015) Vibration and dynamic loads in external gear pumps. Arch Civil
Mech Eng 15(3):680–688
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Chapter 18
Defect Development
in Ultra-Supercritical Steam Turbine
Rotors According to British Standards

Mariusz Banaszkiewicz and Janusz Badur

Abstract The paper presents procedures for defect propagation assessment recom-
mended by British standards and their application to rotating components. The way
of applying these procedures was shown by an example of a steam turbine rotor
with particular use of a characteristic strain model of creep. Calculations of the flaws
located at the rotor axis have shown that their growth in the design life is small.
The performed analyses have also shown that crack development due to low-cycle
fatigue is comparable to that due to creep and cannot be ignored under typical service
conditions. The presented results prove the usefulness of the methods included in the
British standards for crack growth assessment in components subject to centrifugal
load.

Keywords Fracture · Creep · Low-cycle fatigue · Steam turbine

18.1 Introduction

Steam turbine rotors operating at ultra-supercritical steam conditions are made of
martensitic steel forgings that have diameters reaching 1300 mm. For such dimen-
sions of forgings, the minimum detectable flaw size using ultrasonic methods is
2.2 mm [1]. At steam temperatures exceeding 600 °C defects of such sizes can prop-
agate due to creep and, in addition, due to low-cycle fatigue induced by transient
thermal stresses.

Defect propagation rate and the risk of brittle fracture can be assessed with the
help of procedures recommended by British standards R5 [2] and BS7910 [3]. The
procedures are based on a reference stress and their background has been set out in
[4]. High-temperature defect assessment procedures are now well established and
have been used in assessment of plant components [5], steel pipes [6, 7] and welds
[8, 9].
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Gdańsk, Poland
e-mail: mbanaszkiewicz@imp.gda.pl

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Lesiuk et al. (eds.), Fatigue and Fracture of Materials and Structures,
Structural Integrity 24, https://doi.org/10.1007/978-3-030-97822-8_18

155

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-97822-8_18&domain=pdf
mailto:mbanaszkiewicz@imp.gda.pl
https://doi.org/10.1007/978-3-030-97822-8_18


156 M. Banaszkiewicz and J. Badur

The application of these procedures has been focused and validated on pressurized
components of high-temperature plants. The present paper describes the way of
applying these procedures to rotating components like turbine rotors with particular
application of a characteristic strain model of creep [10].

18.2 Crack Growth Calculation Methodology

18.2.1 Creep Crack Growth

The development of a crack from a pre-existing crack-like defect in the rotor forging
involves three stages [2–4]:

• an incubation period while the initial crack blunts without any significant crack
extension

• a period of stress redistribution due to creep from the initial elastic state to
widespread creep conditions during which creep crack growth occurs in unsteady
creep conditions

• a period of steady-state creep crack growth under widespread creep conditions.

According to the R5 methodology [2], the incubation time, redistribution time
and steady-state creep crack growth rate are all dependent upon the reference stress
σs in the structure containing a crack of length a. The reference stress is defined to be
the material yield stress σy at operating temperature divided by the limit load factor
Lr (a) of the structure [4]:

σref(a) = σy

Lr (a)
(18.1)

The limit load factor is the factor by which the nominal load on the structure must
be increased to produce plastic collapse.

Considering the case of a postulated crack-like defect existing at the time of
manufacture of the rotor forging, BS7910 provides the following expression for the
estimation of the incubation time ti before which no creep crack growth occurs [3]:

ti = 0.89

(
σref(a)tR,ref

(K p)2

)0.85

(18.2)

where tR,ref is the time for creep rupture to occur at the reference stress and operating
temperature, and K p is the stress intensity factor under the primary loading on the
structure.

The redistribution time may be estimated using the following expression which
is given in both standards [2, 3]
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εc(σref(a), tred) = σref(a)

E

(
K (P+S)

K p

)2

(18.3)

where the left-hand side of the equation is the creep strain accumulated over the
redistribution time tred at the reference stress, which is equated to the elastic strain
obtained by dividing the reference stress by the elastic modulus E , factored by the
square of the ratio of crack stress intensities under combined primary plus secondary
loading to the primary loading alone.

For times in excess of the redistribution time, steady-state creep conditions exist
and creep crack growth can be estimated using the C∗ parameter, which is the creep
equivalent of the J contour integral used to describe elastic–plastic fracture below
the creep range. C∗ is defined as the following function of creep strain rate [2]

C∗ = σrefε̇c(σref(a), εc)

(
K p

σref

)2

(18.4)

where ε̇c(σref(a), εc) is the creep strain rate at the reference stress and the current
creep strain.

The crack growth rate ȧ is obtained from C∗ by the relationship

da

dt
= A

(
C∗)q (18.5)

where A and q are material constants obtained from creep crack growth tests.

If the total time over which the creep crack growth assessment is made is less than
the redistribution time than [2] indicates that a more appropriate parameter for the
evaluation of creep crack growth isC(t)whereC(t) is related toC∗ by the following
expression:

C(t)

C∗ =
(
1 + εc

εe

) 1
1−q

(
1 + εc

εe

) 1
1−q − 1

(18.6)

where εc is the accumulated creep strain at time t , εe is the elastic strain and q is the
exponent in the creep crack growth relation.

The crack extension occurring during the assessment period is then calculated
from

�a =
ta∫

0

A(C(t))qdt (18.7)
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18.2.2 Fatigue Crack Growth

BS7910provides three criteria to test the severity of fatigue loadingwhich, if satisfied,
permit the effect of the fatigue loading to be ignored. These criteria are [3]:

• crack growth due to fatigue alone must be shown to be small, and should not
exceed one-tenth of the calculated creep crack growth

• the stress in the structure due to combined cyclic plus steady load should not
exceed the material yield stress (except at the crack tip)

• the cyclic plastic zone size at the crack tip must be small in relation to the crack
size or any other dimension characteristic of the structure.

Fatigue crack growth in service was calculated using the following relationship
between crack growth rate and the cyclic range of stress intensity

da

dN
= A0CT (�K )n (18.8)

where A0 is the upper bound fatigue crack growth rate constant at 20 °C, CT is a
correction factor for the effect of temperature, determined from the elastic modulus
at 20 °C and at operating temperature T from CT = (E20/ET )3, �K is the cyclic
range of stress intensity factor and n is a material constant.

The cyclic plastic zone size rp at the crack, tip was estimated from the following
expression [3]

rp = β

(
�K

2σy

)2

(18.9)

where β is 1/2π for plane stress and 1/6π for plane strain.

18.3 Characteristic Strain Model of Creep

18.3.1 Model Equations

The characteristic strain model (CSM) of creep developed by Bolton [10] is a simple
model capable of predicting material creep deformation in primary, secondary and
tertiary creep regimes. This is a very important and useful feature of the model
as design calculations require mean creep behavior in primary and secondary
regimes, and residual lifetime analyses are based on minimum creep behavior in
secondary and tertiary regimes [11]. The use of the same creep model in design and
remaining lifetime calculations facilitates comparisons of calculation results and
model validation.
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Using this model, Bolton [12] analyzed the behaviors of both simple structures,
such as beams and pipes, and more complicated components, such as valve chests.
The characteristic strain model was further examined by Boyle [13] using conven-
tional creep mechanics. Three structures were analyzed, namely, a beam under
bending, a pressurized thick cylinder and a notched bar, and it was shown that
the characteristic strain model predicted stress distributions at steady-state creep
similar to those obtained by traditional models, in particular Norton’s power law.
Also rotating components like a cylinder or a steam turbine rotor was analyzed in
[14] where it was shown that the model predictions at steady state are similar to
those of the Norton model. The CSMwas also applied to online monitoring of steam
turbine rotors life [15].

In the characteristic strain model, the equivalent creep strain εc is calculated from
the following model equation [10]:

εc = εχ

σR/σ − 1
(18.10)

where σ is the current stress, σR is the rupture stress and εχ is a characteristic creep
strain that is assumed to be a material constant at a given time and temperature.

The characteristic creep strain εχ can be evaluated using Eq. (18.10) and by
knowing two stresses, i.e., the creep rupture strength σR1 at time t1 and the stress σD1

to produce datum creep strain εD at time t1:

εχ = εD(σR1/σD1 − 1) (18.11)

The creep rupture strength σR is described by a simple power-law relationship:

σR = σR1(t1/t)
1/m (18.12)

where m denotes the exponent in the power-law relationship evaluated from two
values of rupture strengths at t1 and t2:

m = log(t2/t1)

log(σR1/σR2)
(18.13)

Themodel is thus described by three constants: σR1, σR2 and σD1 which have clear
physical significance and can be derived from readily available data from standard
creep tests. This means that no special creep testing is required for using the model
for available materials and the sensitivity of creep deformation to rupture and creep
strength values exhibiting significant scatter (e.g., for steels typically±20% of mean
value) can be easily studied.
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18.3.2 Model Validation

The characteristic strain model was evaluated by Bolton [10] using creep and
rupture data of P91 9%CrMo steel produced by the European Collaborative Creep
Committee. The measured creep strain against the ratio of the applied stress to the
rupture strength at 550 °C and 600 °C for times between 300 and 30000 h were
compared with the predictions of the creep model corresponding to the best-fit value
of the characteristic strain. It was shown that the creep model curves are consistent
with the test data and can accurately reproduce the continuously varying slope of the
measured curves [10].

Test data published in [1] were used for independent validation of the creep model
for 9%CrMoVNbNB steel. Tests specimens were taken from a trial melt, trial rotor
forging and production rotor from the edge and near-center location. Creep tests
were conducted at 600 °C and 160 MPa load for 1300 h. The test results plotted as
creep strain versus time are presented in Fig. 18.1 together with the prediction of
the characteristic strain model. The parameters of the model were evaluated using
the Larson-Miller parameter and creep rupture strength data presented in [1, 16].
The creep strengths adopted for the validation represent mean creep properties of
9%CrMoVNbNB steel. As it is seen, the CSM model predicts creep strains that are
within the strains measured at different specimens and represents average behavior
of the material.

Fig. 18.1 Creep strain accumulation in rotor forgings
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T = 600 C 

Fig. 18.2 Steady-state temperature distribution in the rotor

Critical area 

Fig. 18.3 Creep strain distribution in the rotor after 200 000 h

18.4 Defect Growth at Rotor Axis

18.4.1 Thermal and Creep Analysis

Finite element thermal and creep analyses of an ultra-supercritical rotor have been
conducted using axisymmetric model to generate the basic results for creep crack
growth calculation. Only half of the rotor was modeled due to symmetry of geometry
and loads. Steady-state temperature and creep strain distribution in the rotor at the
end of 200,000-h operation are shown in Figs. 18.2 and 18.3. The maximum creep
strain at the rotor centreline occurs under inlet section due to the combination of high
temperature (T = 600 °C) and high centrifugal stress. This region was selected for
creep crack growth investigation.

18.4.2 Calculation of Creep Crack Growth

Defect growth analysis was carried out assuming the likely extremes of crack geom-
etry: a circular crack and an extended crack with the crack tips running parallel to
the rotor axis. Both cracks are located at the rotor axis where temperature attains
600 °C and maximum stresses are tensile. The rotor material is 9%CrMoVNbNB
steel developed in COST522 program [1].
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Table 18.1 Creep crack
incubation times

Incubation time [hours]

Circular crack Extended crack

Initial radius
2.2 mm

Initial radius
4.4 mm

Initial
semi-depth
2.2 mm

Initial
semi-depth
4.4 mm

3434 1905 1595 885

The reference stress required for determining the incubation time and the C∗
parameter was calculated by performing finite element limit load analysis using a
bi-linear elastic-plastic material model. The limit load was established by step-wise
incrementation of the load beyond the normal rotational speed until plastic collapse
of the section was calculated to occur.

Incubation times were calculated using Eq. (18.2) for both crack geometries and
different initial crack sizes: 2.2 mm (minimum detectable flaw size) and 4.4 mm
(for safety factor of 2 for crack size). The calculated incubation times under primary
loading are given in Table 18.1. The incubation times are longer for circular cracks
due to lower stress intensities as compared with extended cracks.

For determining the C∗ parameter using Eq. (18.4), the instantaneous creep strain
rate ε̇c must be first calculated for a given reference stress (as a function of crack
size a) and accumulated creep strain εc. A time-stepping approach was proposed to
apply to the characteristic strain model Eq. (18.10), starting at the end of incubation
period for the assumed initial defect size. At a given time t beyond the incubation
time, the reference stress at the current crack depth is used together with Eq. (18.10)
to determine the creep strain at the current time and at a slightly later time t + δ. The
creep strain rate ε̇c is so determined and the value of C∗ is calculated from Eq. (18.4)
and C(t) from Eq. (18.6).

The resulting redistribution times from Eq. (18.3) are calculated to be in excess of
200,000 h for both crack geometries and initial sizes. Therefore, according to the R5
procedure, since the total assessment time of 200,000 h is less than the redistribution
time, the C(t) parameter was used to evaluate creep crack growth.

Creep crack growth was calculated using Eq. (18.7) with material constants equal
[2]: A = 0.05 and q = 0.65. The crack size development during rotor operation
is shown in Fig. 18.4. The predictions show that extended cracks grow faster than
circular cracks and after 200,000 h the difference in crack size is c.a. 1 mm. It is
seen that the increase of crack sizes after such a long time is quite small and the final
crack size is in the range of 2.9–3.6 mm for 2.2 mm initial crack and 5.5–6.6 mm
for 4.4 mm initial crack. This gives a growth of 32–65% for the shorter crack and
26–51% for the longer crack over the entire lifetime of the rotor.
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Fig. 18.4 Defect development at rotor axis under creep conditions

18.4.3 Calculation of Fatigue Crack Growth

Fatigue crack growth was calculated using Eq. (18.8) with A0 = 5.21E − 13 and
n = 3 [2]. The cyclic range of stress intensity factor �K was evaluated using stress
ranges computed for cycles representing typical start-ups from a cold (CS), warm
(WS) andhot (HS) state and a typical shutdown.A total of 3800 start-upswas assumed
in the rotor lifetime with the start-ups’ distribution according to IEC 60,045–1 [17],
i.e., 100 cold, 700 warm and 3000 hot starts. The crack size development during rotor
operation is shown in Fig. 18.5. Similar to the creep crack growth, the development of
crack under low-cycle fatigue conditions was investigated for both crack geometries

Fig. 18.5 Defect development at rotor axis under fatigue conditions



164 M. Banaszkiewicz and J. Badur

and initial sizes. As it is seen, also in case of fatigue, extended cracks grow faster
than circular cracks and after 3800 cycles the difference in crack size is 0.5–1.5 mm.
Similar to creep crack growth, the increase of crack sizes after such a high number
of cycles is quite small and the final crack size is in the range of 2.3–2.8 mm for
2.2 mm initial crack and 4.8–6.2 mm for 4.4 mm initial crack. This gives a growth of
6–27% for the shorter crack and 9–42% for the longer crack over the entire lifetime
of the rotor.

The size of plastic zone ahead of the circular crack tip estimated using Eq. (18.9)
was 1.0% and 3.1% for plane strain and plane stress, respectively, while for the
extended crack it was 2.6% and 7.7% of the initial crack size. These sizes of the
plastic zone are not small and confirm the above results showing that fatigue crack
growth cannot be ignored.

The final crack sizes obtained from creep and fatigue crack growth analyses can
be assessed with respect to the critical crack sizes. For the worst combination of
maximum principal stress and minimum fracture toughness at FATT50 [1] equal
KIc = 82MPa

√
m, the critical crack size for circular and extended defects is 37 and

15 mm, respectively. These values are well above the crack sizes obtained at the end
of rotor design life which proves defect tolerance of ultra-supercritical steam turbine
rotors.

18.5 Summary

The presented methodology of crack growth assessment based on the calculation
procedures given in the British standards R5 i BS7910 and the characteristic strain
model of creep allows for effective assessment of the manufacturing flaws existing
in ultra-supercritical steam turbine rotors. Calculations of the flaws located at the
rotor axis, where their detection is most difficult, have shown that their growth in
the design life is small and the final crack sizes calculated for different geometry
and initial size are well below the critical crack sizes estimated for the rotor steel
9%CrMoVNbNB.

The performed analyses have also shown that crack development due to low-cycle
fatigue is comparable to that due to creep and cannot be ignored under typical service
conditions.

The presented results prove the usefulness of the methods included in the British
standards for crack growth assessment in components subject to centrifugal load. In
particular, the reference stress method in conjunction with the characteristic strain
model of creep results in reasonable predictions of defect development and proves
defect tolerance of ultra-supercritical steam turbine rotors.
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Chapter 19
Fatigue Life Assessment Within
the Frequency Domain for Explosive
Cladded Joints Under Non-Gaussian
Random Loading

Michał Böhm

Abstract The paper describes the problem of fatigue life assessment for the case of
explosive cladded transition joints under random loading. Such elements are usually
used in the lightweight automobile industry as well as in the marine industry. Due to
this, they are undergoing random loading conditions in terms of road surface quality
and the change of sea waves. The literature presents two domains in which one
can approach this problem, which are the time domain and the frequency domain.
The presented algorithm takes into account the residual stress effects which appear
during thewelding process in the form of themean stress compensationwith classical
models such as theGerbermodel. It also takes into account the effect of non-Gaussian
loading by providing additional correction methods. The discussion on the use of
strictly frequency domain estimates is provided and a number of probability density
functions is presented.

Keywords Fatigue life assessment · Frequency domain · Probability density
function · Spectral method

19.1 Introduction

19.1.1 Random Loading and Frequency Domain

Material fatigue is an important topic, especially due to the modern trend in the
methodology of sustainable construction. This philosophy is aimed at preventing
uncontrolled failures at various stages of production, as well as during the operation
of the structure. Computational methods for estimating the fatigue life of metallic
materials play an important role in the industry because bench fatigue tests require
a lot of time and money. It is also very important to perform the tests with the use
of a force profile that would simulate the actual load conditions, which is rare as
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usually bench tests are carried out under constant amplitude conditions. As we can
read in the literature, the random variable loading conditions can be used in the
process of fatigue lifetime estimation within the time and frequency domains [1–
4]. The time domain requires specific information such as a full registration of loads
appearingwithin a specific time frame. The frequency domain can be used to simulate
the loading conditions according to probabilistic load distributions, which can be
characterized for specific working conditions. In these terms only the frequency
domain is a truly stochastic approach, as the loading history is not required. The
paper presents the topic of fatigue life assessment of explosive cladded joints with
the use of the frequency defined spectral method. The topic of estimation of the loads
for non-stationary and non-Gaussian loading cases is widely discussed.

19.1.2 Explosive Cladded Materials

Many popular joining techniques are constantly evolving in terms of the accuracy and
quality of the connections obtained. However, the problem of combining materials
from different groups, such as, e.g., aluminum, titanium, copper and steel, using
traditional techniques remains. That’s why explosive welding remains an important
technology for the problem of joining these materials. This method uses the force
generated after the ignition of the explosive, causing a very high velocity and pressure
of the air pushed out of the process zone between the joined plates in order to create a
permanent connection between thematerials. Such joinedmaterials are used inmany
branches of the industry, where they are constantly being loaded with time varying
forces such as the marine industry [5, 6]. In this respect, wind and sea conditions
play a major role in this process. Characteristic for this method is the specific shape
of the joint materials in the bonding zone, which is usually in the shape of a sine
wave. For this reason, we are not able to completely calculate the stresses inside
this type of joint, even for well-described tensile-compressive load cases, because
due to the anisotropy of the joint, it is difficult to assess the cross-sectional area of
individual materials. This fact is often simplified in terms of the loading description.
An example of a transition joint has been presented in Fig. 19.1.

19.1.3 Explosive Cladded Materials Under Random Loading

Modern welding techniques cause various problems with the assessment of fatigue
life. Problems arise from residual stresses, which can be assessed with advanced
simulation methods such as the finite element method as well as other experimental
bench tests with radiographic or borehole methods. Besides these, there is a problem
with the assessment or generation of random loads influencing thematerial. The stan-
dard testing or simulation for such materials are rarely described exhaustively. Due
to the high cost of such tests, it is advisable to use quick fatigue calculation methods
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Fig. 19.1 Transition joint
(steel + titanium +
aluminium + aluminium)
obtained with the use of the
explosive welding method

such as those described in the frequency domain. These methods are operating on a
Power Spectral Density (PSD), which can be generated on the basis of standardized
Gaussian models as well as for specific conditions, which can include many real life
effects such as the wind or sea forces. The PSD is used to calculate spectral moments
which are used in order to calculate the probability density functions according to
specific models. These functions are used in the process of fatigue damage accumu-
lation and then used to calculate the fatigue lifetime. The main disadvantage of the
frequency domain calculations is the fact that the PSD is always Gaussian. Therefore
for the cases of non-Gaussian and non-stationarity, we need a set of compensation
functions which are used in the process of the PSD modification before the actual
spectral moments’ calculations or during fatigue damage calculation. The methods
presented in the literature have been discussed and compared in terms of their prac-
tical application in the case of materials connected with the technology of explosive
welding under random loads.

19.1.4 Power Spectral Density Generation

The power spectral density should be obtained with the use of the Fourier transfor-
mation from the time domain data or directly by generating a given spectrum that can
be described with the use of a deterministic model. Such direct PSDs can be gener-
ated for a certain wave height, wave period, etc. The most popular spectrum that is
fitting to most areas around the world is called the Pierson-Moskowitz spectrum [7],
which was developed for the North Sea. We can read all about the use of predefined
spectrums in the process of fatigue damage estimation paper by Marquez et al. [8].
A standard spectrum can be generated with the use of the function:
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Gx ( f ) = lim
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� f
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x2(t, f,� f )dt

]
, (19.1)

where Ψ x—mean square value of the signal x(t), T—observation time, x(t, f , Δf )—
component of the function x(t) in the frequency interval from f to f + Δf.

As for a spectrum for a certain sea state, we can use the Pierson-Moskowitz
equation:

Gx ( f ) = H 2
s · TD

8π2
( f · TD)−5 · exp

[
− 1

π
( f · TD)−4

]
, (19.2)

where Gx(f )—power spectral density expressed as the function of the frequency of
the wave f , Hs—significant wave height with dominant period TD.

19.1.5 Mean Stress Correction

The residual stresses, which can be experimentally verified with various methods
such as the hole drilling method or simulations give us an additional information
about the additional stresses. These stresses can be taken into account with the use
of the mean stress effect correction. Due to this, we can use the method proposed by
Niesłony andBöhm [9, 10], which takes into a transformation of the PSDdue tomean
stress with the use of classical mean stress compensation models. The transformed
function can be described with the use of the equation:

GσT ( f ) = [K (σm, P)]2Gσ ( f ), (19.3)

where Gσ (f ) is the power spectral density of a centered stress course and K is the
transformation function, which can be defined, e.g., for the Gerber [9] model:

KGe = 1

1 −
(

σm
Rm

)2 , (19.4)

where σm is the mean stress value, Rm is the ultimate stress.

19.1.6 Non-Gaussian Correction

As for one of the best approaches in terms of non-Gaussian frequency domain damage
estimation methods, we can find many interesting approaches such as the one from
Benasciutti and Tovo [11, 12]. Nevertheless, their methods do not allow to directly
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use the PSD. In the case of most of natural phenomenon such as wind or sea waves,
we have rather a non-Gaussian distribution. The spectral method of fatigue lifetime
estimation causes any process to beGaussian due to the Fourier transformationwhich
gives us the PSD and is always Gaussian. In order to not lose the non-Gaussian
information about a loading, we need to additionally add this information in the
calculation process. This can be addedwith the use of the Braccesi et al. [3] approach,
where we are using the kurtosis and skewness information in order to calculate
the non-Gaussian correction factor. The factor can be presented in the form of the
equation:

λng = exp

(
m

2
3

π

(
K − 3

5
− S2

4

))
, (19.5)

where S-skewness, K-kurtosis, m- is the Wöhler slope coefficient for the analyzed
material.

Fig. 19.2 Algorithm used in the process of fatigue life assessment of explosive cladded materials
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19.1.7 Fatigue Life Estimation in Frequency Domain

As for the most important part of the paper, a calculation algorithm is presented. In
Fig. 19.2, we can see a fatigue life assessment algorithm for explosive cladded tran-
sition joints defined with the use of the frequency domain. The presented algorithm
is using the Benasciutti-Tovo model for the probability density function [2]:

p(σa) = b
γ σa

ξ0
exp

(−σ 2
a γ

2

)
+ (1 − b)

σa

γ 2ξ0
exp

(−σ 2
a γ 2ξ0

2

)
, (19.6)

where σ a—stress amplitude generated from the PSD, b—weight function dependent
from the PSD and γ can be defined by the spectral moments ξ i:

γ = ξ2√
ξ0 · ξ4

. (19.7)

The final formula for fatigue life is being completed with the material coefficients
and the use of the non-Gaussian correction factor.

Tcal = 1

M+ ∫∞
0

p(σa)

N0

(
σa f
σa

)m dσa

· 1

λng
, (19.8)

where σ af—fatigue limit in fully reversed tension-compression, N0—number of
cycles till failure and M+—is the expected number of peaks in a unit of time.

19.2 Conclusions and Observations

The presentedwork discusses the topic of fatigue life assessment of explosive cladded
transition joints with the use of the spectral method which has been based on the past
experiences of the author in this area. The approach can be used if we are operating
on the power spectral density and we know that the loads have a non-Gaussian
distribution. The presented algorithm explains the reader step by step on how to
implement the mean stress correction as well as the simple non-Gaussian correction
factor.
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Chapter 20
Cluster Analysis in the Choice
of Operating Modes in Durability
Analysis of Random Time-History
Records

Irina Gadolina, Julian Marcell Enzveiler Marques, and Denis Benasciutti

Abstract Computational methods for assessing the structural durability of compo-
nents under service loadings need, among other data, a detailed information about the
service loading itself. Due to the usual non-stationary character of service loadings,
the generalized loading block (GB) should be constructed based on the occurrence
frequency of various service modes in the loading. A method for selecting the modes
is proposed in this work, which proves to be particularly advantageous in those cases
where it is difficult to distinguish the operating modes appropriately. The method is
based on one of machine-learning tools called cluster analysis, which is here applied
to representative loading time-histories recorded in a mountain-bike. To prove the
correctness of the method, a posteriori comparison is made with known information
about the service modes of the loading.

Keywords Service regimes · Rainflow counting · Cluster analysis · Durability

20.1 Introduction

To assess the fatigue strength and structural durability of machine components, it is
necessary to have information about the operational loadings of structural elements.
This information is formed on the basis of experimental service studies of loading
conditions. To make a sound decision about all situations experienced by a machine
during its service life with the aim of longevity prediction, one should construct the
so-called generalized loading block (GB) [1]. The need to construct a GB is justified
by: (i) unfeasibility to register all stress time-histories during the entire service life,
(ii) necessity of considering the varied character of loading during service. This paper
discusses the task of building theGBbymeans of cluster analysis. Specifically, cluster
analysis was performed on time-series data (run-test) [2, 3].
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The problem of time-series clustering arises when a sample of time-series is
observed and there is the need to gather more or less similar groups into different
categories or clusters. Later, they are identified as the service modes and will serve
to form the generalized block for longevity estimation. Cluster analysis has the
capability of distinguishing the peculiarities of different parts of time-series, and it
has already been applied in various research fields like as genetics, weather forecast,
stock market etc. This paper presents the first attempt to use cluster analysis for
analyzing the loading time-histories in machine parts.

Previous experiences of building the GB included applications to machine parts
in various engineering fields: truck vehicles [4, 5], mooring lines [6], agriculture
machines [7]. The problemof dividing ameasured loading into segments is addressed
in [8]; the problem is not simple as it requires one to consider specific traits ofmachine
use. In this paper, as a first step, each almost stationary realization [9] is processed
in time domain by using the rainflow cycle counting. Due to the specific character of
the measured loading, and with the aim of durability estimation, the task of judging
stationarity turns out to be non-trivial [9].

20.2 Method

It might be argued that the proposal of [4] to compare loading regimes by means of
the accumulated damage is reasonable. The accumulated damage was estimated by
the Palmgren-Miner rule as:

D =
∑

Sbi (20.1)

(b is the fatigue exponent). This damage, based on a linear hypothesis, was further
used for distinguishing the process modes. It is proposed that the load cycles Si in (1)
are determined from the force signal x(t) by using the rainflow cycle counting. On
the other hand, until now, the linear damage accumulation law as that in (1)—though
being simplified—is far from being non-contradicted. When performing the cluster
analysis, it was decided to explore an enlarged number of variables that characterize
various estimates (attributes) of the parts of a random process, and which are thus
supposed to be more or less responsible for fatigue damage accumulation. They are
listed in Table 20.1, along with their notation. Note that the estimated durability, L,
is a conventionally estimated value, as if the machine moves exclusively by this type
of road.

In Table 20.1, Sm is the mean estimate on sub-realization, f is estimated as
a number of local maximum of random process during an enough representative
time period, Samax is the maximum amplitude in the amplitude distribution obtained
after rainflow counting, I = No/Ne is the irregularity factor defined as the ratio of
the number of mean level crossings, No, to the number of local extrema, Ne, in the
random process; L is estimated based on amplitude distribution together with fatigue
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Table 20.1 List of variables
for cluster analysis

Variable Symbol

1 Mean value Sm [MPa]

2 Effective frequency f [Hz]

3 Rain-flow max amplitude Samax [MPa]

4 Root mean square value RMS [MPa]

5 Efficient amplitude V S [MPa]

6 Irregularity factor I [−]
7 Fullness ratio V [−]
8 Estimated durability L [months]

resistance data longevity (conditional). Finally, V S = Samax · V is the equivalent
amplitude, with:

V = b

√√√√
[
1

n

∑
hi

(
Sai
Samax

)b
]

(20.2)

Here, n is the total number of cycles in the amplitude histogram, Sai is the current
stress amplitude in the histogram, hi is the number of cycles with amplitude Sai .

According to the proposed method, the random process is treated like as in the
run-test [3]. This means that the whole realization is divided into equal parts (or sub-
sequences) andmentioned parameters are estimated for each part. In cluster analysis,
a closeness of parameters for some part allows selecting the specific operational
modes and to distinguish them.

20.3 Case Study

An example of cluster analysis is performed on a loading time-series realization
measured in a mountain bike [10], see Fig. 20.1. The whole realization (252,000
digital points) was divided into equal sub-segments (each with 20,000 digital points).
The sample estimates of the variables in Table 20.1 were computed for each sub-set.
Such estimates form the data set that was subsequently subjected to cluster analysis.

20.3.1 Preliminary Analysis

Prior to cluster analysis, some data mining procedures were performed. First, vari-
ables were checked for their pair correlation (Fig. 20.2). This allowed excluding
some of them which are strongly correlated. Also, the time dependences of selected
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Fig. 20.1 Loading history
of the bicycle part [10].
Sub-sets were cut evenly

Fig. 20.2 Pair correlations of the selected variables
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Fig. 20.3 Time dependences
of chosen variables

Fig. 20.4 3D representation
of two clusters in the dataset

variables were investigated (Fig. 20.3). A visual representation of data clustering on
a 3D graph (only for three variables) in shown in Fig. 20.4. Figure 20.3 and 20.4
give a hint that the analyzed data belong to two distinct clusters. To formulate this
observation mathematically, the multivariable analysis by the k-mean cluster anal-
ysis was performed [11]. Based on analysis results (Fig. 20.3 and 20.4), as well on
prior information on bicycle usage (the bike was moving on two types of roads), the
number of clusters was taken as 2 during clustering calculations.

20.3.2 Cluster Analysis of the Dataset

Built according to the analysis of Sect. 20.2, the dataset—consisting of 10 rows (the
number of sub-sets) and 6 columns (the number of finely chosen variables in this
case, see Table 20.2)—was input into the k-mean standard program [11]. Given a
set of observations (x1, x2, ..., x10), where each observation is a 6-dimensional real
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Table 20.2 Results of cluster analysis

Mean values of variables (cluster means)

Variable: RMS
normalized

Samax normalized V f ′ normalized L(relative
units)

Mean
normalizedCluster

indexes:

1 0.60 2.71 0.33 1.12 742 0.260

2 1.07 4.52 0.36 0.94 65 -0.127

Statistical
data

Within cluster sum of squares by cluster:

Determination D (between_SS/total_SS) = 95.3%

Clustering vector: 1 1 1 1 1 2 2 2 2 2

vector, k-means clustering aims to partition the 60 observations into 2 sets so as to
minimize the within-cluster sum of squares (variance) and to maximize the outside
sum of square to distinguish two clusters.

Table 20.2 summarizes the result of cluster analysis program after 10 iterations.
Clustering statistics (95.3%) seems to be confident enough to justify two distinct
clusters. The mean values of 6 dimensional vectors for 2 clusters are shown in Table
20.2.

20.4 Discussion, Conclusions and Future Plans

The aim of this work was to apply cluster analysis to distinguish more effectively the
service loading modes with the aim to improve the accuracy of structural durability
and longevity assessment. The proposed method is a first example of application of
artificial intelligence to the problem of selecting loadingmodes inmachine parts. The
method of time-series clustering with the choice of specific parameters appeared to
be efficient for the problems of longevity estimation. The efficiency of the proposed
method was demonstrated by a case study concerning a real loading measured on
a mountain-bike; the obtained results agreed with prior information on the bicycle
usage.

It was however observed that, contrary to our preliminary idea of considering
all the characteristics specific for fatigue damage accumulation, the case study has
revealed that there was in fact no need to apply the complicated tools of random
process analysis, like the selection of local extrema and rainflow cycle counting.
Indeed, other more common characteristics of the random loading—like calculating
the mean value and RMS—work just as well in this example.

A possible future development of this work aims:

• to consider more complicated loading cases with more service modes;
• to expand theproposedmethod into thefieldof spectralmethods [3] by considering

proper statistical parameters in the frequency-domain.
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Chapter 21
Comparison of Different Fatigue Laws
for Probabilistic Modeling of Mechanical
Fatigue with Censored Data Using
Maximum Likelihood EstimationMethod

Ivan Rukavina, Faouzi Adjed, Charlotte Chabanas, Samuel Van De Hel,
Mohcine Nfaoui, and Alexandre Demenais

Abstract Mechanical fatigue, as one of the most common causes of structural fail-
ures, is of great interest in many industries. Modeling such a behavior is extremely
difficult due to the random nature of fatigue. Therefore, the probabilistic approach
is considered to be the most adequate choice. In order for the model to be valid, its
parameters have to be estimated from obtained experimental data using statistical
methods. In recent scientific literature, different fatigue laws and statistical methods
have been proposed. However, only some of them are compared (Barbosa et al. in
AdvMech Eng 11(8), 2019, [1]), they are evaluated only on a few data sets, and their
implementation details are often not provided. The consensus on the most appro-
priate fatigue law still does not exist. This work is based on parameter estimation of
fatigue models in order to fit experimental data by using the maximum likelihood
estimation method. Six different models are studied and implemented, based on
Basquin (Castillo and Fernández-Canteli in Science & business media, 2009, [2]),
Strohmeyer (Castillo and Fernández-Canteli in Science & business media, 2009,
[2]), Castillo and Fernández-Canteli (Castillo and Fernández-Canteli in Science &
business media (2009); Toasa Caiza in Consideration of runouts by the evaluation of
fatigue experiments. KIT Scientific Publishing 2019, [2, 3]) and Stüssi (Toasa Caiza
et al. in Pract Periodical Struct Des Constr 25(4), 2020, [4]) fatigue laws. A software
code and a web application have been built in order to facilitate their comparison.
The models are compared on several fatigue data sets and the obtained results are
presented here.
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21.1 Introduction

The fatigue phenomenon and its modeling are one of the challenging topics for
researchers due to its dependence on several physical constraints, in terms ofmaterial
composition and experimentation, but also due to mathematical complexity. There-
fore, to model a realistic fatigue behavior with these constraints taken into account,
several mathematical models were developed in literature based on different fatigue
laws such as Basquin, Castillo and Fernández-Canteli, Strohmeyer, Bastenaire and
Stüssi [2].

To obtain a functional model for mechanical fatigue, parameters of the fatigue
law have to be estimated based on the experimental data. The main challenge is to
take into account the random behavior of fatigue visible in the large dispersion of the
experimental data. Additionally, the probabilistic models for S-N curves are not able
to describe well the whole range of cycle regions [5], so they should be evaluated
based on the region in focus. Fitting becomes more challenging when the model
integrates censored data (the measurements for tests that were interrupted before
failure, usually due to reaching the maximum testing time or the number of cycles
in the experiment) [6].

In the literature, developed probabilistic approaches for fatigue use statistical and
mathematical knowledge. In fact, in addition to the selection of fatigue law, compat-
ibility conditions related to the number of cycles N and stress level S are required.
These conditions are represented by two probability densities identifying the vari-
abilities of the number of cycles to failure and stress level. Furthermore, statistical
variables, such as fatigue limit, are used to identify the minimum and maximum of
stress level [2]. In recent work by Harlow [6], the fatigue life estimation is presented
by taking into account censored data by using 3-parameter Weibull distribution to
compute and interpret the compatibility conditions. Also, the maximum likelihood
estimation method is used to estimate the fatigue law parameters.

In our current work, we propose the following steps to model fatigue behavior and
obtain S-N curves: (i) identification of the suitable fatigue law for a given objective,
(ii) selection of the suitable probability distribution for the compatibility conditions
by integrating statistical tests for residuals, (iii) selection of the optimization method
to estimate several parameters of the fatigue law considering censored data.

21.2 Fatigue Models

In order to make a comparison between the most used fatigue models in the scientific
community and industry, their theoretical formulations have been obtained from the
literature, and rewritten using the same notation and following the same solution
procedure. A short summary of the models is shown in Table 21.1, and the detailed
theoretical development and comparison will be presented in our future work.
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Table 21.1 Implemented fatigue models

Model name Random variable Distribution Fatigue law

Basquin model
with log-normal
distribution

N Lognormal(μ, σ ) ln(N ) = C−mln(S)

Basquin model
with 2-parameter
Weibull
distribution

N Weibull(λ, k) ln(N ) = C−mln(S)

Strohmeyer model
with number of
cycles as random
variable

N Lognormal(μ, σ ) ln(N ) = C − m ln(S − E)

Strohmeyer model
with fatigue limit
as random variable

E Normal(μ, σ ) ln(N ) = C − m ln(S − E)

Castillo and
Fernández-Canteli
model

(ln(N ) − B)(ln(S) − C) Weibull(a, b, c) S =

exp

[
[− log(1−p)] 1c b+a

log N−B + C

]

Stüssi model based
on 3-parameter
Weibull
distribution

S − Rm+αNβEc
1+αNβ Weibull(a, b, c) S = b

[
log(1− p)

1
c

]
+

Rm+αNβEc
1+αNβ + a

It is important to mention that most of the models are not improved in any way
in the scope of our work, and the main contribution is that their implementation
details are systematized and implemented in a software code, and their performances
compared. Furthermore, they are described from the statistical point of view, where
concepts like statistical tests to check the normality of residuals, null hypothesis
testing (if all input samples are from the populations with equal variances), and
confidence intervals for estimated parameters are introduced.

The general procedure to estimate parameters for all the models by using the
maximum likelihood estimation method consists of the following steps: (i) choice
of the distribution for the random variable, (ii) definition of the relation between the
number of cycles to failure and stress—choice of a fatigue law, (iii) development of
log-likelihood function with censored data included, (iv) estimation of the parame-
ters of the model based on the experimental data by maximizing the log-likelihood
function.

In Table 21.1, N is the number of cycles to failure, S is the stress,E is the fatigue
limit, B,C ,α andβ are geometrical parameters,C andm are parameters of themodel,
a, b and c are parameters of the Weibull distribution, p is probability of failure, Rm

and Ec are parameters of the material, ultimate tensile strength and fatigue limit,
respectively.
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Basquin model is implemented with the number of cycles to failure having both
log-normal and 2-parameter Weibull distribution [7]. In this way, the influence of
the chosen distribution for the random variable is studied. Strohmeyer law is an
improvement of the Basquin law as it introduces the fatigue limit E . Two versions of
Strohmeyer models are implemented, one with the number of cycles to failure and
the other with the fatigue limit taken as random variable.

The model developed in [2] by Castillo and Fernández-Canteli, introduces a
random variable as a product of the number of cycles to failure and stress (with
added geometrical parameters B and C that represent threshold value of the number
of cycles and fatigue limit, respectively), and defines it to follow 3-parameters
Weibull distribution [2, 3]. Stüssi model that is based on the model from Castillo
and Fernández-Canteli is taken from [8].

21.3 Results

21.3.1 Composite Material Dataset

The dataset for a composite material is obtained from [9], and consists of 10 samples
with three of them intact (runouts). The quantity and quality of the data allows to
obtain a good approximation for all the models and to take care of the dispersion.
The material used in the experiment is a composite with fiber.

In Fig. 21.1, a box plot with residuals is shown for all the implemented models.
The difference between two statistical distributions used for the random variable for
Basquin law can be seen in Fig. 21.2. In Fig. 21.3, two models with Strohmeyer law
are shown, while Fig. 21.4 shows the S-N curves for Castillo and Fernández-Canteli,
and Stüssi models.

The S-N curves for both Basquin models converge to zero, while for the
Strohmeyer law, the curve converges to the estimated value of the fatigue limit.
Castillo and Fernández-Canteli model also gives the estimation for fatigue limit,
while in Stüssi, the fatigue limit is an input parameter. Additionally, we notice the
existence of both fatigue limit and ultimate tensile strength in Stüssi model, which
provide optimal solution for both low and high cycle regions.

Fig. 21.1 Box plot of residuals for a composite material for: (i) Basquin (log-normal distribution),
(ii) Basquin (2-parameter Weibull), (iii) Castillo and Fernández-Canteli, (iv) Stüssi, (v) Strohmeyer
(fatigue limit) and (vi) Strohmeyer (number of cycles)
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Fig. 21.2 S-Nmean curves for a compositematerial forBasquinmodelwith log-normal distribution
and 2-parameteres Weibull distribution

Fig. 21.3 S-N mean curves for a composite material for Strohmeyer model with fatigue limit as
random variable and Strohmeyer model with number of cycles as random variable

Fig. 21.4 S-Nmean curves for a composite material for Castillo and Fernández-Canteli, and Stüssi
model

Fig. 21.5 Box plot of residuals for steel for: (i) Basquin (log-normal distribution), (ii) Basquin (2-
parameter Weibull), (iii) Castillo and Fernández-Canteli, (iv) Stüssi, (v) Strohmeyer (fatigue limit)
and (vi) Strohmeyer (number of cycles)

21.3.2 Steel Dataset

The experimental data for a German historical steel bridge is obtained from [4]. The
number of samples is 36, with 10 of them being intact (runouts). The results of the
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Fig. 21.6 S-N mean curves for steel for Basquin model with log-normal distribution and
2-parameteres Weibull distribution

Fig. 21.7 S-N mean curves for steel for Strohmeyer model with fatigue limit as random variable
and Strohmeyer model with number of cycles as random variable

Fig. 21.8 S-N mean curves for steel for Castillo and Fernández-Canteli, and Stüssi model

estimations and comparison for all the models are shown in Figs. 21.5, 21.6, 21.7
and 21.8.

21.4 Conclusion

The results of the parameter estimation for two different material datasets, for
composite and steel, and six fatiguemodels are shown. It can be seen that Strohmeyer
lawwith the number of cycles as randomvariable seems as a better fit than theBasquin
law. On the other side, Strohmeyer law with the fatigue limit as random variable fails
to estimate correct vales for fatigue limit in some cases. It is still to be determined if
the quality or quantity of the data is the main cause for that.

Castillo and Fernández-Canteli model shows good fit for both composite and steel
datasets. The advantage of Stüssi model is that it provides good fit for both low cycle
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and high cycle fatigue regions. The negative side is that the ultimate tensile strength
and fatigue limit have to be known in advance.

Our goal is to develop the software code that will apply the most appropriate
fatigue law and statistical method based on the dataset, fatigue region, type of the
material, and other criteria. For this reason, a criterion should be established to
evaluate the quality of the estimations. Other statistical methods, not presented here,
are also used in the scope of our work, like Markov Chain Monte Carlo, probability
weighted moments and Castillo-Hadi estimators [2], and can provide more efficient
solutions in some cases.

Additionally, to enhance the parameter estimation and avoid error bias, results
should be validated using goodness of fit statistical test in order to check the normality
of residuals [6]. In this way, the choice of the statistical distribution is justified. By
using a probabilistic approach, confidence intervals for estimated parameters can be
obtained for the proposed models and will be presented in our future work.
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Chapter 22
Evaluating Confidence Interval
of Fatigue Damage from One Single
Measured Non-stationary Time-History

Julian M. E. Marques and Denis Benasciutti

Abstract This paper derives a confidence interval for the expected damage when
only one single non-stationary time-history record is available. The proposed confi-
dence interval is inspired on a solution existing in literature, which is restricted to
stationary time-history. The proposed procedure divides the non-stationary time-
history into stationary segments, and each segment is further partitioned into blocks.
This technique allows the confidence interval for expected damage to be constructed.
As a case study to check theproposed confidence interval,measured time-histories are
obtained directly from a mountain-bike travelling on an off-road track with different
speeds, seat and surface conditions over time.Allmeasured time-histories are verified
to be non-stationary by qualitative and quantitative approaches, as, for example, the
‘run test’ based on a sequence of damage values. Using the measured time-histories,
a sort of ‘calibrator’ sample damage value is computed to estimate the expected
damage, and then used to verify the validity of the proposed confidence interval.
The obtained results confirm the correctness of the proposed confidence interval of
fatigue damage from one single measured non-stationary time-history.

Keywords Confidence interval · Fatigue damage · Non-stationary time-history

22.1 Introduction

Random loadings acting onmechanical components and structures are usually classi-
fied as non-stationary. To assess the structural integrity of these structures and compo-
nents, rainflow counting method and Palmgren-Miner rule are applied to estimate the
fatigue damage. In practice, this damage value is normally computed from one single
measured time-history, which must be considered as being one sample value out of a
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much larger (infinite) ensemble. The calculated damage values usually change from
one measured time-history to the other, as they have an inherent sampling variability.

In a recent work [1], confidence intervals to assess the variability of damage have
been derived when only few stationary time-histories or even only one was given.
For each case, the confidence interval expression enclosing the (unknown) expected
damage was shown to be in good agreement with simulated [1] and measured
stationary loadings acting on a Mountain bike [2]. Although these confidence inter-
vals proved to be a useful tool to deal with the variability of damage, they are only
applicable to stationary time-histories.

The above confidence interval of damage valid for stationary time-histories is
here extended to make it applicable to time-history that is non-stationary. In this
situation, the confidence interval for the expected damage is obtained by a technique
of dividing the single time-history. The confidence interval is verified by measuring
the loads acting on a mountain-bike riding in an off-road track with different speeds,
seat and surface conditions. All measured time-histories are quantified as being non-
stationary by the run test described in [2], which is based on a sequence-observed
damage values. Different measured time-histories are used to estimate the unknown
expected damage by a sort of ‘calibrator’ damage, equal to the sample mean of
some damage values. The calibrator sample damage is needed to check whether the
confidence interval correctly encloses the expected damage. The results then confirm
the accuracy of the proposed confidence intervalwhen applied to one singlemeasured
non-stationary time-history.

22.2 Expected Damage and Confidence Interval

In the Palmgren-Miner linear rule, the fatigue damage of a given random time-history
z(t) of time duration T is the sum of the damage di of every counted cycle:

D(T ) =
n(T )∑

i=1

di =
n(T )∑

i=1

ski
A

(22.1)

where si is the stress amplitude of the i-th cycle, n(T ) is the number of counted cycles
and A and k are material constants of the S–N curve sk N f = A. The damage D(T )

strictly depends on the set of stress amplitudes si and counted cycles n(T ), which is
commonly identified by the rainflow method. Due to the randomness of both s and
n(T ), the damage D(T ) may differ if another time-history is considered [1].

The expected damage is the expectation of D(T ):

E[D(T )] = E

[
n(T )∑

i=1

di

]
= E[n(T )]

E
[
sk

]

A
(22.2)



22 Evaluating Confidence Interval of Fatigue Damage … 195

where E[−] is the probabilistic expectation. The expected value in Eq. (22.2) means
that the damage is computed over an infinite ensemble of time-histories. However,
in a real application, only a finite number of measured time-history is accessible so
that E[D(T )] is never known exactly and can only be approximated.

The confidence interval in [1] for expected damage works very well when applied
to a single measured time-history, see [2]. However, it is restricted to stationary time-
histories. In situations where the time-history is non-stationary, a slightly different
procedure is proposed to obtain the confidence interval that includes the expected
damage.

This procedure is based on the idea of dividing the non-stationary time-history into
NS disjoint stationary segments. Each segment is further divided into NB blocks of
length TB . After block subdivision, the damage of each block is computed DB,i j (TB),
i = 1, 2, . . . NS and j = 1, 2, . . . NB by rainflow method and Palmgren-Miner rule.
These damage values and the definition of the confidence interval for independent
normal populations with unknown and unequal variances [3] allow the 100(1 − β)%
confidence interval for the expected damage to be defined:

NS∑

i=1

DB,i (TB) − tβ/2,ν

NS∑

i=1

√
σ̂ 2
DB ,i

NB
≤

NS∑

i=1

E
[
DB,i (TB)

]

≤
NS∑

i=1

DB,i (TB) + tβ/2,ν

NS∑

i=1

√
σ̂ 2
DB ,i (22.3)

where DB(T ) is the sample mean and σ̂ 2
DB

is the sample variance of damage of
blocks, tβ/2,ν is the quantile of the student’s t-distribution with degrees of freedom

given by ν = (NB − 1)
(∑NS

i=1 σ̂ 2
DB ,i

)2
/
∑NS

i=1

(
σ̂ 2
DB ,i

)2
. If not integer, the number of

degrees of freedom has to be rounded down to the nearest integer [3].
After substituting DB(TB) = N−1

B

∑NB
i=1 DB,i (TB) into Eq. (22.3) andmultiplying

this expression by NB , the confidence interval for expected damage turns out to be

NS∑

i=1

NB∑

j=1

DB,i j (TB) − tβ/2,ν

NS∑

i=1

√
NB · σ̂ 2

DB ,i ≤
NS∑

i=1

NBE
[
DB,i (TB)

]

≤
NS∑

i=1

NB∑

j=1

DB,i j (TB) + tβ/2,ν

NS∑

i=1

√
NB · σ̂ 2

DB ,i (22.4)

As NS and NB are deterministic values, the damage of a given non-stationary time-
history and its expected value are D(T ) = ∑NS

i=1

∑NB
j=1 DB,i j (TB) and E[D(T )] =

∑NS
i=1 NBE

[
DB,i (TB)

]
, respectively. Substituting these terms into Eq. (22.4), the

final confidence interval expression for E[D(T )] when considering only one non-
stationary time-history is
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D(T ) − tβ/2,ν

NS∑

i=1

√
NB · σ̂ 2

DB ,i ≤ E[D(T )] ≤ D(T ) + tβ/2,ν

NS∑

i=1

√
NB · σ̂ 2

DB ,i

(22.5)

Note that the method requires a minimum number of segments NS ≥ 2, of blocks
NB ≥ 2 and a minimum time length TB to contain approximately 103 [1].

22.3 Measured Time-Histories

This section presents the measured non-stationary time-histories used for calculating
the confidence interval and estimating the expected damage. The time-histories were
obtained by measuring the loadings action on a mountain-bike on a typically north
Italian track. The mountain-bike and its apparatus are detailed in [2].

The mountain-bike travelled on a short off-road track, 500 m in length, located at
theMunicipal Hippodrome in Ferrara city. This track was almost plane with different
surface conditions such as asphalt, gravel and cobblestone, see Fig. 22.1a. A rider of
approximately 65-kgmass guided the bicycle in both seated and standing conditions.
The speed was varied from 10 to 20 km/h.

A total of 21measured time-histories were obtained under the same cycling condi-
tions. The first time-history was used to construct the confidence interval, while the
other 20 were used for approximating the expected damage and use it to verify
whether the proposed confidence interval actually works well.

All measured time-histories were normalized to provide mean μz = 0 and vari-
ance σ 2

z = 1. They also were set with a time duration of T = 300s. An example is
illustrated in Fig. 22.1b for the first measured time-history z1(t).
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Fig. 22.1 a Off-road track, b overall and zoomed view of the first measured time-history z1(t)
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22.3.1 Detecting Non-Stationarity of Time-Histories

Measured time-histories usually have theirmean, variance and frequency content that
vary over time. For this reason, the non-stationarity of all measured time-histories is
verified by two different approaches: comparison of cumulative spectra, run test.

The comparison of the loading (or cumulative) spectrum is used to compare the
statistical distribution of rainflow cycles. This qualitative approach is demonstrated
in Fig. 22.2a by using five measured non-stationary time-histories.

Figure 22.2a provides a picture of the cycle distribution in each measured time-
history. The comparison of loading spectra from different time-histories indicates
that the higher the amplitude s is, the worse is the agreement among loading spectra
C(s). This suggests that such time-histories are non-stationary. Although all 21 time-
histories provide similar results (not shown to avoid clutter) that confirm the non-
stationarity, the comparison of loading spectra is just a visual analysis.

To deal with this possible limitation, the run test detailed in [2] is applied, as an
example to the first measured time-history, see Fig. 22.2b. This test is a quantitative
approach that considers a sequence of damage values (normalized to the median),
which are classified as being above or below the sample median. These and all
subsequent damage values in this study were computed by rainflow method and
Palmgren-Miner rule with A = 1 and k = 3.

The analysis of the first measured time-history considers a sequence of NB = 60
blocks with length TB = 5 s. The time-history is classified as being non-stationarity
since the observed values above and below the median are shown not to follow the
same distribution. Such hypothesis is indeed rejected for a 95% level of significance
because the number of runs r = 15 falls outside the acceptance region limited by
the lower r1−β/2 = 22 and upper rβ/2 = 39 values, computed as the percentiles of a
normal distribution—for more details, see [2, 4].
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Fig. 22.2 Approaches to detect non-stationarity: a comparison of loading spectra and b run test
based on a sequence of observed damage values
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The run test based on a sequence of damage values, shown in Fig. 22.2b for the
first time-history, was in fact conducted for all measured time-histories. Although
not shown here, the run test quantified all such time-histories as non-stationary.

22.3.2 Confidence Interval and Approximation
of the Expected Damage

The confidence interval in Eq. (22.5) is constructed here by considering the first
measurfed non-stationary time-history. It was divided into NS = 3 stationary
segments using an algorithm [5] to detect abrupt changes along the observed values
of run test method, see Fig. 22.2b. In turn, each stationary segment was divided into
NB = 4 blocks containing at least 103 counted cycles. The confidence interval was
finally obtainedwith a 95% confidence level after computing samplemean DB,i j (TB)

and variance σ̂ 2
DB ,i .

To evaluate the correctness of this confidence interval, a reasonable approximation
of the expected damage E[D(T )] was required because a large ensemble ofmeasured
time-histories was not available. The expected damage E[D(T )] was then estimated
by the sample mean of damage values D(T ) = N−1 ∑N

i=1 Di (T ), i = 1, 2, . . . , N
computed by considering the set of N = 20 measured time-histories; D(T ) is a sort
of ‘calibrator’ sample damage used to approximate E[D(T )].

22.4 Results

Table 22.1 lists, on the left, the lower limit D(T ) − tβ/2,ν
∑NS

i=1

(
NB · σ̂ 2

DB ,i

)1/2
and,

on the right, the upper limit D(T ) + tβ/2,ν
∑NS

i=1

(
NB · σ̂ 2

DB ,i

)1/2
of the confidence

interval; the calibrator D(T ) is in the centre.
The expected damage E[D(T )], approximated here with the calibrator D(T ), is

within the confidence interval. This attests the correctness of the proposed confidence
interval at least when applied to the single non-stationary time-histories of this study.

Note that, to design a structure, the safe region is only when the damage D(T )

is greater than E[D(T )]. Since E[D(T )] is unknown in practice, it is suggested to
take the upper limit of confidence interval as the reference value to be considered in
design.

Table 22.1 Lower and upper
limits of confidence interval
and calibrator D(T ) sample
damage

Lower limit Calibrator D(T ) Upper limit

5388 6023 7166
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22.5 Conclusion

A confidence interval has been derived to address the statistical variability of the
fatigue damage computed from one single non-stationary time-history. A technique
in which the time-history is divided into stationary segments, and each segment
partitioned into blocks, was developed to build the confidence interval. The proposed
confidence intervalwas verifiedby the random loadingsmeasuredon amountain-bike
travelling on different speeds, seat and surface conditions over time. All measured
time-histories were classified as being non-stationary by qualitative and quantitative
methods. A quantitative method was the ‘run test’ based on a sequence of observed
damage values, as it can detect simultaneous changes in frequency content, mean
and variance in the signal. The expected damage was approximated by a ‘calibrator’
sample damage computed from the set of damage values from 20 measured time-
histories. This calibrator damage, replacing the expected damage, was used to check
whether the confidence interval correctly enclose the expected damage. The results
then confirm the accuracy of the proposed confidence interval when applied to one
single measured time-history.
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Chapter 23
Review of the Models for Determining
the Moment of the Initiation
of the Fatigue Crack in the Frequency
Domain for Random Loads
with Non-Gaussian Distribution

Michał Böhm

Abstract Random loading conditions can be rarely defined by a pure gaussian
process. Due to this when we are using methods which are based on the concept
of pure gaussian distributions of loading we must have a tool to take into account any
distortions of the gaussian process. The paper presents a short review of the models
for determination of the moment of the initiation of fatigue crack in the frequency
domain. The paper discusses the overall problem of fatigue estimation as well as
problem arising with the use of different calculation approaches for the frequency
domain. The analyzed models have been divided into three main groups, which are
the stress, strain and strain energy models. The discussion is centered on the possi-
bility to use these models for non-gaussian random loads. The biggest variation of
models is presented for the stress approach. It has been noted that for the strain
approach we are missing a non-gaussian correction method. Some of the approaches
presented in the literature such as the Bracessi model can be widely used in order to
correct the estimated fatigue life in both stress and strain energy approach.

Keywords Fatigue · Crack initiation · Frequency domain · Spectral method

23.1 Introduction

Determining the moment of fatigue crack initiation for random loads is based on the
use of fatigue failure accumulation hypotheses. By applying an appropriate model,
we obtain a specific number of cycles or directly the time to the fatigue crack initia-
tion. This is extremely important for the planning of the fatigue crack development
observation. There are two main groups in the literature for determining the moment
of fatigue crack initiation. The first group is based on the counting of the number
of cycles and is described in the so-called time domain. The second group is based
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on the use of statistical parameters of the probability distributions of loads and is
described in the so-called frequency domain. Both groups have advantages and disad-
vantages. The greatest advantage of the cycle counting method is its simplicity. On
the other hand, the computational speed is the advantage of the methods defined in
the frequency domain. For this group, determining the moment of crack initiation is
particularly difficult when analyzing statistical distributions with a disturbed gaus-
sian distribution. The idea of applying an appropriate correction of distributions, or
the selection of an appropriate method of description of loads by means of stress and
strain models or in the form of a recorded strain energy parameter is discussed later
in the paper. The presented results are pointing out the existing approaches as well
as the lack of such for the strain models.

23.2 Fatigue Crack Initiation Models Defined
in the Frequency Domain

The models used to determine the degree of failure in the frequency domain are most
often based on the use of the approach based on direct determination of the fatigue
failure damage index or failure determined on the basis of the probability density
function of the analyzed power spectral density. They are described by the stress
distribution, strain or energy parameter. Most often, the damage is used directly to
determine the time to fatigue crack initiation. For this purpose, the work of Miles [1]
uses, inter alia, the linear Palmgren-Miner hypothesis and the approximation of the
amplitudes by the Rayleigh probability distribution. As a result, the relationship on
fatigue life per unit of time was obtained:

Tcal = A

M+ + (2ξ0)
m
2 �

(
m+2
2

) , (23.1)

where: A = σm
a f N—coefficient calculated from the Wöhler curve, m- is the Wöhler

slope coefficient for the analyzed material,M+—is the expected number of peaks in
a unit of time, ξ 0—the zero order spectral moment (variance of the stress course),
σ a—stress amplitude, N—number of cycles till failure.

Many approaches take into account the probability density function defined with
the use of the spectral moments ξ i. The most popular one is the Dirlik approach [2]:

p(σa) = 1

2
√

ξ0
·
[
K1

K4
· e −Z

K4 + K2 · Z
R2

· e −Z2

2·R2 + K3 · Ze −Z2

2

]
, (23.2)

where: K1, K2, K3, K4, and Z are model coefficient.
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23.2.1 Stress Models

The stress approach for fatigue lifetime estimation is very well described in the
literature. We can find many papers like the Pitosteit and Pneumonts paper [3] or
Niesłony and Böhm [4]. Many solutions like i.e. the Benasciutti and Tovo [5–7] are
used for direct damage degree calculation and is one of the most popular for the use
with the stress information. They proposed inter alia an algorithm for fatigue life
estimation till the crack initiation for the case of a non-gaussian distribution. They
have proposed a probability density function which in its classical form is presented
in Eq. 23.3:

p(σa) = b
γ σa

ξ0
exp

(−σ 2
a γ

2

)
+ (1 − b)

σa

γ 2ξ0
exp

(−σ 2
a γ 2ξ0

2

)
, (23.3)

where b—weight function dependent from the PSD and γ can be calculated with the
use of the spectral moments ξ 0, ξ 2 and ξ 4:

γ = ξ2√
ξ0ξ4

. (23.4)

Braccesi et al. [8] proposed a non-gaussian correction factor λ in order to take
into account the non-gaussian effect at the fatigue lifetime estimation stage, that can
be used in the fatigue estimation stage as proposed by Niesłony et al. [9]:

Tcal = 1

M+ ∫∞
0

p(σa)

N0

(
σa f
σa

)m dσa

· 1

λng
, (23.5)

where: σ af—fatigue limit in fully reversed tension-compression, N0—number of
cycles till failure, λng—non-gaussian correction factor defined as:

λng = exp

(
m

2
3
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(
K − 3

5
− S2

4

))

, (23.6)

where S—skewness, K—kurtosis.
Another important paper in terms of the stress approach has been presented by

Palmieri et al. [10], where the authors analyze not only the non-gaussian effect but
also take into account the non-stationarity index.
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23.2.2 Strain Models

The strain approach has been described by Macha [11] within the frequency domain
for multiaxial random loading. In their book Niesłony and Macha [12] presented a
simplified approach to fatigue life assessment with the use of the spectral method
and strain information:

Tcal = 1

M+ ∫∞
0

p(εa)

1
2

(
εa E

σ
′
f

) 1
b
dεa

, (23.7)

where: σ ′
f—fatigue strength coefficient.

There are recent papers by Böhm and Niesłony [13] where they explore these
concepts with the use of different criteria in order to calculate the fatigue life:

Tε = 1

λM+ ∫∞
0

p(εa)
N f (εa)

dεa
, (23.8)

where: the λ coefficient includes the impact of broad frequency spectrum on the
fatigue life,M+ is the expected number of cycles in unit time, p(εa) is the amplitude
probability density distribution, andNf (εa) is a function giving back the cycle number
of the fatigue characteristic.

An interesting paper exploring the possibility to use the strain models with the
Neuber correction is presented by Rognon et al. [14]. Their approach has been
compared with the procedure formulated by Böhm et al. [15] in order to take into
account the plastic region of the stress-strain curve for fatigue estimation within the
spectral method. Nevertheless till now no correction in terms of non-gaussian effect
of the random loading has been presented.

23.2.3 Strain Energy Models

The strain energy approach is using the coupled information from the stress and
strain in the form of the energy parameter. We can find many solutions to the topic
of the use of advanced models as presented by Kluger and Łagoda [16]. The energy
parameter can be used in the frequency domain as presented in the paper by Banvilett
et al. [17] and then modified by the Bracessi correction factor with the use of the
Energy curve characteristic data such as the slope value:

Tcal = 1

M+ ∫∞
0

p(Wa)

N (Wa)
dWa

· 1

λWa

, (23.9)
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where: Wa—is the strain energy amplitude, N(Wa) is a function giving back the
cycle number of the fatigue characteristic, λWa—Bracessi correction factor rescaled
for the strain energy fatigue characteristic.

That approach is viable if we are dealing with a time history that can be trans-
formed into a power spectral density. The problem arises if we want to directly use
the Power spectral density of the energy parameter as it is non-gaussian under the
pure assumptions. A first approach on how to take this effect into account has been
presented by Böhm and Łagoda [18] where the probability density function is being
modified:

Tcal = 1

M+ ∫∞
0

pN (Wa)

N0

(
Wa f
Wa

)m′ dWa

, (23.10)

where:Waf—strain energy fatigue limit,N0—number of cycles till failure,m′—slope
of the energy fatigue curve:

A direct damage degree model has been presented by Böhm and Benasciutti [19].
They have presented a solution for the elastic material state, which takes into account
the non-gaussian character of the strain energy:

E[DW (T )] = T v+
0,W

Aw

(2aξ0)
m ′

�
(
1 + m ′), (23.11)

where: a—scale parameter, Aw—fatigue strength coefficient of the S-N curve of
W (t), �—gamma function, ν+

0,w—rate of mean value up-crossings.
The problem with the elastic-plastic state remains still unsolved for the strain

energy models and is a topic for future research papers.

23.3 Conclusions and Observations

The non-gaussian effect influencing the loading remains a huge problem for fatigue
life estimation methods defined in the frequency domain. The presented review of
models does not fully exhaust the topic, but is only an attempt to highlight the most
practical solutions, that can be easily implemented within the frequency domain. On
the basis of this research one can formulate certain conclusions and observations:

• There are solutions allowing for the correction of the determination of the crack
initiation moment due to the Gaussian load disturbance for stress models and with
the use of the energy parameter;

• The model proposed by Bracessi et al. has the broadest application range for both
stress and strain energy approach;
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• The review showed that for strain models there is currently no effective method
defined in the frequency domain (work in progress);

• The use of the approach based on the energy parameter allows us to directly
analyze also in the field of energy;

• The energy parameter itself has a non-gaussian distribution;
• The study analyzes a wide range of models due to their usefulness in the process

of determining the moment of crack initiation due to the possibility of taking into
account the phenomenon of gaussian distribution disturbance.
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Part IV
Failure Analysis and Recent Advances
on Mixed-Mode Fatigue and Fracture



Chapter 24
On High- and Very High Cycle Fatigue
of Metals and Alloys at Axial Loading

E. B. Zavoychinskaya

Abstract There are discussed Mughrabi’s diagram and Shanyavskii’s bifurcation
fatigue curve. Here is shown that the authors represent on one graph the areas of
different fatigue curves at different frequencies of uniaxial loading. The well-known
mechanisms of micro-fracture initiation are considered. They are ductile and brittle
failure mechanisms and they occur at loading with any frequency. The failure stress
amplitude is a function of three variables: number of cycles, loading frequency, and
temperature. For the nickel alloy EI437B, 9–12% chromium martensitic steel and
titanium alloy VT3-1 the fatigue properties of which do not depend on frequency,
the areas of brittle micro-, meso- and macro-defect evolution and fatigue curves on
defect levels are constructed on the scale-structural fatigue model, they describe the
experimental data satisfactorily. The basic characteristics of the model for materials
with frequency-dependent fatigue properties are determined as a function of the
loading frequency.

Keywords High- and very high fatigue · Frequency · Brittle and viscous fracture ·
Scale-structural fatigue model

24.1 H. Mugrabi Fatigue Curve [1] and Bifurcation Fatigue
Curve [2–4]

A large number ofworks in recent years are devoted to the problemof safety operation
of structures with long service life. For economic reasons, design and operating
companies are making efforts to extend the element life. Studies on high- and very
high cycle fatigue are carried out in the Institute of Applied Mechanics named after
Ishlinsky [5],MAI,MATI named after Tsiolkovsky, VIAM [2–4], IMET named after
Baykov [6, 7], IMASH named after Blagonravov [8, 9], SPBPU [10], in the institutes
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Fig. 24.1 a Mughrabi’s chart [1], b Shanyavskii’s chart [2–4]

and universities of Germany and Austria [11–13], France and Italy [2, 3, 14, 15],
Japan [16, 17], in the institutes of South Korea [18], and other scientific organization.

In the most works the theoretical high- and very high cycle fatigue curve at
symmetric uniaxial loading is based on the multistage model of Mughrabi [1]
(Fig. 24.1a) with the identification of two mechanisms of fatigue initiation: from
microfailure on the sample surface (stable slip bands are observed) and from the
geometric concentrators of the structure in the bodyvolume (microfacets are observed
inside and at the grain boundaries, in the area of inclusions with the formation of
fine-grained structure area “fish eye”) with or not the endurance. This behavior is
observed in Cr–Mo steels, bearing steels, titanium alloys. For example, in the VT3-1
two-phase titanium alloy, the micro failure nucleation sites are the phase boundaries,
the micro failure occurs by the second mechanism and an optically dark zone near
the inclusion is formed. In the area of high cycle fatigue, both mechanisms of micro
failure initiation are observed.

In [2–4] the bifurcation fatigue curve (Fig. 24.1b) is considered with the area in
which these mechanisms are realized with different probabilities, determined by the
energy absorption, it is discussed possible a break of the fatigue curve and several
endurance limits. Different branches of fatigue curve are described by different power
functions of the failure amplitude from the cycle number. If it is accepted that the
fatigue curves have bifurcation regions, possible discontinuities, the presence of
several endurance, then there is a problem to describe such fatigue processes (for
example on the hypotheses of the scale-structural fatigue theory [19–23]) with tran-
sition to the next level to reach the failure state at the previous level. And the problem
of determination of basic characteristics for failure probability at each level exists.
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24.2 Influence of Frequency on Fatigue Characteristics
of Metals and Alloys

The numerous number of experimental works are devoted to the study of high and
very high cycle fatigue at various loading frequencies (for example in the works [10,
11, 18, 24–26]). At changing of the modes of high-speed units vibrations can occur
in various areas of the sound range (up to 20 kHz), up to the range of ultrasonic
frequencies (up to 100 MHz and above). For example, the supporting structures of
modern aircraft could be subjected to high-frequency loading due to aerodynamic
interactionwith the environment and the action of intense acoustic fields generated by
jet engines. High-frequency cyclic loads take place in parts of various technological
ultrasonic equipment, in hydroacoustic transducers. The Wehler curve in the areas
of high- and especially very high cycle fatigue is plotted on the high-frequency
test data. For the study of high- and, especially, very high cycle fatigue, as a rule,
high-frequency test methods could be applied (as methods of accelerated tests).

For some materials fatigue characteristics are weakly dependent on the loading
frequency, for example, for pure metals (aluminum, copper), most nickel alloys,
as for alloy EI437B [24, 25] on Fig. 24.2a (the experimental data at a frequency
of 10 kHz are marked solid circles, hollow circles correspond to a frequency of
16 Hz). Figure 24.2b is presented a calculation on the model [19–23] for nickel alloy
EI437B, fatigue properties not depending on frequency, the I–III areas correspond to

Fig. 24.2 a Experimental data [27], b calculation data for nickel alloy EI437B
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Fig. 24.3 a Calculation data for nickel alloy and 9–12% martensitic-chromium steel corre-
spondingly, b macro-failure surface with initiation over inclusion, σ−1 = 550MPa, N−1 =
4.66 ∗ 107cycles [11].

micro level defect nucleation and growing, the IV is the growth of mesodefects (on
average, by grain size), theV–VI areas are brittlemacro crack growing. Curve ft is the
theoretical fatigue curve on the model. It can be seen that the model is satisfactorily
described the experimental data at different frequencies. The Wöhler curve of 9–
12%martensitic-chromium steel [11] is also independent of frequency. For this steel
the experimental [11] and calculation data [21–23] are presents in Fig. 24.3a (solid
circles are first mechanism failure, hollow circles are second failure mechanism at
frequencies 100 Hz and 20 kHz, black hollow squares are the first mechanism at
25 Hz).

There is observed the same situation for titanium alloy VT3-1 [5, 10, 26]. It was
conducted the analysis of fatigue at uniaxial asymmetric loading (at different values
of the parameter α = (σmax+σmin)/(σmax−σmin)) at sound frequencies up to 100 Hz
and an ultrasonic frequency of 20 kHz, the basic characteristics of the scale-structural
fatigue model were found. The areas of defect growing are obtained. It is shown that
the fatigue curves for IV level defects at sound and ultrasonic vibrations practically
coincide, the fatigue is practically independent of the frequency. The macro-failure
andmicro-failure (on the α—phase splitting and the β—phasemesodefect initiation)
are shown in Fig. 24.4.

On the other hand, for example, as for the nickel alloy EI826 and steel 1X17N2Sh
on Fig. 24.2a, we can see that the fatigue curves are different for different frequencies.
An analysis of exploration on fatigue of steels, nickel, aluminum and titanium alloys
at different loading frequencies allows us to conclude that for materials, fatigue
properties dependingon frequency, different sections onFig. 241 a) describe different
failure processes, namely, with subsonic frequency as usually in the region of low
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Fig. 24.4 a Macro-failure surface of VT3-1 in coordinates (σmaxαN ) and experimental data [2, 3,
5, 10, 26], b micro- and macro-failure surface of VT3-1

and high cycle fatigue and with ultrasonic loading frequency at the very high cycle
fatigue. This can also explain the break of the fatigue curvementioned in someworks.
The diagram ofMughrabi (Fig. 24.1a) and Shanyavskii’s chart (Fig. 24.1b) show two
differentWehler curves at different frequencies for amaterial depending on frequency
fatigue characteristics. The right section after point 4 can be continued to the left into
the region of low- and high cycle fatigue, while it will be located the Sects. 24.1–
24.4, which indicates the material hardening with an increase of SSfrequency, as is
observed in most experiments at high cycle fatigue. This is explained by the fact that
at subsonic frequencies thematerial is under a stress of the same sign for a sufficiently
long time, and microdefects have time to develop in many microregions, only single
microdefects have time to develop at ultrasonic frequencies and a small half-period.
The left part 1–4 on Fig. 24.1a can be continued to the right in the area of very high
cycle region and it will probably be a different curve than the one plotted on the basis
of ultrasonic loading.

So different Wöhler curves as a function of two variables: the number of cycles
and the loading frequency, namely, in the area of high cycle fatigue—with one, as
a rule, sonic frequency, in the area of gigacycle fatigue—with another, as a rule,
ultrasonic frequency, are represented in Fig. 24.1. In this case, both, namely, the
first mechanism of viscous fracture, and the second of the brittle failure take place
at loading with any frequency, depending on the number of cycles. In the area of
endurance of the investigated ductile materials, the viscous mechanism was basic.
The temperature is the third independent variable. In using air and water cooling
of sample experiments, a dependence on the loading frequency was also observed
[11, 24, 25]. In the area of gigacycle fatigue, significant heating of samples (due
to irreversible transformations of mechanical energy into thermal energy) leads to
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softening of the material with increasing frequency. The basic characteristics of the
fatiguemodel [19–23] should be the functions of loading frequency and temperature.

24.3 On the Mechanisms of Viscous and Brittle Failure

Both described above failure mechanisms take place at loading at any frequency.
The first mechanism is the mechanism of viscous failure. In the low cycle region
(at N ∈ (

104, 106
)
cycles) of plastic materials, inelastic deformation and viscous

failure processes are possible, at the nanoscale level there are characterized by the
appearance of plastic distortion at the critical curvature of the crystal lattice with the
generation and evolution of dislocations by twinning and slidingmechanisms and the
cellular substructure formation, which leads to the movement of grain ensembles and
the appearance of microshear bands at the microlevel, to the formation of mesoscale
slip bands and structural-phase decomposition of the deformable material with the
generation and growth of porosity, ending by the initiation of a viscous macrocrack.
At the macroscale level, intense sliding of grain ensembles occurs. In this area, the
magnitude of inelastic deformations does not exceed elastic strains and inelastic
straining inhibits the brittle crack growing.

The second mechanism is the brittle failure mechanism, which is the main in the
areas of high- and very high cycle fatigue. A focus of brittle micro-fracture from
the structure geometric concentrators is likely both in the volume of the body and
on the surface in the case when the surface is ahead of the internal volumes in the
accumulation of microdefects. In the area of low cycle fatigue of plastic materials,
the process of viscous failure by the first mechanism and the growing of brittle micro-
and macro-cracks by the second one take place simultaneously. On the fractographs
it is possible to distinguish both a zone of shear fracture, namely, the region of
evolution of inelastic straining and viscous cracks with pits, and a zone of brittle
fracture by separation. For plastic materials, in many cases, the process of viscous
failure is decisive in the macrocrack nucleation.

24.4 Conclusion

Thus, the fatigue analysis in metals and alloys at uniaxial loading, including
asymmetric cycles, allows to formulate the following conclusions.

In general, fatigue curves on defect levels are functions of frequency and temper-
ature. So the diagram of H. Mughrabi and Shanyavskii’s chart shows two different
Wehler curves at different frequencies for a material depending on frequency fatigue
characteristics.

Here are presented the areas of micro-, meso- and macro-defect growing and
uniform fatigue curves on defect levels and brittle fracture for nickel alloy EI437B,
two-phase titanium alloy VT3-1, and 9–12% martensitic-chromium steel, fatigue
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properties are independent on the loading frequency, at asymmetric uniaxial loading.
The model is satisfactorily described the experimental data at different frequencies.

For materials (for example, nickel alloys, highly alloyed stainless steels, and
others), fatigue properties are dependent on the loading frequency, fatigue curves are
different for different frequencies.

There are known two mechanisms of fatigue initiation. The first one is from
microfailure on the sample surface (stable slip bands are observed). This mechanism
is of the viscous failure. And the second one is from the geometric concentrators of
the structure in the volume or on the surface of the body with or not the endurance.
This is the mechanism of brittle failure.

In the low cycle region of plastic materials, inelastic deformation and viscous
failure processes take place.Wherein brittle fracture processes from surfacemicrode-
fects develop also. In this area the magnitude of inelastic deformations does not
exceed elastic strains and inelastic straining inhibits the brittle crack growing.

In the high cycle region, the brittle micro-fracture from the structure geometric
concentrators take place in the volume or on the surface of the body.

In the very high cycle region, the brittle micro-fracture from the structure
geometric concentrators begins in the volume of the body in many cases.
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Chapter 25
Analysis of Aramid Fabric Damage
Mechanisms as a Result of Different
Load Speeds

Pawel Zochowski, Dariusz Pyka, Adam Kurzawa, Marcin Bajkowski,
Mariusz Magier, Ilmars Blumbergs, Roman Grygoruk, Miroslaw Bocian,
and Krzysztof Jamroziak

Abstract The study aramid fabrics of Twaron T750 type loaded in quasi-static
punching and impact loading tests were tested. The scope of these works was carried
out in the form of piercing with a non-deformable steel penetrator with a semi-
spherical tip, moving at a constant low speed and on the drop impact test and firing
the aramid fabric with a 9 × 19 mm Parabellum projectile. The areas of damaged
yarns were subjected to microscopic analysis using the SEM technique. In this way,
efforts were made to show that the speed of piercing is important in terms of the
damage to the yarns of the individual fibers of the fabric. The obtained results were
used to formulate guidelines for the design of energy-consuming structures.
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damage
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25.1 Introduction

High-strength para-aramid fabrics are the basic material in special constructions
exposed to impact loads. The basic component of this type of fabric is a fiber with a
diameter of several to several micrometers [1, 2]. Due to the specific structure, fabrics
made of para-aramid fibers are characterized by a favorable combination of very good
mechanical properties and low own weight. Their high efficiency of absorbing and
dissipation of impact energy results both from the material properties of the fibers
themselves (tensile strength, Young’s modulus, relative elongation), but also from
the mechanisms and methods of interaction of individual components making up the
fabric at all levels of the structure (fibers-yarns-layers-composite laminate) [3, 4].
Bearing in mind the behavior of individual structures of the composite package, an
important issue is a detailed analysis of the work of individual yarns at different load
speeds in order to determine the important mechanisms that affect their damage.
Many papers describing this type of issue [5, 6] refer to the search for optimal
solutions in the area of their improvement.

The aim of the study was to investigate the mechanics of destruction (cracking)
of the fibers forming the layer of Twaron T750 aramid fabric. This destruction was
carried out at different load speeds so that it was possible to observe its influence on
the yarn damage process. Knowledge of these processes will be helpful in assessing
the ability to absorb impact energy and formulating postulates for the construction
of safe structures.

25.2 Materials and Research Methodology

The study analyzed the T750 fabric made of high-tenacity Twaron® para-aramid
fibers of The Netherland company Teijin Aramid. The mechanical parameters of the
tested fabric are summarized in Table 25.1 and the general view of the fabric in the
state before puncture is shown in Fig. 25.1.

As part of the analysis, several tests of material piercing under quasi-static condi-
tions andwith a drop hammer aswell as firingwith a 9× 19mmParabellumprojectile
were carried out to check the behavior of the fabric under impact conditions with high
deformation rates. The fabrics were fixed in a steel frame with a hole of 100 mm in
diameter. Stable fastening of the fabric was carried out linearly around the perimeter

Table 25.1 Selected physical and mechanical properties of the Twaron T750 fabric [1]

Style Linear density
(dtex)

Twaron® type Weave Area density
(g/cm2)

Thickness
(mm)

Min. breaking
strength
(N /5 cm ×
1000)

T-750 3360 1000 Plain 460 0.65 16.2–17.4
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(a) (b)

Fig. 25.1 General view of the T750 fabric structure: a 80×magnification, b 1000×magnification

of the opening. The fabrics were punctured in the axis of the frame opening. The
analysis of the fabric structure after the puncture tests was performed on the Hitachi
TM-3000 scanning microscope. The microscopic observations were concentrated in
the areas determined on the basis of the results of the stress distribution obtained
from numerical analyzes.

Microscopic observations were carried out in three reference areas (Fig. 25.2).
Area A—the so-called fiber delamination area, area B—puncture area in which the
condition of the end sections of the fibers was analyzed, area C—the area where
the fibers were drawn. The reference observation points for area A and area C were
determined at a distance of 15 mm from the puncture hole axis. In the scope of
the observation carried out in the B area, the microscopic characteristics of the end
sections of the fibers were taken.

Fig. 25.2 Marking areas
selected for microscopic
observations
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25.3 Results and Discussion

The results of the quasi-static piercing, drop test, and pistol round firing are shown
in Fig. 25.3.

According to the Literature [7, 8] as can be seen at low penetration velocity
(Fig. 25.3a) the stress wave does not play a significant role in the stress distribution.
Energy is absorbed by the sample in the form of deformation, matrix cracking, fiber
breakage, and delamination. It has been schematically presented in Fig. 25.3a in
relation to the puncturing of the aramid laminate in the drop test (10 layers of T750
fabric) with an impact velocity of 8.8 m/s, where the absorbed energy of app. 92.9 J
was recorded.

In the case of a ballistic impact, the energy absorption mechanism is different
(overshooting 10 layers of T750). As shown schematically (Fig. 25.3b), the perpen-
dicular impact of the projectile on the target generates compressive and shear stress
waves along the direction of the projectile penetrating the composite. Whereas the
waves transverse to the penetration direction of the projectile are waves of tensile
and shear stresses in the direction of the plane.

The region marked I is under the projectile. Region II is surrounded by the area
to which the transverse stress wave runs along with the directions in the plane. As
also shown schematically (Fig. 25.3b), the primary yarns run through region I and
form a characteristic cross (red color). The secondary yarns are found in region II.

(a) 

(b)

Fig. 25.3 Schematic arrangement of a typical woven-fabric composite target: a during drop test,
b during ballistic impact
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Compression of the layers in this region is due to the transverse wave propagating
in the directions in the plane. Also in these directions, a tensile stress is generated.

Later on, attention was focused on the analysis of yarns using scanning electron
microscopy (SEM). On this basis, the work mechanisms of the warp and weft of the
aramid fabric yarn were assessed. For this purpose, two types of failure of the fabric
presented in Table 25.2 were analyzed.

In areaA (see Fig. 25.2), the so-called in the delamination area, strong deformation
of the yarn constituting the weft of fabric is visible. In this area, due to the complex
state of stresses causedmainly by tensile and bending forces, yarn damage is observed
mainly by pulling single fibers from the weft from the interlacing (Fig. 25.4).

In the drop test, the destruction of the fibers takes place mainly on the surface of
the fibers by delamination of the outer surface of the fiber. The impact load of the
9 × 19 mm projectile increases the number of broken weft fibers with the observed
limited surface delamination.

In the area of puncture (area B), the observations confirmed the difference in the
failure mechanism between the performed tests. The analysis of the end sections
of the fibers participating in the contact with the projectile/penetrator showed that
after the drop test, the fibers in this zone were usually sheared, and the observations
confirmed their slight delamination (Fig. 25.5a).

During the shooting test, most of the fibers were damaged by tearing, causing the
characteristic strong delamination of their tips (Fig. 25.5b).

In the C region, where the fibers are strongly drawn out under high tensile forces,
the fibers are delaminated longitudinally, which most often leads to the breaking of
the microfiber detached from the outer surfaces in both test cases (Fig. 25.6). This
area is characteristic of primary yarns.

25.4 Conclusion

The analysis shows a general conclusion that the mechanism of fiber destruction
depends on the piercing velocity. In quasi-static piercing, the fibers are first subjected
to compression, tensile, and then, after exceeding the limit strain, they are broken.
In an impact load, the fibers are sheared, stretched, and twisted due to the rotational
velocity of the projectile. It was shown in microscopic images (Fig. 25.4), in which
the fibers after the shooting test show the so-called jagged structure, in contrast to
the fibers destroyed in the drop test.
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(a) (b)

Fig. 25.4 T750 fabric structure after piercing in area A: a in the drop test, b in shooting test

(a) (b)

Fig. 25.5 T750 fabric structure after piercing in area B: a in the drop test, b in shooting test



226 P. Zochowski et al.

(a) (b)

Fig. 25.6 T750 fabric structure after piercing in area C: a in the drop test, b in shooting test
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Chapter 26
Experimental Identification
of Viscoelastic Properties of Plates Made
of Quiet Aluminum

Pasquale Grosso , Alessandro De Felice , and Silvio Sorrentino

Abstract The present study is aimed at the identification of equivalent viscoelastic
models for layered thin-walled structures, obtained from vibration measurement
only. Accurate modeling of modal properties is fundamental for describing metal
fatigue caused by forced vibration on structural components. A new approach is
proposed, based on a definition of an equivalent modal damping ratio applied to the
circle-fit technique, to overcome the difficulties related to the identification of modal
parameters when adopting non-conventional viscoelastic models. When the struc-
tural internal dissipative effects are dominant, this procedure identifies the parameters
of an equivalent Young’s modulus in the frequency domain. The proposed procedure
is applied to the analysis of platesmade byQuiet Aluminum, adopting the linear frac-
tional Kelvin-Voigt viscoelastic model and assessing the accuracy of the identified
parameters by comparison of numerically simulated with experimentally measured
frequency response functions.

Keywords Damping · Viscoelastic models · Fractional derivative models · Modal
parameters · Experimental vibration analysis · Quiet aluminum

26.1 Introduction

Accurate evaluation of the damping properties of layered thin-walled structures is a
relevant problem for several industrial applications in the field of vibration control
and noise reduction [1, 2]. But direct identification from vibration data is generally
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a difficult task [3], especially when more refined models than the viscous damping
or hysteretic ones are necessary for getting a sufficient accuracy.

Theproblemofmodeling vibrations of layered dampedplates has been extensively
investigated adopting conventional damping models, but only recently, an approach
was developed to identify storage modulus and loss factor with frequency-dependent
characteristics [4].

In the present study, a different, indirect approach is proposed, based on the
concept of equivalent modal damping ratio (ζ n). It is well known under which
assumptions ζ n can be defined, by considering a linear viscous dissipative model
(integer order Kelvin-Voigt model) or a hysteretic model [5]. However, this theo-
retical parameter shows a dependency on the related natural frequency that in most
cases fails in fitting the experimental data on relatively broad frequency ranges. Better
results can be achieved by means of non-integer order differential models [6].

To overcome the difficulty of finding analytical expressions of ζ n in case of non-
conventional dissipative models, a method of general validity is developed, intro-
ducing the concept of equivalent modal damping ratio applied to the circle-fit tech-
nique [7, 8]. This identification method is based on the assumption that the Nyquist
plot of a frequency response function (FRF) for any mode n can be approximated
by a circumference, which is still acceptable when considering non-conventional
viscoelastic models [9]. An identification algorithm is then proposed, which is valid
when the structural internal dissipative effects are dominant with respect to those due
to air [10], adopting the fractional Kelvin-Voigt model [6], and applying it to the anal-
ysis of a vibrating plate made of Quiet Aluminum (QA) [11]. Among applications,
accurate modeling of modal properties would improve the results of vibration-based
methods for estimating fatigue inmetal ormetal-composite structures likeQApanels.

26.2 Identification Method

According to the circle-fit technique [8] applied to the integer order Kelvin-Voigt
model (in the following simply referred to as Kelvin model), almost circular experi-
mental Nyquist plots of the mobility allow the estimate of the related modal damping
ratios ζ n and natural angular frequencies ωn, which are given by:

ζn = 1

2ωn

[
�2

2n − �2
1n

�2n tan(γ2n) + �1n tan(γ1n)

]
(26.1)

where the symbols refer to Fig. 26.1a and the natural angular frequency ωn is iden-
tified as the frequency of maximum sweep rate of the circle (say �0n; where the
assumption ωn = �0n is valid for the Kelvin model, not in general). The result of the
identification procedure is a set of experimental modal parameters (ωn, ζ n).

However, if the aimof the identification procedure is getting an equivalentYoung’s
modulus in the frequency domain, then the classical dissipative models (Kelvin and
also hysteretic) may not be accurate enough. As a consequence, more refined models
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Fig. 26.1 Nyquist plot of mobility, general scheme for mode n (a). Experimental Nyquist plots of
mobility, mode at 320 Hz (b)

are often needed. The fractional Kelvin-Voigt model [8] is herein adopted (simply
referred to as fractional Kelvin model):

E(ω) = E0R(ω) = E0
[
1 + (iτω)α

]
,

E(s) = E0R(s) = E0
[
1 + (τ s)α

]
, (26.2)

where α is a non-integer (or fractional) derivative order (values between 0 and 1).
When considering a complex Young’s modulus E(ω) = E0R(ω), the modal

mobility can be written as a function of the real and imaginary parts of R(ω), yielding
the following possible definition an equivalent modal viscous damping coefficient:

c∗
n = An

2r
= knIm[R(�0n)]

�0n
(26.3)

where kn is the modal stiffness, An is a dimensionless modal coefficient (assumed as
real, without loss of generality), r is the radius of the modal Nyquist plot (assumed
having circular shape), and �0n identifies the maximum sweep rate of the modal
circle.

Then, a definition for an equivalent modal viscous damping ratio can be given as

ζ ∗
n = 1

2

c∗
n√

knmn
= 1

2
ωn

Im[R(�0n)]

�0n
(26.4)

which, compared to Eq. (26.1), yields a direct link between the parameters in the
constitutive function R and the experimental data:
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Im[E0R(�0n)] = �0n

λ2
n

[
�2

2n − �2
1n

�2n tan(γ2n) + �1n tan(γ1n)

]
= pn (26.5)

where λn is a modal parameter (which can be separately estimated considering a
model for the undamped structure). As a possible solution, therefore, an iterative
procedure is developed, aimed at identifying the values of the constitutive parame-
ters that minimize an error function between the experimental and the numerically
simulated FRFs.

26.3 Experimental Results

The proposedmethod is applied adopting the fractional Kelvin-Voigt model for iden-
tifying the equivalent viscoelastic properties of a QA plate, without any extrapolation
beyond the limits of the frequency interval of available data. A uniform square plate
was testedwith respect to flexural free vibration (height=width=300mm; thickness
of aluminum layers = 0.987 mm; thickness of intermediate layer = 0.025 mm; total
mass= 0.52 kg and equivalent density= 2889 kg/m3). The specimen was restrained
to a frame by means of flexible couplings, in order to approximate the free-free
boundary conditions. It was excited by means of an instrumented ICP hammer in
correspondence of themidpoint, and acceleration responseswere evaluated bymeans
of aminiaturized ICP piezoelectric accelerometer placed in the same excitation point,
on the opposite face of the plate. An experimental Nyquist plot of modal mobility is
displayed in Fig. 26.1b (mode at 320 Hz).

The modal parameters were computed according to the Rayleigh–Ritz method.
The equivalent Poisson’s ratios were estimated according to [12], after testing the
sensitivity of the natural angular frequencies of the undamped plate. It resulted that
the equivalent Poisson’s ratio of QA does not vary significantly with respect to that
of aluminum (ν = 0.33, with maximum percentage errors in the natural angular
frequencies of less than 0.1%). So, its dependency from frequency was neglected.

The identified equivalent constitutive parameters are reported in Table 26.1, in
which E0Al = 7.1 × 1010 [N m–2] is the standard value for Young’s modulus of
aluminum. A reduction of equivalent static Young’s modulus was expected, and the
low values of the fractional exponents mean that the overall dissipative behavior is
closer to the hysteretic behavior than to the viscous one.

The experimental estimates of ζ n are displayed versus the natural frequencies ωn

in Fig. 26.2a. On the experimental data (dots) is superimposed the curve ζ n (ωn),
plotted with the identified equivalent constitutive parameters in the fractional Kelvin
model.

Table 26.1 Identified equivalent constitutive parameters in the fractional Kelvin model

E0/E0Al = 0.825 α = 0.219 τ = 4.829 × 10−8 s (ρ = 2889 kg/m3, ν = 0.33)
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Fig. 26.2 Modal damping ratios ζ n versus natural frequencies (a): experimental identified data
(dots) and fractional Kelvin model interpolation (continuous curve). Mobility modulus versus
frequency (b), experimental data (dotted) and fractional Kelvin model numerical simulation
(continuous)

The accuracyof the identifiedparameters in the fractionalKelvinmodel is assessed
by comparison of numericalwith experimental FRFs (modulus ofmobility), as shown
in Fig. 26.2b (where the peaks are related to modes 3, 5 and 11 of the free plate).

The same experimental FRFs were then compared with those obtained adopting
an equivalent complex Young’s modulus descending from either the Kelvin or the
hysteretic models. In this case, the viscoelastic parameters were identified consid-
ering a single mode (actually mode 3). Both models are clearly unable to fit the
experimental FRFs, as shown in Fig. 26.3a (where ‘v’ identifies the FRFs computed
with the Kelvin model, ‘h’ those computed with the hysteretic model and ‘f ’ those
already displayed in Fig. 26.2b).

Better results were obtained by using whole sets of identified modal parameters,
either (ωn, ζ n) for viscous damping or (ωn, ηn) for hysteretic damping. These sets of
modal parameters were used for building a viscous damping matrix and a hysteretic
damping matrix, respectively. The FRFs thus obtained are displayed in Fig. 26.3b.
Also, in this case, the hysteretic damping model gives better results than the viscous
damping one. However, notice that the viscous and hysteretic models are not accurate
out of the resonances.

26.4 Conclusions

The possibility of applying the circle-fit technique to the identification of non-
conventional viscoelastic models from vibration data has been investigated on a
plate made of Quiet Aluminum, discussing the limitations due to the adoption of
the viscous damping and hysteretic models. A novel procedure has been proposed



232 P. Grosso et al.

Fig. 26.3 Mobility modulus versus frequency. Experimental (dotted) and numerical simulations.
Kelvin and hysteretic models (a) compared with identification based on modal viscous damping
and modal hysteretic damping (b)

to overcome the difficulties related to the identification of modal parameters when
adopting non-conventional viscoelastic models (in this case the linear fractional
Kelvin-Voigt model), based on the concept of equivalent modal damping ratio and
aimed at identifying an equivalent Young’s modulus when the structural internal
dissipative effects are dominant. The proposed identification procedure may also be
suitable for application in the finite element method, for studying dissipative effects
in thin-walled structures of general shape.
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Chapter 27
Influence of Different Surface- and Heat
Treatments; Elevated Temperature,
Orientation on the Fatigue Properties
of Ti6Al4V Processed by L-PBF
for Controlled Powder Properties

Benjamin Meier, Fernando Warchomicka, Reinhard Kaindl,
Christoph Sommitsch, and Wolfgang Waldhauser

Abstract While static mechanical properties of Laser Powder Bed Fusion (L-PBF)
processed titanium alloy Ti6Al4V Grade 5 are sufficient and comparable to classic
production processes (DebRoy et al. in Prog Mater Sci 92:112–224 [1]; Vrancken
et al. in J Alloys Compd 541:177–185 [2]) the fatigue properties of L-PBF lack
behind (Leuders et al. in Int J Fatigue 48:300–307 [3]; Nicoletto in Int J Fatigue [4]).
However, the reason for this issue are not completely clear and uniquely assignable
as combination of (sub surface) porosity, microstructure and surface roughness. This
work aims to investigate the influence of several factors on the fatigue properties of
controlled, single powder patch of Ti6Al4V. The use of a single patch eliminates the
influences of mechanical and chemical powder properties. The investigated factors
comprise mechanical and electrochemical polishing (EP) surface treatment, heat
treatment (stress relief SR, furnace annealing FA, hot isostatic pressing HIP), print
orientation (vertical and horizontal) and load cases (R = −1, R = 0.1). Additionally,
a set of tests is performed at 80 °C. For both load cases HIP and machining show a
positive impactwith a higher influence ofmachining. For load caseR=0.1HCF (σ aD,
50%) for HIP and machined is around 400 MPa while the same surface treatment
but FA reach 218 MPa and SR/EP samples at just 111 MPa. Elevated environmental
temperature and horizontal orientation have a minor positive impact. For R = −1 the
overall gap narrows to 300 for HIP/machined and 175 MPa for SR/EP respectively.
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27.1 Motivation

Ti6Al4V Grade 5 (Ti64) is a standard titanium alloy with high strength to weight
ratio, excellent corrosion resistance and good ductility used in multiple technical
applications such as aerospace, medical implants and motorsports. Additive manu-
facturing processes such as laser powder bed fusion L-PBF offers new design possi-
bilities for this material that is mechanically relatively challenging to process. While
static mechanical properties of L-PBF components are found to be superior or on
level to their classically processed counterparts [1, 2, 5] the fatigue properties often
lack behind. Several effects might be the reason to this. First, the porosity found
in the process, secondly, residual stresses, especially in the surface, (anisotropy
in) microstructure and finally, surface roughness [3, 4]. However, for most tech-
nical application a decent fatigue strength or at least the knowledge of its limit and
influence parameters is essential.

Additionally, powder properties and its reuse status are of great influence for
L-PBF, especially of reactive materials such as Ti64 [6].

Therefore, within this paper several of these influence factors should be inves-
tigated. Surface roughness [7] was addressed by two different surface treatments,
machining MA and electrochemical polishing EP, later a technology with the poten-
tial to be used on the near net shape structures possible byL-PBF.Both treatments also
influence residual stresses and porosity close to the surface, but in various intensity.

Measures against the influence of porositywas further investigated by hot isostatic
pressing HIP, which has also an influence on microstructure as does the other applied
heat treatment of furnace annealingFA. Finally, just virgin powder froma single patch
withmeasured rheology and chemical compositionwas used to prevent any influence
of changing powder properties.

27.2 Methodology

To determine the chemical composition of the powder, various analytical methods
were used: The oxygen and nitrogen content were determined by hot extraction in
helium using a LECO TCH 600. (ASTM E 1409-13). Hydrogen concentration was
measured using the inert gas fusion thermal conductivity method (JUWE H-Mat
2500 analyser, ASTM E 1447-09), and the argon by mass spectrometry (IPI ESD
100) while aluminum content was investigated by inductively coupled plasma optical
emission spectrometry.

PSD as well as sphericity of the powder were measured according to ISO 13322-
2 with dynamic image analysis using a CAMSIZER XT. Flow properties were
determined by Carney flow meter (ASTM B 213-17).

Build Jobs were performed on an EOS EOSINTM280 L-PBF machine equipped
with an 400 W Nd:YAG Laser in Ar 5.0 atmosphere using parameters described in
Table 27.1.
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Table 27.1 Process
parameters

Laser power
[W]

Scan speed
[mm/s]

Hatching
[µm]

Layer
thickness
[µm]

280 1200 140 30

After removing from the printer all build platforms underwent a stress relieve
heat treatment at 650 h for 2 h using an argon flooded oven (Linn High Therm
VMK-135). This was essential to achieve working horizontal samples due to the
high residual stress in L-PBF of Ti64. Selected mechanical test samples were then
FA at 800 °C for 2 h to achieve an α + β microstructure using a vacuum oven or
underwent HIP in a Quintus QIH213 hot isostatic press. Surface of the gauge length
was either electrochemically polished or machined, as were the clamping surfaces.
In order to achieve equal minimal diameters for EP and MA two different specimen
types were used, since first ablates about 200 µm of material while for machining
1 mm measurement is provided. Final specimen design were cylindrical hourglass
samples with a minimal diameter of 5 mm according to ISO and ASTM standards.

For the electrochemical polishing, specimens were first prepared by chemical
prickling in acid according toAIRBUSspecifications 80-T-35-0106 inorder to reduce
the increased oxide layer. Polishing took place in a temperature and flow controlled
organic AlCl3/ZnCl2 electrolyte. Surface roughness was measured physically with a
Mitotoyo SJ-210 portable roughness measurement device.

Fatigue testswere performed inRumul Testronic 150 (S-Nr. 8205/121) andRumul
Mikrotron 20 (S-Nr. 920/180) test rigs according to ASTM E466 for load cases R
= 1 and R = 0.1 at room temperature RT and vertical specimen in SR, FA, and HIP
condition. Surface was either MA or EP. Further FA and EP specimen in horizontal
orientation were tested and at an elevated temperature of 80 °C. An overview of the
experiments can be found in Table 27.2.

Table 27.2 Overview of fatigue tests performed

Temperature Orientation Heat
treatment

Surface
treatment

Load
case R

Stress
levels

Specimen
per level

Total

RT Vertical FA MA 0.1 6 3 18

RT Vertical FA EP 0.1 6 6 36

RT Vertical FA EP 1 6 6 36

RT Vertical HIP MA 0.1 6 3 18

RT Vertical HIP EP 0.1 6 3 18

RT Vertical HIP EP 1 6 3 18

RT Vertical SR EP 0.1 6 3 18

RT Vertical SR EP 1 6 3 18

RT Horizontal FA EP 0.1 6 6 36

80° Vertical FA EP 0.1 6 3 18
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Table 27.3 Chemical composition, PSD, sphericity, bulk density

Al [wt%] O [wt%] N [wt%] H [ppm] Ar [ppm]

6.36 0.14 0.014 38 0.05

Limits Grade 5 5.5–6.5 0.2 0.05 150

D10 [µm] D50 [µm] D90 [µm] Flow rate [s/50 g] Sphericity Bulk density
[g/cm3]

23.9 34.9 47.9 10.5 0.97 2.46

Investigations of microstructure, surface and fracture surfaces was done using
SEM (Tescan Mira 3) and light microscopy.

27.3 Results and Discussion

27.3.1 Powder Properties

Table 27.3 gives an overview about the powder properties, chemical composition as
well as PDS and sphericity. Values of oxygen, hydrogen and nitrogen are well within
limits for Ti64 Grade 5 specifications while PSD and sphericity are well suited for
L-PBF.

27.3.2 Surface Roughness

Figure 27.1 shows two final specimens. On the left a MA one with smooth clamping
surfaces, on the right side an EP one with afterwards machined M10 threads for
clamping.

Surface roughness varied from Ra = 0.4, Rq = 0.5 and Rz = 2.6 µm for MA and
Ra = 1.1, Rq = 1.39 and Rz = 4.7 µm for EP. Even after EP horizontal samples are
rougher (Ra = 1.6, Rq = 1.9 and Rz = 10.4 µm and show higher deviation (e.g.,
±7.11 instead of ±0.16 for Ra). (Table 27.4) The facts to explain this are: First,

Fig. 27.1 Machined specimenwith smooth clamping surfaces (left) and electrochemically polished
specimen with machined M10 threads fatigue test performed for R = −1 (left) and R = 0.1 (right)
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Table 27.4 Surface roughness of test specimen, n = 3

Ra Rq [µm] Rz [µm] Ablation

[µm] ± [µm] ± [µm] ± g/m2 [µm]

Vertical MA 0.4 0.09 0.5 0.06 2.6 0.65 – 1000

Vertical EP 1.10 0.16 1.39 0.21 4.77 0.64 573 113

Horizontal EP 1.6 0.7 1.9 0.8 10.4 7.11 575 114

ablation rates should be kept constant and therefore EP parameter were constant.
However, if the surface is rougher in the beginning it would call for adapted process
parameters to achieve the same surface roughness as on the upskin. Secondly, hori-
zontally build specimen have a higher variation in surface roughness for the as build
condition due to the L-PBFs process nature. The orientation of the gauge length
surfaces changes from up to downskin, which means it includes the complete rough-
ness spectrum of the L-PBF process from its best (horizontal upskin) to the worst
(horizontal downskin with connection to support structure). Hence, the high devia-
tion for the horizontal specimen, especially for Rz. However, it is an improvement
from the results obtained by Yang et al. [8].

27.3.3 Heat Treatment—Microstructure

Figure 27.2 shows the microstructure after heat treatments. Left, after SR, an initial
transformation frommartensitic α′ microstructure to stable α + β phase took place at
just 650°, with remaining nests of α′ phase. Grains are elongated in build direction as
shown by Royer et al. [9]. FA (middle) and HIP (right) lead to a full α + β structure,
with a slight effect on the morphology of the α laths. HIP structure is finer, probably
due to higher cooling rates in the process.

10 µm

FA

10 µm5 µm

SR HIP

Fig. 27.2 Microstructure after heat treatment for stress relieved SR, furnace annealed FA and
hipped HIP
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27.3.4 Fatigue Performance

Figure 27.3 gives an overview of the results from all performed tests for R = −1
(left) and R = 0.1 (right).

Machined samples reach a σ aD, 50% of 218 MPa for furnace annealing and a value
of 360 MPa for HIP samples for R = 0.1. However, the number of tests and runner
troughs were not sufficient to make a statistic meaningful statement (Fig. 27.4), but
indicate a positive effect of HIP treatment. Additionally, a smaller spread is indicated.
These positive effects of HIP are also described by Leuders et al. [3] and Khalid Rafi
et al. [5], however, later reaches higher fatigue strength.

EP specimen cannot reach the values achieved by their machined counterparts,
with a σ aD, 50% of 111 MPa and 146 MPa for FA and HIP, respectively (Fig. 27.4).
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Fig. 27.3 Fatigue test performed for R = −1 (left) and R = 0.1 (right)
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Fig. 27.4 HCF for machined specimen: FA (left) and HIP (right)
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For vertical orientation no difference between FA and SR can be found, with σ aD, 50%

of 114 for SR. It might be due to the fact that even after SR the microstructure was
partly transformed to α + β with just nests of remaining martensitic α′ case.

Concerning anisotropy, HCF of horizontal FA EP samples are higher of their
vertical counterparts with a σ aD, 50% of 160 MPa, however the spread is a little larger
with a σ aD, 90% of 194 and σ aD, 10% of 126 MPa (Fig. 27.5 left). Nicoletto [4] also
found this anisotropy, however, it cannot be explained by the surface roughness since
it is inferior in this case. Possibly, rather anisotropy in microstructure or porosity
distribution lead to the behavior. During experiments at 80 °C no further impact in
fatigue life is observed, as illustrated in Fig. 27.6, left.

Load case R = −1 shows a similar effect (Fig. 27.7). For all tested conditions, SR
EP, FA EP and HIP EP the σ aD, 50% is higher at 148, 175 and 300 MPa, respectively
compared to the values obtained by R = 0.1. Further investigations will be needed
to determine the difference between both R-conditions.

HIP – EP
R=0.1

FA– EP
R=0.1

SR – EP
R=0.1

Fig. 27.5 HCF results forR= 0.1 andEP specimenwith various heat treatment: (left) HIP, (middle)
FA and (right) SR

FA– EP
R=0.1 Horizontal

FA– EP
R=0.1 80°C

Fig. 27.6 HCF results for elevated temperature of 80 °C (left) and horizontal (right) EP specimen
for R = 0.1
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HIP – EP
R=-1

FA – EP
R=-1

SR – EP
R=-1

Fig. 27.7 HCF results forR=−1 andEP specimenwith various heat treatment: (left) HIP, (middle)
FA and (right) SR

27.4 Conclusion and Discussion

In theory, fatigue strength should be increased by a reduction in surface roughness
due to the reduction in stress concentration found in roughness spikes. Though elec-
trochemical polishing shows promising results in the reduction of surface roughness,
the fatigue behavior does not reach that of machined specimen.

Besides the still rougher surface two effects might contribute to this. First, by
removing just around 200 µm instead of 1 mm in machining, the zone of sub surface
porosity found in L-PBF samples is probably fully removed by MA but just partially
by EP. This can also lead to open pores on the surface, not measurable with the used
equipment for surface roughness measurement but forming weak spots. Secondly,
distribution of residual stresses in the surface is different in the two processes and also
depends on the amount of material removed and highly influences fatigue behavior.

Considering heat treatments, HIP delivered the best results for EP andMA surface
treatments, with higher σ aD, 50% and smaller spread than FA samples. An overall
reduction in pores reduces spots of stress concentration. HIP always delivers the
best results, but way inferior for EP compared to the results from MA specimen.
For EP samples no difference for FA and SR can be found for R = 0.1 but a minor
improvement for R = 1.

Concisely, this indicates a higher influence of the type of surface treatment and
amount of removed material, than the form of heat treatment. Overall, the fatigue
performance obtained is below than the classical processed Ti64, as found in standard
data sheets [10].
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Chapter 28
Fatigue Crack Growth Resistance
of Heat-Resistant Steel 15H11MF After
Operation in Blades of a Steam Turbine

Halyna Krechkovska , Myroslava Hredil , and Oleksandra Student

Abstract The causes of damageof blades after their operation in steam turbine rotors
are considered. Premature failures of the blades after the short operation time (approx.
104 h) are caused by fatigue crack initiation from technological stress concentrators,
namely, large slag inclusions, grooves formed as a result of intensive corrosion and
erosion wear, and a significant number of large pores in the surface-hardened layers.
It is supposed that such short operation time of prematurely fractured blades is not
enough for a noticeable degradation of their microstructure. In contrast, the structure
of steel that has operated in the rotor blades for about 3 × 105 h changed notice-
ably. The fracture of such blades usually occurs in the phase transition zone, where
hydrogen absorption by metal from the steam–water mixture is possible. Hydrogen
could facilitate diffusion redistribution of alloying elements with precipitation and
coagulation of carbides along the grain boundaries. The most sensitive to the struc-
tural degradation of the steel of the blades are the threshold values of the stress
intensity factor range �K th and �K th eff. These parameters unambiguously decrease
with increasing the blade operation time. Fractographic examination of specimens
after fatigue testing made it possible to visualize intergranular fracture fragments
caused by in-service damaging in the bulk of the operated blades. The part of inter-
granular fracture elements at the unit fracture surface of the specimens correlates
with the change in the �K th eff due to the steel operational degradation.
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28.1 Introduction

Steam turbine (ST) rotor blades are considered to be critical components; their frac-
ture can cause significant damage to the turbine with a high cost for their elimina-
tion, threatens personnel and the environment. The most common causes of blade
damaging during their long-term operation are crack initiation and propagation due
to significant vibrations and cyclic loads, the presence of stress concentrators, and
favorable conditions for fretting and corrosion fatigue [1–3], cavitation and erosion
wear [4, 5] etc. The long-term (approx. 3× 105 h) impact of operational factors leads
to the redistribution of carbon and alloying elements along the grain boundaries and
packets of high-temperature tempered martensite, where carbides form and pores
occur around them with their further coalescence and the formation of microcracks
[6]. Cracks weaken blades’ cross-section, change their own vibration frequency and
the conditions of their resonance. The reasons for premature (up to 104 h of oper-
ation) failures of rotors due to fracture of blades are associated with technological
influences, and not with structural changes.

To evaluate the current state of long-termoperated steels, it is important to substan-
tiate the choice of mechanical characteristics that are sensitive to their degradation.
Hardness, strength and plasticity are usually used for these purposes, which are
available to operators, but are slightly sensitive to degradation [7]. At the same time,
impact toughness, fracture toughness and fatigue crack growth resistance are highly
sensitive to steel degradation, as shown by the example of low-alloy heat-resistant
steels of steam pipelines of thermal power plants [8].

The aim of the research is to analyze the causes of premature fracture of ST blades;
to rank themechanical characteristics of high-alloyed heat-resistant steel according to
their sensitivity to operational degradation and to substantiate the choice of the most
sensitive ones; to identify fractographic signs of steel degradation on fracture surfaces
of laboratory specimensmade of operated blades; to find out a correlation dependence
of the change in the mechanical and fractographic indicators of heat-resistant steel
degradation on its operation time in ST rotor.

28.2 Materials and Methods

The blades after various operation times (from 338 h up to ~3 × 105 h) in the high
pressure (HPR) and the low pressure (LPR) rotors have been analyzed. Operational
parameters of the tested components are shown in the Table 28.1.

The steel 20H13 ([7] in Table 28.1) was used to substantiate the choice of a
mechanical indicator sensitive to degradation due to its high-temperature opera-
tion in LPR blades. Its properties were compared with the corresponding values
for the initial state (σUTS = 798 MPa, σYS = 582 MPa, elongation = 20%, RA =
55%). The degradation of steel caused by the combined effect of a set of operational
factors was assessed by the coefficient λ = [(Cτ − C0)/C0], which characterizes
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Table 28.1 Operational parameters of ST rotors

Rotor type Operation time τ , h Shutdowns, N T, °C Steel Designation

HPR 338 14 535 15H11MF [1]

31519 693 [2]

266962 3405 [3]

302000 3852 [4]

LPR 7400 8 40–70 15H11MF [5]

3929 44 X12CrNiMoV12-3 [6]

LPR 0 – 40–70 20H13

approx. 320000 [7]

the relative changes in steel’s mechanical characteristics Cτ comparing to the corre-
sponding characteristics in the initial state C0. To assess the current state of the
operated metal, the following characteristics were used: strength (σUTS and σYS),
plasticity (Elongation and RA), impact toughness KCU, fracture toughness by J-
integral (ASTM-E1820), fatigue crack growth resistance (the threshold values of
SIF�K th and�K th eff determined by cantilever bending with the frequency of 10 Hz
and R-ratio of 0.05). In addition, the structural state of the steels operated in blades
of various ST rotors, as well as the fractographic peculiarities of the tested specimens
were evaluated using SEM EVO-40XVP.

28.3 Results and Discussion

28.3.1 Analysis of the Fracture Cases of Rotor Blades
in Steam Turbines

The fracture of ST rotor blades were analyzed depending on their operation time.
Premature failure of HPR blades ([1], see Table 28.1) and LPR blades ([5, 6] in Table
28.1), which chemical composition and mechanical properties satisfied the require-
ments of regulations (σUTS= 666MPa;σYS= 490–657MPa;RA= 50%,Elongation
= 18%, KCU= 0.7MJ/m2) was caused by different factors. Fractographic examina-
tion of blades after 338 h of operation revealed large (over 5mm long) slag inclusions
formed along the fusion line of shanks (Fig. 28.1a). Their localization in the fillet
zone of the blade root created additional stress concentration and facilitated crack
initiation from these inclusions with the formation of fatigue striations (Fig. 28.1b).
In LPR blades fractured after 7.4 × 103 h of operation, the origins of fracture were
groove-like corrosion and erosion damages which served as stress concentrators for
fatigue cracks initiation. Structural inhomogeneity and acute-angled morphology of
carbides after surface electro spark treatment contributed to the rapid crack prop-
agation over the entire section of the blades (Fig. 28.1c). For LPR blades after ~4
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a b c

d e f

Fig. 28.1 aSubsurface slag inclusions along the fusion line of paired blade shanks ofHPR,b fatigue
striations in the steel blades [1], c microcrack in the surface layer after electro spark treatment [5],
d typical operational defects in the surface-hardened layer of the steel [6], e typical structure of the
operated steel [3], and f typical crack initiation mechanism near the leading edge of the blade. See
designations in Table 28.1

× 103 h of operation, the key factor was a low resistance to corrosion and erosion
wear of their leading edges due to the uneven strengthening of their surface layer
by laser surface hardening. Fatigue cracks in this layer originated from grooves of
corrosion-erosion wear, and propagated because of overloads (Fig. 28.1d). The oper-
ation time of prematurely damaged blades was insufficient for structural and phase
transformations in the metal. Thus, their fracture was concerned with technological
factors.

For the metal operated in blades up to ~3 × 105 h, the degradation of the steel
structure should be taken into account, which led to the precipitation and coagulation
of carbides (up to 1.5μm)along the grain boundaries and packets of high-temperature
tempered martensite (Fig. 28.3e). It was suggested that such changes in steels at the
sub- and microstructural levels under the influence of high-gradient temperature
force operating conditions of the blades followed by the decohesion of carbides
from the adjacent matrix, the formation of pores along their interfaces with further
coalescence and growth of much larger defects in the form of intergranular cracks
(Fig. 28.3f). This leads to a decrease in mechanical properties of steels; in particular,
such intergranular defects weaken the pre-fracture zone at the fatigue crack tip and
thus accelerate fracture of the operated steel.
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28.3.2 Substantiation of the Choice of the Mechanical
Indicator Sensitive to the Steel Operational
Degradation

Comparing the mechanical properties of the steel 20H13 in the initial state and after
its operation inLPRblades of ST, these have been ranked according to their sensitivity
to high-temperature operational degradation using the parameter λ (Fig. 28.2).

Standard tensile characteristics included in the industrial regulatory documents
are insufficiently sensitive to degradation. Elongation (as the most sensitive among
these characteristics) decreased by almost 40% which is consistent with an increase
in σYS (by 27%). Regarding the fatigue crack growth resistance, the most sensitive
to degradation was the parameter �K th eff (a decrease by almost 60%) whereas the
change in �K th did not exceed 10%. Such a significant difference between these
characteristics indicates an essential impact of the crack closure effect in the operated
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Fig. 28.2 Ranking the mechanical properties of the steel 20H13 operated for ~3.2× 105 h in LPR
blades by the indicator λ as a quantitative parameter of the steel sensitivity to degradation

Fig. 28.3 a Dependences of the nominal �K th (1) and effective �K th eff (2) threshold values of
SIF for the steel 15H11MF on the operation time τ , and b dependence of �K th eff on the part of
intergranular fracture elements per unit area S in the near-threshold zone of the fracture surfaces of
specimens after fatigue testing
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steel. Usually this effect is associated with residual plasticity, high roughness of
the conjugated fracture surfaces, autocatalytic build-up of the oxide films. Anyway,
premature contact of the crack edges near its tip necessarily occurs during a certain
positive part of the loading cycle. As a result, the effective SIF level �Keff at the
crack tip becomes much less than its �K level. In the case of crack growth at a
near-threshold rate and, as a rule, with a transgranular fatigue relief, areas of an
intergranular relief against its background, which are caused by degradation (not
revealed for the steel in the initial state), led to premature contact of the crack faces
[6]. As a consequence, the effective fatigue threshold �K th eff is the most sensitive
to degradation of 20H13 steel. Thus, its advantage has been proved for assessing
the degradation of high-chromium heat-resistant steels after their long-term high-
temperature operation.

28.3.3 Evaluation of the Technical State of Heat-Resistant
Steel After Various Operation Times in Steam Turbine
Rotor Blades

The nominal and effective threshold values of SIF (�K th, �K th eff) were determined
experimentally for 15H11MF steel in the initial state and after various operation
times. Both mentioned characteristics of the steel decreased with time of operation
τ in steam turbines (Fig. 28.3a). As in the case of the steel 20H13, a more intense
decrease in�K th eff in comparisonwith�K th indicates an impact of the crack closure
effect due to the steel operational degradation.

Thiswasmanifested fractographically by an increase in the fracture surface rough-
ness due to the occurrence of volumetric intergranular fragments on it just in the near-
threshold region of crack growth, protruding above the generally lower transgranular
fatigue relief. In this case, the part of the area of intergranular fragments S on the
fracture surfaces increases and clearly correlates with a decrease in the �K th eff level
(Fig. 28.3b). The obtained dependence substantiates the parameter S as a quantita-
tive fractographic indicator of high-temperature degradation of high-alloyed blade
steel. These intergranular fragments are the result of either the evolution of already
formed intergranular defects or the cohesion weakening between adjacent grains due
to pore formation around the carbide particles or non-metallic inclusions along their
boundaries. In any case, defects have been formed during the steel operation in the
blades; the fatigue crack grew along the path of the minimum fracture resistance and
only contributed to their visualization.
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28.4 Conclusions

Premature failures of the blades (operated up to 104 h) are caused by fatigue crack
initiation from technological stress concentrators; no considerable structure trans-
formations were noticed. In contrast, the metal of long-term operated (approx. 3 ×
105 h) blades is essentially degraded. Here, cracks initiated and propagated from the
grooves of corrosion and erosion wear by the intergranular mechanism. Intergran-
ular crack propagation in these steels is caused by the formation and coalescence of
micropores along the boundaries of formed carbides. The most sensitive to the steel
operational degradation are the threshold fatigue crack growth characteristics which
pronouncedly decrease with the operation time. The part of intergranular fracture
elements at the unit area on the fracture surfaces of the specimens after the fatigue
testing strongly correlates with the threshold values of SIF for the corresponding
steels.
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Chapter 29
Operational Degradation of Fatigue
Strength of Structural Steels: Role
of Corrosive-Hydrogenating
Environments

Hryhoriy Nykyforchyn and Olha Zvirko

Abstract Operational degradation of steels under the combined action of cyclic
loading and aggressive hydrogenating environments is a crucial problem for struc-
tural integrity. Two approaches for assessing the operational degradation of structural
steels under cyclic loading are considered. The former one implies the clarification
of the impact of long-term operational conditions, including corrosive environment
action, on fatigue strength characteristics sensitive to in-service degradation and
determined by testing both smooth and fatigue pre-cracked specimens. The latter
consists in the evaluation of the effect of operational cyclic loading on the physical
and mechanical characteristics of steels which are sensitive to degradation but don’t
attribute to fatigue strength. From the mechanical properties, these are the charac-
teristics of brittle fracture resistance, namely, impact strength and fracture tough-
ness, as well as the characteristics of plasticity. The important role of the texture
of rolled steels in their operational degradation under cyclic loading, which causes
micro-delamination between elongated texture fibres and non-metallic inclusions, is
analysed.

Keywords Steel ·Mechanical properties · Degradation · Fatigue strength ·
Fatigue crack growth · Hydrogen delamination

29.1 Introduction

Long-term operation of structural steels in various fields of industry, as a rule, leads
to a significant degradation of the initial mechanical properties, mainly, the char-
acteristics of brittle fracture resistance [1–5]. The main reason for their decrease
is the intensive evolution of nano- and micro-damage in the bulk of metal [6–8].
Plasticity characteristics are less sensitive to in-service changes in the metal, further-
more, elongation seems to be unsuitable for assessing the metal state, since it addi-
tionally includes the disclosure of multiple micro-damages [9]. Therefore, impact
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strength and fracture toughness are most commonly used to assess the operational
degradation of steels, which is mainly associated with development of dissipated
micro-damages in in-bulk metal. Steel hydrogenation during its long-term operation
intensifies damaging at nano- and microscale, and this enhances the deterioration of
brittle fracture resistance [10].

Materials subjected to cyclic loading in a course of long-term operation are
inherent to plasticity exhaustion, which is also characterized by a decrease in resis-
tance to brittle fracture and the development of dissipated damages [4, 11–13]. There-
fore, the problem of operational degradation of steels under long-term cyclic loading
is especially important for structural integrity.

A significant part of the steel structures is operated under the combined action
of cyclic loading and aggressive hydrogenating environments. These environments
are, first of all, corrosive solutions in which electrochemical interaction with metal
leads to hydrogen evolution. Penetrating into metal, hydrogen jointly with applied
stresses intensifies the dissipated micro-damaging [3, 8, 14]. Thus, the problem of
steel degradation under the combined action of cyclic loading and hydrogenating
environment on structural integrity is of great importance.

Twoapproaches for assessing the operational degradationof structural steels under
cyclic loading are considered in this paper. The first one consists in the clarification
of the impact of conditions of long-term operation, including corrosive environment
action, on fatigue strength characteristics, which are sensitive to in-service degrada-
tion and are determined by testing both smooth and fatigue pre-cracked specimens.
Another approach consists in the determination of the effect of operational cyclic
loading on the physical and mechanical characteristics of steels, which are sensitive
to degradation, but do not associate with fatigue strength estimation.

29.2 Effect of Operational Degradation on Fatigue
Characteristics of Steels

It is known that long-term operation of structural steels under cyclic loading leads
to a decrease in fatigue properties, in particular, fatigue limit [15, 16]. Obviously,
such operational degradation is associated with intensive development of micro-
damages in a metal, since, in general, strain hardening of steels by preliminary
plastic deformation increases fatigue resistance of cyclically strengthened materials
[17], which corresponds to a common relationship between strength (yield strength
and ultimate strength) and fatigue strength.

Figure 29.1 illustrates the changes in strength and plasticity characteristics, and
also fatigue limit σ−1 for the 20Kh13 stainless steel from the low-pressure rotor blade
of the steam turbine of thermal power plant after its operation for approximately 3
× 105 h [18] on the basis of the parameter λ = (Pop − P0)/P0, where P0 and Pop are
characteristics of steel in the initial and operated states, respectively. It is clear that
the steel has strengthened due to operation, especially noticeable by yield strength
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Fig. 29.1 Relative changes in ultimate strength σUTS, yield strength σY, elongation δ, reduction
of area RA and fatigue limit σ−1 of the steel 20H13 after its operation for approx. 3 × 105 h in
blades of a steam turbine

σYS. However, fatigue limit of the operated steel has dropped by almost half in
comparison with unoperated one. Thus, in this case, there is no common correlation
between strength and fatigue strength. This could be explained by the intensive
development of micro-damages in the metal during its operation.

The effect of long-term operation of steels on the regularities in fatigue crack
growth is more unambiguous, because both strength hardening and damage accu-
mulation reduce the resistance to fatigue fracture at the crack propagation stage,
as well as brittle fracture resistance in general. However, the effect of operation on
crack growth da/dN in the near-threshold region and in the mid-amplitude section
of the fatigue crack growth curve da/dN − �K, where �K is the stress intensity
factor range at the crack tip, should be considered separately. In the first case, the
crack closure influences the fatigue threshold�K th, especially for the operated steel,
where it is much more pronounced due to increasing fracture surface roughness [19].
Thus, the nominal fatigue threshold could even rise for the operated steel whereas
the effective value �K th eff (determined taking into account the crack closure effect)
decreases. Therefore, it is important to use �Keff, as the mechanical driving force of
fatigue crack growth, for the assessment of the steel operational degradation.

The medium-amplitude part of the fatigue crack growth curve obeying the Paris
law is usually either insensitive or only weakly sensitive to steel operational degra-
dation, which corresponds to a common trend of the low sensitivity of fatigue crack
growth to metal’s state [19]. However, fatigue crack growth in this range can be
significantly accelerated under testing in aqueous environments for the operated
steel, which is caused by its increased sensitivity to stress corrosion cracking, most
likely by the hydrogen-assisted mechanism.

It is demonstrated in Fig. 29.2 by fatigue testing of the 17G1S pipeline steel at high
load ratio R = 0.9, simulating operational loading of natural gas transit pipelines,
that fatigue crack growth is significantly accelerated in NS4 near-neutral pH soil
solution only in the operated metal of welded joint [20]. At the same time, it can be
seen that fatigue crack growth in air is almost insensitive to the metal state.
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Fig. 29.2 Fatigue crack growth rate in weld metal for unoperated (◯, �) and operated (●, �)
17G1S steel in air (◯, ●) and NS4 (�, �) solution at R = 0.9

29.3 Effect of Operational Cyclic Loading on Physical
and Mechanical Properties of Steels

Among mechanical properties, the characteristics of brittle fracture resistance,
namely, impact strength and fracture toughness, and also plasticity characteristics are
used most often to assess the operational degradation of steels [3–5, 11, 18]. Frac-
ture toughness, characterizing resistance of material to crack propagation locally, is
considered as parameter with higher sensitivity to operational degradation of mate-
rials than impact strength as integrated characteristic [10]. However, impact strength
is practically always regulated by normative documents. A striking example of a
decrease in brittle fracture resistance due to operational cyclic loading is catastrophic
drop in impact toughness of steels of port loading and unloading equipment subjected
to intense cyclic loads [11–13]; it was suggested considering impact toughness KCV
as the main indicator in the assessment of the steel operational degradation of such
structures.

A significant part of metal structures is made of rolled steel. On this evidence,
the important role of the texture of rolled steels in their operational degradation
under cyclic loading should be emphasized. Analysing results on the operational
decrease in impact toughness of the steel using specimens cut along and across the
rolling direction [11, 13], it can be concluded that transversal specimens regarding the
rolling direction are more sensitive than longitudinal ones for the assessment of steel
degradation by impact toughness. It can be explained by the fact that operation causes
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Fig. 29.3 Fracture surfaces of transversal impact specimens for the rolled mild steel in the initial
state (a) and after operation (b)

micro-delamination between elongated fibres of texture and non-metallic inclusions,
as demonstrated in Fig. 29.3: operationally degraded steel of a portal crane exhibited
intensive micro-delaminations in the rolling direction, which are clearly visible on
the fracture surface of the transversal specimen.

Thus, considering impact toughness as the importantmechanical parameter for the
assessment of the current technical state of rolled steels operated under cyclic loading,
preference should be given to testing specimens cut in the transverse direction to the
rolling direction.

29.4 Concluding Remarks

Operational degradation of structural steels under the combined action of cyclic
loading and hydrogenating environment is suggested to be considered in two
approaches: the effect of operational degradation on fatigue characteristics, and the
influence of operational cyclic loading on the physical and mechanical properties. In
both cases, dissipated micro-damages in in-bulk of a metal play a destructive role.
This is the reason for the atypical phenomenon of operational decrease in fatigue
strength with increasing strength. The fatigue threshold �K th in air for the oper-
ated steel can be even higher than that for the initial state due to the crack closure
effect whereas the effective threshold�K th eff (taking into account the crack closure)
clearly decreases. The effect of operation on crack propagation rate is insignificant
at the middle region of the fatigue crack growth curve in air; however, it is evident
in corrosive environments due to the increased susceptibility of the operated steel to
stress corrosion cracking. The operational decrease in impact toughness as a brittle
fracture resistance parameter can be considered as the key indicator of steel degra-
dation, including under cyclic loading. For the rolled steels, the specimens cut in
the transverse direction are preferable for impact testing due to the orientation of
micro-delaminations in the rolling direction.
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Chapter 30
Global Statistical Analysis of Old Iron
and Steel Properties Based on Old
and Recent Literature Review

Stéphane Sire

Abstract This study deals with the statistical analysis of the chemical and mechan-
ical properties of irons and steels produced from the 1840s. The mechanical char-
acteristics (in this study only the results of tests under static loading are considered)
of the irons tested in the nineteenth century seem different from the results of recent
analyses. In addition, the statistical analysis of the chemical characteristics of irons
and steels enables a better knowledge of these metals. A first exploratory global anal-
ysis of these properties makes it possible the identification of groups of individuals
particularly through the phosphorus and manganese contents.

Keywords Iron and steel · Properties · Statistical analysis · Review

30.1 Introduction

Irons and steels have been used in the construction of structures for over two centuries.
Wrought irons have been progressively replaced by steels in constructions, leading
to an evolution of the regulations regarding the minimum mechanical characteris-
tics required for these metals [1]. From the end of the 1820s, characterization tests
were carried out, particularly in France, on iron wires. Progressively, the devel-
opment of these tests followed the strongly increasing evolution of the iron and
steel production. From the 1870s onwards, the organization of testing and industrial
research laboratories expanded, particularly in the United States, Germany, England
and France.

From the 1860s, chemical analysis was introduced into the practices of metal-
lurgists when the new Bessemer and Martin processes were established. Thus, the
early literature offers a large amount of data from mechanical and chemical labora-
tory tests. The materials nowadays tested are irons and steels of structures that are
the subject of studies either within a context of heritage preservation/valorization or
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within a context of preventive maintenance for repair/restoration operations. These
publications from the laboratories also inform us about all these different properties.

This non-exhaustive and regularly updated statistical study includes data from
experimental campaigns carried out on wrought irons and steels produced since the
1840s from structures erected in many countries. The database indeed includes data
mainly from France, Germany, USA, Poland, UK, Portugal, Italy, Sweden, Austria
and Brazil.

First, a statistical analysis of mechanical properties is proposed for irons. Then,
recent literature data from analysis of materials taken from structures such as frames
or bridges (irons and steels) will be presented, see for instance [2, 3] and [4].

30.2 Mechanical Properties of Wrought Irons (Static
Loadings)

The old literature is very large and provides, in particular, the results of numerous
tests carried out on very diverse irons; see [5] for instance. These results show in
particular the important scatter of the mechanical characteristics of the various irons
of the second half of the nineteenth century.

The following Fig. 30.1 (top) shows for example the distribution (density) of
the yield stress of the irons in the database under the label “old literature” (964
specimens). Figure 30.1 (bottom) comparatively shows the distribution of the yield

Fig. 30.1 Yield stress (MPa) density from the studied database (irons only); top: from “old”
literature, bottom: from “recent” literature



30 Global Statistical Analysis of Old Iron and Steel Properties … 261

Table 30.1 Cross-sections
characteristics (mm2) of
tested irons specimens from
the “old” and the “recent”
literature

Mean (mm2) Median (mm2) IQR (mm2)

“Old”
literature

970.4 804.4 972.0

“Recent”
literature

87.2 47.9 79.8

stress of irons labeled “recent literature” (86 specimens). Even if the number of data
is different, these two distributions show a gap in the mean value of the yield stress
(dashed red line): 217.7 MPa for the “old literature” irons and 262.6 MPa for the
“recent literature” irons.

These mean values are, nevertheless, in accordance with the analysis proposed by
[6]. In addition to the uncertainty of the results of the tests carried out on oldmachines,
the analysis of the dimensions of the specimens can be taken into account to explain
the observed difference. Indeed, as shown in Table 30.1, the cross-sections of the
specimens tested in the nineteenth century are much larger than those of the speci-
mens currently tested. This table presents the mean, the median and the interquartile
range (IQR) for iron specimens described in both old and recent literature. IQR
represents the difference between the 75th percentile and the 25th percentile.

Different distributions are also observed for the steels in the studied database
(“old” literature vs. “recent” literature).

30.3 Chemical Composition Analysis of Irons and Steels

Given the differences observed and the presumably increased reliability of the results
of recent characterizations, the chemical compositions of the irons and steels studied
recently (post 1970) are presented in this section. The studied database includes 177
metals divided into 91 different steels and 86 different irons. It also includes metals
from structures erected from the 1840s. Figures 30.2 and 30.3 show the significant
differences in composition between these two groups of metals (only C, P, S, Mn
and Si are presented in this study).

Among the significant results, the phosphorus content is higher for irons than for
steels; on the other hand, the manganese content is higher in the case of steels. These
known differences can be explained by the composition of the ores and the manu-
facturing processes used (puddling processes for irons, mainly Martin and Bessemer
processes for the studied steels). The carbon content is also very low for wrought
irons and can reach higher values in structural steels.
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Fig. 30.2 Chemical composition of wrought irons (86 specimens) from nineteenth-century
structures

Fig. 30.3 Chemical composition of steels (91 specimens) from nineteenth-century structures
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30.4 Principal Component Analysis (PCA) and Irons
and Steels Chemical and Mechanical Characteristics

The objective of this multivariate descriptive statistics analysis is to determine the
correlations between the different characteristics of the database including features
from the mechanical and chemical characterizations. This geometrical and statistical
approach performed with R [7] enables, with the graph of variables, to determine the
features that present positive correlations (they can be grouped), negative correlations
(will be plotted on the opposing quadrants of this plot) and totally uncorrelated
features which are orthogonal to each other.

To carry out this analysis, it is necessary to have for each studied specimen, a
maximum of both mechanical and chemical characteristics. The database includes
177 specimens (steels and wrought irons) taken from structures built between from
the 1840s. PCA reduces the number of variables in a database while preserving as
much information as possible. With the studied database, PCA reduces the number
of variables in a database while preserving as much information as possible; 90%
of cumulative percentage of variance can be covered with only 4 dimensions (i.e.,
principal components). These dimensions are constructed as linear combinations or
mixtures of the initial variables. As an example, the next Figs. 30.4 and 30.5 present
graphs with the two first calculated dimensions.

As shown in these figures, the two first dimensions cover 69% of cumulative
percentage variance. As presented in Fig. 30.4, when an arrow is longer, the amount
from the total variance is larger; we can conclude that there is a negative correlation
between the Elongation (at failure) and the phosphorus content P. This result confirms

Fig. 30.4 PCA—graph of
variables with the two first
principal components
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Fig. 30.5 PCA—graph of individuals with the two first principal components

that high phosphorus content corresponds to a brittle metal and high manganese
content suggests a ductile material. Figure 30.5 (diagram of individuals) shows
then that the irons in the studied database are more brittle than the steels (each
dot corresponds to a specimen of the database).

30.5 Conclusions

The statistical analysis proposed in this study underlines the significance of the cross-
section of the tested specimens in order not to incorrectly estimate the mechanical
characteristics. This is particularly important formetalswith non-metallic inclusions,
like wrought irons.

Multivariate descriptive statistics, such as PCA, carried out on global dataset
including (among others) chemical and mechanical characteristics seem to be an
interesting tool to study old metals and give valuable information for the assessment
of old metallic structures.
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Chapter 31
Forming Stress-Induced Initial Damage
in Case Hardening Steel 16MnCrS5
Under Cyclic Axial Loading in LCF
Regime

Kerstin Moehring and Frank Walther

Abstract Present materials used for industrial applications are significantly influ-
enced bymanufacturing technologies used during production of industrial goods and
applied strains or stresses. For the latter are pre-deformations resulting, these induce
changes in the material like hardening, residual stresses, changes in microstruc-
ture. In dependence on the level of pre-deformation initial damage is also induced
in the microstructure. This study investigates the influence for the direction of pre-
deformation on the fatigue performance in the load regimeof lowcycle fatigue (LCF).
In order to quantify the influence of pre-deformation, destructive and non-destructive
analyses by means of fatigue tests, hardness measurements, residual stress analyses,
quantification of the pore partition and scanning electron analyses of the volume and
the surface of the specimen were performed. The results obtained indicate a damage
tolerance of the microstructure and the overcompensating effect of the orientation of
manganese sulfides precepted. It is concluded that further investigations are neces-
sary in order to quantify the influence of forming induced damage on the fatigue
loading capability.

Keywords Forming stress induced initial damage · Low cycle fatigue regime ·
Low alloyed case hardening steel 16MnCrS5

31.1 Introduction

The properties and especially mechanical properties of industrially used components
are influenced by the pre-deformation induced by the specific manufacturing tech-
nology. Whereby machining determines pre-dominantly the surface and the surface
layer of the material volume up to several microns of the component, forming affects
the entire material volume. Depending on the heights and direction of the stress
state during forming, microstructural changes are induced. The thereby determined

K. Moehring (B) · F. Walther
Department of Materials Test Engineering (WPT), TU Dortmund University, Baroper Str. 303,
44227 Dortmund, Germany
e-mail: kerstin.moehring@tu-dortmund.de

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Lesiuk et al. (eds.), Fatigue and Fracture of Materials and Structures,
Structural Integrity 24, https://doi.org/10.1007/978-3-030-97822-8_31

267

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-97822-8_31&domain=pdf
mailto:kerstin.moehring@tu-dortmund.de
https://doi.org/10.1007/978-3-030-97822-8_31


268 K. Moehring and F. Walther

changes in hardness due to strain hardening, the induced residual stresses due to
inhomogeneities of elastic and elastic properties of the material matrix, the different
phases as well as non-metallic inclusions and the general changes of microstructure
with regard to grain orientation and size changes have been investigated sufficiently.
Nevertheless, recent studies conducted by Hirt et al. [1, 2] emphasize the need to
take into consideration forming induced damage additionally.

Forming induced damage is thereby characterized as pores inducted on non-
metallic inclusions or different microstructural stress risers under applied forming
loads [3]. This local material discontinuities in the range of around 5µm can emerge
up to significant and material or component failure relevant length scales depending
on the height of stress either during the different stages of forming or during utiliza-
tion under service conditions [4, 5]. One major field of utilization of components
on basis of the investigated case hardening steel 16MnCrS5 (AISI 5117, 1.7319) in
industrial application is the field of mechanical and plant engineering. Characteristic
components are frequently subjected to cyclic torsional (e.g. shafts) or cyclic axial
loads (e.g. combined gearwheels and shafts in drive technologies). For these loads the
question arises, how forming induced damage influences the fatigue performance,
since it was not sufficiently addressed so far [5]. To answer this question, investiga-
tions were conducted with regard to axial loads to obtain a basic understanding of
the proceeding mechanisms, the microstructural interdependencies and the effect of
forming induced, so-called, initial damage on the fatigue performance. Therefore, a
microstructural characterization of the material as well as fatigue experiments were
performed.

31.2 Materials and Methods

Within this study the lowalloyed case hardening steel 16MnCrS5 (AISI 5117, 1.7139)
was used as the base material for a down streamed forming process. The base mate-
rial was provided by the material supplier Georgsmarienhuette as rolled and drawn
round material with a ferrite-pearlite microstructure. The chemical composition of
thematerial is shown in Table 31.1. No additional heat treatment has been conducted.

The base material was further deformed by cold forward rod extrusion up to
an extrusion rate of 0.5. Afterwards, the pre-deformation was applied under axial
and torsional load paths up to a degree of deformation of 5% using the axial–
torsional fatigue testing system (Fig. 31.2), in order to investigate the effect of the
load direction.

Table 31.1 Chemical composition of the low alloyed case hardening steel 16MnCrS5, in wt%

Material C Si Mn S Cr

16MnCrS5 0.14–0.19 ≤0.4 1.0–1.3 ≤0.02–0.04 0.8–1.1
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The geometry of the specimen used during this study aswell as the extraction posi-
tion of the specimen out of the workpiece after forward rod extrusion are documented
in Fig. 31.1.

Fig. 31.1 a Workpiece
produced by forward rod
extrusion with extraction
position of the specimen and
b specimen geometry

a)

b)

a) b)

Thermography 
camera

Tactile 
extensomete

Fig. 31.2 a Experimental setup for strain-controlled tension/compression constant amplitude tests
and b tactile extensometer for strain control
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31.3 Experimental Setup and Procedure

The cyclic tests were performed using the servo-hydraulic axial–torsional testing
system (Walter+Bai, LFV-T250 T2500 HH) with the nominal axial respectively
torsional loads of Fn = 50 kN andMt = 100 Nm nominal axial and torsional loads.

For fatigue characterization total strain-controlled tests were performed at a strain
ratio of R = −1. The strain was hold constant at a total strain amplitude of εa,t =
0.1 mm and was measured over a gauge length of 10 mm. The temperature during
testing was T = 25 °C. The temperature change due to plastic deformation and
dissipation during forming was detected by means of thermography (Fig. 31.2).

31.4 Results

The Vickers hardness (HV0.01) as well as the tangential and axial residual stress
detected by X-Ray diffractometer Bruker D8 discover for 2θ = 114.7 were proved to
be comparable for the material states investigated. The microstructure was found to
be comparable banded ferrite-pearlite with comparable spacing between the ferrite
and pearlite bands. Nevertheless, the position of the manganese sulfides present in
the low alloyed steel varied (Fig. 31.3). The degree of pre-forming induced damage
in terms of pore fraction was by 7.64% higher for the material state pre-deformed
under tensile loads.

a) b)

Manganese 
sulfide

Manganese 
sulfide

Fig. 31.3 Orientation of the manganese sulfide after a tensile and b torsional pre-deformation with
regard to the loading axis
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a) b)

Manganese 
sulfides

Forming 
induced initial 
damage

Fatigue induced 
surface cracks

100 µm20 µm

Fig. 31.4 Surface morphology: a before and b after fatigue testing

The fatigue performance of the material state pre-deformed with torsional loads
performed worse than the material state pre-deformed with tensile loads. The differ-
ence between the material state was 24,272 cycles to failure compared to 23,104
cycles to failure and thereby 7%. In the meantime, manganese sulfides after fatigue
testing in the volume and on the surface show an increased tendency of cracking in
cases, when the loading was not perpendicular to the specimen axis or the axis of
the extruded manganese sulfides documented in Fig. 31.3b.

SE-observations of the surface of the specimen indicate the influence of forming
induced initial damage (Fig. 31.4a). The initial damage induced inside of the work
piece (Fig. 31.1b)was located also on the surface of the specimen due to the extraction
of the specimen out of the work piece. Thus, the fatigue testing with the—for the
load regime of LCF characteristic—failure location at the surface can be considered
as appropriate for the evaluation of the influence of initial damage. The surface of
the specimen after fatigue testing shows multiple cracks, whereby no clear influence
of and evidence for the influence of the initial damage was detected.

Results of a fractographic analysis are documented in Fig. 31.5. The fracture
surface (Fig. 31.5a) shows multiple crack initiation sides typical for LCF fracture.
The fracture surfaces indicate a high degree of plastic deformation. Caused by the
high strain amplitudes that were causing a Low Cycle Fatigue Failure, a dimple like
fracture morphology was present (Fig. 31.5b). This morphology, typical for high
strain rates predominantly of quasi-static, but also for LCF load conditions with high
strain rates, represent ductile fracture. At the same time, also areas were present that
indicate fatigue fracture (Fig. 31.5d). The fracture surface indicates the simultaneous
fracture of both, ferrite and pearlite phase partitions, as can be seen in Fig. 31.5c.
The effect of forming induced initial damage was not detectable by conventional
fractographic analyses.



272 K. Moehring and F. Walther

a) b)

c) d)

Crack initiation 
sides

Ductile fracture 
morphology

2 mm 20 µm

Fig. 31.5 Fracture surface of case hardening steel 16MnCrS5 after tension/compression fatigue
testing at LCF regime: a complete fracture surface, b ductile fracture morphology, c ferrite and
pearlite fracture partitions and d striation marks

31.5 Conclusions

It was shown, that the orientation of the manganese sulfides in the 16MnCrS5 steel
determines the fatigue performance to a high extent and overcompensates the effect of
initial damage. In order to quantify and systematically analyze the effect of forming
induced damage and the interdependencies between forming induced initial damage
and microstructure, further investigations are necessary. This includes the digital-
ization of the results shown above for quantification and comparison. Furthermore,
intermittent tests are necessary in order to investigate the damage tolerance of the
microstructure induced during deformation and the impact on damage evolution.
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Chapter 32
Stress Ratio Effect on Fatigue Crack
Growth Rate Based on Magnetic Flux
Leakage Parameters

Azli Arifin, Shahrum Abdullah, Ahmad Kamal Ariffin, Nordin Jamaludin,
and Salvinder Singh Karam Singh

Abstract This study on fatigue failure based on the magnetic flux gradient,
dH(y)/dx, mostly focuses on the identification of high stress zones, crack propa-
gation monitoring and the characterisation of dH(y)/dx intensity in the crack areas.
The main objective of this study was to determine the relationship between fatigue
crack growth parameters, dH(y)/dx, and stress ratio, R. Fatigue crack growth tests
with constant amplitude tensile load were performed on a steel material, SAE 1045,
in the form of single-edged crack, according to ASTM E647 standard. Five R = (0,
0.1, 0.2, 0.3 and 0.4) were used to study the characteristics ofmagnetic flux gradients.
Magnetic sensors were used to detect the magnitude of the magnetic flux induced
during the experiment while a crack opening device was used to measure the stress
intensity factor range, �K, and the fatigue crack growth rate, da/dN, for all range of
R. The normal components of magnetic flux signals, H(y), were recorded for every
crack increment of 1 mm. An equation for da/dN and the maximum magnetic flux
gradient, Kmax, was established, based on the Paris equation. Using the Huang and
Moan method, the R parameter was added to the newly developed da/dN-Kmax equa-
tion. In conclusion, dH(y)/dx signals can be used to develop a model of crack growth
behaviour and potentially an alternative method for predicting material fatigue life.

Keywords Metal magnetic memory · Magnetic flux gradient · Fatigue crack
growth

32.1 Introduction

The metal magnetic memory (MMM) technique can effectively evaluate stress
concentration and the presence of defects in ferromagnetic materials that may initiate
fatigue cracking. Under applied stress and geomagnetic field, self-magnetic leakage
signals at the stress concentration zone will change due to the irreversible movement
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Fig. 32.1 Schematic
diagram of the 3 mm-thick
specimen and MMM
scanning line MMM Scanning line, Lx

222 mm

60
 m

m

and reorientation of the magnetic domains [1]. This method can be used for detecting
the development of fatigue failure [2, 3].

The Paris equation, which relates the fatigue crack growth rate with a range of
stress intensity factors, is widely used in analysing fatigue crack growth, including
the components experiencing different stress ratios [4]. Zhan et al. [5] proposed a
new model that combines stress ratios to predict crack propagation. Huang et al. [6]
found that the maximummagnetic signal gradient could measure the degree of stress
concentration and this showed a uniform increase with the stress intensity factor.

In this paper, the normal components, Hp(y), of MMM signals were measured on
SAE1045 steel single notch specimens during fatigue testing at a constant amplitude
loading with different stress ratios, R. A quantitative relationship between the fatigue
crack growth rate and magnetic flux gradient was established for different stress
ratios, based on the Paris equation and the Huang and Moan model [7].

32.2 Methodology

32.2.1 Specimens

The material used in this study was a ferromagnetic material SAE 1045 medium-
carbon steel, which is widely used in engineering structural components. Its compo-
sition and mechanical properties can be referred to in [8]. In order to accelerate
the initiation of a fatigue crack, single-edged notched specimens were fabricated
according to the ASTM E647 standard, as shown in Fig. 32.1. The surface of the
specimen was polished prior to testing. Scanning line, Lx = 100 mm, which was
a parallel line on the surface of the specimen, was used to measure the magnetic
signals during the test.

32.2.2 Materials and Method

A constant amplitude loading fatigue test was performed using a 100 kN Servo-
HydraulicMachine under constant amplitude loading. Each specimenwas positioned
vertically between grip holders. The details of the experimental loading for different
stress ratios are presented in Table 32.1.
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Table 32.1 Loading parameters of fatigue test at 10 Hz

Stress ratio, R 0 0.1 0.2 0.3 0.4

Maximum load, kN 4 4.44 5.00 5.71 6.67

Minimum load, kN 0 0.44 1.00 1.71 2.67

Fig. 32.2 Flow diagram of
experimental work Start

End

Tensile Test

Fatigue crack growth test 
Stress Ratio, R=0, 0.1, 0.2,0.3, 0.4

MMM signals measurement

Develop da/dN, Kmax, R equation

da/dN and dH/dx analysis 

A crack opening displacement (COD) device was used to measure the fatigue
crack growth parameter. Meanwhile, the range of the stress intensity factor �K,
crack propagation rate and loading cycles were recorded using a software system.
During the cycle test, for every 1 mm crack length propagation, the fatigue test was
paused for 30 s and the magnetic signals of the specimen were measured along
the scanning line using an MMM scanning device, TSCM-2FM. The lift-off value
between the sensors and the specimen surface was 1 mm. Figure 32.2 shows the
process flow of this work.

32.3 Results and Discussion

32.3.1 MMM Signals

During the fatigue tests, the crack initiated and continued to expand along a direction
perpendicular to the scanning line. The final failure of the specimens occurred after
80,356, 72,465, 65,901, 60,936 and 51,725 cycles for R = 0, 0.1, 0.2, 0.3 and 0.4,
respectively. The distributions of the normal components ofMMMsignals during the
experiment under different stress ratios were recorded and the gradient, dH/dx, was
plotted. Figure 32.3 shows the characteristics of magnetic parameters with different
stress ratios. It can be seen that the dH/dx at Lx between 45 and 55 mm are higher
than the other positions. The variation of the normal component, Hp(y), and the
gradient dH/dx indicate the stress concentration region of the tested positions [8].
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Fig. 32.3 Results for R = 0 at the crack length of 5 mm (dH1/dx), 10 mm (dH2/dx) and 15 mm
(dH3/dx) for a R = 0, b R = 0.2 and c R = 0.4

The dH/dx signal patterns for all R were almost identical. During the fatigue tests,
the magnetic properties of the specimens would be affected due to microstructural
changes, primarily the dislocation process [9, 10]. At the early and middle stages of
crack propagation, dH/dx increased slowlywith the increasing crack length, however,
at the late stage of crack propagation, dH/dx increased rapidly with the increasing
crack length due to spontaneous generation of abnormal magnetic signals [11].

32.3.2 Fatigue Crack Growth Rate

The Paris model is used to describe the fatigue crack growth rate and is represented
by the equation:

da

dN
= C(�K )m (32.1)

where �K is the stress intensity range, and C andm are the Paris model coefficients,
which arematerial and stress ratio dependent.Huang andMoan [7] proposed a fatigue
crack growth rate model by considering the effect of stress ratio as:

da

dN
= Ch(M�K )mh (32.2)

M = (1 − R)−β, 0 ≤ R < 0.5 (32.3)
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where Ch and mh are coefficients corresponding to R = 0,M is the correction factor
and β is the additional material constant.

The maximum normal magnetic gradient, Kmax, is considered to establish the
relationship with da/dN. The graph of the crack growth rate versusKmax for different
stress ratios is presented in a logarithmic scale in Fig. 32.4 with the best-fitted lines
to the data. Applying the same method as in Eq. (32.1) obtains the coefficient, a new
proposed equation based on Eq. (32.2) is given as follows:

da

dN
= Cm(Kmax)

mm , 0 ≤ R ≤ 0.4 (32.4)

where Cm and mm are coefficients based on MMM signals. The values of these
coefficient for different stress ratios are presented in Table 32.2.

Figure 32.5 shows the variations of Cm according to the stress ratios, indicating
that Cm increases as R increases. The graph can be fitted using a linear line through
the data with R2 = 0.97, yielding the following equations:

Cm = 4.182 × 10−8(R + 2.457) (32.5)

da

dN
= (4.18R + 2.457) × 10−8(Kmax)

mm , 0 ≤ R ≤ 0.4 (32.6)
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Fig. 32.4 Relationship of da/dN versus Kmax plotted in log scale for R = 0, 0.1, 0.2, 0.3 and 0.4

Table 32.2 Magnetic gradient equation parameter based on the Paris equation

Stress ratio, R 0 0.1 0.2 0.3 0.4

mm 1.301 1.296 1.279 1.268 1.256

Cm, ×10–8 2.498 2.717 3.444 3.723 4.086

R2 0.90 0.96 0.85 0.91 0.85
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Cm = 4.182R + 2.457
R² = 0.97

0
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Fig. 32.5 Variation of Cm and R

Equation (32.5) shows that theMMMcoefficient,Cm is dependent on the variation
in the stress ratio and can be defined by a linear equation. Similar findings were also
obtained by Mehrzadi and Taheri in their study of the Paris equation and variations
of the stress ratio, R [12].

32.4 Conclusion

The fatigue crack growth behaviour of SAE 1045 was studied and characterised by
magnetic flux signals using the MMM method. As fatigue cycles, crack length and
stress ratios increased, the magnetic flux gradient increased due to structural changes
to the sample. The variation trend of the maximum magnetic flux gradient, Kmax,
had a good relationship with the fatigue crack growth rate, da/dN. The correlation
between da/dN, Kmax and R was established based on the Paris and the Huang and
Moan model for R = 0, 0.1, 0.2, 0.3 and 0.4, with a correlation of determination, R2,
between 0.85 and 0.96. Thus, the equation provided a newapproach and an alternative
method for predicting fatigue crack growth for different stress ratios using theMMM
method.
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Chapter 33
Influence of Heat Treatment
Temperature on Fatigue Toughness
in Medium-Carbon High-Strength Steels

G. Wheatley, R. Branco, José A. F. O. Correia , R. F. Martins, W. Macek,
Z. Marciniak, and M. Szala

Abstract Current research has demonstrated that the tempering temperature affects
the martensitic transformation of medium-carbon high-strength steels. This temper-
ature plays an important role in the final microstructure, percentage ratios of marten-
site to ferrite phases and, consequently, in the mechanical properties and the fatigue
response. So far, the relationship between the martensitic tempering temperature and
the cyclic deformation properties is not clearly understood. Moreover, the effect of
the martensitic tempering temperature on fatigue toughness has not been studied yet.
Therefore, this paper aims to study, in a systematic manner, the fatigue toughness
of medium-carbon high-strength steels heat treated at different temperatures under
fully reversed strain-controlled conditions.
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Keywords High-strength steels · Cyclic plastic behaviour · Heat treatments ·
Tempering · Fatigue toughness

33.1 Introduction

Modern railway industry, driven by economic and environmental factors, faces an
urgent need to improve efficiency, safety, and reliability. In particular, higher train
speeds and heavier traffic loads lead to larger wheel/rail contact forces, which can
result in rolling contact fatigue failure. In order to avoid this major concern, new
generations of railmaterials are being developed, aiming at enhancing themechanical
properties, prolong service life, and reduced cost. Despite the development of new
materials, medium-carbon high-strength steels remain outstanding materials in this
challenging scenario, mainly due to their superior features, namely the strength-to-
weight ratio, toughness, ductility, among others. The development of new materials
for applications subjected to cyclic loading requires not only the deep understanding
of mechanical behaviour but also reliable fatigue design approaches. Despite the
long debate over the last decades on the identification of a universal fatigue damage
parameter, no consensus has been found. In general, fatigue models are expressed
in terms of stress-based, strain-based, or energy-based relationships [1]. Energy-
based relationships are quite versatile and have been successfully applied, either for
uniaxial or for multiaxial loading [2–4].

Although not new in the literature, the concept of cumulative strain energy density
has been less studied, and its capabilities and limitations are not completely clear,
particularly when we are dealing with new engineering materials, such as the new
medium-carbon high-strength steels, which can be produced for different heat treat-
ment temperature programmes. In the literature, a power relationship between the
cumulative strain energy density and the number of cycles to failure is reported in the
low-cycle fatigue regime, either at room temperature or at elevated temperature, for
different materials, such as ferritic steels, structural steels, rail steels, austenitic stain-
less steels, high-strength steels, and bainitic steels, among others. As recently demon-
strated in the paper by Martins et al. [5], this well-defined relationship opens the
possibility to develop new energy-based approaches to estimate the fatigue lifetime.

This paper aims at studying the effect of tempering temperature on cumulative
strain energy density, also known as fatigue toughness, for medium-carbon high-
strength steels. At a first stage, we perform a series of low-cycle fatigue tests,
under strain-controlled conditions, for different strain amplitudes and heat treatment
temperatures. After that, the fatigue toughness for each condition is computed using
the stress–strain response collected in the experiments. Finally, the values determined
for each tested condition are compared.
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Table 33.1 Nominal chemical composition (wt%) of the tested steel

C Mn Si Cr Mo Fe

0.18 2.9 1.7 0.8 0.26 Rem.

33.2 Experimental Procedure

In this research, a medium-carbon high-strength steel subjected is studied in the low-
cycle fatigue regime for different strain amplitudes and heat treatment temperatures.
The nominal chemical composition, in weight percentage, of the tested steel, the
18Mn3Si2CrMo steel, is summarised in Table 33.1. The steel was austenitised at
900 °C, then tempered for 1 h for four different temperatures (i.e. 190 °C, 230 °C,
275 °C, and 315 °C), and finally cooled, in air, to room temperature.

Specimens were machined in accordance with the ASTM E606 standard with
a 10 mm long and a 5 mm diameter gauge section. Gauge sections were polished
to a scratch-free condition using carbide papers and diamond-based paste. Low-
cycle fatigue tests were performed in a conventional servo-hydraulic machine, at
strain control mode, under fully reversed conditions, using sinusoidal waves and a
constant strain rate, i.e. dε/dt = 6 × 10–3. The studied strain amplitudes (εa) were
0.50%, 0.65%, 0.80%, and 1.00%. Tests started in compression and stopped when
the specimens separated into two parts.

33.3 Results and Discussion

33.3.1 Low-Cycle Fatigue Tests

Examples of the typical stress–strain response observed for different heat treatment
temperatures for the same strain amplitude (εa = 1.0%) are presented in Fig. 33.1.
As can be seen in the figure, the cyclic plastic response affected the heat treat-
ment temperature from the first cycle to the second cycle, and then showed a strain-
softening behaviour until the total failure. We can clearly see that after the mid-life
cycle, this strain-softening behaviour is more and more evident, leading to distorted
hysteresis loops with a very limited portion of the linear elastic tensile part. This
means that the strain energy density changes considerably during the tests.

The effect of the heat treatment temperature on cyclic plastic behaviour can be
better analysed via the analysis of stress amplitude during the tests. Figure 33.2 plots
the stress amplitude against the number of cycles for four different strain amplitudes
(1.0%, 0.80%, 0.65%, and 0.5%) and two different heat treatment temperatures (190
and 315 °C). It is clear from the figure that the material does not exhibit a fully
saturated state for all the plotted cases. In several situations, particularly at higher
strain amplitudes, the stress amplitude changes continuously with the number of



286 G. Wheatley et al.

Fig. 33.1 Cyclic stress–strain response of the tested material for a strain amplitude of 1.0% and a
heat treatment temperature of: a 190 °C, b 230 °C, c 235 °C, and d 315 °C

cycles, without reaching a stable value; in other cases, although the stable value is
reached, it occurs in a relatively short period of the test. On the contrary, at lower
strain amplitudes, the stabilised response is clearer, and the stress amplitude tends to
be constant for a long period of the test. A close look at the figure also shows that the
effect of heat treatment process is more pronounced at lower quench temperatures.

The relationship between the plastic strain energy density (�WP) at the mid-life
cycle and the number of cycles to failure for the different heat treatment temperatures
is exhibited in Fig. 33.3. In this study, the plastic strain energy density, i.e. the area
of the hysteresis stress–strain loop was computed numerically using about 200 data
points collected in the tests for each cycle. As can be seen, the fitted curves do not
follow a unique curve, which suggests that �WP is affected by the heat treatment
temperature. Regarding the total strain energy density, defined here as the sum of
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Fig. 33.2 Stress amplitude versus number of cycles for different strain amplitudes (0.50%, 0.65%,
0.80%, and 1.00%) and two different heat treatment temperatures (190 and 315 °C)

Fig. 33.3 Total strain energy density (�WT) versus number of cycles to failure and plastic strain
energy density (�WP) versus number of cycles to failure for different heat treatment temperatures

both the plastic and the tensile positive components, the conclusions are similar.
Figure 33.3 plots the total strain energy density (�WT) at the mid-life cycle against
the number of cycles to failure for the different heat treatment temperatures. In a
similarmanner to the plastic strain energydensity, thefitted functions are also affected
by the heat treatment temperature, leading to different energy-life responses, which
are not an attractive solution in terms of fatigue design, since it requires an individual
experimental programme for each temperature, in order to define the material fatigue
properties.

If we analyse the energy response in terms of cumulated values, i.e. cumulated
plastic strain energy density (WP) and cumulated total strain energy density (WT), the
conclusions are different. Here, the cumulated values were computed numerically,
using a cycle-by-cycle integration basis. The typical trends found in this study are
exhibited in Fig. 33.4. As can be seen in the figure, unlike the previous case, the
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Fig. 33.4 Cumulated strain energy density versus number of cycles to failure for different strain
amplitudes and heat treatment a temperatures. WT represents the cumulated total strain energy
density, and WP represents the cumulated plastic strain energy density

relationships between the cumulated plastic strain energy and fatigue life, and the
cumulated total strain energy density and the fatigue life, can be defined using single
functions (see dashed lines). In fact, the data points are collapsed in the same trends,
irrespective of the heat treatment temperature. This approach deeply simplifies the
design approach, since a single function can be used, which reduces costs and time
associated with the characterisation of material fatigue properties.

33.4 Conclusions

This study aimed at analysing the effect of heat treatment temperature on cumulated
strain energy density, also known as fatigue toughness, in medium-carbon high-
strength steels tested in the low-cycle fatigue regime. The experimental programme
comprised four different tempering temperatures (190 °C, 230 °C, 275 °C, and
315 °C) and four strain amplitudes (0.50%, 0.65%, 0.80%, and 1.0%). The following
conclusions can be drawn:

• the tested steel, irrespective of the tempering temperature, exhibited an initial
strain-hardening behaviour, in the first two cycles, and then showed a strain-
softening behaviour until the total failure;

• the cyclic stress–strain responsewas clearly affected by the heat treatment temper-
ature. Inmost cases, a fully saturated stagewas not achieved, leading to significant
changes in the hysteresis loop shapes throughout the entire test;

• the energy-life relationships, defined in terms plastic or total components using
the mid-life cycle, were strongly affected by the heat treatment temperature.
Individual energy-life functions were required to fit the data;
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• the energy-life relationships (plastic and total components), defined in terms of
cumulated values, were not affected by the heat treatment temperature. A single
function could fit the results, which is an interesting outcome.
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Chapter 34
Effect of Specimen Thickness on Fatigue
Crack Growth Resistance in Paris Region
in AISI 304 STEEL

Stanislav Seitl , Pavel Pokorný , Jan Klusák , Szymon Duda ,
and Grzegorz Lesiuk

Abstract Stainless steels are widely used engineering materials providing excel-
lent properties. They have applications in many industries (chemical, energy, food
production and civil engineering). The presented study aims to evaluate the effect of
specimen thickness on fatigue crack growth behavior in stainless steels AISI 304L.
Two grades of stainless steel with different chemical composition were employed:
DIN 1.4307 and DIN 1.4306. �K-decreasing/increasing FCG tests were carried out
on a standard compact tension specimens with 5, 10, 15 and 20 mm in thickness and
compared to results gained on compact tension specimens of 6 mm in thickness.

Keywords Fatigue crack growth resistance · Stainless steel · AISI 304 · Thickness
effect · Paris’ law

34.1 Introduction

Stainless steels are widely used engineering materials providing excellent combina-
tion of corrosion resistance and advanced fracture mechanical properties. Stainless
steels have applications in many industries, such as chemical and energy industries,
food production and nowadays in civil engineering [1]. Significant technological
advances in the use of stainless steel in civil engineering construction/structures are
described, for example, in [2, 3] an [10].

It is known that many failure problems of civil engineering structures are caused
by fatigue of used materials, see [4, 5]. Therefore, the improvement of fatigue crack
growth resistance of civil engineering structural materials as well as development of
safety design and fabrication processes is strongly required for safety of construction.
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Fatigue crackgrowth life is an important part in total life of componentswith initiation
concentrators like notches or welded joints, which are unavoidable in most of civil
engineering structures and their elements.

Thepresented study aims to evaluate the effect of specimen thickness [6] on fatigue
crack growth behavior [7] in two kinds of stainless steel with different chemical
composition: DIN 1.4307 and DIN 1.4306. �K-decreasing/increasing fatigue crack
growth tests were carried out on standard compact tension (CT) specimens with 5,
10, 15 and 20 mm in thickness and compared to results gained on CT specimen of
6 mm thickness which were taken from literature [8, 9].

34.2 Materials, Mechanical Properties and Fatigue
Specimens

The material AISI 304L steels were delivered in the form of hot-rolled sheets with
the thickness of 20 mm. The chemical compositions and basic mechanical properties
of AISI 304L steels are mentioned in Tables 34.1 and 34.2, respectively. The used
specimens were manufactured from a plate of material regarding the direction of
rolling, see Fig. 34.1.

Table 34.1 Chemical compositions of the steel grades AISI 304L (in wt% provided by supplier)

AISI 304L C Cr Ni Mn S P Si Fe

1.4307 0.023 18.12 8.180 1.790 0.0030 0.0400 0.170 Bal

1.4306 0.009 18.27 10.033 1.851 0.0002 0.0379 0.301 Bal

Table 34.2 Basic mechanical properties of both grades DIN 1.4307 and DIN 1.4306

AISI 304L 0.2% offset yield strength
[MPa]

Ultimate tensile strength
[MPa]

Elongation at fracture [%]

1.4307 266.6 ± 1.8 665 ± 4.2 76.5 ± 0.5

1.4306 240 ± 2.8 578 ± 6.2 79.9 ± 0.7

Fig. 34.1 Orientation of specimens with respect to the rolling direction, notches for fatigue crack
initiation are perpendicular to the rolling direction
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Fig. 34.2 Geometry of compact tension specimens: W = 50 mm, H = 50 mm, B ∈ {5, 10, 15,
20} mm

The geometry of the CT specimens is shown in Fig. 34.2. Specimens’ thickness
applied for measurement was selected 5, 10 and 15. The last specimen thickness was
selected 20 mm, but due to preparation from plate with nominal thickness 20 mm
the real specimen thickness was approximately less−0.2 mm depending of brushing
layers.

34.3 Fatigue Crack Growth Rate Measurement

The da/dN versus�K curveswere determined according to the standardASTME647
using the CT specimens with the parameter W = 50 mm and the varied thickness
B = 5, 10, 15 and 20 mm, the recommended thickness according ASTM E647 is in
interval:

W

20
≤ B ≤ W

4
, (34.1)

whereW is the distance between the load pin center and the backface ofCT specimen,
see Fig. 34.2. The stress intensity factor range, �K, for CT specimen was calculated
from the following expression ASTM E647:

�K = �P

B
√
W

(2 + α)

(1 − α)3/2

(
0.886 + 4.64α − 13.32α2 + 14.72α3 + 5.6α4) (34.2)

where P is a load and α = a/W (ratio of a crack length including notch and parameter
W ).
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The FCG rate for the applied loading is defined by the crack length increment for
given number of loading cycles. Paris’ law, [7], expressed by Eq. (34.3)

da

dN
= C(�K )m, (34.3)

is often used for the description of the crack growth. C and m are material constants,
da/dN is the fatigue crack growth rate (da—crack length increment, dN—corre-
sponding number of cycles) and �K is the stress intensity factor range. The number
of load cycles to failure (N f) can be calculated by integrating the crack propagation
between an initial crack length (ai) and critical crack length (ac), Eq. (34.4)

Nf =
ac∫

ai

da

C(�K )m
. (34.4)

The compact tension fatigue tests were conducted at various load levels with a
load ratio of R = 0.1. Measurement of the fatigue crack growth rate was carried out
using the resonant testing machine Amsler 20 HFP 5100. The loading frequency
varied in the range from 50 to 95 Hz, depending on the specimen stiffness (given by
specimen thickness and crack length). The experiments were done in a laboratory
with controlled temperature and humidity. The temperature was set to 23 °C and the
absolute humidity was kept at 10 g/m3 (the corresponding relative humidity is 50%).

34.4 Results

Fatigue crack growth rate were measured using the CT specimens made from two
kinds of the 304L steels. Due to civil engineering application on structure, the
specimens were fabricated with a notch perpendicular to the rolling texture.

34.4.1 AISI 304L—DIN 1.4307

The average grain size forDIN 1.4307wasmeasured to be 32µm± 11µmexcluding
twin interfaces, detail information could be found in paper [8, 9]. In Fig. 34.3, Paris
law constants C andm, from experimental measurement performed onCT specimens
with 5, 10 and 15 mm of thickness and CT specimen with thickness 6 mm literature
[8] performed on AISI 304L (DIN 1.4307) are compared.

Note that experimental constants C andm are not easily related with any physical
properties of materials. The Paris’ law is a curve fit of the central region (Paris’
region) of results of a fatigue crack growth experiment. The interval of m is usually
for metallic materials from 2 up 8 [4, 5].
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Fig. 34.3 Measured crack growth rates da/dN at the load ratio R = 0.1 for the thicknesses 5, 10
and 15 mm and comparison with data for B = 6 mm from [8] for DIN 1.4307

Table 34.3 Comparison of material DIN 1.4307 constants C and m, from experimental measure-
ment and literature [8] for various thickness

AISI 304L Source B [mm] C [m/cycle MPam0.5] m [–] R2

1.4307 5 9 × 10–12 5.38 0.71

10 2 × 10–11 4.98 0.65

15 4 × 10–11 4.86 0.81

[8] 6 1 × 10–11 5.35 0.96

Ni 8.09 [12] 10 8.16 × 10–13 3.61 –

In [11], the results for the AISI 304 with similar chemical composition: C 0.06
mass%, Si 0.42 mass%, Mn 0.84 mass%, P 0.030 mass %, S 0.002 mass%, Ni 8.09
mass%, Cr 18.16 mass%, and the remainder composed of Fe, was mentioned. The
fatigue properties are mentioned in Table 34.3 and a strong influence of specimen
thickness B on the fatigue crack growth was observed for the DIN 1.4307.

We can see slight increase ofDIN 1.4307 fatigue crack growth ratewith increasing
thickness of the specimens.Despite of some scatter observed inda/dN data, the results
for all four thicknesses can be represented by a single curve for the two-parameter
crack growth rate relation as applied for AISI 304 L.

34.4.2 AISI 304L—DIN 1.4306

For DIN 1.4306 grade of AISI 304 L steel the experimental data shows that the
similar fatigue behavior is observed for B = 5 mm, 10 mm and 20 mm. However, the
influence of thickness on da/dN is less pronounced, and becomes virtually absent
for da/dN close to 1 × 10–5 mm/cycle and still �K = 12 MPam0.5 (Fig. 34.4 and
Table 34.4).
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Fig. 34.4 Measured crack growth rates da/dN at the load ratio R = 0.1 for the four specimens
thickness 5, 10, 15 and 20 mm for DIN 1.4306

Table 34.4 Comparison of material DIN 1.4306 constants C and m, from experimental measure-
ment for various thickness

AISI 304L B [mm] C [mm/cycle MPam0.5] m [–] R2

1.4306 5 3 × 10–11 4.67 0.89

10 3 × 10–11 4.70 0.48

20 3 × 10–11 4.47 0.93

According to the results obtained, the Paris’ law materials constant for various
thicknesses could be recommended for practical applications in civil engineering
structural analysis under fatigue load regime, where properties are utilized as input
parameters, see [11–13].

34.5 Conclusion

Growth of long fatigue cracks was experimentally investigated in two grades of stain-
less steel AISI 304 L. The results were compared with literature data. However, the
paper presents preliminary results, andmore detail microstructural and fractographic
analysis will be performed. The following conclusions can be drawn:

• A slight influence of specimen thickness B on the fatigue crack growth was
observed for the DIN 1.4307 grades of AISI 304 L steel.

• For DIN 1.4306 grades of AISI 304 L steel the experimental data shows similar
fatigue behavior for B = 5 mm, 10 mm and 20 mm. However, the influence of
thickness on da/dN is less pronounced than in case of DIN 1.4307, and becomes
virtually absent for da/dN close to 1× 10–5 mm/cycle and still�K = 12MPam0.5.
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Chapter 35
Fracture Mechanics Assessment
of Notches Subjected to Very High-Cycle
Fatigue Loading

Kamila Kozakova and Jan Klusak

Abstract The aimof this article is to introducemethod for evaluation of the lifetimes
of smooth and notched specimens in the area of highcycle and gigacycle fatigue of
materials. The theory of critical distances is used for evaluation and recalculation of
the fatigue life curves. The effect of the notch is quantified using the line method,
which uses the length parameter l. This critical parameter l can be used for predictions
of fatigue lifetimes of notched components.

Keywords Wöhler curve · High-frequency loading · Gigacycle fatigue · Notches ·
Theory of critical distances · Line method · Ultrasonic fatigue tests

35.1 Introduction

In process of designing cyclically loaded components, designers usually rely on
fatigue data measured on smooth specimens. However, there are stress concentrators
in real components. There are several ways how data from notched specimens can be
related to the data from smooth samples. At the same time, there are several ways how
fatigue life curves of smooth specimens can be converted to estimate lifetime of a
notched component. In this work, methods of finite fracture mechanics are applied to
find the relationship between S–N data measured on notched and smooth specimens.
The article describes the application of the theory of critical distances in the field of
high-cycle and gigacycle fatigue.
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35.1.1 Gigacycle Fatigue

August Wöhler was one of the first researchers, who dealt with the fatigue of mate-
rials. He assumed the existence of a fatigue limit of metals. The fatigue limit can
be described as the highest stress that does not lead to fracture at 107 cycles [3].
Nowadays, new technologies require studying possible fracture behavior beyond 107

cycles [9]. By means of ultrasonic fatigue testing machines, fatigue testing beyond
107 cycles can be realized in real-time, and it was shown that fracture can occur in the
gigacycle fatigue region [1, 5]. In the gigacycle fatigue regime, cracks often initiate
in subsurface on inclusions, “supergrains” and pores. These cracks lead to fish-eye
propagation around the defects [2].

35.1.2 Theory of Critical Distances

Stress concentrations like notches often lead to a crack initiation and consequent
failure. Fracture mechanics describes the behavior of components with cracks.
Notches can be seen as cracks in some way. Thus generalizations of fracture
mechanics led to the birth of the finite fracture mechanics (FFM) and the theory
of critical distances (TCD), which is derived from linear elastic fracture mechanics.
TCD uses a length parameter, the critical distance l. The theory of critical distances
uses the distribution of opening stress of notched components for lifetime prediction.
The best-known approaches of TCD are the point method and the line method. These
methods were formulated in a similar form by Neuber and Peterson, but now they
have been refreshed and improved with the availability of finite element analysis.
The point method states that failure will occur when the elastic stress at a certain
distance from the notch reaches some critical value. The line method is very similar
but uses the average stress over this distance [4, 7, 8] (Fig. 35.1).

Fig. 35.1 a Critical distance—point method, b critical distance—line method
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35.2 Process of Evaluation

The work deals with the evaluation of lifetime of smooth and notched specimens
in the field of high-cycle and gigacycle fatigue of materials. The theory of critical
distances, particularly the linemethod is used here to find the critical length parameter
l. To apply the theory, the model distribution of axial stress in the narrowest part of
the notched specimen is analyzed numerically. Commonly, S–N data of smooth and
notched specimens are presented by means of nominal stresses. Where the nominal
stress is the average stress across the entire cross-section in the narrowest part. Based
on the axial stress distribution, the S–N curves for smooth and notched specimens
are evaluated and the critical distance l is determined in the following way. The
experimental data for smooth and notched specimens are approximated by the S–N
curves. The critical distance, measured from the notch tip, is determined so that the
average stress over the critical distance in the notched specimen is the same as the
nominal stress of smooth specimen at the same number of cycles to fracture.

35.2.1 Application—Aluminum Alloy Specimens

The aluminum alloy specimens were designed for ultrasonic fatigue tests (UFT). For
UFT, the intrinsic frequencies of the longitudinal vibrations of the specimens shall
be close to 20 kHz. Figure 35.2a shows the specimens dimensions, where the total
lengths and intrinsic frequencies are listed in Table 35.1.

Using numerical calculations, the axial stresses σ y in the narrowest cross-section
were determined (see Fig. 35.3a) for themodel notched specimen. Experimental S–N
datawere approximated byS–N curves (Fig. 35.3b). Then the critical distance follows
from Formula (35.1), where σ notched

a,nom (Nf), and σ smooth
a,nom (Nf) are the values on the S–N

curves for an arbitrary, but the same number of cycles (N f), σ y,LM(l) is the average
stress over the distance l, and σ y,LM,nom is the average stress over entire cross-section
of the model notched specimen from Fig. 35.3a and it is equal to 93 MPa.

σy, LM(l) = σ smooth
a, nom (Nf)

σ smooth
a, nom (Nf)

· σy,LM, nom (35.1)

The result of Eq. (35.1) is the average stress over a critical distance l. Finally, in
the stress distribution, we look for the critical distance l that satisfies Eq. (35.1). This
calculation is performed for the entire range of values N f.

The dependence of the critical distance on the number of cycles to fracture is
shown in Fig. 35.3c. This dependence can be described by Eq. (35.2).

l = 0.8992 · N−0.04939
f (35.2)
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Fig. 35.2 Parameters of specimens: a aluminum alloy, b structural steel

Table 35.1 The total lengths
and intrinsic frequencies of
specimens

Smooth specimens L1 = 66 mm f 1 = 20,012 Hz

Notched Specimens L2 = 75 mm f 2 = 20,042 Hz

When knowing the critical distance, we can make a prediction of lifetime of a
notched component via an estimation of the S–N curve of specimens with given
notch radius. We assume that the critical distance is a material parameter, and we use
an inverse approach based on Eq. (35.1). The estimation for the given notch radius is
based on knowledge of S–N curve of smooth specimens and knowledge of the model
stress distribution for the given notch. We determine the notch stress concentration
factor K t,LM(l) based on the line method from the model stress distribution:

Kt,LM(l) = σy,LM(l)

σy,LM,nom
(35.3)

Thenwe can calculate the points of the estimated S–N curve of notched specimens
from the S–N curve measured at smooth specimens:

σ notched
a, nom

(
N f

) = σ smooth
a, nom

(
N f

)

Kt, LM(l)
(35.4)
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Fig. 35.3 Results on aluminum alloy

Figure 35.3d shows the predictions of S–N curves for notched specimens with the
notch radii of 0.6, 1.2, and 2.4 mm.

35.2.2 Application—Steel Specimens

Similar calculations using Eq. (35.1) were performed for steel specimens shown in
Fig. 35.2b, where the notch radius was 0.1 mm. Experimental data were taken from
[6]. Based on the model distribution of axial stress, the value of the critical distance
was determined as 0.08 mm. This value was ascertained for N f = 2 × 106 and,
although it slightly depends on N f, it was considered as a constant for entire range of
N f. Then we can use the model axial stress distributions of various notches, and we
can apply the inverse approach given by Eqs. (35.3) and (35.4) on S–N curve of the
smooth specimens to get the predictions of lifetime curves of notched specimens.
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Fig. 35.4 Results on structural steel

The estimations of S–N curves for notches with radii of 0.1, 0.5, and 1mm are shown
in Fig. 35.4b.

35.3 Conclusion

In the study, the theory of critical distances was applied to estimate the lifetime
curves of notched specimens in the field of high-cycle and gigacycle fatigue. The
average critical distance was 0.38 mm for specimens of aluminum alloy with a
notch (radius 0.6 mm). In the case of structural steel specimens with a sharper notch
(radius 0.1 mm), the average value of critical distance was 0.08 mm. Both in the case
of aluminum alloy and structural steel, the critical distance slightly decreases with
the increasing number of cycles to fracture. This corresponds to the fact that with
increasing N f the loading level decreases and at the same time crack initiation can be
caused by structural defects, voids, and inhomogeneities of smaller size. The average
critical distance can be used for predictions of lifetime of notched components with
various notch radii. Experimental verification of these predictions will be object of
our further study.
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Chapter 36
Fatigue Failure of 51CrV4 Steel Under
Rotating Bending and Tensile

V. M. G. Gomes , Abílio M. P. De Jesus , M. Figueiredo ,
José A. F. O. Correia , and R. Calcada

Abstract Railway has proved to be a sustainable transportation alternative. This
potential has caused a huge investment in the sector in recent years. However, in the
freight sector, leaf spring suspensions have been suffering failures due to fatigue,
causing derailments and serious losses. This work intends to provide resources to
predict future structural failures due to fatigue, focusing on an analysis of fatigue
in terms of the effect of loading type and applied load amplitude. It also evaluates
the failure modes that occur on rotating bending and tensile fatigue testing. For this
reason, a classical SN approach and SEM have been used to analyze the total fatigue
life and fracture surfaces, respectively. According to the analyzed results, there is a
great sensitivity to micro-notches and crack initiation on the free surface and from
non-metallic inclusions.

Keywords Railway · Rolling stock · Spring steel · Fatigue failure · Non-metallic
inclusions · Roughness

36.1 Introduction

Over the years the freight rail sector has shown a great impact on the world
economy. This type of transport has been demonstrating to have a big potential
to prevent climate change. Nowadays, Portugal has been seeking to invest in this
sector, acquiring new trains, modernizing the services provided, and improving the
maintenance practices in infrastructures and rolling stock [1].

Regarding the freight wagon running gear, this is standardized by the International
Union of Railways (UIC), having different configurations of bogies [2]. The link

V. M. G. Gomes (B) · A. M. P. De Jesus · M. Figueiredo · J. A. F. O. Correia · R. Calcada
Faculty of Engineering, University of Porto, 4200-465 Porto, Portugal
e-mail: vgomes@inegi.up.pt

V. M. G. Gomes · A. M. P. De Jesus · J. A. F. O. Correia
INEGI, University of Porto, FEUP Campus, 4200-465 Porto, Portugal

R. Calcada
Centre of Competence in Railways (CSF), 4200-465 Porto, Portugal

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
G. Lesiuk et al. (eds.), Fatigue and Fracture of Materials and Structures,
Structural Integrity 24, https://doi.org/10.1007/978-3-030-97822-8_36

307

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-97822-8_36&domain=pdf
http://orcid.org/0000-0002-3982-6913
http://orcid.org/0000-0002-1059-715X
http://orcid.org/0000-0002-6425-4339
http://orcid.org/0000-0002-4148-9426
http://orcid.org/0000-0002-2375-7685
mailto:vgomes@inegi.up.pt
https://doi.org/10.1007/978-3-030-97822-8_36


308 V. M. G. Gomes et al.

suspension bogie with parabolic leaf springs is one of the possible configurations
for UIC freight wagons. Although this mechanism originated in the 1900s, it is still
widely used in several freight wagons, its leaf springs are failing by fatigue and hence
originating derailments and economic losses [3].

These occurences has proved the existence of a lack of knowledge about “health”
of leaf springs, though the longevity of the link suspension bogie in the railway sector
[2]. In order to prevent fatigue issues on leaf springs, a deep investigation into its
fatigue resistance needs to be undertaken. This paper intends to provide information
about the total-life of spring steels used in parabolic leaf springs for freight wagons
based on an SN curve approach. Also, it presented the probability of different fatigue
failure modes observed from scanning electron microscopy, (SEM).

36.2 Material and Methods

The spring steel is a high-strength alloyed steel standardized as DIN 51CrV4. The
chemical composition was measured according to the optical emission spectroscopy
and compared with the standardized values as shown in Table 36.1.

From the optical microscopy performed, the spring steel shows a lath tempered
martensitic structure [4]. No difference in the microstructure has been verified in
longitudinal, transversal, and planar planes. However, some samples can show decar-
bonization in the vicinity of the surface. This phenomenon is verified with a dimen-
sion of about 5 µm. Figure 36.1 left and—right show the structure in the core and
the vicinity of the surface, respectively.

In terms of mechanical strength, the spring steel presents a very high yield and
ultimate strengths, σ 0.2 and σ uts with low ductility, εf . Furthermore, charpyV tests
showed low impact toughness. Table 36.2 shows the mechanical properties obtained
from standard tests in summary [5–7].

The fatigue strength of spring steel is evaluated according to the SN curve for total-
life. Specimen with cylindrical geometry were manufactured for rotating bending
(R = −1) and tensile (R = 0) fatigue tests according to standards [9] [10]. Both
geometries are illustrated in Fig. 36.2. The diameter D of specimen A is 5 mm,
whereas specimen B has a diameter equal to 4 and 6 mm. Both geometries have
a reduction radius, R ensuring there is no stress concentration effect. Specimens B
have a length L greater than 10 mm.

Table 36.1 Chemical composition of spring steel and comparison with standard values (%weight)

C Si Mn P S Cr V

Measured 0.462 0.347 0.914 0.0113 0.0126 0.970 0.131

Values ± 0.001 ±0.003 ±0.003 ±0.0009 ±0.0007 ±0.002 ±0.001

DIN
51CrV4

0.47–0.55 ≤0.40 0.70–1.10 ≤0.025 ≤ 0.025 0.90–1.20 ≤0.10–0.25
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Fig. 36.1 51CrV4 Microstructure left in the core; right in the surface

Table 36.2 Mechanical properties: monotonic, hardness, and impact

E (GPa) σ 0.2 (MPa) σ uts (MPa) εf (%) RAf (%) HV Charpy-V (J)

Measured 202.1 1258.6 1414.0 7.97 48.07 424.3 10.9

Values ±5.2 ±51.0 ±63.6 ±0.608 ±30 ±7.07 ±1.45

DIN 51CrV4 200 1200 1350–1650 6 30 – 8

A B

L

Fig. 36.2 The geometry of specimens used for fatigue tests: a Rotating bending (R = -1), b tensile
(R = 0.1)

Fatigue test outcomes for total-life approach are usually described in terms of
SN curves. SN curves are usually described such that the stress amplitude, σ a is a
function of the number of cycles to failure, Nf as written:

σa = CNn
f , (36.1)

Fatigue Failure of 51CrV4 Steel under Rotating Bending and Tensile.

where C and n are respectively the coefficient and exponent of the curve, and they
are given by:

C = (10β0/β1), n = (β1)
−1, (36.2)
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The estimation of the average SN curve can be given by linear regression model,
such that [8]:

Y = β0 + β1x, (36.3)

where yi is the value of the dependent variable, and xi, the value of independent vari-
able. The elements of vector x and Y are transformed quantities by logarithmic, such
that σ a,i and Nf,i are respectively xi = logσa,ie yi = logN f,i . The fitting parameters,
β0 e β1 are computed as:

β̂0 = Y − β̂1x, β̂1 = n
∑n

i=1 yi xi − (
∑n

i=1 yi )(
∑n

i=1 xi )

n
∑n

i=1 x
2
i − (

∑n
i=1 xi )

2
(36.4)

with Y and x denoting the sample expected values for dependent and independent
random variables. Note that the linear regression model does not consider run-outs
obtained in fatigue tests.

36.3 Results and Discussion

As aforementioned, the analysis of fatigue results is based on the classical SN model
for specimens A and B. As the results are documented, a discussion is carried out
referring to the fracture surfaces analyzed according to SEM technology.

Figure 36.3 includes red and blue regression curves for rotating bending, RB
curve, and tensile, T curve, respectively. Curve T presents a larger dispersion in
fatigue life than the RB curve. This is easily explained after measuring the surface
roughness. According to roughness results, RB specimens have 0.6394± 0.1200µm
whereas T specimens have 0.7120 ± 0.3596 µm. The highest surface roughnesses
are 0.9203µm e 1.7833µm for RB and T specimens, respectively. That is, the spring
steel is highly sensitive to the surface state (Fig. 36.4).

Fatigue Failure of 51CrV4 Steel under Rotating Bending and Tensile (36.5)

Analyzing the regression parameters, β0 and β1, one verifies that with the mean
stress increases and loading changes from bending to tensile, the slope tends to be
slightly superior. A summary of results is presented in Table 36.3.

Now, analyzing the failure modes, we verified that under rotating bending, all
failures have initiated at the free surface (numbers 1 and 2). On the other hand,
under tensile conditions, failure has initiated at free surface (number 3) or at non-
metallic inclusions (for two samples,markedwith numbers 4 and 5) for 1E+06 cycles.
Rotatingbending strength appears to have clearly a fatigue limit of 600MPa for values
greater than 1E+07 cycles. In tensile conditions, run-outs can occur for stress values
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Fig. 36.3 SN curve for rotating bending and tensile loading conditions obtained from a regression
linear model. Numeration of some failure modes verified

equal to them in which crack initiation at non-metallic inclusion occurred. However,
if the quality of the surface is bad, failure can occur early.

36.4 Conclusions

Throughout this research work the specimens tested in rotating bending and tensile
conditions exhibit high dispersion in results due to surface roughness. Roughness
surface analysis suggests this dispersion is strongly influenced by the surface quality
and then the quenched and tempered spring steel 51CrV4 is highly sensitive tomicro-
notches. Fracture analysis suggests that crack initiation takes place preferably at free
surface. However, for materials with internal inclusions with size greater than their
critical value, the initiation begins around them leading to failures.

Posterior researches will consist of the quantification of the sensitivity of mate-
rial for notches, and the determination of critical sizes of the evaluated inclusions.
Moreover, an analysis of the mean stress effect in the fatigue resistance will be also
reported.
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Fig. 36.4. Illustration of failuremodes verified from rotating and tensile fatigue tests.Number 1 and
2—Rotating bending condition—Crack initiation at free surface; Number 3—Tensile condition—
Crack initiation at free surface; Number 4 and 5—Tensile Condition—Crack initiation at non-
metallic inclusion

Table 36.3 Summary of SN Curve parameters

Load
condition

Rσ β0 β1 Coefficient
C

Exponent
n

σuts Ra (µm)

Rotating
bending

−1 28.74 −8.39 2666.18 −0.12 1412.0 ± 61.1 0.6394 ± 0.1200

Tensile 0.1 16.96 −4.51 5783.92 −0.22 1429.7 ± 56.8 0.7120 ± 0.3596
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Chapter 37
The Role of the Surface in Crack
Initiation in Sharp and Bi-material
Notches

Jan Klusák and Dalibor Kopp

Abstract The study deals with description of stress distribution and conditions of
crack initiation in sharp and bi-material notches. Particularly, it uses 3D numerical
models of the notches and focuses on stress conditions along the notches fronts,
especially near the free surface. The study describes how free surface influences the
stress conditions along the notches fronts and whether crack initiates in a central or
in a surface layer of the model. It can be shown that some geometries of the notches
lead to crack initiation in the central layer, some of them lead to crack initiation in
the surface layer, and some notches exhibit stress distribution leading to almost the
same probability of crack initiation along whole notch front. The criterion of average
tangential stress is used to distinguish the place of failure initiation.

Keywords Crack initiation · Stability of notches · The influence of surface ·
Generalized fracture mechanics

37.1 Introduction

37.1.1 Background

Sharp and bi-material notches occur in engineering components. Sharp notches are
induced by requirements on a shape of components and structures. Bi-material
notches are often related to components for electrical equipment (wire-insulator
connection), or in civil engineering (steel-concrete junction). Such notches lead to
stress concentrations, to an initiation of a crack, and consequently to a failure of
whole component or structure.

In the following, stress state is studied in the vicinity of the notch tip. The stress
is monitored along the notch front in order to describe the influence of free surface.
Based on the detailed description of stress distribution, crack initiation conditions
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can be estimated. Particularly, by means of precise 3D models, we have studied
whether a crack initiates in the middle of the specimen or near the free surface. Thus,
the role of the free surface in the process of crack initiation can be assessed and
described. Figure 37.1 shows geometry of sharp and bi-material notch. In the case
of homogeneous notch, materials 1 and 2 are considered to be equal.

37.1.2 Crack Initiation Criterion

According to the approaches of generalized fracturemechanics of notches, conditions
of crack initiation are associatedwith reaching a critical valueof a controllingquantity
[1]. We have used an average value of tangential stress σθθ (θ) evaluated ahead of the
notch front:

σθθ (θ) = 1

d

d∫

0

σθθ (r, θ)dr , (37.1)

Assumed crack initiation direction corresponds to the direction θ of themaximum
of average tangential stress. The level of the critical applied loading stress depends
on the critical opening stress determined from a fracture characteristic of the material
where the crack initiation is expected [2]. In the case of bi-material notch, there are
the materials 1, 2, and the interface 0 between the materials. The critical value of the
average tangential stress is:

σθθ c,m = 2Kc,m√
2πd

, (37.2)

whereKc,m is the fracture characteristic of the materialm (wherem= 1, 2, 0) and it is
represented by the fracture toughnessK Ic for brittle fracture or by the threshold value
K Ith for fatigue crack initiation during cyclic loading, and d represents the averaging
distance.

The absolute value of average tangential stress, induced around and along the
notch front, directly depends on the level of the applied loading stress σ appl and
is numerically calculated in dependence on the polar coordinate θ. The direction,
where the average value of tangential stress is maximal, corresponds to the direction
of potential crack initiation. This direction is denoted θnotch

0,m . The average tangential
stress in this direction is σθθ (σappl, θ

notch
0,m ). Finally, the critical value of applied stress

is determined as:

σappl,c,m = σθθ c,m
σappl

σθθ (σappl, θ
notch
0,m )

. (37.3)

The crack initiation criterion can be formulated in the following form:
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σappl > σappl,c,m

A crack is initiated in the notch if the applied loading is greater than its critical
value. The crack initiation is a local phenomenon. It is initiated in the place of the
highest opening stress. We have studied distribution of tangential opening stress
along the notches fronts. It can be shown, that the distribution of the tangential stress
is influenced by the free surface. The tangential stress can increase or decrease toward
the free surface. The critical applied stress depends on the average tangential stress;
see the Eq. (37.3). Thus, the critical applied stress, at which a crack is initiated in
particular location, can be calculated as a function of z coordinate (along the notch
front). Then the crack initiation occurs in the place of the lowest critical applied
stress σappl,c,m(z).

37.2 Comparison of Sharp and Bi-material Notches

37.2.1 Numerical Calculation of the Stress Distribution

The distribution of tangential stress around and along the notch front is calculated
in finite element system ANSYS with highly refined mesh near the notch front and
the surface (the smallest element size is about 1 µm). Only half of the specimen has
been modeled with the use of symmetry layer, see Fig. 37.1.

We have analyzed opening stress distributions around and along homogeneous
and bi-material notches. Typical stress distributions (average tangential stress) in the

Fig. 37.1 3D model of the specimen (left) with sharp (in the middle) or bi-material (right) notch
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vicinity of sharp and bi-material notches are shown in Fig. 37.3. Note that the case of
bi-material notch is represented here by the ratio of Young’s moduli E1/E2 = 0.1 and
the thickness of the specimen is T = 2 mm, so the coordinate z = 1 mm corresponds
to the free surface.

It is apparent that the surface influence is different in the cases of homogeneous
and bi-material notches. While in the case of a homogeneous material, the surface
usually acts as a retarder to initiate the crack, in the case of bi-material notch it may
work the other way around. Particular situation depends on the Young’s moduli ratio
and on the notch opening angle. The steep peak of tangential stress near the surface
(as shown in Fig. 37.3 (right)) is observed for bi-material notches with significant
mismatch of elasticmoduliE1 andE2 andwith large notch opening angles (Fig. 37.2).

Then the distribution of critical applied stress is calculated from the average
tangential stress based on Eq. (37.3). Typical distributions of critical applied stresses
are shown in Fig. 37.4 for homogeneous (left) and bi-material (right) notches. It is
apparent that the local increase of tangential stress leads to local decrease of the

Fig. 37.2 The distribution of average tangential stress around a notch front with opening angle α

= 5°, T = 2 mm in homogeneous material (left), and a bi-material notch front (right)

Fig. 37.3 Analysis of critical applied stress along the notch front in homogeneous material (left),
and a bi-material configuration (right)
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Fig. 37.4 Average critical applied stress for homogeneous notch with α = 5°, z/t = 0 and z/t = 1,
and T = 1, 2 and 4 mm

critical applied stress and vice versa. Further, we can see, that the peak of average
tangential stress near the surface of bi-material notch is meaningfully localized and
it leads to the sudden drop of the critical applied stress. The lowest values of σappl,c in
z = t would indicate a crack initiation at the surface layer. Nevertheless, the size of
the drop area is really small (typically less than 10µm), which may not be enough to
initiate the crack. Based on this, we evaluate an average value of critical applied stress
σappl,c(z), in the direction of the coordinate z. The averaging distance in z-direction
is dz and it is chosen as dz = 0.1 mm. The choice of the distance dz is subjected
to similar requirements as the averaging distance d. It corresponds to the assumed
crack initiation increment (therefore, it depends on crack initiation mechanism), it
can be related to a size of a microstructural element (grain size), etc. The distance
can also be estimated via the approaches known from literature [3–5].

The values of average critical applied stresses in the middle (37.4) and at the
surface (37.5) of the model can be expressed in the following form:

σappl,c,m
(
z ∈ [

0, dz
]) .= σappl,c,m(z = 0) = σappl,c,m(z/t = 0) (37.4)

σappl,c,m
(
z ∈ [

t − dz, t
]) = 1

dz

t∫

t−dz

σappl,c,mdz = σappl,c,m(z/t = 1) (37.5)

in the middle of the sample, the average value can be considered the same as the
current value in the sample (37.4). For simplicity, we can denote the values in (37.4)
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as σappl,c,m(z/t = 0) and in (5) as σappl,c,m(z/t = 1). The values of σappl,c,m(z) ascer-
tained for the middle and for the surface layer of the sample are compared, where
the lower one indicates the crack initiation place. Note that in the case of bi-material
notch, the values of σappl,c,m must be evaluated in all materials regions (m = 1, 2, 0)
and the critical applied stress corresponds to the least of them:

σappl,c = min
{
σappl,c,m(z)

}
(37.6)

The average value of critical applied stress allows to assess whether a crack
initiates in the middle or in the surface layer of the specimen. By the choice of
the averaging distance, we can include the mechanism of failure (brittle fracture or
fatigue crack initiation) into evaluation. The average value of critical applied stress
eliminates the influences of local peaks of stresses that occur in very small areas
and are not able to lead to crack initiation and propagation. These circumstances
can be captured by the choice of the averaging distance. Smaller distance dz is more
sensitive to local peaks of stress, while greater dz reduces the influence of local stress
changes and allows to adjust the theoretical model to real behavior of materials. By
means of the approach described above, the average critical applied stress was locally
analyzed.Most of the cases of sharp and bi-material notches lead to crack initiation in
the middle of specimens or the stress distribution along notch front provides almost
equal probability of crack initiation along whole notch front. This means that the
free surface acts as a retarder for crack initiation. It corresponds to the behavior of a
crack in homogeneous material, where the free surface causes curvature of the crack
front [6]. In the case of sharp notches, only the inclined loading with the direction
β of about 90° can lead to crack initiation in the surface. See Fig. 37.4 where the
curves of the average critical applied stress for z/t = 1 are above the curves for z/t
= 0 for almost whole range of β. Only for β = 72 and 90° the curves for z/t = 1
fall below the curves valid for z/t = 0. Similarly, in the case of bi-material notches,
surface crack initiation is observed for significant mismatch of elastic moduli (E1/E2

= 0.2, 0.1 or less) and for larger opening angles α. In the case of bi-material notches,
the surface crack initiation is caused by the drop of the critical applied stress under
the surface, see Fig. 37.5.
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Fig. 37.5 Critical applied stress for bi-material notch with E1/E2 = 0.1 and α from 5 to 90°
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Chapter 38
Experimental Study on Failure
Mechanisms of Novel Visco-Hyperelastic
Material Target Under Ballistic Impact
Conditions
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Mariusz Magier, Krzysztof Szczurowski, Jedrzej Maczak, Miroslaw Bocian,
Roman Gieleta, and Krzysztof Jamroziak

Abstract The main aim of the study was to define the static and dynamic properties
of novel visco-hyperelastic material and its behavior under 7.62 × 25 mm Full
Metal Jacket (FMJ) projectile impact condition. Mechanical tests were performed
in both quasi-static and dynamic conditions. Uniaxial quasi-static compression tests
were performed at different temperatures in order to characterize the influence of
thermal effects on the plastic flow of the material. The Split Hopkinson Pressure Bar
(SPHB) apparatus was used to assess strain rate sensitivity of the novel material.
Residual velocity of projectiles (after perforation of the target) was recorded during
the test allowing to evaluate energy absorption and dissipation capability of the
visco-hyperelastic layer. The material is intended to be used in different ballistic
applications such as projectile catching systems and anti-ricochet layers covering
walls of shooting ranges, ballistic tunnels.

Keywords Ballistic impact · Numerical simulation · Failure
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38.1 Introduction

Hyperelastic rubber-like materials have been widely used in various engineering
applications. Specific features of those materials makes them very effective when
used as damping layers or shock absorbers [1–4]. Efficiency of hyperelastic tissue
simulants was confirmed in numerous studies of ballistic impact phenomenon [5–
7]. When hyperelastic materials are included in the study they become even more
complicated due to high elastic recovery of rubbers and temporary character of their
deformations. Rubbers and gels can significantly deform under mechanical load and
return to their nearly original shape when the load is removed. The rubber-like mate-
rials show a highly non-linear stress-strain-deformation relationship in the deforma-
tion range above 5%. Even with the use of sophisticated measuring techniques the
amount of information that can be collected during ballistic tests on rubber-likemate-
rials is often significantly limited due to the nature of the phenomenon and properties
of materials. Firstly, the mechanical experiments characterizing the response of the
material to the applied loads in a wide range of strain rates were carried out.

38.2 Material Characterization Tests

38.2.1 Quasi-Static Compression Tests

The novel material is a elastomer based onmodified silicones. Thematerial density is
about 900 kg/m3. First of all, compressive response of the targetmaterial (conditioned
at 293 K) at quasi-static strain rates was examined. Cylindrical samples of 20 mm
in height and 19.5 mm in diameter were tested. Tests were registered with a camera
in order to record the values of specimens diameter that was changing together with
the movement of jaws due to the barreling effect caused by friction at specimen/jaws
interfaces. The tests of themechanical properties of the projectile and targetmaterials
were carried out on a Zwick Z100 universal testing machine with a hydraulic drive.
The compression process was shown in Fig. 38.1.

The results of quasi-static compression tests of the target material were shown in
Fig. 38.2. The actual stresses and strains determined in this way were affected with
some errors (omission of the value of correction methods, e.g. by the Bridgmann
correction coefficient). However, the influence of these errors on the behavior of
numerical models of materials was checked during the validation process.

38.2.2 Dynamic Compression of Hyperelastic Target Material

The samples from the visco-hyperelastic material were cut with a waterjet cutting
machine and thenmilled to the required thickness. Samples for SHPB testsweremade
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Fig. 38.1 The chosen result of the compression process

Fig. 38.2 The graphs of the nominal force versus displacement (left) and true stress versus true
strain (right)

in the form of disks with the diameter D = 23 mm and two different thicknesses L
= 3 and 1.5 mm. This allowed different strain rates to be obtained.

Experimental compression tests at high strain rates were performed on the
conventional SHPB apparatus (see Fig. 38.3).

The apparatus consists of a gas gun, incident and transmission bars (both 2000mm
long)made ofV720maraging steel, an energy absorber, a data acquisition system and
a control system. The striker is launched using compressed gas (argon) and impacts
the incident bar. The details of this technique are included in [8, 9].Waves in the inci-
dent and transmission bars are sensed by strain gauges (EA-06-060LZ-120, Vishay,
USA) which are placed in the middle of the bars. In order to measure pressure bar
signals, strain gauges connected in a half bridge configuration are used. The signals
from the strain gauges (the Wheatstone bridges) are conditioned with a transient
amplifier LTT 500 (LTT Labortechnik Tasler GmbH, Germany) and recorded with a
computer and high-speed A/D computer board NI USB-6366 (National Instruments,
USA). In the described apparatus, the amplifier and the A/D computer board with
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(a) (b) 

Fig. 38.3 Stand for testing materials at high strain rates: a Hopkinson bar system, b computer
control system
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Fig. 38.4 Results of the compression test under high strain rate conditions

1 MHz frequency response are used what allows for accurately recording the tran-
sient signals from the strain gauges of the SHPB apparatus. During experimental
investigations striker velocities were about 14.0 m/s. Pulse shaping technique was
used to shape the profile of the incident pulse. Disks made of rubber with D= 8 mm
and L = 2 mm were used as pulse shapers. An exemplary graph obtained in the
compression test under high strain rate conditions for chosen samples was shown in
Fig. 38.4.

38.3 Ballistic Impact Experiments

The behavior of the hyperelastic target material under high strain rate conditions
including failure was analyzed during the ballistic impact tests. The scheme of the
test stand was shown in Fig. 38.5. Several variants of hyperelastic target with various
thicknesswere tested. The projectilewasfired fromaballistic barrel placed in a holder
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Ballistic barrel

Velocity measuring gates Target sample
mounted in frame

25 m

Projectile recovery 
system

7.62x25 mm FMJ projectile

2 m

Fig. 38.5 The scheme of the ballistic impact test

on a metal platform fixed to the ground. During the ballistic impact tests, the distance
between the ballistic barrel and the sample was L = 25 m. The axis of the barrel was
perpendicular to the surface of the sample in a vertical and horizontal plane. The
sample was mounted in the holder and its edges were fixed by the clamp of the frame
(internal dimensions of 200× 200 mm) tightened with screws. A projectile recovery
system was set up at a distance of 2 m behind the sample surface in order to catch
the projectiles after perforating the samples. The velocity of the projectile in front
of the target was measured by measuring gates. Doppler radar was used to measure
residual velocity of projectile after perforation of the target. The results of the ballistic
experiments of the 7.62 × 25 mm FMJ projectile impact into plastic targets were
shown in Table 38.1 and Fig. 38.6. Three shots were performed for each of target

Table 38.1 Results of ballistic impact experiments

Target thickness, (mm) 0 10 20 30 80 140 180 220

Residual velocity of projectile,
(m/s)*

450 441.5 432.8 426.4 373.2 124.3 45.6 0

*average value from 3 trials
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Fig. 38.6 The graph of the residual velocity versus target thickness
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Fig. 38.7 The example of
the 220 mm target
deformation after projectile’s
stopping

variant. The dimensions of the deformed projectiles and their residual velocities after
in case of perforation of the target were measured after impact (Fig. 38.6).

Deformations of the targets after the projectile impact were shown in Fig. 38.7.

38.4 Conclusions

Various types of experimental testswere carried out in order to determine the response
of the novel visco-hyperelastic target to specific loads as well as to define the initial
parameters to the numerical model. The plastic behavior at high strain rates was
examined, as well as the mechanisms of the material failure depending on the thick-
ness of the layer was analyzed. Residual velocity of projectiles (after perforation of
the target) was recorded during the test allowing to evaluate energy absorption and
dissipation capability of the plastic layer. On the basis of the data collected during
experimental tests the numerical models of 7.62 × 25 mm FMJ projectile and the
novel visco-hyperelastic target will be defined. The models will be used in numerical
simulations reproduced the experiments performed in the future.
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Chapter 39
Fatigue Behavior of As-Built L-PBF
Inconel 718 and Surface
Roughness-Based Modeling

Gianni Nicoletto and Federico Uriati

Abstract Metal parts obtained by the layer-wise selective melting of a powder
bed are characterized by surfaces that are considerably rougher than conventionally
machined parts. Original fatigue data of L-PBF Inconel 718 obtained with specimens
after individual surface roughness characterization demonstrates the considerable
scatter and fatigue debitwith respect tomachined surfaces. Since inmany engineering
applications surface machining and polishing is not a viable solution, fatigue-critical
applications of L-PBF Inconel 718 require an understanding of the link between
surface quality and fatigue. A fatigue model accounting for the roughness-related
stress concentration at as-built surface micronotches is presented and discussed.

Keywords Additive manufacturing · Inconel 718 · High cycle fatigue ·
Roughness · Fatigue model

39.1 Introduction

The powder bed fusion (L-PBF), one of the most promising metal additive manu-
facturing technologies, has reached a remarkably high level of development, and it
is widely used in the production of metal parts of high geometrical complexity, [1].
Inconel 718 powder is one of the metal alloys that are successfully processed by
L-PBF. However, L-PBF Inconel 718 parts show inferior fatigue strength compared
to conventionally manufactured counterparts when tested with surfaces in the as-
built condition [2]. Since in many engineering applications surface machining and
polishing is not a viable solution, the use of L-PBF technology for producing fatigue-
critical applications of Inconel 718 will be possible when a thorough understanding
and control of the fatigue behavior of AM parts as a function of surface quality [3].
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Rough surfaces of L-PBF metals are affected by several phenomena including
stair-stepping, balling, and attachment of partially bonded powder particles. Those
undesired outcomes are directly related with many technological factors, such as
powder quality, process parameters, layer thickness, and surface orientation with
respect to growth direction. [4].

From the fatigue perspective, the as-built surface morphology will show notch-
like features that serve as stress concentration sites where fatigue crack nucleation
is favored even at relatively low stresses [2, 3]. This investigation presents original
scattered fatigue data of L-PBF Inconel 718 specimens, each one characterized in
terms of surface roughness.

The link between rough surfaces and fatigue performance has been sought using
different modeling approaches, namely (i) finite element-based modeling of surface
profiles stress calculations [5] and (ii) theoretical notch-based models [3]. Following
the second approach, here, a fatigue model that accounts for the roughness-related
stress concentration at as-built surface micronotches implements the theoretical
solution for a half plane with sinusoidal profile in tension and a local plasticity
correction.

39.2 Material and Experimental Details

A significant set of fatigue specimens of L-PBF Inconel 718 was produced on an
SLM 500 system (SLM Solutions GmbH, Germany) working at a layer thickness
λ = 60 μm. The specimen geometry, shown in Fig. 39.1, is miniaturized (22 mm
long), prismatic and with minimum cross-section of 5 × 5 mm2, [6]. The long axis
was oriented vertically with respect to the build plate.

Fig. 39.1 Fatigue specimen
geometry and as-build
reference surface
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After removal from build plate, specimens were heat treated according to solution
treatment plus an aging step. The solution consisted of heating up to a temperature
of 954 °C and a soaking time of 1 h, while the aging treatment was divided into two
steps, a first one at a temperature of 718 °C and a second at 621 °C, each of these
steps lasting 8 h. The heat treatment optimized mechanical strength and drastically
reduced residual stresses [2]. The reference static mechanical properties were the
following: ultimate tensile strength Rm = 1400 MPa, yield stress Rs = 1200 MPa,
and elongation to rupture A% = 17% [3].

Before fatigue testing, the flat surface of each individual specimen (see, Fig. 39.1)
was characterized in terms of ISO 4287 roughness parameters Ra; Rq; Rz; Rt using a
surface roughness tester SA6220 (SAMA Tools, Italy) with a 5 μm—radius probe
tip.

Specimens were then fatigue tested under cyclic plane bending using a dedicated
electromechanical testing machine working at a frequency of 25 Hz [6]. Testing was
interrupted when crack initiation at the flat surface reduced the applied stress of 5%
with respect to initial value or 2 106 cycles were reached without appreciable change
in applied stress.

39.3 As-Built Fatigue Behavior of L-PBF Inconel 718

The plot of Fig. 39.2 shows data (σmax vs. number of cycles to fatigue crack initiation)
obtained in the experimental campaign. The S/N trend is characterized by significant
scatter linked to surface roughness by symbol size as shown in the plot. Measured
roughness of the individual specimens varied in the range 5 μm < Rz < 50 μm.
Qualitatively, high roughness values decrease observed fatigue lives for a given stress
level.

Fig. 39.2 Fatigue data of as-built IN718 (symbol size proportional to specimen roughness Rz)
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The present data in Fig. 39.2 are compared with the previously published data
of an Inconel 718 fabricated with an SLM280HL system (SLM Solutions GmbH,
Germany) working at 50 μm layer thickness, [6]. The scatter in surface roughness
was limited for that specimen set, that is, Rz = 11.5 ± 1.5 μm. The present data
reveal a considerably lower fatigue performance possibly because the present set of
specimens was produced by a brand-new metal additive system operating at sub-
optimal working conditions.

39.4 Roughness-Based Fatigue Modeling

A roughness-based fatigue model was developed to address the observed scatter of
Fig. 39.2 and try and link it to individual surface roughness which varies signifi-
cantly from specimen to specimen. The modeling considered two ingredients: (1)
the analytical stress concentration factor Kt solution for a semi-infinite plane with
a sinusoidal profile in remote tension, schematically represented in Fig. 39.3, [7];
(2) the elastic-plastic Neuber’s correction approach for localized plasticity at a notch
root [8].

The model originates from two considerations: (i) an as-built vertical surface is
rough and formed by a regular series of valleys and peaks where the valleys act like
periodic notches; (ii) periodic notches are characterized by a lower stress concentra-
tion when compared to the single notch case because of a shielding effect, [8]. The
half plane with a sinusoidal profile in tension schematically shown in Fig. 39.3a is
assumed representative for the study of the stress distribution in a material delimited
by a rough surface due to layer-by-layer fabrication.

The magnified longitudinal profile of an as-built vertical specimen of Fig. 39.3b
shows a periodicity with a valley spacing of approx. 120 μm (i.e., twice the layer
thickness, λ = 60 μm). Therefore, the sinusoidal pitch d = 120 mm is assumed.
The other characteristic geometrical parameter is the total height l of the sinusoidal
profile of Fig. 39.3a; here it is assumed equal to the roughness parameter Rz of each
individual specimen as shown in Fig. 39.2.

Fig. 39.3 aHalf plane with sinusoidal profile under tension b theoretical profile for as-built L-PBF
Inconel 718 (broken lines are 120 μm apart)
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Fig. 39.4 Stress concentration factor for a half plane with a sinusoidal profile in tension

The solution to the boundary-value problem for an elastic half plane with a sinu-
soidal edge in tension of Fig. 39.3a was obtained solving a singular integral equation
with Hilbert kernel by the mechanical quadrature method [7]. The following analytic
dependence of the stress concentration factor coefficient Kt from the numerical
results was determined

Kt = 1+ [1+ 1.5 tanh(0.3 ln γ + 0.7)]γ (39.1)

where the parameter γ = 2 l/d = 2Rz/2λ. Figure 39.4 shows the dependence of Kt

forRz in the 0 to 100μm rangeμmand for a prescribed sinusoidal pitch d of 120μm.
Kt ranges from 1 to 3.6. The theoretical local stress concentration of a rough surface
notch is thus determined for each specimen of Fig. 39.2.

However, at high max nominal stresses and in the presence of high roughness,
local plasticity at the notch roots is expected. Therefore, the cyclic stress–strain curve
(σ a, εa) of L-PBF Inconel 718 obtained by push–pull testing of polished specimens,
[9], is used along with the stress concentration factor Kt and the nominal stress
σmax to determine the max effective stress σ eff of each specimen according to the
well-known Neuber’s rule [8],

σeffε = (Ktσmax)
2/E (39.2)

The nominal max stress σmax versus Nf plot of Fig. 39.2 is therefore transformed
into effective max stress σmax,eff versus Nf plot of Fig. 39.5 after application of the
roughness-based fatiguemodel outlined above. Themodel successfully collapses the
scattered data of Fig. 39.2 in a narrower band. The plot also shows that the modified
scatter band accounting for the surface roughness matches the reference fatigue data
for L-PBF Inconel 718 obtained using standard specimens with low-stress-ground
surfaces by [10].
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Fig. 39.5 Fatigue data of as-built IN718 after application of roughness-based model proposed here

The roughness-based fatigue model proposed apparently accounts for the as-built
surface effect and therefore can be used to predict the fatigue debit with respect to the
reference fatigue performance once the local Rz parameter and the layer-dependent
periodicity λ are determined.

39.5 Conclusions

The aim of this study was the presentation of (i) original fatigue data of as-built L-
PBF Inconel 718 specimens and (ii) a fatigue model that accounts for the roughness-
dependent performance. This study led to the following conclusions:

• The roughness of as-build surfaces strongly affects the fatigue performance of
L-PBF metals.

• The present experiments showed that specimens were produced with the new L-
PBF system operating at sub-optimal level. Reference fatigue data of identical
specimens produced with an optimized system were significantly better.

• A fatigue model was proposed to account for the roughness-related stress concen-
tration at as-built surface micronotches. It implemented the theoretical solution
for a half plane with sinusoidal profile in tension and the Neuber’s rule for notch
plasticity correction.

• The fatigue model converted the original scattered fatigue data into a
smooth surface performance which showed a good matching with reference
fatigue data for L-PBF Inconel 718 with low-stress-ground surfaces.
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Chapter 40
Fatigue Behavior
of the Titanium-Tantalum Alloy
Obtained by Additive Manufacturing

Teresa Morgado , Catarina Valente, Josu Leunda ,
Alexandre Velhinho , and Rui Silva

Abstract Tantalum is used in titanium alloy. However, there is still little knowledge
about the mechanical proprieties of Ti-Ta alloys. And about their fatigue behavior,
no documented information is known. The potential applications of Ti-Ta alloys
are medical, naval, aerospace. Data related to the Ti-Ta alloys obtained by additive
manufacturing is innovative and crucial for developing newTi-Tamechanical compo-
nents. This work studies the additive manufacturing parameters to manufacture the
Ti-Ta alloy with a weight percentage of 10% of tantalum and 90% of titanium,
each element with 99,9% purity. Vicker’s hardness, tensile and fatigue tests were
performed. The true and engineering tensile proprieties were obtained. The plastic
deformationwas characterized. Fatigue behavior studywas realized. And the fracture
surface morphology was analyzed.

Keywords Ti-Ta alloy · Additive manufacturing · Fatigue behavior
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40.1 Introduction

Among the properties of pure titanium and pure tantalum [1], the main ones are
excellent biocompatibility, corrosion resistance, besides a high strength and a low
elasticmodulus. In the ‘40 s of the twentieth century, pure tantalumwas introduced in
surgical implants, such as screws to fix bones or plates. Still in the twentieth century,
during the ‘50 s, titaniumappeared as amaterial used in surgical implants andmedical
instruments. However, despite its advantages when used individually, metallurgical
studies proved that joining the two materials can improve the mechanical properties
in relation to the properties of each one of the materials in the pure state [2–5].

According to Zhou et al. [6] work, it was possible to conclude that the dynamic
modulus of elasticity reduces, almost linearly, with the increase of the percentage
of tantalum until it reaches a minimum value (69 GPa) at 30% tantalum. After this
minimum, the modulus increases as the percentage of tantalum also continues to
increase until Young’s modulus reaches 88 GPa for the Ti-50%Ta alloy. Then, the
modulus of elasticity decreases again, getting a new minimum of 67 GPa, at 70%
tantalum.

Considering more recent studies performed in the last decade, in an experimental
Faria et al. [7] study, a comparison of the mechanical properties and biocompatibility
of Ti-5Zr, Ti-5Ta and Ti-5Ta-5Zr alloys (in wt.%) with those of commercially pure
titaniumwas performed. The results showed that the Ti-5Ta alloy presents the lowest
Young’s modulus and tensile strength (UTS) among the three alloys.

In a study by Kesteven et al. [8], the corrosion degradation behavior of Ti-Ta
alloys with compositions Ti10Ta, Ti20Ta and Ti30Ta were investigated. Ti20Ta
showed minor degradation. Furthermore, all Ti-Ta alloys presented a degradation
rate lower than that of pure commercial titanium, which indicated the advantage of
using tantalum.

Liu et al. [9] manufactured Ti-Ta alloys in five distinct compositions in at.% (Ti-
20Ta, Ti-25Ta, Ti-30Ta, Ti-35Ta and Ti-50Ta) by sintering, after compacting into a
cylindrical shape of each mixture of titanium and tantalum powders. The porosity of
the alloys increaseswith the tantalumcontent,mainly due to the increased difficulty in
sintering. At the level of mechanical properties, it could also be concluded that these
sintered alloys presented a low Young’s modulus and high tensile strength (UTS).
These properties almost doubled to the same alloys produced by vacuum casting
followed by pouring (ingot metallurgy). It was also concluded that the presence of
tantalum in the alloys contributes to the increase of the tensile strength (UTS) and
reduces Young’s modulus. Furthermore, with the presence of porosities due to the
low diffusion of tantalum, Young’s modulus is further reduced.

Regarding Ti-Ta alloys manufactured by LASER cladding, Morgado et al. [1]
developed an experimental study to evaluate thewear behavior of these alloys, specif-
ically of Ti-30%Ta and Ti-52%Ta (wt.%) alloys. The results obtained were similar
for both compositions.
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In 2017, Yin et al. [10] studied the Ti-28%Ta (at.%—atomic percentage) alloy
manufactured by casting. A sample was extracted to be reduced to powder PREP—
Plasma Rotating Electrode Process. Through this process, powders with spherical
geometry in the 30–260 μm range were obtained. It was verified significant increase
in hardness, between the 226 μm particles with a hardness of 148.8 ± 6.7 HV and
those of 198.8 μmwith 164.3 ± 7.1 HV. Below 126 μm, small reductions in particle
size already result again in significant increases in hardness.

The objective of the present work is to study the fatigue behavior of the Ti10Ta
alloy manufactured by additive manufacturing.

40.2 Material and Experimental Procedure

40.2.1 Specimens Manufacturing

A 2.2 kW diode-pumped Nd: YAG LASER was used for additive manufacturing
(Fig. 40.1). TheLASERheadwas fixed into a six-axis robot arm. The powdermixture
was carried to the LASER head employing a powder feeder with two powder hoppers
(Fig. 40.1), using argon as a carrier gas [11]. Two plates of titanium grade 2 with
dimensions of 15× 160× 160mmwere used as the substrate. Titanium and tantalum

Fig. 40.1 Equipment used to manufacture the specimens of Ti10Ta alloy: LASER, six-axis robot
arm, three orifices coaxial nozzle, powder feeder with two powder hoppers
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Fig. 40.2 Ti10Ta block manufactured by additive manufacturing, a 10 × 120 × 120 mm block b
Nine test specimens obtained after cutting process (wire-EDM, with a brass wire)

powders were mixed in a weight percentage of 90% to 10%, respectively. These
powders have a range of 45–90 μm and a purity of 99.9%.

During the manufacturing tests, cross-sections samples were extracted to analyse
the manufacturing quality. The cut surfaces were processed by SiC-based grinding
and diamond suspension-based polishing down to Ra < 0.01 μm. The metallurgical
characterization of the samples was based on optical microscopy inspection to study
the alloy quality. No cracks were observed, and the adherence to the substrate was
also solid, with enough dilution. Porosity issues were detected. The final process
parameters, with minimal porosity, were selected for producing the Ti10Ta alloy:
0.7 kW of LASER power; 15 mm/s of scanning speed, 3.95 g/min of powder feed
rate, 20 l/min of shielding gas flow.

Two blocks of Ti10Ta were produced, with dimensions of roughly 120 × 120 ×
10 mm, by depositing 50-layer with 120 overlapped tracks in each layer (Fig. 40.2).
From these blocks, 18 specimens and three samples of Ti10Ta were extracted to
develop the experimental study of this work. The tensile and fatigue specimens were
extracted with geometry normalized following ASTM E8/E8M [12]. Figure 40.3 is
presented the geometry dimensions of the specimens.

40.2.2 Vickers Hardness Tests

ASTME3-11 standard [13] was followed to prepare the samples. In addition, Vickers
microhardness tests were performed on the three Ti10Ta samples following ASTM
E384-17 [14]. The specimens were cylindric with 20 mm of diameter and 4 mm of
height. A spacing of 0.5 mm was used between each indentation, thus ensuring a
minimum distance of 2.5 times greater than the Vickers diagonal, using a test load
of 500 g.f and with a duration of 10 s in each test. Ten indentations were made in
each specimen. Software Minitab was used to verify if the results obtained followed
a normal distribution, as required in the ASTM standard [14]. Probability plots were
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Fig. 40.3 Geometry dimensions of the specimens according to ASTM E8/E8M-16ae1

made using the Anderson-Darling test, in which the p-value must be equal or higher
than the confidence value α = 0.05. The Ti10Ta alloy hardness obtained was 255.2
+4.4
−3.7 HV0.5.

40.2.3 Tensile and Fatigue Tests

Uniaxial tensile tests were performed at room temperature, with a 3 mm/min stroke
rate, as prescribed by ASTM E8/E8M [12]. The fatigue tests were carried out using
the universal servo-hydraulic equipment (see Fig. 40.4). Its system has a maximum
load capacity of up to 100 kN. A sinusoidal wave was used in executing the tests,
with a constant amplitude and stress ratio of R= 0.05. It was also applied a frequency
ƒ = 10 Hz during each test. It was considered a room temperature of 25 °C.

40.3 Results and Discussion

Table 40.1 presents the mechanical properties of the alloy Ti10Ta. The lower value
of Young’s modulus is a consequence of the tantalum presence [15, 16]. The average
values of the strain after fracture and the cross-section area reduction are, respectively,
16.8% and 22.8%. Fragile materials have a strain after fracture smaller than 5% [17]
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Fig. 40.4 Setup of mechanical tests (servo-hydraulic equipment, the controller, and the computer)

Table 40.1 Tensile
properties of Ti10Ta alloy

Mechanical properties Engineering values True values

Young’s modulus (GPa) 8.35 9.77

Yield strength (MPa) 642 692

Yield strain 0.0771 0.0743

Tensile strength (MPa) 735 855

Uniform tensile strain 0.164 0.152

therefore, Ti10Ta alloy exhibits a ductile behavior. Also, the tensile curves obtained
already indicated ductile behavior [18].

The uniform plastic deformation region was also determined. The hardening,
n ∼= 0.272, and resistance K ∼= 1453.83 MPa were determined. Equation (40.1)
describes the additive manufacturing Ti10Ta alloy’s behavior under a uniform plastic
deformation regime

σ = 1453.83ε0.272 (40.1)

The S-N curve was determined from the fatigue tests performed, and the S-N
curve determined (Eq. 40.1), where (N) is the number of cycles and (σmax) is the
maximum applied stress.

σmaxN
0.181 = 3369 (40.2)
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Fig. 40.5 SEM image of a fracture surface of a Ti10Ta specimen obtained by additive manufac-
turing

Figure 40.5 presents an image selection of the fracture surface of the fatigue
specimens observed by Scanning Electron Microscope (SEM). From the analysis of
the images, the rupture mode by coalescence of cavities is identified (Fig. 40.5a, b).
Grain boundaries (Fig. 40.5c), porosities or other types of heterogeneities are some
points where microcavities’ nucleation develops more. In addition, it is possible to
check the various deep secondary cracks between the grains (Fig. 40.5b, c), called an
intergranular fracture. The cleavage of transgranular facets is visible in the images
of Fig. 40.5d. The morphological features observed on the various fracture surfaces
are typical of fatigue fractures [19, 20].
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40.4 Conclusions

A new alloy of Titanium and Tantalum (Ti10Ta) was manufactured by additive
manufacturing technology with success. The only intrinsic manufacturing defects
identified were porous.

The mechanical proprieties of the material and the hardness were determined. It
was possible to conclude that the material presents a ductile behavior. The uniform
plastic deformation region was also determined.

The S-N curve was obtained. Through SEM images, the intergranular and trans-
granular fracture was identified. It was also concluded that the rupture mode is the
coalescence of cavities.
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Chapter 41
Some Observation Concerning Fatigue
Response of Additively Manufactured
Specimens from Ti-6Al-4V

Martin Nesládek , Martin Matušů , Jan Papuga , Matěj Mžourek ,
and Michaela Roudnická

Abstract The aim of this work is to analyze the impact of production parameters
and different production additive manufacturing methods on the porosity, roughness,
quality of the final product, and its fatigue performance. Unmachined samples were
tested, with and without heat treatment. Although differing porosities of the samples
were detected across various test series, the surface defects were observed to bemuch
more significant in deciding the final fatigue performance. Cracks initiated from the
surface of the specimens.

Keywords Additive manufacturing · Porosity · Fatigue life

41.1 Introduction

The demand for titanium alloys is rising, as these are used in critical structures,
such as aircraft, engine, and biomedical applications thanks to their low weight, high
toughness, biocompatibility, and corrosion resistance. As titanium is an expensive
material, additivemanufacturing (AM) is a suitablemethod for its production because
of its envisaged minimum material waste. AM of metals can be divided into powder
bed fusion (PBF) and directed energy deposition (DED). Selective laser melting
(SLM) and electron beam melting (EBM), which both belong to PBF technologies,
are the most successful AM technologies for metals. For PBF, however, it has been
shown that AM specimens in as-built form made from Ti-6Al-4V suffer from lower
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fatigue performance compared to wrought or cast Ti-6Al-4V despite similarly high
static strength [1, 2].

This paper is based on comparing unmachined samples of Ti-6Al-4V alloy
produced by different AM methods with different production parameters. The
comparison is focused on their fatigue performance, while different types of defects
and features such as porosity, residual stresses, or surface roughness are discussed.

41.2 Fatigue Experiments

The material used in this study was Ti-6Al-4V titanium alloy. Fatigue specimens of
7.98 mm diameter and 30 mm in length in the active cross-section were tested on
Amsler 100 kN resonator. Grips of the specimens had machined M16 × 1 threads,
and the transition radius between the active part and the heads was 32 mm. Load-
controlled testing was imposed on the specimens in the fully reversed push-pull
mode. A part of results of this campaign has already been published in [3].

While all specimens were of equal design, the way they were manufactured
differed, see Table 41.1. In each configuration, 14 specimens at least were tested
to obtain an S-N curve. Production parameters are in Table 41.2 except for the
parameters for the SLM process at MIRDC research center (T series), which did not
provide them. Due to varying production parameters, the residual stresses detected at
the surface of the specimens differ, see Table 41.1. As MIRDC applied shot peening
procedure to T series, compressive residual stresses were introduced on the specimen
surface.

Table 41.1 Description of five experimental series along with values of surface residual stresses

Series Method, producer, treatment Residual stresses [MPa]

Axial Transversal

A SLM, ProSpon 182 ± 12 172 ± 6

C SLM, ProSpon, heat treatment 46 ± 13 29 ± 5

A2018 SLM, ProSpon 277 ± 32 129 ± 16

N EBM, MIRDC −6 ± 27 −7 ± 11

T SLM, MIRDC, mech. surf. treatment −218 ± 45 −541 ± 40

Table 41.2 Printing parameters as provided by the producers

Series Laser power
(W)

Laser
speed
(mm/s)

Layer
thickness
(mm)

Vector
spacing
(mm)

Energy
density
(J/mm3)

Average
powder size
(mm)

Sieve
mesh
(mm)

A, C 200 800 0.030 0.112 74.4 0.03 0.100

A2018 200 1088 0.030 0.0525 116.8 0.03 0.063

N 900 4530 0.050 0.200
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Fig. 41.1 S-N curves for all described specimen types

Results of the fatigue experiments are shown in Fig. 41.1. Five S–N curves were
obtained by fitting the Kohout-Věchet function [4], which includes the character-
istic transition to the fatigue limit domain. The curves are divided into two graphs
based on the heat treatment applied. Series A, A2018, and T were not affected by
any subsequent heat treatment. Although the production parameters, final porosity,
residual stresses, and surface quality, differ substantially (as will be discussed in the
next section), the resulting S-N curves are similar.

The heat treatment improves the response of the additivelymanufacturedmaterial.
While the heat treatment of series Cwas performed subsequently aftermanufacturing
(820 °C/90min, vacuum), the EBMprocess (series N) is performed at 740 °C (thanks
to inherent preheating by electron beam); thus, no heat treatment is needed.

Fractographic analysis (examples in Fig. 41.2) reveals the cracks initiation on the
surface of samples. Additionally, surface structure and porosity were analyzed in the
longitudinal direction, see Fig. 41.3. According to our observations, the influence
of pores on the formation of fatigue cracks is smaller than the influence of surface
roughness. It can be observed in Figs. 41.2 and 41.3 that the propagation of the crack
is initiated from the surface.

In specimens loaded in high-cycle fatigue (HCF), a singular spot was found
(Fig. 41.2a, b) where the crack initiated in both cases (A5, T10). In low-cycle fatigue
(LCF), the crack initiated from one spot on the T2 sample surface (Fig. 41.2d), on
the contrary to A10 (Fig. 41.2 c) where multiple spots can be seen.
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Fig. 41.2 Fractography of specimen a A5, b T10, c A10with multiple fatigue crack initiation sites,
and d T2 with single crack initiation site

Fig. 41.3 Longitudinal cuts of samples for analyses of the surface quality and porosity



41 Some Observation Concerning Fatigue Response … 355

Fig. 41.4 Graph of porosity distribution in A and T series with and without filtration

41.3 Analysis of Some of the Features Affecting Fatigue

41.3.1 Porosity

Porosity is affected by various production aspects of 3D printing. Lack of fusion
(LOF), manifested as an improper fusion between tracks or layers of deposited mate-
rial (irregularly shaped pores), results from insufficient energy input. Conversely,
excessive energy can cause gas to stay entrapped in the structure (round pores) [5].

While the more distinct pores in the A2018 series are clearly visible in Fig. 41.3,
the difference in porosity between series A and T is compared in Fig. 41.4. The
roundness of the pores was analyzed because rounder pores are expected to be less
dangerous to trigger the crack initiation, while the less round can be considered as
a sharp notch. A filter was applied to enforce the roundness of pores less than 0.85,
while their characteristic dimension (CD—square root of area) was set as CD> 4μm.
In T9 sample, a high number of pores < 4 μm were present, while no pores had CD
> 30μm. On the other hand, A5 sample from A series had a smaller number of pores
with CD < 4 μm but relatively high number of big pores with CD of up to 88 μm.

Despite the observed differences, A, A2018, and T series behaved similarly under
fatigue (Fig. 41.1). Porosity is, thus, not the fatigue-controlling factor here.

41.3.2 Residual Stresses

Thanks to high processing temperature, the EBM printing method does not create
considerable residual stresses (see Table 41.1) [2, 6]. During the SLM method, on
the other hand, the molten part is rapidly cooled, which causes substantial residual
stresses on the surface of the specimen [2]. These were successfully released by the
heat treatment applied on C samples, which also modifies the original martensitic
structure to a stable lamellar microstructure of α + β phases. Heat treatment (either
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inherent or applied additionally), thus, diminishes the negative effect of stresses on
fatigue (see the shift of S-N curves in Fig. 41.1 to higher amplitude values).

Differences among A, A2018, and T series occur due to different processing. The
residual stresses induced in A2018 are higher than in A series, which can be caused
by increased laser speed and so increased cooling rate. The high compressive residual
stresses in T series are then related to the performed mechanical surface treatment.

Although the shot peeningof seriesThad a considerable effect on residual stresses,
its effect on fatigue life is limited (Fig. 41.1). On the other hand, the shape of the
remaining cross-section at the final break of T10 specimen (Fig. 41.2b) supports
the expectation that the residual stresses were able to hinder the crack growth in
the subsurface layer. Though, this positive effect was also surpassed by another
fatigue-controlling mechanism.

41.3.3 Surface Roughness

Surface roughness seems to be themain fatigue-controllingmechanism in the studied
samples. The surface roughness of unmachined samples is related to the principle
of PBF, particle size of input powders as well as printing parameters. The measure-
ment presented in Table 41.3 is, thus, focused on the differences between A and
A2018 series provided both by Prospon using the same powder but different printing
parameters (Table 41.2).

On most of the surface of A2018 specimens, the measured surface roughness was
about two times lower than on A specimens. However, a pattern presented in the
photograph in Table 41.3 was detected on several locations across each A2018 series
specimen, showing roughness values presented in Table 41.3. These locations then
decided about the fatigue behavior despite better surface quality of the remaining
specimen surface. The characteristic distance of this grid of 0.3 mm equals 10 times
the layer thickness, which relates to the applied “island” scanning strategy and higher
beam speed.

41.4 Conclusion

Results show that shot peening of SLM-fabricated Ti-6Al-4V with high compressive
residual stresses does not ensure by itself better fatigue performance than the as-built
specimens provide. Moreover, the observed differences in porosity among the indi-
vidual SLM series lead to the conclusion that the fatigue performance is ultimately
affected by the surface quality. On the other hand, the heat treatment had a superior
effect on specimens, because they then yielded properties similar to the EBM output.
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Chapter 42
Cyclic Plasticity and Low-Cycle Fatigue
of an AISI 316L Stainless Steel Tested
at Room Temperature

Denis Benasciutti , Marco Pelegatti , Alex Lanzutti , Enrico Salvati ,
Jelena Srnec Novak , and Francesco De Bona

Abstract This paper presents experimental results aimed at characterizing and
modeling the elastoplastic cyclic response and low-cycle fatigue behavior of an AISI
316L stainless steel, subjected to strain-controlled tests at room temperature. Exper-
imental data are used to calibrate kinematic and isotropic plasticity models, as well
as theManson–Coffin equation, which is compared to design strain-life curves at 5%
failure probability estimated by four statistical methods (deterministic, “equivalent
prediction interval,” univariate tolerance interval, and Owen’s tolerance interval for
regression).

Keywords AISI 316L · Low-cycle fatigue · Cyclic plasticity · Design curves

42.1 Introduction

AISI 316L austenitic stainless steel is used in those engineering applications, at
room or high temperature, that require a combination of toughness, ductility, and
resistance to corrosion. When subjected to cyclic loading, this type of steel exhibits a
cyclic plasticity response with three main consecutive stages: hardening, softening,
and secondary hardening/softening [1, 2]. Besides cyclic plasticity, fatigue strength is
also significant when employing this steel for cyclic loadings in service. Put together,
all these features explain the interest of this study in investigating the cyclic behavior
and low-cycle fatigue strength of an AISI 316L steel.

Experimental results under strain-controlled tests at room temperature are used
for estimating parameters of kinematic and isotropic plasticitymodels. Several issues
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Fig. 42.1 (left) Example of experimental stress–strain cycles (for εa = 0.7%) at 1, 1000 and 2000
cycles; (right) trends of maximum stress per cycle at different strain amplitudes [1]

observed in model calibration, due to the sequence of hardening and softening
response characterizing the behavior of this material, are discussed. Experimental
results are also used for estimating the Manson–Coffin curves, not only for a 50%
failure probability, but also for lower probabilities identifying the allowable strain
amplitudes. A more comprehensive description of the present study is given in [1].

42.2 Experiments

Low-cycle fatigue tests were carried out at room temperature on cylindrical speci-
mens with uniform gauge section (25 mm length, 10 mm diameter). Fully reversed
strain-controlled cycles were applied at constant strain rate 0.004 s−1. Different
strain amplitudes were considered in the range from 0.3 to 1.2%, totaling n. 8 exper-
imental tests. Tests were interrupted short of complete specimen separation, when
the strain exceeded the safety limit of the testing machine. Figure 42.1(left) shows
three experimental cycles at strain amplitude 0.7%.

Figure 42.1(right) highlights that the material never reaches a well-defined stabi-
lized state during cycling. Instead, it followed a sequence of strain hardening
and/or softening phases depending on the applied strain amplitude. This behavior,
observed also in other studies (e.g., [3]), is attributed in [2] to a mechanism based on
densification and rearrangement of dislocations.

42.3 Calibration of Plasticity Models (Kinematic
and Isotropic)

In the calibration procedure, elastic modulus and yield stress were determined first.
The elasticmodulus was estimated from the initial tensile branch of each test and also
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from the tensile/compressive branches of the “stabilized” cycle. Since the estimated
values did not show any noticeable difference, they were averaged out to obtain a
single value of E = 191626MPa, used in the following analysis.

The second parameter to be estimated is the yield stress, as it establishes the onset
of plastic deformation. As the material does not exhibit a discontinuous yielding, the
initial (σy,0) and stabilized (σy,s) yield stresses were determined conventionally by
introducing an offset in plastic strain. As also suggested in [3], a plastic strain offset of
0.0025% and 0.01%was considered for the initial tensile and for tensile/compressive
branches of the “stabilized” cycle, respectively. After estimating the yield stress from
each test, an average value σy,0 = 169 MPa was finally determined.

The next step was to calibrate kinematic model parameters by considering—for
the reasons explained in [1]—the cycles at the end of the softening stage and with
only strain amplitudes from 0.3 to 0.7%. Figure 42.2(left) compares the experimental
points (markers) with the fitting curve (dashed line) corresponding to the rightmost
equation in the following kinematic model (with M = 2) (for more details see [1]):

X =
∑

i

X i , dX i = 2

3
Cidε pl − γiX idp → σa = σy,s +

M∑

i=1

Ci

γi
tan h

(
γiεpl,a

)

An additional parameter refinement was performed to further improve the fitting
(see continuous line Fig. 42.2(left)); the obtained kinematic parameters are listed in
the last column in Table 42.1.

Consistentlywith the choice adopted for the kinematicmodel, also isotropicmodel
parameters were determined from the experimental response up to the end of the soft-
ening stage (i.e., the local minimum of the cyclic response curve in Fig. 42.1(right)).
Since the material response shows a sequence of hardening and softening stages, it
was decided to use a two-term isotropic hardening model to improve the fitting [1]:

σmax − σ kin
max

∼= R = R∞,1
(
1 − e−b1 p

) + R∞,2
(
1 − e−b2 p

)

Fig. 42.2 Fitting to experimental data of kinematic model (left) and isotropic model (right) [1]
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Table 42.1 Estimated parameters for kinematic and isotropic plasticity models

Strain amplitude, εa (%) R∞,1(MPa) R∞,2(MPa) b1 b2 Kinematic model

0.3 13.7 −58.9 90.00 0.8841 C1 = 189,500 MPa
γ1 = 2950
C2 = 33,500 MPa
γ2 = 350

0.4 14.8 −51.8 46.26 0.7596

0.5 25.8 −49.8 29.18 0.7792

0.6 41.0 −48.0 16.19 0.9851

0.7 48.6 −42 11.37 1.280

in which σmax is the experimental stress peak, σ kin
max is the stress peak after consid-

ering only the kinematic model, and p is the accumulated plastic strain evaluated
experimentally. Ri is the saturated stress and bi the speed of stabilization of Ri—
they are the fitting parameters to be determined. Since the experimental hardening
or softening behavior depends upon the strain amplitude, Ri differs for each test.
Curve fitting also requires that R∞,1 + R∞,2 = σmax,s − σ kin

max,s , where subscript s
indicates that the stress peak is referred to the cycle at the end of the softening stage.
Figure 42.2(right) shows the fitting procedure applied to a single test.

Table 42.1 lists the isotropic model parameters estimated from experimental tests
at each strain amplitude. A polynomial interpolation was used in [1] to determine the
parameters at other strain amplitude values that are within the range used in tests.

An algorithmwas developed to simulate the uniaxial stress–strain cyclic response.
Figure 42.3(left) compares experiments vs. simulation with kinematic and isotropic
model, for cycles 1 and 1000 at strain amplitude 0.5%. Figure 42.3(right) shows
the evolution of the peak stress in each cycle, during each test at different strain
amplitudes.

Fig. 42.3 Comparison between simulation and experiment: (left) stress–strain cycles for test with
0.5% strain amplitude; (right) cyclic stress response [1]
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42.4 Strain-Life Curves (Regression Lines and Design
Lines)

The experimental results are also used for estimating the Manson–Coffin equation:

εa = εa,el + εa,pl = σ
′
f

E

(
2N f

)b′ + ε
′
f

(
2N f

)c′

where εa,el and εa,pl are the amplitudes of elastic and plastic strains, respectively, σ
′
f

= fatigue strength coefficient, b′ = fatigue strength exponent, ε
′
f = fatigue ductility

coefficient, c′ = fatigue ductility exponent, 2N f = reversals to failure.
Equation parameters follow from a regression analysis of experimental data,

performed separately for elastic and plastic strain contributions. In regression model,
y = A + Bx + δ, symbols, x = log

(
εa,∗

)
and y = log

(
2N f

)
(where εa,∗ = εa,el or

εa,∗ = εa,pl for elastic and plastic strain amplitude); δ is a normal random variable
with zero mean and standard deviation s, introduced to account for the scatter of
2N f .

Since in each test the AISI 316L steel does not fully stabilize, it is not obvious to
establish at which number of reversals is the “stabilized” cycle in which elastic and
plastic strain amplitudesmust be computed.Conventionally, the data in Fig. 42.4 refer
to half the number of reversals to failure. The Manson–Coffin parameters estimated
from experimental data are listed in the first row of Table 42.2.

It has to be noted that a regression strain-life line describes a “median” behavior
referred to a failure probability Pf = 50%, a value not enough conservative for a
safe design. A lower probability is obtained by shifting the “median” line to the left
to define a design strain-life line [4]:

Ŷd = Ŷ − K (α,β, n, x, x) · ŝ

Fig. 42.4 Estimated strain-life lines: (left) regression analysis (50% failure probability); (right)
design curves at lower failure probability [1]



364 D. Benasciutti et al.

Table 42.2 Parameters of “median” and design strain-life curve; εa,d refers to 2N f = 2 × 105

Method K

(
σ̂

′
f
E

)

d
b′
∧

d

(
ε̂

′
f

)

d
c′
∧

d εa,d

Regression (α = 50%) – 0.01034 −0.1748 0.05799 −0.2842 0.003031

Deterministic (α = 5%) 1.645 0.00890 −0.1748 0.05138 −0.2842 0.002654

EPI (α = 5%, n = 8) 2.0187 0.00860 −0.1748 0.04999 −0.2842 0.002575

1D tol.interv
(α = 5%, β = 90%, n = 8)

2.755 0.00804 −0.1748 0.04735 −0.2842 0.002427

1D tol.interv Owen
(α = 5%, β = 90%, n = 8)

2.9864 0.00787 −0.1748 0.04655 −0.2842 0.002382

where Ŷ = Â + B̂x is the regression line (Pf = 50%) that links the (log-)
reversals to failure ŷ = log(2N̂ f ) to the (log-)strain amplitude x = log

(
εa,∗

)
. The

previous expression must be applied separately to elastic and plastic parts. Coeffi-
cient K (α,β,n,x, x) is a function of failure probability α, confidence β, number of
test samples n, and strain amplitudes x used in tests, while ŝ is the standard deviation
estimated from test results.

The specific expression of K (−) depends on the statistical model used, e.g., deter-
ministic, “equivalent prediction interval—EPI,” univariate tolerance interval, Owen’s
tolerance interval for regression [1, 4]. Figure 42.4(right) compares the regression
lines with the design lines obtained by various statistical methods.

Being shifted to the left, the design lines are obviously more conservative than the
regression line. The degree of conservatism can be appreciated by comparing, for
example, the strain amplitudes at a given number of reversals 2N f = 2 × 105 esti-
mated by different models; see Table 42.2. A reduction of the design strain amplitude
up to 20% is observed, although this ratio is not constant over the whole strain-life
curve.

42.5 Conclusions

This work dealt with the experimental characterization of cyclic response and low-
cycle fatigue strength of an AISI 316L stainless steel at room temperature. Experi-
mental data were used to calibrate the kinematic and isotropic model parameters. A
critical issue was to identify an equivalent stabilized state necessary for model cali-
bration, since the material did not fully stabilize during each cyclic test, but rather
showed a sequence of softening and/or hardening phases. The experimental data
were also used to estimate the “mean” Manson–Coffin curve for 50% failure prob-
ability, and the design curves at lower probability by using four statistical methods.
Compared to the “mean” curve line, the design curves aremore conservative, showing
a reduction of the allowable strain amplitude of about 20% at 2 × 105 reversals to
failure.
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Chapter 43
Contribution to the Study of the Fatigue
of Riveted Joints, Influence
of the Material and of the Stress Ratio

Stéphane Sire , Paul Dario Toasa Caiza , Bernard Espion ,
and Muriel Ragueneau

Abstract This paper deals with the study of the fatigue behavior of riveted joints. In
particular, the description of the fatigue curves stress range vs. number of cycles to
failure (Wöhler curves) requires a certain number of failure points to be relevant. We
propose the analysis of the relevance of three models for the description of fatigue
curves from the LCF regime to the VHCF regime. The models of Basquin, Weibull
(Castillo and Fernandez-Canteli), and Stüssi are studied for the case of a single-rivet
assembly, made of steel and wrought iron, for two stress ratios (R = 0 and R = 0.6).
We show that the Weibull and Stüssi models are similar to the linear Basquin model
in a range from about 105 cycles to 107 cycles. The Stüssi model based on the fatigue
limit obtained with the Weibull model and the tensile limit of the assembly seems
to offer a better description of the Wöhler curves. Nevertheless, the model requires
additional failure points in the LCF and VHCF domains to improve the description.

Keywords Fatigue · Wöhler curves · Stüssi · Basquin

43.1 Introduction

The French railway network includes more than 2000 old metal bridges. They are
made of wrought iron for most of those built during the second half of the nineteenth
century or steel for the majority of those built in the twentieth century. Thus, many
of them have a life span of more than one hundred years. During their lifetime, the
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traffic has strongly increased in weight, frequency and speed. Since the construction
details of these bridges are riveted connections (the subject of this study), studying
the durability of these connections is a major challenge to ensure the best possible
maintenance [1]. Indeed, riveted connections undergo various pathologies over time,
such as deconsolidation or propagation of fatigue cracks, mainly at the stringer to
cross-beam connection [2]. The issue of maintenance is the most important one for
obvious reasons of safety and also of heritage preservation.

The fatigue life of riveted joints has been the subject of numerous studies. Thus,
Taras and Greiner propose a review of studies carried out and define the detail cate-
gory �σ c = 71 Mpa at 2 million cycles to failure, as being conservative for all the
work carried out [3]. However, few data are available in the relevant field of civil
engineering structures in the railway domain (beyond 10 million cycles to failure).
Moreover, this same study proposes to take into account the mean stress (stress ratio
R) via a formula depending on the material (wrought iron or steel) and depending on
the manufacturing period of the material. But, as it is specified in this paper, “the R-
dependency is not fully backed for riveted assemblies” and “only a small number of
fatigue tests were performed with the specific intent of determining the relationship
between stress ratio and fatigue strength.” This study presents a contribution to the
study of riveted assemblies by taking into account the stress ratio dependency.

43.2 Specimens and Models

43.2.1 Riveted Specimens Design and Fabrication

For this study, two materials have been studied; a modern S235 grade steel and a
wrought iron from a 1864 dismantled bridge; for more details about the bridge, see
[1]. Specimens have been manufactured taking into account dimensions of riveted
connections described in historical technical documentations. Plates are 8 mm thick
for the S235 steel and 7.2 mm thick for the wrought iron. The S235 grade steel was
chosen because it hasmechanical characteristics similar to those ofwrought irons and
steels used in the construction of old metal bridges. The riveting procedure carried
out by the repairing of metal bridges (RMP) team of the SNCF includes different
steps:

• drilling then reaming the holes,
• cutting the rivet to the appropriate length,
• heating of the rivet up to 1000 °C,
• insertion of the rivet,
• pressing on the rivet and forming of the second rivet head,
• cooling down of the connection.

Dimensions of the riveted specimens are described in Fig. 43.1.
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Fig. 43.1 Geometry of the riveted specimens

More than thirty single riveted specimensweremanufactured for this experimental
campaign.

43.2.2 Models Used for the Description of Wöhler Curves

Three models have been studied in this work. The linear Basquin model (in a loga-
rithmic diagram), see [4], given by Eq. (43.1). The Weibull model proposed by
Castillo and Fernandez-Canteli [5–7], which describes the probability of failure, see
Eq. (43.2). And finally, the Stüssi model [8] given by Eq. (43.3).

Log N = A − B Log �σ ; �σ ≥ �σ∞ (43.1)

p = 1 − exp

(
−

(
(Log(N ) − B).(Log(�σ) − C) − λ

δ

)β
)

(43.2)

�σ = Rm(1 − R) + αNβ�σ∞
1 + αNβ

, |R| ≤ 1 (43.3)

The Stüssi model considers the fatigue limit�σ∞ estimated by theWeibull model
and it also requires, by definition, to know the ultimate tensile stress Rm of the joint.
α and β are geometrical parameters.

43.3 Results at R = 0

The tests atR= 0 for the steel and iron specimens are presented in Fig. 43.2 (the green
dots correspond to the failure points for iron specimens and the red dots to steel). In
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Fig. 43.2 Linear and StüssimodelWöhler curves of riveted specimensmade ofwrought iron (green
dots) and steel (red dots)

the presented range of number of cycles to failure, the behaviors are almost identical
with the Stüssi model and the linear Basquin model; in order not to unnecessarily
complicate the diagram, the curve of the Weibull model is not represented but has
an identical shape. These curves thus underline the relevance of the linear model
between 105 and 107 cycles. The slopes of these two lines are different, which shows
that the fatigue performance of the wrought iron in the study is worse than that of
the modern S235 steel.

As the fatigue curves are assumed to be asymptotic (by definition of the proposed
Weibull model), the fatigue limit analysis shows a significant difference between
the fatigue limit for steel specimens (54 MPa) and iron specimens (35.9 MPa), see
Fig. 43.3. These curves also show the need for more failure points in the VHCF
regime in order to increase the accuracy of the estimation of the fatigue limits. This
is all the more important considering the railway context for which the fatigue data of
assemblies are missing in the VHCF domain. On the other hand, in the LCF domain,
the application of the linear model is also inappropriate and the application of the
Stüssi model shows the consideration of ultimate tensile stresses. Similarly, the need
for more weak points in the LCF regime is underlined by the shape of these curves.

43.4 Steel Specimens, R-dependency

The first results of the study of the influence of the mean stress on the fatigue life of
riveted joints have been presented in [9].
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Fig. 43.3 Global view of the Wöhler curves, from LCF regime to VHCF regime for riveted
specimens made of wrought iron (green dots) and steel (red dots)

The following Fig. 43.4 shows, for steel specimens, the results of test campaigns
conducted for R = 0 and R = 0.6. Given the similarity between the Basquin and
Stüssi models in the proposed range of number of cycles to failure (from 105 to
107), only the Stüssi and Weibull models are proposed. The slopes of these curves

Fig. 43.4 Wöhler curves of steel riveted specimens for two different stress ratios R = 0 and R =
0.6
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are significantly different for the two studied stress ratios. Thus, at R = 0.6, the line
gets closer to the horizontal which underlines a more important scatter of the results
(i.e., at imposed stress range, the number of cycles to failure can vary a lot). Another
important result is that by definition the Weibull model is based on two asymptotes,
one of which is vertical (parameter B in Eq. (43.2)), which describes the transition
from the plastic to the elastic regime (or crack initiation period to the crack growth
period). Thus, the Weibull model does not allow to estimate the fatigue strength in
the LCF regime.

In these two cases, as pointed out previously, having more failure points in the
different domains presented by a fatigue curve will improve its modeling.

43.5 Conclusions

A contribution to the study of the fatigue behavior of riveted assemblies has been
proposed. The influence of the material (steel and a wrought iron) and the influence
of the mean stress (R= 0 and R= 0.6) are investigated. The description of the fatigue
curves from the experimental data is proposed using three models.

The advantage of using a linearmodel has been underlined for a range of number of
cycles to failure between 105 and 107 cycles. In the field of civil engineering railway
structures, more failure points should be considered to improve the evaluation of its
experimental results. In particular, an improved evaluation will allow to refine the
estimation of the fatigue limit which is a parameter used in the definition of the Stüssi
model.
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