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Preface

This volume contains the papers presented at SmartCom 2021: the Sixth International
Conference on Smart Computing and Communication held during December 29–31,
2021. Originally planned to take place in New York City, USA, the conference was held
virtually owing to the outbreak of COVID-19.

There were 165 submissions. Each submission was reviewed by at least three
reviewers, and on average three Program Committee members. The committee decided
to accept 44 regular papers.

Recent booming developments in web-based technologies and mobile applications
have facilitated a dramatic growth in the implementation of new techniques, such as
cloud computing, big data, pervasive computing, the Internet of Things, security and
blockchain, and social cyber-physical systems. Enabling a smart life has become a pop-
ular research topic with an urgent demand. Therefore, SmartCom 2021 focused on both
smart computing and communications fields and aimed to collect recent academic work
to improve the research and practical application in the field.

The scope of SmartCom 2021 was broad, from smart data to smart communications,
and from smart cloud computing to smart security. The conference gathered all high-
quality research/industrial papers related to smart computing and communications and
aimed at proposing a reference guideline for further research. SmartCom 2021 was held
online via New York City, USA, and the proceedings are published by Springer.

SmartCom 2021 continued in the series of successful academic get togethers,
following SmartCom 2020 (New York, USA), SmartCom 2019 (Birmingham, UK),
SmartCom 2018 (Tokyo, Japan), SmartCom 2017 (Shenzhen, China), and SmartCom
2016 (Shenzhen, China).

We would like to thank the conference sponsors: Springer LNCS, the North America
Chinese Talents Association, and Longxiang High Tech Group Inc.

December 2021 Meikang Qiu
Keke Gai
Han Qiu
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Efficient Online Service Based on Go-Tensorflow
in the Middle-Station Scenario of Grid Service

Peng Liu1, Yiming Lu1,2, Guoqing Wang1, and Wang Zhou2(B)

1 State Grid Shanghai Energy Interconnection Research Institute, Beijing 100000, China
{liupeng1,luyiming,wangguoqing}@epri.sgcc.com.cn
2 China Southern Power Grid Digital Grid Research Institute Co. Ltd.,

Guangzhou 510000, China

Abstract. The application of machine learning and deep learning is widely used
in the business of the power grid. However, the business of the power grid is
complicated, and the online service of deep learning faces greater performance
challenges. In order to solve this problem, this paper proposes an online service
EOSP based on go-tensorflow. EOSP service is divided into 3 modules, namely
model configuration module, execution engine module and model management
module. Themodel configurationmodulemainly includes functions such as online
model configuration and model configuration information synchronization. The
execution engine can execute graphical model calls, and has optimized perfor-
mance based on the characteristics of golang language coroutines. The model
management module is responsible for model registration, update, uninstallation
andversionmanagement. Experiments show that theEOSPservice is highly stable,
which greatly reduces the time consumption of online services.

Keywords: Go-tensorflow · Go · Tf-servering · DAG · Online service · Grid

1 Introduction

With the rapid development of machine learning [1–3] and deep learning [4–6], a large
number of machine learning and deep learning applications have begun to appear in the
business of the power grid. Online service [7–9] is an unavoidable topic for machine
learning and deep learning applications. With the surge in traffic, high-performance
online services have become a topic of concern. Among them, the online model of
the terminal [10] equipment [11–13] is a relatively novel issue. How to efficiently
call machine learning and deep learning models for terminal devices will become an
important research direction of edge computing [14–16]. Major Internet companies have
recently launched a lot of related research, such as Alibaba, Tencent, Meituan, Megvii,
and SenseTime.

The State Grid has a lot of terminal equipment, which provides a guarantee for
high-performance and highly reliable grid services. High-performance online services
are very important for terminal equipment. On the one hand, terminal devices are better,
more stable and provide more services. On the other hand, a reasonable design can

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Qiu et al. (Eds.): SmartCom 2021, LNCS 13202, pp. 3–13, 2022.
https://doi.org/10.1007/978-3-030-97774-0_1
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provide the same service with a cheaper machine, saving costs. Some machine learning
and deep learning models are usually run on terminal equipment, such as XGB [17–19],
LightGbm [20–22], CNN [23–25], RNN [26–28], LSTM [29, 30]. In addition, online
services are also particularly important for server-side services.High-performanceonline
services can providemore stable services for the business. In response to these problems,
this paper proposes to design and implement a high-performance online service EOSP
service based on go-tensorflow [31–33].

2 Related Work

With the rapid development of cloud computing [34, 35], big data [36, 37], and machine
learning [38], online problems ofmodels have becomemore andmore urgent. The online
mode problem has attracted the attention of many large companies such as Alibaba,
Meituan, Baidu, and State Grid. Ali’s machine learning and deep learning calls use Ali
PAI. Ali PAI was originally an internal machine learning platform. Not only supports
ParameterServer, but also compatible with Caffe [39–41], PyTorch [42–44] and GPU-
based large-scale clusters [45–47]. Meituan uses PMML (Predictive Model Markup
Language) [48, 49] to call machine learning and deep learning models. In addition,
Google open sourced tf-serving [32] to quickly deploy the model. The business scenario
of the State Grid is more complicated. This article has launched a research on online
services in the power grid scenario.

3 EOSP Service

3.1 EOSP Service Operation Framework

The EOSP service is mainly based on the business scenario of the power grid, and its
design idea is to achieve high performance with the help of technologies such as Go-
tensorflow and golang coroutines. EOSP will use algorithms such as BFS to traverse
the model DAG, and then use the coroutine to execute. EOSP service is divided into 3
parts, namely online service configuration module, online service execution engine, and
model management module (Fig. 1).

Fig. 1. EOSP overall architecture diagram.
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Online Service Configuration Module. Service configuration is the first step in pro-
viding online services. Due to the complexity of the State Grid online service, multiple
model files will be called for one request. Therefore, this article designs it as a model
DAG. The user constructs the model DAG by dragging and dropping on the web page.
Service configuration information will be synchronized to Redis, reducing the pressure
on the database.

Execution Engine Module. The execution engine is the core module of EOSP, and the
main core technologies are Go-tensorflow, coroutine and BFS algorithm. The execution
engine traverses the nodes on the model DAG through the BFS algorithm, and uses the
coroutine to execute the model call. When executing the next level node, the execution
engine will wait for the node’s upstream node to finish executing. In addition, the EOSP
service uses the idea of the LRU algorithm to optimize the memory.

Model Management Module. The model management module is mainly responsible
for functions such as model registration, update, uninstallation and model version man-
agement. In order to update the data in real time, the timing task inEOSPwill periodically
synchronize the model information to the Redis cluster. The execution engine detects
the update and will retrieve the model file again.

3.2 EOSP Online Service Configuration Module

The online service configuration module is the foundation of EOSP service and pro-
vides online service configuration capabilities. The online service configuration module
mainly has two aspects, namely the synchronization of the DAG of the online service
model and the online service configuration.

How to Configure the Online Service Model DAG. There are two methods for con-
structing the online service model DAG, which are web pages and API interfaces. Users
can choose the right way according to the needs of the business. The bottom layer of the
Web page mode is also realized by calling the API interface. The following figure is an
algorithm for processing the model DAG into JSON format data (Fig. 2).

Fig. 2. A algorithm for gathering DAG model information overall architecture diagram.
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Modellist is an array that stores data ofModel type. An array of parents is maintained
inside theModel. Parents hold the upstreamModel of eachModel. If the parents is empty,
it means that the model does not depend on other models. The SelectModel function will
select a model each time. The model calls the addFather function to specify the parent
node for the model. After the model is configured, it will be added to the modellist. The
SetDAGCondition function is used to set the build status. When the model DAG is built,
the SetDAGCondition function will set the flag to false.

Synchronization of Online Service Configuration. The synchronization of online
configuration information is particularly important. The model DAG configured by the
user will be processed into JSON format and synchronized to the Redis cluster. The
model DAG in the figure below contains 4 nodes, and Father and Name are used to
identify the relationship between the nodes (Fig. 3).

Fig. 3. Configure the synchronization model.

3.3 Execution Engine Module

The model execution engine is mainly divided into 3 sub-modules, namely the model
building module, the model DAG execution module, and the execution engine memory
optimization module.

Model Building Model. Model building is the basis of the execution engine, which
contains 3modules, which are divided intoModel_Map, Syn_model andModelLoading.
Model_Map is mainly used to store the instances of Go-tensorflow after loading the
model. Syn_model is a timed task, which regularly obtains the configuration information
of the model from Redis, and then saves it in the memory. The ModelLoading module
will obtain the latest model file from the HDFS cluster based on the information obtained
by Syn_model. The figure below is a schematic diagram of the model building blocks
(Fig. 4).

How to Perform DAG Model Configuration. Model execution is the core part of the
execution engine. Themodel executionmainly relies on the BFS algorithm andGolang’s
coroutine. The execution engine will use the BFS algorithm to traverse the nodes of the
model DAG. The model without a parent node is called first. A dependent node will wait
for the dependent node to be executed before execution. When the execution engine
executes a single-node model call, it will start a new coroutine to execute it. Therefore,
the traversal of the model DAG does not block, and the performance is better (Fig. 5).
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Fig. 4. Model building diagram.

Fig. 5. An algorithm for building DAG model.

Both runninglist and finished are arrays used to store instances of model nodes. The
runninglist is used to store the running model node instances. Finished is used to store
the completed model node instance. The InitModelList function will start the model
nodes without parent nodes in the modellist and store them in the runninglist. If the
runninglist is empty, the operation ends. The CheckModelCondition function is used to
obtain the executed model nodes in the runninglist. If model is not None, it will be added
to Finished. The CheckChildModel function detects the child nodes of the model, and
if the self-node meets the operating requirements, it will be added to the runninglist.
Repeated execution, until runninglist and modellist are empty, the function is executed.

Memory Optimization of Execution Engine. In order to allow EOSP service nodes
to support more online access, it is necessary to optimize the memory of model
instances. The execution of machine learning and deep learning models is relatively
time-consuming. A certain number of models need to be maintained on a node, so as to
ensure the stable operation of the system and maximize the resource utilization of the
node. The implementation of the memory optimization of the execution engine refers to
the memory optimization algorithm LRU. The system maintains a doubly linked list in
the memory, as shown in the following figure (Fig. 6).

Fig. 6. Memory optimized doubly linked list.

In order to facilitate management and improve the efficiency of query modification,
this article encapsulates the model instance into EOSPModel. EOSPModel is a node of a
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doubly linked list, which internally maintains the number of online services called by the
model and the time it was last scheduled. The condition that the memory optimization
triggers is that the length of the doubly linked list is greater than the threshold. After the
threshold is triggered, the system deletes the model instance on the linked list and stores
it on the disk.

3.4 Model Management Module

The model management module mainly includes model registration, model update,
model uninstallation and model version management.

How to Perform DAG Model Configuration. When the user uses the model for the
first time, he needs to register in the system, fill in the relevant information, and then he
can use it after registration. After the configuration information of the model is changed,
the configuration information will be synchronized to the Redis cluster, and the online
model will take effect after the timing period. The following table shows some key fields
of the model configuration (Table 1).

Table 1. Main parameters of model management.

Parameter Font size and style

ModelName Model name

Version The version of the model

Path Model file storage path

Condtion The state of the model

Count The number of online services that rely on the model

Model Files Synchronization Module. The main function of the model synchroniza-
tion module is to detect whether there is a model file update. The model synchronization
module exists in the system in the form of a scheduled task SynModel, which will mon-
itor whether there is the latest version of the model in the specified file path of HDFS.
When SynModel detects that HDFS has an updated model file, it will update the model
information to the Mysql database (Fig. 7).

Fig. 7. Model file synchronization diagram.
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4 EOSP Service

The experiment mainly includes functional test, accuracy test and performance test.
Functional testing includes testing and unit testing of various basic functions of EOSP.
The accuracy test mainly compares whether the output results of the traditional model
call and the EOSP model call are consistent. The performance test mainly tests the QPS
and average time consumption of a single node. The experimental data comes from the
National Grid Service Center, and the data set size is about 7G. The experimental envi-
ronment is a 16G, 8-core, 100G storage server. The service node uses Docker container
to simulate. The Docker version is 18.09.

Experiment One. The function test of this article mainly starts from three aspects,
namely the function test of the configuration module, the function test of the execu-
tion engine and the function test of the model management. Finally, a unit test will be
performed. If the test passes, the EOSP service is operating normally (Table 2).

Table 2. Results of experiment one.

Function Result Function Result

Model configuration function Fit Model loading function Fit

Synchronization of model
configuration

Fit Model registration, uninstall and other
functions

Fit

Execution engine synchronization
function

Fit Model synchronization function Fit

Execution function of model DAG Fit Unit test Fit

EOSP service functions are normal and meet the design requirements.

Experiment Two. The accuracy of EOSP is mainly tested from two aspects, namely
the single-node test and the model DAG test. In order to test the simplicity of the test.
Since the model DAG test is more accurate than the but node test, this article only tests
the model DAG. If the input is the same as the traditional way and the output obtained
is also the same, it indicates the accuracy of the EOSP service. The test cases for the
accuracy test are 1000 inputs. The test results are shown in the table below (Table 3).

Table 3. Results of experiment two.

Tradition EOSP 1000 same output number

2 nodes 2 nodes 1000

4 nodes 4 nodes 1000

5 nodes 5 nodes 1000
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According to the input in the above table, the accuracy of theEOSP service is required
by the load. The input that is the same as the traditional processing method of the power
grid, the output obtained is 100% the same. The accuracy load requirements of EOSP
service.

Experiment Three. The performance of EOSP service is mainly measured by two
indicators, QPS and average Cost during allocation. In order to test the performance of
EOSP service, this paper uses the services of two model nodes, three model nodes and
four model nodes to verify the performance of EOSP. The EADP service is built in a
Docker container. This article will separately perform stress testing on EOSP services
and traditional services. The results of the test are shown in the table below (Table 4).

Table 4. Results of experiment three.

Tradition QPS Cost Tradition QPS Cost

2 nodes 40 38.5 ms 2 nodes 180 13.1 ms

4 nodes 35 44.7 ms 4 nodes 130 15.8 ms

5 nodes 33 48.3 ms 5 nodes 126 16.2 ms

As shown in the above table, the performance of the EOS As shown in the above
table, compared with the traditional online services of the power grid, the EOSP service
has made great progress in both QPS and average time-consuming indicators. Therefore,
the EOSP service meets the design requirements in terms of performance.

5 Conclusion

In order to improve the performance of online services, this paper proposes an online
service EOSP based on go-tensorfow. EOSP is divided into online service configuration
module, execution engine module and model management module. Considering the
complexity of grid online services, the EOSP service supports DAG-type model access
to improve the efficiency of model execution. At the same time, EOSP service also
increases the reuse rate of the model. In summary, EOPS meets the business needs of
the power grid and improves efficiency.
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Abstract. With the explosive growth of information, data traffic has gradually
become the main body occupying the communication network, and the grouping
of services and carriers is the current general trend. The industry has put forward
a new power communication network POTN (Packet Optical Transmission Net-
work), POTN can carry on the unified scheduling and management to different
levels. After years of development, the POTN network has gradually matured, but
there are still some problems such as weak communication network structure and
insufficient transmission capacity. This paper mainly studies the POTN resource
modeling, and develops the simulation system based on the POTN, realizes the
mapping and reuse of client services, improves the protection mechanism of the
POTN network, and completes the reasonable planning and optimization of the
transmission network topology. Aiming at the convergence problem of multiple
services based on POTN technology, the aggregation algorithm is designed to
improve the bandwidth and port resource utilization of devices, Finally, the sim-
ulation analysis of the experiment provides important theoretical support for the
construction of equipment model and network topology.

Keywords: Power communication network · Packet optical transmission
network ·Mapping and reuse · Protection mechanism · Aggregation algorithm

1 Introduction

In recent years, the trend of service types to multiple transformation, network traffic is
no longer confined to the group service, makes it is hard to balance the large capacity of
the existing transport network transmission and group service efficiently deal with these
two aspects [1].

At present, the mainstream networking mode of backbone network is
SDH (Synchronous Digital Hierarchy)/SMTP, OTN (Optical Transport Network),
OTN+SDH/MSTP. As the mainstream IP bearer technology of transmission network,
PTN (Packet Transport Network) has issued certain technical standards in aspects of
OAM mechanism, network architecture and equipment specifications, among which
MPLS-TP related technology is the most widely used [2, 3]. OTN’s transmission net-
work system is an improvement on the traditional transmission network technology
system [4]. OTN adopts wave division on transmission lines, and introduces electrical
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M. Qiu et al. (Eds.): SmartCom 2021, LNCS 13202, pp. 14–25, 2022.
https://doi.org/10.1007/978-3-030-97774-0_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-97774-0_2&domain=pdf
https://doi.org/10.1007/978-3-030-97774-0_2


Resource Modeling of Power Communication POTN 15

layer. Provides technology for transmitting, multiplexing, exchanging and protecting
customer signals at sub-wavelengths [5]. The existing backbone network communi-
cation network architecture cannot well balance the problem of unified carrying and
transmission of services in the network [6]. For example, the service bandwidth that can
be carried by PTN network is not large enough, so it can only play the advantages of
packet transmission for small particle services. OTN is much less complex than SDH,
and it provides large-particle cross-connection capability, has powerful networking pro-
tection capability and flexible network scheduling capability [7]. OTN cannot handle
packet service transmission problems despite its large transmission capacity [8].

In the face of these problems with the development of power communication net-
work, the POTN technology which has been studied more in recent years can solve these
problems well [9]. POTN network inherits the advantages of PTN network and OTN net-
work at the same time,which can not only solve the large capacity of service transmission
but also realize the efficient processing of packet service; the POTN network provides
high quality of service (QoS) and low delay guarantee, with higher network capac-
ity scalability and networking flexibility; More accurate fault reporting for the entire
network, better OAM transmission mechanism, improves fiber resource utilization and
management capability [10]. In general, POTN can simultaneously possess many char-
acteristics and advantages of traditional equipment, save the configuration cost of other
equipment and facilitate the management of staff. It is an ideal way for the evolution of
power backbone communication network [11]. However, there are still some problems
that need to be solved urgently [12]. On the one hand, due to the unbalanced distribu-
tion of routing resources in the POTN network, the reliability of the network is low. On
the other hand, the development of POTN network is seriously hindered by extensive
network planning methods, over-reliance on experience in maintenance methods, and
unreasonable resource allocation [13]. In order to better the POTN technology applied in
the actual scenario of grid, based on the study of network architecture, network technol-
ogy, also need to bearing, the network simulation technology in many business research
and simulation work, including many business carrying problem, need to open small
particles and large particles business group uniform bearing isolation, research meth-
ods and security; By developing POTN network simulation software, the adaptability of
multi-service bearing is verified [14].

In order to solve the problems caused by the unbalanced distribution of POTN trans-
mission network, we propose a method of POTN resource modeling. By using a better
planning and optimizationmethod, the POTN transmission network topology can be rea-
sonably planned to improve the utilization rate of the existing network, and the problems
of uneven distribution of POTN routing resources and low reliability of the network can
be solved. The POTN network simulation system of power communication is developed,
and the POTN network is planned. The aggregation algorithm is used to connect services
to POTN ports and give full play to the technical advantages of POTN,minimize the total
transmission bandwidth after aggregation. Finally, simulation analysis and comparison
are carried out through experiments.
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2 POTN Network Resource Model Construction

Based on the actual operation data of power grid, the slot resource model, node resource
model, link resource model, network and protection resource model and service and
channel resource model of power communication POTN optical transmission network
are constructed from bottom to top (Fig. 1).

Fig. 1. Whole structure of POTN optical transmission network resource model.

2.1 Slot Resource Model

POTN transmission container resource model is divided into low-order transport
containers and high-order transport containers (Fig. 2).

The customer signal is first mapped into the low-order transport container, and
then from the low-order Optical channel data unit to the higher-order transport con-
tainer. POTN devices support unified access and scheduling of packet service and
OTN passthrough service in a configurable proportion within a single device, sup-
port unified package mapping of packet and OTN passthrough service to ODUK, and
then through ODUK multiplexing to optical path frame structure interface, and then
common wavelength mixed transmission, support point-to-point, point-to-multipoint,
point-to-multipoint service.

2.2 Node and Link Resource Model

Node resource model includes site model, node model, device model and port model.
The node model describes the attributes of the node, including the node name, node
type, abscissa and ordinate of the node position, etc. The relationships of various models
in the node resource model are shown in Fig. 3. Link resource model includes optical
link group model, optical link model and optical fiber model. The relationship between
optical fiber model, optical link model and optical link group model is shown in Fig. 4.
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Fig. 2. POTN mapping and multiplexing graph.

Fig. 3. Resource model relationship of each node.

Fig. 4. Diagram of optical link group model, optical link and optical fiber model.
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2.3 Network and Protection Resource Model

POTN network protection is divided into SDH layer, OTN layer and Ethernet layer
protectionmechanism, the specific protectionmechanism includes SDH layer protection,
OTN layer protection and Ethernet layer protection.

In this paper, the user network interface (UNI) interface mode is adopted for the net-
work scenario of interworking. Domain-by-domain interworking mode can be adopted.
The networking model is shown in the figure below. In this mode, domain 1 and
domain 2 respectively configure intra-domain protection mode for services, and adopt
link protection on inter-domain links to provide protection for both end-to-end services
(Fig. 5).

Fig. 5. POTN protection model.

2.4 Business and Channel Resource Model

The service and channel resource model include service model, service path model and
channel model, which describes the attributes of various power services. The business
model is composed of the business class Service, the business pathmodel is composed of
the business path class ServicePath, and the Channel model is composed of the Channel
class Channel. The UML class diagrams for the business and channel resource models
are shown (Fig. 6).

Fig. 6. Business resource model.
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3 Development of POTN Network Simulation System

POTN network simulation system is composed of database module, resource simulation
module, service function module, service protection module, network analysis module
and control module. Among them, the database module is used to store the actual opera-
tion data and provide corresponding data interaction for the resource simulation module,
the service functionmodule and the service protectionmodule. The controlmodule sends
instructions through the socket interface to control the corresponding operation of each
module (Fig. 7).

Fig. 7. The overall architecture diagram of simulation system.

3.1 Service Function Module

Service function modules are shown in the figure below. This module is mainly respon-
sible for the management of the POTN service model, which mainly has two functions:
service adaptation and service mapping. The main services considered in this system are
FE/GE/ 10GE/40GE, STM-1/4/16/64, ODU0/1/2/3 and Optical Channel layer network
(OCH). The service is directlymapped to theODUpipeline for transmission. In this case,
if and only if the service type is ODU0/1/2/3, it is possible to place multiple services into
a larger ODU pipeline according to the multiplexing system of OTN, and other services
need to be mapped to the ODU pipeline with appropriate bandwidth first. If the service
is an OCH service, it can be regarded as a light path request directly. Finally, the result
of routing selection is loaded into the network original service list (Fig. 8).

Fig. 8. Function diagram of service function module.

3.2 Service Protection Module

The protection attributes of the services in this system mainly have two kinds: linear
network and ring network. For packet layer services with linear protection requirements,
1+1 protection or 1:1 protection of PTN can be adopted, or linear protection of lower
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layer can be adopted to protect the services according to the situation of business routing.
For OTN layer services, linear protection based on ODUK or OCH can be adopted. For
services requiring ring network protection, the system supports the transmission of non-
ring network protection services over the ring network, which occupy time slots in the
ring network in addition to thework and protection slots of normal ring network services.
The internal conditions of different wavelengths in different directions between node A
and node B in the ring network are shown in the figure. The arrow in the figure indicates
the propagation direction.

3.3 Network Analysis Module

Network analysis function is divided into three sub-functions: node analysis, link analysis
and entire network analysis. The node analysis function mainly requires analyzing the
cross-capacity of each layer of the node, the demand of the equipment port, the load, the
utilization rate and the failure analysis. Link analysis includeswavelength and bandwidth
statistics, job protection ratio calculation and survivability assessment. Network analysis
mainly requires the total network capacity, bandwidth redundancy, cost and so on.

Firstly, each service group is encapsulated and aggregated at the regional aggregation
node with different particle sizes, and the bandwidth data of the same service group
is read in descending order by bandwidth size. The cross granularity is determined
according to the service bandwidthwith themaximumbandwidth among theunprocessed
services in the same group. Then read the services from large to small from the remaining
unprocessed services and aggregate them into the cross granularity. If the bandwidth
after aggregation is greater than the cross granularity, the next service with a smaller
bandwidth will be skipped until all the services in the service group are traversed or
the total bandwidth aggregated is equal to the cross granularity. Recirculation Starts to
aggregate remaining services in the service group until all services in the service group
are successfully aggregated and updated to the aggregation list (Fig. 9).

Fig. 9. Function diagram of network analysis module.

3.4 POTN Convergence Algorithm

(1) Description of convergence algorithm
In the electric power communication system, all kinds of grid services in differ-

ent regions havedifferent destinationnodes, amongwhich the source anddestination
nodes of some grid services belong to the same region. The source and destination
nodes of other power grid services belong to different regions. Therefore, in the
power grid system, such businesses with the same source and destination nodes can
be aggregated by POTN devices and then transmitted, which can give full play to
the advantages of POTN devices and reduce equipment costs [15]. The convergence
algorithm proposed by us is shown in Fig. 10.
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(2) Analysis of convergence algorithm
The simulation of the algorithm is carried out on POTN network simulation

system. The original business list was obtained by collecting information through
the service function module, and the aggregation list was obtained through the
simulation of the algorithm through the network analysis module. The simulation
data is mainly based on the sectional business flow of provincial companies, taking
into account the dis-patching data network of provincial headquarters, terminals,
directly regulated power plants and the business data of local companies. In the
simulation, it is assumed that the attributes of aggregation service and the source
and destination nodes are the same, and the aggregation results of different devices
under different conditions are comprehensively compared.

We input the data of the original data without aggregation service and the data of
the business group after aggregation into the POTN network simulation system, which
can prove that the system can run normally. Meanwhile, according to the different con-
vergence results of the two, and combined with the actual situation of the power grid
business and POTN equipment, we analyze the reasons for the different routing results. It
is further proved that the convergence algorithm transmission of power network service
adapts to the general trend of the development of power communication.

Start

original
business list

Whether the source and 
des�na�on nodes belong to the 

same convergence point

Update to the 
business list

Adding 
Protec�on 

Service

In descending 
order of service 

bandwidth

Determining 
cross grain size

Update to 
aggrega�on list

End

Fig. 10. Flow chart of POTN convergence algorithm.
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We input the data of the original data without aggregation service and the data of
the business group after aggregation into the POTN network simulation system, which
can prove that the system can run normally. Meanwhile, according to the different con-
vergence results of the two, and combined with the actual situation of the power grid
business and POTN equipment, we analyze the reasons for the different routing results. It
is further proved that the convergence algorithm transmission of power network service
adapts to the general trend of the development of power communication.

4 Simulation Experiment

4.1 Experimental Environment

In order to apply the abovemodel to the actual operation andmaintenance of power com-
munication POTN network, simulation experiments will be carried out in this chapter,
and the resource model POTN transmission network researched and established is sim-
ulated, so as to verify the rationality and feasibility of the resource model of POTN
transmission network studied in this paper. This paper adopts the topology diagram of
a POTN backbone network of power communication as shown in the following figure.
What we use is the data of business flow of a provincial section, which is abstracted into
15 points in total (Fig. 11).

Fig. 11. POTN backbone network topology of power communication.

4.2 Analysis of Simulation Experiment Results

(1) Comparison of convergence results of POTN and OTN
Figure 12(a) shows the simulation results of aggregation of services with vari-

able bandwidth (0–100 Gbps) by POTN device and OTN device respectively.
Figure 12(b) represents POTN equipment and its OTN equipment respectively fixed
size of a bandwidth (2 MBPS, 155 MBPS, 2.5 Gbps, 10 Gbps, 40 Gbps, 100 Gbps)
simulation results of a business to gather figure; Services are aggregated in descend-
ing order by bandwidth size. The horizontal coordinate indicates the total bandwidth
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(a) Random access bandwidth. (b) Fixed access bandwidth.

Fig. 12. Aggregation comparison diagram.

of services, and the vertical coordinate indicates the total bandwidth required by
services.

As can be seen through the simulation experiment result, and whether the band-
width of the fixed bandwidth is not fixed size case, POTN after mixing cross granu-
larity gathering the required bandwidth thanOTN single cross granularity gathering
of bandwidth is smaller, It is proved that using POTN convergence algorithm can
improve the carrying capacity of service and bandwidth utilization of equipment.

(2) Simulation results and analysis
The following table shows some data after route selection. We compare the

route selection results of aggregated services with those of non-aggregated services
(Tables 1 and 2).

Table 1. Service route selection results after aggregation.

id Source Goal Result Path

1 A F Success A-P-D-F

3 A D Fail

5 D H Fail

6 C J Success C-B-I-A-J

Table 2. Route selection results of non-aggregation routes.

id Source Goal Result Path

1 A F Success A-P-D-F

6 A F Success A-P-D-F

10 A D Success A-P-D

12 C H Fail

By observing the routing tables can be found: the proportion of the success of the
business without gathering routing is larger than the scale of business success after
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together. However, after gathering a few business together in a unified routing port
transmission, and without gathers each business must choose alone occupy a port for
road transport, so the equipment cost is far greater than the latter, at the same time it also
can lead to serious device stack, is not conducive to later maintenance and management.
We also found that there is no convergence of routing transmission cases is much higher
than the amount of time together after the time needed for road transport, so the algorithm
also can save the amount of time in the process of routing, this is of great significance
for some power grid services that require delay.

5 Conclusion

In this paper, a resource modeling method of power communication network POTN
optical transmission network is proposed, and a simulation system of POTN is devel-
oped. Our proposed POTN convergence algorithm verifies the balanced scheduling of
POTN equipment for the entire power communication network resources in the POTN
simulation system.

Acknowledgment. This paper was supported by the science and technology project from State
Grid Tianjin Electric Power Company (5203162000B1).
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Abstract. This paper investigated the problem of energy-efficient trans-
mission resource allocation for Federated learning (FL). By processing
data on the heterogeneous devices and uploading the model updates
to the server, federated learning facilitates a large-scale model training
with lower latency. Although FL has many promising advantages, the
number of involved devices is limited by the communication and device
battery resources. Therefore, it is rational to select devices due to its
importance. This joint device selection and resource allocation problem
is formulated to minimize the total energy cost and maximize the training
accuracy. This optimization problem is a mixed integer nonlinear pro-
gramming (MINLP), which is solved by a penalty dual decomposition
(PDD) method. The closed-form expression solution shows that devices
with more importance and less energy cost are more likely to be selected.
The experiments show that the proposed algorithm has a desired perfor-
mance and outperforms the random selection and full selection bench-
marks.

Keywords: Federated learning · User selection · Resource
management · Energy-efficiency

1 Introduction

With the development of Internet of Things (IoT), more devices will interact with
each other. Thus, the data generated in their interaction will grow geometrically
[1,2]. Due to the energy efficiency [3], storage [4], and privacy [5,6] concerns,
it is often impractical for centralized machine learning and traditional commu-
nication framework to train and transmit the large scale of raw data. As the
result, people proposed novel machine learning framework and energy-efficient
communication strategies [7–9]. Federated learning (FL) is a variant of machine
learning which has a lot of potentials [10,11]. However, due to the limitation of
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Qiu et al. (Eds.): SmartCom 2021, LNCS 13202, pp. 26–36, 2022.
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wireless communication resources and battery resources of edge devices, latency
and energy limitation issues still exists in FL.

To address these challenges, many works employed optimization algorithms
to improve the accuracy of the model under limited resources situation. Specifi-
cally, the authors in [11] studied the tradeoff between wireless resource allocation
and user selection via formulating an optimization problem. The authors in [12]
analyzed the tradeoff between training accuracy and transmission latency under
a Semi-asynchronous Hierarchical Federated Learning framework. Many resource
allocation and user selection schemes are proposed to minimize the convergence
time [13], total energy consumption [14] or computation latency [15].

In this paper, we propose a FL framework with user selection and resource
allocation scheme. Inspired by [15], the model gradient-norm-value (GNV) is
used to represent the importance of local data. We formulate the problem of
joint device selection and resource allocation formulate as a constrained opti-
mization problem, which is the mixed integer nonlinear programming (MINLP).
To solve it, we propose a penalty dual decomposition (PDD) method with low
computational complexity.

The rest of this paper is organized as follows. Section 2 introduces the system
model and the FL learning mechanism. Section 3 formulates the tradeoff problem
between data importance and power consumption. Section 4 solves the energy-
efficient problem with the PDD algorithm. Section 5 verifies the performance of
the proposed algorithm through numerical results, followed by the conclusions
in Sect. 6.

2 System Model and FL Mechanism

In this section, we first introduce the FL model and its training procedure. Then
we proposed its energy cost.

2.1 The FL Model

The FL model that is trained at local devices with the local dataset is called the
local FL model. The FL model that is trained at the cloud server with the local
updates is called the global FL model. Thus, under FL framework, the machine
learning model can be distributed over all devices.

In FL, the local dataset D =
∑

k Dk is distributed over a set K of k local
devices. The updated model is aggregated at a cloud server, as shown in Fig. 1.
Let Dk be the dataset of device k and Nk the number of its training data samples.
Each data sample i in dataset Dk is defined as an input-output pair (xik, yik).
For simplicity, we assume the FL algorithm with a single output. Let the vector
w be the parameters of global FL model. Furthermore, f(w,xik, yik) represents
the loss function for data sample i with input xik and output yik on device k.
The total loss function of local device k on dataset Dk can be written as

Fk(wt) =
1

Nk

Nk∑

i=1

f(wt,xik, yik), ∀k ∈ K. (1)
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Fig. 1. Illustration of a federated learning process.

Due to the energy and communication limitation, we select the devices with
higher importance which is represent by the gradient-norm-value (GNV) of the
device [15,16]. The GNV of the device is calculated as

ϑt
k = ‖ĝt

k‖2, ∀k ∈ K, (2)

where ĝt
k is the loss function’s gradient for device k with global model’s param-

eter wt, i.e.

ĝt
k = ∇Fk(wt). (3)

The GNV will be transmitted to the cloud for selecting devices to complete
the model upload task. Let Ωt be the set of selected devices. Then, the selected
local devices will upload their local gradients gt

k,∀k ∈ Ωt to the cloud server.
After receiving the selected device’s parameters, the global model can be updated
as

wt+1 = wt − ιt
∑

k∈Ωt Nk

∑

k∈Ωt

Nkgt
k. (4)

The global loss function is calculated as

F (w) =
1
N

∑

k∈Ωt

NkFk(w), (5)

where N =
∑

k∈Ωt Nk is the total number of data samples for all devices, and
ιt is the learning rate at the t-th iteration. Thereafter, the cloud server will
broadcast wt+1 to the devices for the next round of training.
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2.2 Energy Cost Model Based on FL

We assumed that the orthogonal frequency-division multiple access (OFDMA)
technique is used for uploading the data from local devices to the cloud server.
Let Bk be the bandwidth assigned to local device k, and B the total bandwidth
for the system. Thus, the communication limitation is formulated as

∑K
k=1 Bk ≤

B. Moreover, the achievable local update data rate is calculated as

ruk = Bk log2

(

1 +
Pkgk

BkN0

)

, (6)

where Pk is the transmission power of device k, and gk is the channel gain
between local device k and cloud server. Moreover, N0 represents the noise power.

For the download stage, since the cloud server use the whole bandwidth for
broadcasting, the download data rate can be expressed as

rdk = B log2

(

1 +
Pgk

BN0

)

. (7)

Since the global updating process will not change the size of the parameters,
the size of the data transmitted on the download and upload link are the same.
Let Z be the data size of model parameter for both upload and download.
Thereafter, the transmission latency for upload and download can be respectively
written as

T u
k =

Z

ruk
, ∀k ∈ Ω, (8)

T d
k =

Z

rdk
, ∀k ∈ K. (9)

Furthermore, the upload and download communication overhead can be cal-
culated as

Eu
k = PkT u

k =
PkZ

ruk
, ∀k ∈ Ω, (10)

Ed
k = PT d

k =
PZ

rdk
, ∀k ∈ K. (11)

Here, the aggregation time of the cloud server is ignored due to its rich
computing resources. In addition, since data size of the calculated GNV is much
smaller than Z, the time for uploading the GNV can also be ignored. Thus, the
energy cost in one training iteration is expressed as

E =
K∑

k=1

(
Ed

k + αkEu
k

)
, (12)

where αk ∈ {0, 1}, with αk = 1 indicating that device k performs model upload-
ing and αk = 0, otherwise. For the device that is not selected, Eu

k = 0.
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3 Problem Formulation

In this section, we formulate the device selection and energy allocation problem
as a constraint minimization.

Note that to achieve a higher training accuracy, more devices should be
selected. However, the less devices are selected, the better communication quality
each device will have. Thus, the optimization function is established as

min
α ,B

{

(1 − ρ)
K∑

k=1

αkPkT u
k − ρ

K∑

k=1

αkϑk

}

, (13)

s.t.
K∑

k=1

Bk ≤ B, (13a)

αk ∈ {0, 1}, ∀k ∈ K, (13b)

where α = [α1, α2, · · · , αK ]T , B = [B1, B2, · · · , BK ]T. Besides,
∑K

k=1 αkϑk

represents the importance of selected data and
∑K

k=1 αkPkT u
k represents the

power consumption. Here, ρ ∈ [0, 1] is the weight factor that controls the tradeoff
between GNV and energy cost. For simplicity, iteration t will be omitted in the
following.

Obviously, the constraint minimization problem (13) is a mixed integer non-
linear programming (MINLP), which is NP-hard. In the following section, we
introduce a PDD method to solve this MINLP problem.

4 Joint Device Selection and Resource Allocation Scheme

We first solve the integer planning problem caused by binary vector α. After
introducing an auxiliary variable α̃ [17], the equivalent problem for problem
(13) is expressed as

min
α ,α̃ ,B

(1 − ρ)
K∑

k=1

αkPkT u
k − ρ

K∑

k=1

αkϑk, (14)

s.t.
K∑

k=1

Bk ≤ B, (14a)

α − α̃ = 0, (14b)

αk(1 − α̃k) = 0, ∀k ∈ K, (14c)

0 ≤ αk ≤ 1, ∀k ∈ K. (14d)
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Then, to solve problem (14) we develop an algorithm based on the penalty
dual decomposition (PDD) method [18]. PDD method solves the problem with
double loop. In the inner loop, we use augmented Lagrangian (AL) algorithm to
solve the block optimization subproblem. In the outer loop, constraint violation
controls the update of dual variables and penalty parameter.

4.1 Inner Loop of PDD Method

In this part, we focus on applying augmented Lagrangian (AL) algorithm to
block optimization subproblem. After penalizing and dualizing the equality con-
straints (14b) and (14c), problem (14) can be expressed as

min
α ,α̃ ,B

[(1 − ρ)
K∑

k=1

αkPkT u
k − ρ

K∑

k=1

αkϑk]

+
1
2ν

K∑

k=1

[αk (1 − α̃k) + νλk]2 +
1
2ν

K∑

k=1

(
αk − α̃k + νλ̃k

)2

, (15)

s.t.
K∑

k=1

Bk ≤ B, (15a)

0 ≤ αk ≤ 1, (15b)

where ν is the non-negative penalty parameter, λ = [λ1, λ2, ..., λK ] and λ̃ =
[λ̃1, λ̃2, ..., λ̃K ] denote the dual variables associated with the equality constraints
(14b) and (14c), respectively.

Next, variables α and B can be solved by the distributed PDD algorithm.
To optimize (α, α̃,B) in problem (15), we apply the alternating idea by dividing
it into two subproblems. In the first subproblem, α is optimized with a given
(α̃,B). Then, (α̃,B) will be updated with α obtained from the first subproblem.

With the fixed (α̃,B), the first subproblem is expressed as

min
α

[(1 − ρ)
K∑

k=1

αkPkT u
k − ρ

K∑

k=1

αkϑk]

+
1
2ν

K∑

k=1

[αk (1 − α̃k) + νλk]2 +
1
2ν

K∑

k=1

(
αk − α̃k + νλ̃k

)2

, (16)

s.t.
0 ≤ αk ≤ 1. (16a)
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Since (16) is a convex problem, we obtained its Lagrangian function with
respect to α

L (α,φ, ζ) = [(1 − ρ)
K∑

k=1

αkPkT u
k − ρ

K∑

k=1

αkϑk]

+
1
2ν

K∑

k=1

[αk (1 − α̃k) + νλk]2

+
1
2ν

K∑

k=1

(
αk − α̃k + νλ̃k

)2

+ ζk (−αk)

+φk (αk − 1) .

(17)

The first-order partial derivatives of (17) with respect to α is

∂L(αk, φk, ζk)
∂αk

=
1
ν

[
αk (1 − α̃k)2 + αk − α̃k

]

+ λk (1 − α̃k) + λ̃k + φk − ζk

+ (1 − ρ) PkT u
k − ρϑk.

(18)

Optimal α is obtained by setting (18) to 0, i.e.

α∗
k =

νDk + ν [ρϑk − (1 − ρ)PkT u
k ]

(1 − α̃k)2 + 1
, (19)

where Dk = ζk −φk + 1
ν α̃k − λ̃k −λk (1 − α̃k). The Lagrangian multipliers φ and

ζ can be found by one-dimensional search methods based on the complemen-
tary slackness conditions of (16). The result shows that device selection mainly
depends on ϑk and PkT u

k , which is associated with GNV and uplink energy cost.
Intuitively, the cloud usually select local device with a larger GNV or smaller
energy cost.

Using the α obtained from problem (16), the second subproblem is

min
α̃ ,B

[(1 − ρ)
K∑

k=1

αkPkT u
k − ρ

K∑

k=1

αkϑk]

+
1
2ν

K∑

k=1

[αk (1 − α̃k) + νλk]2 +
1
2ν

K∑

k=1

(
αk − α̃k + νλ̃k

)2

, (20)

s.t.
K∑

k=1

Bk ≤ B. (20a)

Obviously, problem (20) is convex, which can be solved similarly as problem
(16) by Lagrangian method. Then we can obtain the optimal bandwidth B∗

k and
auxiliary variable α̃∗

k.
Thus, in the inner loop of PDD method, problem (15) can be solved by

iteratively solving problem (16) and problem (20).
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4.2 Outer Loop of PDD Method

The constraint violation h is defined as

h = max
∀k∈S

{|αk (1 − α̃k) |, |αk − α̃k|}. (21)

If the constraint violation h is small enough, dual variables and penalty
parameter are updated as

λ(�) = λ(�−1) +
1
ν

α∗(�−1)
(
1 − α̃∗(�−1)

)
, (22)

λ̃
(�)

= λ̃
(�−1)

+
1
ν

(
α∗(�−1) − α̃∗(�−1)

)
. (23)

5 Simulation Results

In this section, we conduct numerical experiments to compare the proposed
algorithm with full selection strategy and random selection strategy.

5.1 Experiment Settings

In our simulation, we consider a cloud server coverage area with a radius
r = 1000 m, and all local devices are uniformly distributed in the area. We adopt
the path loss model as 128.1 + 37.6 log10(d [km]) dB.

We adopt the handwritten digit identification as the machine learning task on
each local devices. Each device trains a convolutional neural network (CNN) with
the MNIST database. To simulate the realistic situation, we split the training
dataset in a non-iid way where local device has random data from part of the
dataset categories.

5.2 Simulation Performance

In the simulation, we adopt two benchmark methods (Random selection, Full
selection) to compare with the proposed FL method. In the benchmark methods,
the bandwidth resources are equally allocated to the selected devices.

Figure 2 show the effectiveness of proposed FL method as identification accu-
racy increases with the number of iterations and converges around 1. Comparing
with the baseline methods, the proposed algorithm converges faster, since both
the accuracy and loss remain stable after 10 times of iterations. In contrast, the
random selection method converges after 40 rounds. During the whole train-
ing process, the accuracy of the proposed algorithm is higher than the baseline
methods and the loss is lower than the baseline methods.
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(a) Testing loss. (b) Testing accuracy.

Fig. 2. Testing loss and accuracy of the proposed FL method and benchmark methods.

As in Fig. 3, as ρ increases, on average, more devices are selected. To know
whether the added devices are worthy of more energy, we studied the energy effi-
ciency. Here, the energy efficiency is defined as the total GNV of selected devices
divided by the total energy consumption of selected devices, which means the
data importance per unit energy. As in Fig. 4, the energy efficiency of the pro-
posed algorithm decreases as ρ increases. As shown in problem (13), larger ρ
means that the solution of the optimization problem will lead to a higher total
GNV and relaxes the energy limit. The intuitive reason is that the device with
higher data importance are more likely to be chosen despite the change of ρ.
Thus, the data importance of the prior selection is higher than the added selec-
tion as ρ increases, which lead to the drop of the average data importance.
Finally, with more energy consumed, the energy efficiency decreases. However,
the overall energy efficiency of the proposed algorithm is higher than the bench-
mark methods, implying the advantage of the proposed algorithm.

Fig. 3. The number of selected devices
and data importance (total GNV) of the
proposed FL method with different ρ.

Fig. 4. The energy efficiency of the
proposed FL method and benchmark
methods with different ρ.



Energy-Efficient Federated Learning in IoT Networks 35

6 Conclusion

In this paper, we consider a device selection and energy allocation problem, where
the device selection is preformed according to GNV. This problem is formulated
as a mixed integer nonlinear programming problem. Hence, to solve this problem
we proposed a PDD algorithm with low computational complexity. Furthermore,
the numerical results shows the proposed method can improve the FL learning
accuracy with shorter training process.
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Abstract. With the development of technology and the popularization
of the Internet, the use of online platforms is gradually rising in all walks
of life. People participate in the use of the platform and post comments,
and the information interaction generated by this will affect other peo-
ple’s views on the matter in the future. It can be seen that the analysis of
these subjective evaluation information is particularly important. Sen-
timent analysis research has gradually developed into specific aspects
of sentiment judgment, which is called fine-grained sentiment classifi-
cation. Nowadays, China has a large population of potential customers
and Chinese fine-grained sentiment classification has become a current
research hotspot. Aiming at the problem of low accuracy and poor clas-
sification effect of existing models in deep learning, this paper conducts
experimental research based on the merchant review information data
set of Dianping. The BERT-ftfl-SA model is proposed and integrate the
attention mechanism to further strengthen the data characteristics. Com-
pared with traditional models such as SVM and FastText, its classifica-
tion effect is significantly improved. It is concluded that the improved
BERT-ftfl-SA fine-grained sentiment classification model can achieve effi-
cient sentiment classification of Chinese text.

Keywords: Chinese fine-grained sentiment classification · BERT ·
Word embedding · Attention mechanism

1 Introduction

With the rapid development of computer [1,2], software [3,4], and networks
[5,6], Internet has become an important channel for people to express their
views, opinions and exchange information [7]. Users comment on certain events
or products when using platforms such as microblogs [8,9] and e-commerce [10],
which produces a large amount of information that contains users’ sentiment.
In the face of large-scale comment information on the Internet [11,12], people
cannot obtain all information and identify them one by one [13,14]. Therefore,
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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the research work of sentiment analysis emerges as the times require. Now, people
are no longer satisfied with sentiment analysis. Aspect-Based Sentiment Analysis
(ABSA) came into being. Through fine-grained sentiment analysis, potential
users’ sentiment information can be analyzed to provide decision support for
consumers and businesses. Even the analysis results can help the government
and other relevant departments to formulate targeted policies to correctly guide
the spread and development of public opinion in the information age [15]. In
short, it has important application value.

In recent years, with the rapid development of deep learning [16,17], fine-
grained sentiment analysis has made breakthrough progress, and research based
on deep learning has become the main development area of sentiment analysis
in the future. In order to further improve the effect of fine-grained sentiment
classification, this paper will study and design a Chinese fine-grained sentiment
classification model (BERT-ftfl-SA) based on a pre-trained language model and
attention mechanism.

This paper briefly introduces BERT model and attention mechanism, and
then optimizes BERT model and explains the framework of BERT-ftfl-SA model
in detail. After that, the BERT-ftfl-SA model is compared with the commonly
used feature representation models to verify and analyze the classification effect
of the BERT-ftfl-SA model. Finally, the future research of fine-grained sentiment
analysis is prospected.

2 Related Works

2.1 BERT

Google proposed BERT (Bidirectional Encoder Representations from Transform-
ers) in 2018 [18]. In NLP tasks, people use it to transform word vectors to express
features, and use it efficiently according to their own needs. Its characteristic is
the use of transformer, which can better capture the bidirectional relationship
in the sentence. In a specific NLP task, the feature representation of BERT can
be directly used as the word embedding feature of the task. Therefore, BERT
provides a model for migration learning of other tasks, which can be used as a
feature extractor after being fine-tuned or fixed according to the task.

2.2 Self-attention

The existence of the attention mechanism has changed the problem of the length
of the vector output by the encoder. It replaces the fixed single vector represen-
tation with the constantly changing middle layer, which highlights the relevance
of the input content itself. With the development of deep learning, the estab-
lishment of a neural network with an attention mechanism has become more
and more important. Attention mechanism has been widely used in a variety of
neural networks to enhance their training performance. Self-attention is a kind
of attention mechanism, and it fully considers the semantic and grammatical
connections between different words in sentences.
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3 Methodology Design

In order to further improve the effect of fine-grained sentiment classification, this
paper proposes a Chinese fine-grained sentiment classification model (BERT-ftfl-
SA) based on a pre-trained language model and attention mechanism. The main
idea is to focus on the feature extraction effect of the vector transformation
process of Chinese data, enhance the classification effect from the source, and
then combine the attention mechanism to increase the weight description of the
data to further improve the accuracy of fine-grained sentiment classification.
Then, the classification effect of the BERT-ftfl-SA model is verified through a
comparison experiment with the commonly used feature representation model.

3.1 Model Improvement

BERT Model Fine-Tuning. (1) Long text processing. The maximum
sequence length that BERT can process is 512. In consideration of data exceed-
ing, this paper makes improvements for data exceeding the upper limit of input.
A truncation methods proposed in the reference [19], it uses the first 128 char-
acters and the last 382 characters of the input text, which means that the input
510 characters are divided into four parts of 1:3, and the first part is taken from
the beginning of the text. The last three parts are taken from the end of the
text, in order to choose the content of the long text, and solve the problem
of over-entry. (2) Adjust parameter. Fine-tuning is adjusted with reference to
the single-sentence classification task. Most of the model parameters remain the
pre-trained parameters, and only the batch size, epoch and learning rate of each
batch are changed to fit the data set in this article. Batch Size adopts the max-
imum value 16 supported by the graphics card. Epoch through a comparative
test, as shown in Fig. 1, it is concluded that when the value is 12, the effect is
the best.

Fig. 1. Epoch comparative test results.
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Optimizing Softmax Loss Function. In the classification task of Softmax
classifier, there are two problems: the unbalanced sample distribution and the
model does not pay attention to the samples with learning difficulties in the
learning process. Therefore, this paper uses Focal Loss to alleviate the problems
of class imbalance and difficulty sample imbalance when facing classification
tasks [20].

The formula for Focal Loss function is expressed as follows:

Lf l =
{− (1 − y′)γ log y′, y = 1

−y′γ log (1 − y′) , y = 0 (1)

In the formula, y′ represents the probability that the sample is predicted to
be 1, when γ = 0, focal loss function is cross entropy function. The 20 aspects
of the data set in this paper differ greatly from the four categories. In order to
balance the uneven sample categories, coefficient α is introduced on the basis
of the above formula. In this experiment, the balance factor γ is set to 2 to
reduce the contribution of simple samples to the loss value, and α is set to 0.25
to balance the imbalance of categories. Finally, the formula for the final loss
function FL 20fc (Focal Loss 20 four categories) is as follows:

FL 20fc =
{−0.25 (1 − y′)2 log (y′) , y = 1

−0.75y′2 log (1 − y′) , y �= 1
(2)

Therefore, the effect of FL 20fc function makes the model shift the focus
to the samples that are difficult to distinguish. For simple samples, it greatly
reduces the contribution of loss value, so that the proportion of samples that
are difficult to distinguish will increase, and the imbalance of the contribution of
positive and negative samples caused by uneven samples will also be alleviated.

3.2 BERT-ftfl-SA Model

BERT-ftfl-SA model is a Chinese fine-grained sentiment classification model
based on BERT-ftfl fusion Self-attention. BERT-ft is the model after fine-tuning
the BERT model. BERT-ftfl further optimized the loss function. BERT-ftfl-SA
model is a Chinese fine-grained sentiment classification model based on BERT-
ftfl and self-attention. The detailed diagram of the BERT-ftfl-SA model is as
follows.

As shown in Fig. 2, taking the actual text information as an example, the
data in the data set are “ ”. After text prepro-
cessing, “ ” are generated as the input, and enters
into the BERT-ft model of the feature representation layer. BERT-ftfl model
splits the words into single-word input and generates the corresponding 768-
dimensional word vector, then reduces the dimension to 64 dimension through
the full connection layer vector, and generates 4 dimension vector to output the
classification results.

However, for BERT-ftfl-SA model, the maximum text input is 512 words.
The generated 512 * 768 matrix enters the self-attention mechanism layer. After
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Fig. 2. Flow diagram of BERT-ftfl-SA.

further extracting the features, the vector dimension of the full connection layer
is reduced to 64-dimensional. Through the improved Softmax-fl classifier, 4-
dimensional vector output classification results are generated.

4 Experiments and Analysis

4.1 Data Set

The experimental data set in this paper uses the official data set of AI Chal-
lenger 2018 fine-grained sentiment analysis track. The data set is provided by
the competition organizing committee. It is a massive data set of sentiment ten-
dencies containing 6 categories and 20 fine-grained elements. Its main content is
customer reviews of various businesses in public reviews. The data set consists
of training, verification, test A and test B. There are 105000 data in the training
set, 15000 data in the validation set and 15000 data in the test set. The specific
description is shown in the following Table 1.
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Table 1. Data set annotation system

The first layer The second layer

Location Traffic convenience

Distance from business district

Easy to find

Service Wait time

Waiter’s attitude

Parking convenience

Serving speed

Price Price level

Cost-effective

Discount

Environment Decoration

Noise

Space

Cleaness

Dish Portion

Taste

Look

Recommendation

Others Overall experience

Willing to consume again

Table 2. Four fine-grained element tags.

Sentimental labels 1 0 −1 −2

Meaning Positive Neutral Negative Not mentioned

There are four sentimental types for every fine-grained element: Positive,
Neutral, Negative and Not mentioned, which are labelled as 1, 0, −1 and −2.
The meaning of these four labels are listed in Table 2.

4.2 Experimental Evaluation Index

In order to verify the proposed model based on Bert-ftfl, the average values
of precision (P), recall (R) and F1-Measure in 20 dimensions are used as the
evaluation indexes of the experiment.

Accuracy, Precision, Recall and F1-Measure are commonly used as evalua-
tion indicators in the study, which directly and comprehensively represent the
classification effect. Based on the binary classification model to understand the
above indicators, there will be four cases with confusion matrix representation.
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Table 3. The classification under the two classification model.

Forecast results: Positives Forecast results: Negatives

True value: True TP TN

True value: False FP FN

The classification under the two classification model is shown in Table 3. The
formulas of experimental evaluation index are as follows:

Precision =
TP

TP + FP
(3)

Recall =
TP

TP + FN
(4)

Fβ =
(
1 + β2

) · precision · recall
(β2 · precision ) + recall

(5)

F1 = 2 · precision · recall
precision + recall

(6)

4.3 Design

The experiment compares the text classification model constructed by BERT-ftfl
model with other seven mainstream classification models on AI Challenger 2018
fine-grained sentiment analysis trajectory data set. The 12 classification models
are as follows:

(1) Word2Vec: The classic model of generating word vector by combining con-
text and target word relationship [21].

(2) GloVe: Based on co-occurrence matrix, GloVe grasps the overall and local
information, the model contains more comprehensive overall information
than Word2Vec [22].

(3) ELMo: Two-stage training method is used to train the initial model based
on bidirectional double LSTM, and then the model is adjusted according
to subsequent specific tasks [23].

(4) GPT: It trains the initial model based on Transformer model’s decoder
variant structure. Compared with ELMo, GPT has faster speed and better
feature extraction effect.

(5) SVM: SVM is a feature-based support vector machine classification model,
which has achieved better classification effect than previous models, and it
is the official baseline model.

(6) FastText: The core idea is to average the words and N-gram vector of the
whole document to get the document vector, and then use the document
vector to do Softmax multi-classification [24].

(7) CNN: The convolutional neural network model proposed in Reference is the
most basic convolutional neural network [25].
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(8) TextCNN: CNN is improved in uses multiple kernels of different sizes to
extract key information in sentences, which can better capture local corre-
lation than CNN [26].

(9) BERT-base-Chinese: Compared with GPT model, it combines MLM and
NSP and uses target context information, so the effect is better.

(10) BERT-ft: Compared with BERT-base-Chinese model, BERT-ft solves the
problem of long text input excess, adjusts the hyperparameters and intro-
duces attenuation coefficients in the Adam optimizer using the layer by
layer decreasing learning rate.

(11) BERT-ftfl: Based on the BERT-ft model, BERT-ftfl optimized the loss func-
tion in the classifier, so as to solve the problem of large loss ratio gap caused
by unbalanced positive and negative samples and unbalanced simple and
complex samples.

(12) BERT-ftfl-SA: BERT-ftfl-SA extracted features based on the BERT-ftfl
model, then integrated the attention mechanism, combined with self-
attention to further highlight the text features, and finally achieved more
accurate training effects.

Table 4. Classification effect of each model.

No Model P R F1

1 Word2Vec 0.51 0.42 0.46

2 GloVe 0.53 0.44 0.48

3 ELMo 0.57 0.51 0.51

4 GPT 0.62 0.54 0.57

5 SVM 0.53 0.41 0.47

6 FastText 0.62 0.50 0.56

7 CNN 0.57 0.49 0.52

8 TextCNN 0.67 0.60 0.63

9 BERT-base-Chinese 0.63 0.58 0.61

10 BERT-ft 0.68 0.61 0.65

11 BERT-ftfl 0.71 0.63 0.67

12 BERT-ftfl-SA 0.74 0.68 0.71

4.4 Analysis of Results

The experimental results are shown in Table 4. Groups 1–4 and 9 analyze the
learning effects of mainstream feature representation models in the target senti-
ment classification task. The Word2Vec model is relatively simple in structure,
the polysemy problem cannot be solved and the learning effect based on the
data set is not good. The learning effect of the GloVe model is not much differ-
ent from that of Word2Vec. Even after the data set provided by the competition
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organizing committee is cleaned, there is still a problem of feature dispersion.
Compared with Word2Vec, the GloVe model is more rapid. The ELMo model
uses double-layer Bi-LSTM, which has a qualitative improvement compared with
Word2Vec and GloVe. As a typical two-stage model, the GPT model achieves
better training effect than the ELMo model, but it is limited to some extent
because it adopts one-way modeling.

In groups 5–8, the SVM model has a simple structure, but the data set text
is too complex, resulting in poor training results. The speed of FastText model
is very fast, but the simple composition structure is easy to cause information
omission in learning, and the complex information in the data set is not mas-
tered, which affects the training results. CNN model has poor learning effect
on text information. Valuable information is lost at the pooling layer, and the
association between local and global information is ignored, leading to poor
understanding of polarity analysis at different granularity. Compared with CNN
model, TextCNN model achieves better classification effect, it uses the maxi-
mum timing pooling layer of one-dimensional convolution layer, but it is still
0.08 less than the mean F1 value of BERT-ftfl-SA model. The 9–12 groups are
ablation experiments. According to the data in the table, the optimizations of
BERT-ft and BERT-ftfl are effective and improve the classification level. The
final results prove that the BERT-ftfl-SA model can complete the Chinese fine-
grained sentiment classification task, and has a better classification effect than
other models.

In future studies, more linguistic resources and other network models can be
introduced to further improve the effect of fine-grained sentiment classification,
such as linguistically regularized LSTMs and hierarchical attention networks
(HAN). Compared with other neural network models, linguistically regularized
LSTMs models do not rely on parsed trees, do not require phrase level notation
and make full use of linguistic knowledge [27]. General network models (LSTM,
CNN-word) don’t make full use of hierarchical information in long text. HAN
uses the word-level and sentence-level attention mechanism to better understand
the semantic structure of the document. Compared with other methods, HAN
fully considers the internal structure of the document. HAN is also widely used,
for example, the time and space structure of videos and HAN can be used to
complete video subtitle tasks [28].

5 Conclusion

In this paper, a Chinese fine-grained sentiment classification model based on
pre-trained language model and attention mechanism was proposed. Through
experiments, based on the official data set of AI Challenger 2018 fine-grained sen-
timent analysis track, and the experiment proved that the BERT-ftfl-SA model
had a good classification effect, but the work of this paper still needs some
improvement. Although the method proposed in this paper integrated attention
mechanism, due to the complexity of the text, the upper limit of the effect of
the model was limited.
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Abstract. With the burgeoning of underwater Internet of things, the
amount of data generated by sensor nodes increases dramatically in
UASNs, requiring efficient data collection schemes. The data collection
process mainly considers MAC and routing design to ensure the link effi-
ciency of sensing data to the sink, which refers to collision avoidance and
high bandwidth utilization at low signaling overhead. In recent underwa-
ter MAC designs, multi-channel schemes have been adopted as an effec-
tive way to eliminate collisions. However, existing multi-channel schemes
face the problem of low bandwidth utilization, resulting in a reduction in
the performance of network throughput and end-to-end delay. Besides,
in the routing design, the unbalanced transfer load may lead to par-
tial transmission congestion, which also decreases the overall bandwidth
utilization. To solve the above problems, in this paper, we propose a
Link-Efficiency Transmission Protocol (LETP). In the routing layer, we
propose a forwarding node probabilistic selection approach to solve the
unbalanced transfer load problem at low signaling overhead. In the MAC
layer, with the assistance of routing information, a Link Efficiency Chan-
nel Allocation (LECA) algorithm with low signaling overhead is applied
on receiver sides to allocate dedicated communication channels to senders
and optimize the allocation decision based on channel characteristics.
Simulation results verify that LETP achieves a better network perfor-
mance in comparison with existing protocols.

Keywords: Bandwidth utilization · Collision avoidance · Data
collection · Multi-channel UASNs · Transmission protocol

1 Introduction

In the past decades, Underwater Acoustic Sensor Networks (UASNs) have
emerged as a powerful tool to enable a wide range of applications, such as
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environmental monitoring, resource exploration, tactical surveillance, and early
disaster warning [28]. With the advance of computer processor [16,18], network
[7,17], and algorithm design [10,22], each node of UASNs will generate a large
amount of data. Big data processing and transferring [5,13] had been studied in
various applications [6,8]. Similarly, for UASNs, this poses the design of efficient
data collection schemes a necessary problem [12]. In the data collection process,
each node acts as the initiator or maybe the forwarder of information packets
to transmit the sensing data hop by hop to the sink. The data collection pro-
cess mainly considers MAC and routing design to ensure the link efficiency of
sensing data to the sink, which refers to collision avoidance and high bandwidth
utilization at low signaling overhead. Compared with the Terrestrial Wireless
Sensor Networks (TWSNs) where the transmission is carried out through elec-
tromagnetic waves, acoustic communication faces problems of low signal-to-noise
ratio, narrow bandwidth, and long propagation time. These fundamental differ-
ences make the protocols of TWSNs unfeasible in the underwater environment
[23]. Thus conceiving transmission protocols especially tailored for UASNs is a
demanding and challenging research work [1].

The MAC design in the protocol stack is mainly in charge of coordinating
the channel access of each node to avoid collisions. Indeed, collisions are espe-
cially undesired in UASNs [1,9,28]. To avoid collisions in UASNs, multi-channel
schemes which improve transmission parallelism have been used in recent stud-
ies [1,2,23]. According to the way that channel negotiation happens, existing
multi-channel schemes can be classified into two categories: single rendezvous
and multiple rendezvous [1]. However, existing multi-channel approaches face
the problem of low bandwidth utilization, which reduces network performances
on throughput and end-to-end delay. In multi-channel single rendezvous schemes,
the common control channel will be a performance bottleneck in heavy-traffic
networks, causing under-utilization of data channels [14,15]. Multi-channel mul-
tiple rendezvous schemes allow simultaneous handshaking on distinct channels
through coordination among nodes, while these coordination mechanisms still
fail to fully utilize multiple data channels [1,2]. Indeed, bandwidth utilization
directly impacts throughput and end-to-end delay, especially in bandwidth-
limited underwater acoustic scenarios.

The overall bandwidth utilization in multi-channel transmission can also be
affected by the forwarder selection process in the routing design. Forwarder selec-
tion decisions among nodes are coupled, if too many nodes select a unique node
(or a few nodes) as their forwarder, then the selected forwarders will undertake
much more transfer load than others. In such a case, transmissions to these for-
warders must share the insufficient channel bandwidth while other forwarders
may have excess channel bandwidth, resulting in a decrease to the overall band-
width utilization. Moreover, these selected forwarders may be exhausted prema-
turely, leading to the occurrence of void regions and a shorter network lifetime
[26]. Thus, it would be beneficial to get a balanced transfer load through appro-
priate forwarder selection [27].
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In this paper, we propose a Link-Efficiency multi-channel Transmission Pro-
tocol (LETP) for data collection in UASNs. To ensure link efficiency, the multi-
channel MAC layer should guarantee collision avoidance and high bandwidth
utilization in channel allocation. The routing layer should balance the trans-
fer load by appropriate forwarding node selection. Note that only rough clock
synchronization is required in LETP, which is practical to implement. The con-
tributions of this paper can be summarized as follows:

– We propose a forwarding node probabilistic selection approach to balance the
transfer load among nodes. In order to save the limited energy of underwater
nodes, only a simple information exchange is needed. Then, by considering
the estimated load conditions as well as the impact of each selection on load
balancing, each node independently selects a forwarding node from the can-
didate set in different probabilities.

– We propose a Link Efficiency Channel Allocation (LECA) algorithm. Using
the routing information from forwarder selection, the negotiation for the chan-
nel allocation of common neighbors can be reduced. In LECA, each node
distributedly maintains an available channel set according to the channel
allocation information from neighbors. Then, LECA allocates dedicated com-
munication channels to each sender and optimize the allocation decision based
on channel characteristics. Finally, the remaining available channels are fur-
ther allocated to senders to improve bandwidth utilization.

– We evaluate the performance of LETP and compare it with existing trans-
mission protocols in terms of throughput, packet delivery ratio, end-to-end
delay, energy consumption, and network lifetime.

The remainder of this paper is organized as follows: Sect. 2 describes the
system model and presents problem analysis. Two key components in LETP
(forwarder selection and channel allocation) are discussed in Sect. 3. Simulation
results are presented in Sect. 4. Section 5 reviews existing related works. Section 6
concludes the paper.

2 System Model and Problem Analysis

2.1 Network Model

We consider a multi-hop UASN where a sink node is placed on the water surface.
Each node operates on mutually orthogonal frequency channels to conduct multi-
channel communication, they may be the initiator as well as the forwarder of
information packets. The data collection process is directional, that is, from the
source node to the sink. Therefore, to facilitate data collection, we can virtually
build the network into a layered structure according to the number of hops from
underwater nodes to the sink. The layering algorithms have already been studied
well in existing works such as Gradient Field Establishment (GFE) in [12,26,27],
our work shed light on the data collection process based on the layered structure.

According to GFE, the sink first sends out a GFE packet and claims its layer
to be G(S) = 0, nodes who have received this GFE packet set their layers to
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be G(S) + 1. Then, node n receives the GFE packet from a neighbor m within
a back-off time will set its layer to be G(n) = G(m) + 1 until all nodes in the
network obtain their layer. In this way, the network is constructed as a layered
structure. During the GFE stage, each node n obtains its neighbor information
and gets low-layer neighbor set as Lower(n) = {m : G(m) = G(n) - 1} and
high-layer neighbor set as Higher(n) = {m : G(m) = G(n) + 1}.

2.2 Overview of LETP

In our proposed protocol, all nodes in the network are labeled into layers through
a GFE stage. By leveraging this layered structure, transmissions will take place
between adjacent layers. The transmission process adopts a hierarchical slotted
transmission scheme, which works in rounds, each round consists of several time
slots of different lengths, the number of slots is equal to the number of layers in
the network. At each time slot, a specific layer will transmit data to its adjacent
lower layer. Only rough time synchronization is required in LETP. It is worth
pointing out that the layers without transmission conflicts are able to transmit
in parallel to boost spatial reuse.

LETP abandon the common control channel and operates on multiple data
channels of total number Nc = nmax − 1 where nmax is the maximum neighbor-
hood size in the network. Each channel is assigned for the transmissions between
specific nodes within a neighborhood. In this way, a node will first receive data
from its high-layer neighbor nodes, and then transmit its sensed data as well as
the received data to a low-layer neighbor node. Thus, nodes are supposed to first
select an appropriate forwarding node among low-layer neighbors, then allocate
communication channels for high-layer neighbors.

2.3 Problem Analysis

In this subsection, we analyze the problems and considerations in the forwarder
selection and channel allocation process.

Forwarder Selection. Sensing data of all nodes is forwarded to the sink hop-
by-hop through relaying nodes. Use FN(n) to represent the forwarding node
decision of node n, Data(n) to represent the sensing data of n, then the transfer
load that a specific node n needs to forward is

W (n) = Data(n) +
∑

m∈Higher(n)

W (m) · I{FN(m) == n} (1)

where I{A} is an indicator function with I{A} = 1 if the event A is true and
I{A} = 0 otherwise.

The problem of balancing transfer load among low-layer forwarders can be
formulated as (2). For the convenience of description, we will use uppercase H
and L to represent the set of higher and lower layer nodes between the adjacent
two layers, respectively. Lowercase hi and lj refer to the high-layer and low-layer
node, hi ∈ H and lj ∈ L.
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Fig. 1. The possible collisions between two packets.

min
FN(hi)

σ =

√√√√ 1
|L|

∑

lj∈L

((
∑

hi∈H

W (hi) · I{FN(hi) == lj}) − μ)2

s.t. ∀hi ∈ H,
∑

lj∈L

(I{FN(hi) == lj}) = 1

(2)

Here |L| is the cardinal number of L, μ is the average amount of transfer load of
low-layer nodes. Due to the UASN characteristics, the forwarder selection should
be performed at a low signaling overhead. We will introduce the forwarding node
selection approach in detail at Sect. 3.1.

Channel Allocation. By leveraging the routing information from forwarder
selection, the negotiation in the channel allocation process can be reduced,
thereby reducing the signaling overhead. Therefore, between each adjacent layer,
channel allocation process is carried out right after forwarder selection.

The primary requirement of channel allocation is collision avoidance. We
avoid collisions by assigning dedicated channels for different transmission pairs
within the two-hop collision domain. Collisions between two packets (denoted as
θi and θj) are summarized as shown in Fig. 1. In RX-RX collision, two packets
share a common node as the destination, at which the collision happens. In this
case, with multiple data channels, the collision can be solved simply by providing
θi and θj at different data channels as (3). Note that the hidden terminal problem
in multi-hop transmission is essentially RX-RX collision.

θi.channel �= θj .channel (3)

In the RX-Overhearing collision in Fig. 1a, two packets are disjoint but within
the two-hop collision domain, so that node D may overhear θi while receiving
θj , leading to a collision. We avoid such kind of collision by guarantee:

θ∗→D.channel �= θi.channel (4)

As expressed in (4), any packet destined to node D (a potential receiver within
the communication range of sender of θi) can not use the channel used by θi.

Another requirement of channel allocation is high bandwidth utilization.
When adopting the dedicated communication channel mechanism, each chan-
nel is assigned for the transmissions between specific nodes. As such, there may
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be several transmissions requiring a short time (e.g., small transfer load, suf-
ficient bandwidth) while others requiring longer time(e.g., large transfer load,
insufficient bandwidth). In this way, when the channels assigned for long trans-
missions are still busy, the channels assigned for short transmissions are already
idle. However, duo to the dedicated communication channel mechanism, these
idle channels can not be used for other transmissions, thereby causing the low
bandwidth utilization problem. To alleviate this problem, we are suggested to
make the duration of all data transmissions to be close to each other, so as to
improve the bandwidth utilization. The channel allocation process satisfying the
above two requirements will be introduced in detail at Sect. 3.2.

3 Two Key Components

This section introduces the two major components of LETP that achieve high
link efficiency in detail.

3.1 Forwarder Selection

In this section, we consider the issue of selecting appropriate forwarding nodes
between two adjacent layers to balance the transfer load. Specifically, for each
high-layer node hi ∈ H, an appropriate low-layer node l j ∈ L ∩ Lower(hi) is
selected as its forwarder to jointly satisfy the objective in (2).

Intuitively, to meet the optimization goal in (2), a centralized solution can
be used where a central node is responsible for global scheduling. However, the
scalability of the centralized method is limited, frequent global re-scheduling is
unrealistic in UASNs. Therefore, distributed solutions are tend to be used. In
TWSNs, the distributed solution can be obtained through iterative negotiation,
such as game theory-based methods [3]. However, the iterative negotiation pro-
cess is computationally and communication intensive, which is not feasible in
UASNs. The long latency, high transmission energy consumption of underwater
acoustic communication, and limited battery energy of underwater nodes drive
us to consider more practical solutions. A preferable solution is to minimize the
control packets exchange. To this end, we consider (2) in an energy-efficient way
with only a simple information exchange needed.

We propose the probabilistic selection approach, with a single information
exchange, each high-layer node hi selects its forwarding node from Inner(hi)
with different probabilities. The basic idea of the derivation of the probability
values is to consider the estimated load conditions as well as the impact of the
selection on load balancing. By carefully manipulating the probabilities, load
balancing can be obtained in a statistical sense.

To begin with, each high-layer node hi transmits a report packet to all nodes
in Lower(hi) to report its transfer load W (hi). At this point, if |Lower(hi)|
==1 (i.e. hi has only one low-layer neighbor), then obviously hi is only able
to select this node as its forwarding node, in this case, the indicator bit in the
report packet is set to 1. Otherwise, hi has more than one low-layer neighbor
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(i.e. |Lower(hi)| > 1), then the indicator bit in the report packet is set to 0 and
hi will select its forwarding node within Lower(hi) in different probabilities.
Having received all report packets from high-layer neighbors, low-layer node lj
measures its load condition and partition it into static load SL(lj) and dynamic
load DL(lj) according to the indicator bit.

SL(lj) =
∑

hi∈Higher(lj)

W (hi) · I{|Lower(hi)| == 1} (5)

DL(lj) =
∑

hi∈Higher(lj)

W (hi) · I{|Lower(hi)| > 1 } (6)

The load condition information is then feedback to high-layer nodes to complete
the information exchange. Next, high-layer nodes calculate the probability of
selecting each node in Lower(hi) as their forwarding node based on the feedback
load condition information.

To determine the probability value, high-layer node hi first calculates a pref-
erence value for each node in Lower(hi), then normalizes these preference val-
ues to get the probability values. The calculation of preference value takes two
aspects into consideration, the load condition of each candidate, and the impact
of the selection on load balancing. Obviously, low-layer candidates with heav-
ier load will get less preference value while lighter ones get more. In addition,
all nodes comply with a unified rule, that is, for the same low-layer node lj , a
high-layer node with more load will select it with higher probability while nodes
with relatively less load will incline not to select it. By doing so, a reasonable
forwarder selection is achieved by first avoiding the occurrence of overloaded
forwarders, then decentralizing the transfer load according to a uniform rule. A
high-layer node hi calculates its preference value for a low-layer neighbor lj as

hi.Q(lj) = (

∑
lk∈Lower(hi)

DL(lk)

DL(lj) + 1
+

W (hi)
Layer

SL(lj) + 1
) · W (hi)

AV G(lj)
(7)

where Layer is the layer number of node hi. AV G(lj) denotes the average size of
received dynamic loads at lj . The former item of the multiplication is the load
situation of node lj , which considers both dynamic and static load. The latter
item compares W (hi) with the average size of dynamic loads at lj to get the
tendency of hi selecting lj as its forwarding node under the unified rule. After
getting the preference value for each candidate node, we use Softmax function
to finally calculate the probability of hi selecting lj as its forwarding node as
follows where e is the exponential constant:

hi.P (lj) =
ehi.Q(lj)

∑
lk∈Lower(hi)

ehi.Q(lk)
(8)

Finally, hi selects its forwarding node lj according to the probability values
and sends a selection packet to inform it and other neighbors.



Link-Efficiency Multi-channel Transmission Protocol 55

3.2 Channel Allocation

After the forwarder selection, each low-layer node lj gets to know its previous
node set PN(lj) and will allocate communication channels for them. With the
knowledge of routing information from forwarder selection, the negotiation for
the channel allocation of common neighbors can be reduced. Specifically, a high-
layer node hi may be the common neighbor of multiple low-layer nodes, while
only its forwarder will allocate channels for it.

Inspired by [1], with the use of multiple channels, we eliminate the collisions
by guaranteeing that each node has a dedicated channel for data transmission
to its forwarder. This dedicated channel is non-overlapping with all the other
data channels both for transmissions to the same destination as analyzed in (3)
and for transmissions in the neighborhood as analyzed in (4). As such, the RX-
RX, RX-overhearing problems(including classic hidden terminal problems and
missing receiver problems) is avoided during data transmission.

In LETP, we use multiple data channels of a total number Nc = nmax - 1
where nmax is the maximum neighborhood size in the network. The Shannon
capacity formula computes the achievable data transmission rate when using a
sufficiently long channel code for symbol transmission over a complex Gaussian
channel of bandwidth W, under a power constraint Pt and background noise
power N0 as C = W log2 (1 + Pt|h0|2

N0W
), where h0 is the channel gain between the

transmission pairs whose magnitude |h0| is the attenuation of acoustic signal.
The attenuation of a signal is calculated as A(l, f) = A0l

ka(f)l, where l, f are the
signal transmission distance and frequency, A0 is the unit-normalizing constant,
k is the spreading factor and a(f) is the absorption coefficient [20]. In multiple
channels, each channel has a different frequency, environmental noise power, and
other properties. On the other hand, the transmission distance of each sender
node as well as their transfer load is also different form each other. Therefore, for
each low-layer node lj , when allocating channels to nodes in PN(lj), in addition
to avoid collisions, we can further optimize the channel allocation decision by
matching the channels of different inherent properties with senders of different
transmission distance and transfer load to increase the bandwidth utilization,
resulting in a reduction on the overall transmission time.

The objective function of the above matching problem is built to minimize
the overall time for lj to receive data transmissions from all nodes in PN(lj).
Let Tiu be the time required for node hi to transmit on the channel represented
by u. Siu is the allocation state of the channel represented by u to node hi. The
objective function is as follows

min
Siu∈S

(findMax(Siu · Tiu)) (9)

subject to ∀u ∈ U,
∑

i∈I

Siu = {0, 1} (10)

∀i ∈ I,
∑

u∈U

Siu = 1 (11)
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Algorithm 1. LECA algorithm
1: each low-layer node lj allocates channels for nodes in PN(lj) in parallel
2: add all channels to ACSlj

3: calculate Upd(lj) = Higher(lj) - PN(lj)
/** Available Channel Set update **/

4: while Upd(lj) �= ∅ do
5: for each hi in Upd(lj) do
6: receive the selection packet from hi

7: obtain the channel information used by hi from its selection packet
8: update ACSlj by subtract the channel used by hi

9: Upd(lj) = Upd(lj) - {hi}
10: end for
11: end while

/** channel allocation **/
12: solve the problem in (9) with PN(lj) and ACSlj

13: allocate the remaining channels in ACSlj

14: send out allocating packet

{u|
∑

i∈I

Siu == 1} ⊆ ACS (12)

∑

i∈I

∑

u∈U

Siu ≤ |ACS| (13)

The first constraint (10) indicates that each channel can only be allocated to at
most one node. Constraint (11) states that each node in PN(lj) is allocated for
one channel. In constraints (12–13), the allocated channels are specified to be
within the available channel set (ACS). The overall time for node lj to receive
data from all nodes in PN(lj) is findMax(Siu · Tiu).

The channel allocation decision of node lj is expressed by a matrix SI×U , the
number of rows I is equal to the number of nodes in PN(lj), and the number
of columns U is the number of multiple channels. Each element Siu represents
the allocation state of the channel represented by u to node hi.

Siu =
{

1, Channel u is allocated to node hi

0, Otherwise (14)

The time required for node hi to transmit its data on the channel represented
by u consists of two parts, transmission time and propagation time, which can
be formulated as:

Tiu = Ttrans + Tprop =
W (hi)

Cu
+

Di

va
(15)

where Cu is the transmission rate of the channel represented by u. va is the
propagation speed of underwater acoustic signal. Di is the Euclidean distance
between hi and lj .

The LECA algorithm is shown in Algorithm 1. Each node first maintains an
available channel set (ACS) which is initialized by adding all channels into it.
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Table 1. Parameter settings

Simulation time 3600 s Transmission range 200 m

Total bandwidth 50 kHz Transmission power 10 W

Acoustic speed 1500 m/s Reception power 80 mW

Data packet size 200 Bytes Sleeping power 1 mW

Control packet size 20 Bytes Number of nodes 50–100

Network region 2 km 2 km 2 km Traffic rate 0.025–0.25

Fig. 2. Performance evaluation of four sets of experiments with N = 50.

Then, to eliminate RX-overhearing collision in (4), nodes calculate an updating
set Upd by subtracting PN(lj) from Higher(lj) (lines 1–3). The channels used
by nodes in Upd should be removed from ACS. The channel allocation informa-
tion of nodes in Upd can be obtained in the forwarding node selection process.
During the forwarding node selection process, low-layer nodes will use their
Higher(lj) to act as PN(lj) to solve the optimization problem in (9) and add
the obtained channel allocation decisions into their packet to high-layer neigh-
bors. Then, the selection packets sent from high-layer nodes still contain these
channel allocation decisions, which can be received by all low-layer neighbors
so that they can update their respective ACS (lines 4–11). After clearing Upd,
node lj solves the problem in (9) with PN and ACS(line 12). Note that in order
to avoid RX-overhearing collisions, for those nodes hi satisfying |Lower(hi)| >
1(i.e., hi has more than one low-layer neighbor), the allocation decisions declared
in their selection packets should be kept unchanged. This is because the alloca-
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tion decisions declared by these nodes have already been used by their low-layer
neighbors to update ACS. Finally, the remaining available channels are further
allocated to those nodes with |Lower(hi)| == 1 to increase their transmission
rate as well as improve the bandwidth utilization in UASNs (lines 13–14).

In addition, each node estimates its Maximum Receiving Time (MRT) and
add it into its allocating packet. This information will be inherited in the allo-
cating packet of the forwarding node until it reaches the sink. Finally, the sink
gets all MRTs and sets the largest MRT in each layer as the transmission slot
duration of that layer.

4 Simulation and Evaluation

In this section, we evaluate the performance of LETP and compare it with other
three sets of experiments, which are a co-design-based reliable low-latency trans-
mission protocol CDTP [23], and a multi-channel collision avoidance energy-
efficient MAC protocol MC-UWMAC [1] as well as a multiple-rendezvous multi-
channel MAC protocol MM-MAC [2]. To compare the overall transmission per-
formance, we also equip the two multi-channel MAC protocols with the classical
routing scheme VBF [24].

We implement the four sets of experiments in Aqua-Sim, an NS-2 based
simulator for underwater sensor networks [25]. Existing network topology estab-
lishing and layering methods are used to construct a fully connected layered net-
work [12,26,27]. Our simulations consider the same energy consumption model
adopted in [1]. We consider two different network scenarios by setting different
number of nodes in the network. The first scenario distributes 50 nodes while
the second scenario increases the number of nodes to 120 to simulate sparse and
dense network scenarios respectively. Simulation parameter settings are summa-
rized in Table 1. The results correspond with an average value of 50 runs.

Figure 2a shows the packet delivery ratio as a function of the traffic rate for
four sets of transmission protocols. All these protocols are designed to achieve
reliable transmissions so all show a high PDR (more than 95%). LETP is able to
achieve a high PDR. Indeed, after nodes negotiating their transmission paths and
communication channels with each other, reliable transmission without collision
can be guaranteed.

The evaluation of performance in terms of network throughput is shown in
Fig. 2b. Observe that, LETP outperforms other protocols in terms of throughput,
regardless of the generated traffic rate. LETP uses multiple channels for simul-
taneous transmissions so that the spatial reuse is better than CDTP. Compared
with MC-UWMAC, LETP uses a more reasonable bandwidth for data transmis-
sion. In the case of the same total bandwidth B and maximum neighborhood
size n, MC-UWMAC divides B into N1 data channels where N1 = n(n−1)

2 , and
data transmission between node pairs will use one of these N1 channels. LETP
only divides B into N2 = n − 1 data channels, which is much less than that in
MC-UWMAC, and node pairs may use multiple channels when communicating.
As for MM-MAC, it divides time into control period and data period, each data
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Fig. 3. Performance evaluation of four sets of experiments with N = 120.

period is performed after a control period, which increases the end-to-end delay
of data transmission, thereby leading to degradation in throughput.

Figure 2c depicts the average end-to-end delay for all protocols as a function
of the traffic rate. According to the hierarchical slotted transmission scheme,
with the increasing traffic rate, the length of time slot will become longer, lead-
ing to a slowly and uniformly increase of average end-to-end delay in LETP.
MC-UWMAC and MM-MAC +VBF have a higher average end-to-end delay
mainly because the low bandwidth utilization. CDTP shortens the calculation
time of holding time and leverages the hierarchical structure to find the nearest
transmission path so it enables the shortest end-to-end delay.

The energy consumption per useful bit as a function of the traffic rate is
shown in Fig. 2d. LETP achieves high energy efficiency with reasonable band-
width utilization and low signaling overhead. It is worth noting that the curve of
both MM-MAC and MC-UWMAC +VBF shows a downward trend. The reason
is that under their burst mechanism, with the traffic rate increases, one suc-
cessful handshake could responsible for more data transmission, which improves
energy efficiency. In addition, all sets of protocol avoid collisions effectively which
is beneficial to high energy efficiency.

Figure 3 shows the performance of the four sets of transmission protocols
when the number of nodes is 120. As shown in Fig. 3a, in dense networks,
LETP can still guarantee a high PDR. It is worth noting that the PDR of
MC-UWMAC+VBF is improved compared with that when N = 50. This is
because as the number of nodes increases, the probability that multiple nodes
are located in the same small cell is greatly reduced, thus realizing a collision-free
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Fig. 4. Network lifetime with 50 nodes

quorum allocation. In Fig. 3b, we can observe that the throughput of LETP is
significantly higher than the others. With the increasing number of nodes in the
network, the number of channels divided by MC-UWMAC will highly increases,
leading to a significant decrease in its actual transmission bandwidth. The end-
to-end delay is depicted in Fig. 3c. Observe that the end-to-end delay shows a
similar change as network throughput for the same reason. Figure 3d shows the
energy efficiency of all protocols. In this case, LETP can still achieve high energy
efficiency with reasonable bandwidth utilization and low signaling overhead.

Finally, we compared the network lifetimes under four sets of transmission
protocols when the number of nodes N = 50. As shown in Fig. 4, LETP guaran-
tees a long network lifetime duo to its high energy efficiency as well as balanced
energy consumption.

5 Related Work

Multi-channel protocols have been widely studied to improve network perfor-
mance and avoid collisions in UASNs during past years [1,2,4,19,21,28]. Differ-
ent from the single-channel protocols such as [14,15] that use only one channel
for communication, multi-channel protocols are able to let nodes within the
communication range of each other simultaneously transmit packets on different
data channels without collision. In [1], the main idea is to guarantee each pair of
neighbor nodes use a unique data channel for their data transmission within the
two-hop collision domain. By means of grid-based slot assignment on the control
channel and quorum-based data channel allocation, a collision-free multi-channel
scheme is proposed. Based on the investigation of the multi-channel MAC prob-
lem, [28] proposed the triple hidden terminal problem in UASNs, then designed
CUMAC, which utilizes the cooperation of neighboring nodes to detect collisions
before data transmissions to avoid collisions. Another multi-channel scheme MM-
MAC is proposed in [2]. It assigns each node a default channel, then divides
control slots into default and switching slots. By utilizing cyclic quorum sys-
tems, nodes are guaranteed to meet their destinations at a specific time slot,
thus multiple-rendezvous communication is achieved without collisions.

As the sensor nodes in UASNs are battery-powered and hard to be recharged,
designing energy-efficient protocols is also a paramount issue. Also, [11] proposed
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a Q-learning-based routing protocol QL-EEBDG to avoid immutable forwarder
selection and the occurrence of void holes. Through the co-design of routing and
MAC layer, CDTP [23] reduced the number of control packet exchange and data-
packet copies to perform low latency and energy-efficient transmissions. In [27],
with the implementation of multimodal communication, an energy efficiency
multi-level transmission strategy is suggested, which considers three aspects,
transmission latency, residual energy, and transfer load at the receiver.

This paper utilizes multiple channels as the basic tool to tackle the collision
problem. After that, we improve the link efficiency by means of channel alloca-
tion and forwarder selection in both MAC and routing layers to balance energy
consumption and improve network performance.

6 Conclusion

In this paper, to enable collision avoidance and high bandwidth utilization at
low signaling overhead, we proposed a Link-Efficiency multi-channel Transmis-
sion Protocol for data collection in UASNs. In the routing layer, we proposed a
forwarding node probabilistic selection approach to solve the unbalanced trans-
fer load problem with low signaling overhead. In the MAC layer, a link efficiency
channel allocation algorithm is applied on the receiver side to allocate dedicated
communication channels to avoid collisions and optimize the allocation decision
based on channel characteristics. Finally, transmissions take place on negotiated
channels and transmission paths in a high link efficiency. Moreover, LETP can
be further applied to all layered networks with a single sink or multiple sinks.
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Abstract. Due to the characteristics of low orbital height and large number of
satellites, the giant Low Earth Orbit (LEO) satellite network has more frequent
handovers than ordinary LEO satellite communication systems. There are a large
number of satellites available for handover, and the handover problem is more
prominent. In this study, a handover strategy suitable for all users is designed
for the inter-satellite handover in the giant LEO satellite network. This strategy
designs two different handover methods for different handover users and new
callers. For users who can predict the handover time, a multi-attribute decision
handover strategy based on a directed graph is adopted. It uses the satellite ser-
vice timetable (including satellite coverage at each time and each index value) to
construct a satellite handover directed graph, and combine the handover path to
reserve channel resources for users. For handover users and new callers who can-
not predict the handover time, a multi-attribute decision handover strategy based
on combined weights is adopted. The best candidate satellites are obtained by
weighting each index combination, distinguishing user types and service types,
and using channel queuing strategies to access satellites according to different
priorities. The simulation results prove that this strategy can reduce the number of
handovers while taking into account the signal strength and system load balance,
and can effectively reduce the handover blocking rate.

Keywords: LEO satellite network · Inter-satellite handover ·Multi-attribute
decision

1 Introduction

Big data processing [1–3] had greatly changed the style of human life due to the fast
advance in computer technology [4–6], software [7, 8], and Internet [9, 10]. Although
communication technology is highly developed, there are more than 3.5 billion people
in the world who do not enjoy Internet services. Some countries and companies propose
to deploy a large number of satellites around the world to form a giant constellation
to provide satellite Internet air interfaces, enabling users at any place and any time
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[11]. Compared with the traditional LEO satellite communication system, the giant
LEO satellite communication system has the following advantages: more users can use
the satellite communication service, the information transmission speed is fast, and the
anti-interference ability is better. Because of these characteristics, countries have been
vigorously developing their own giant LEO satellite communication systems in recent
years, and the giant LEO satellite communication systems have relatively good and
broad industry development prospects. However, in the giant LEO satellite network,
there are a large number of satellites that can provide services to users at any time, and
it is a problem that the user terminal chooses which satellite to access during handover.
Therefore, it is very necessary to study the handover strategy for the giant LEO satellite
network.

This paper used themega constellation as the handover scenario to study the handover
strategy applicable to the mega constellation to ensure user communication quality,
handover success rate, and channel load balance. In view of the handover problem in
the giant LEO satellite network, the method to obtain signal strength, satellite elevation
angle, service duration, and number of idle channels is studied, and the graymodel is used
to predict the signal strength and idle channels in the next period of time. Then a multi-
attribute decision-making inter-satellite handover strategy based on indicators such as
signal strength, satellite elevation angle, service duration, and number of idle channels is
proposed. And it distinguish the handover users and new call users in different handover
trigger scenarios, and adopt the multi-attribute decision handover strategy based on the
directed graph and the combination weight respectively.

The rest of this paper is organized as follows; in Sect. 2, we present related work.
Section 3, we present our work in multi-attribute decision handover strategy. Section 4,
we present our simulation environment and results. At last, in Sect. 5 we conclude the
paper.

2 Related Work

In the LEO satellite communication system, during the continuous communication pro-
cess of satellite motion, it is inevitably impossible to only be within the coverage of
one star. In order to maintain the continuity of communication, the two parties must fre-
quently handover between different satellites [12]. The quality of the handover strategy
largely affects the entire LEO satellite network system performance, so the choice of
handover strategy is very important in the whole handover process.

The inter-satellite handover strategy based on the maximum signal strength [13] is
currently the most studied strategy. This handover strategy is the simplest and easy to
implement, but the effect is not very good in practical applications and a high probabil-
ity of erroneous handover. In order to further improve the handover performance of the
strategy, Zhao W, Tafazolli R [14] and others proposed to combine the maximum signal
strength strategy with user terminal position prediction, using the communication trans-
mission delay and doppler shift between the user terminal and the satellite. It calculates
the moment of handover between the user terminal and the satellite, reserve handover
channel resources for the user in advance, and reduce the probability of call termination.
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The inter-satellite handover strategy based on the remaining maximum service dura-
tion proposed by FN Pavlidou et al. [15] can minimize the number of handovers. How-
ever, this strategy always considers the remaining service duration and ignores the impact
of other factors on handover. Wu Z, Jin F [16] et al. proposed a satellite handover model
based on a directed graph according to the satellite service time, this model can only
solve users who can predict the hand-over time in advance. Based on the shortest path
inter-satellite handover strategy [17], the communication delay can be reduced, but when
there are a large number of satellites in the constellation, the inter-satellite routing cal-
culation is too complicated, which will lead to a longer handover delay. Based on the
minimum load inter-satellite handover strategy [18] can reduce the handover blocking
rate to the greatest extent, but the effect is not very obvious when the distribution of com-
munication services in a certain area is extreme. The inter-satellite handover strategy
based on the maximum elevation angle is to select the satellite with the largest elevation
angle visible to the user terminal for each handover. The same strategy and themaximum
signal strength strategy do not take into account the shadow effect and channel fading,
and the shortcomings are also obvious.

All of the above handover strategies are basically studied with lightweight constel-
lations as handover scenarios. Few handover strategies have been proposed for giant
constellations. The current LEO satellite constellations are developing towards giant
constellations, and there are a large number of constellation satellites. These strategies
Not necessarily applicable in mega constellations.

3 Method

3.1 General Framework

There are generally three conditions for triggering satellite handover: the elevation angle
between the user terminal and the satellite is less than theminimum communicable belief
angle, and the satellite cannot continue to provide services for users; the communication
link between the user terminal and the satellite is affected by environmental factors, and
the satellite signal strength is not enough to provide good services for users; Load is too
heavy, trigger load balancing to switch to other satellites with lighter load. This article
designs a multi-attribute decision handover strategy for the handover users and new call
users in the above-mentioned different handover trigger scenarios to choose to handover
satellites.

The multi-attribute decision handover strategy selects different types of handover
strategies according to the type of user after the user makes a handover call (see Fig. 1).
First, a multi-attribute decision handover strategy based on a directed graph is adopted
for the normal handover users at each handover moment. According to the main decision
indicators, this model creates a weighted directed graph of the satellite’s coverage of the
user terminal at each time. By solving the shortest path of the directed graph, the optimal
handover path for handover satellites in the entire communication process is obtained.

Secondly, for abnormal handover users (new call users) who cannot predict the
handover time (access time) in advance, a multi-attribute decision handover strategy
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Fig. 1. The multi-attribute decision handover strategy.

based on combined weights is adopted. It creates a list of candidate service satellites
for each user terminal connected to the satellite communication system, determines
the weight of each index, then selected the best handover satellite, and finally uses the
channel queuing strategy to handover the satellite.

3.2 Handover Strategy Based on Directed Graph

The handover scenario studied in this paper is the handover between different satellites
under the coverage of the same gateway. The satellites only have the function of trans-
parent forwarding. The multi-attribute decision handover strategy based on the directed
graph used in the study include key decision index acquisition, weighted directed graph
construction, and channel resource reservation [19].

The key decision indicators acquired by the switching strategy based on directional
graphics are satellite inclination, service time and the number of free channels. Satellite
inclination is defined as the angle between the horizon where the user terminal is located
and the satellite [20]. In order to reduce the number of handovers, the service time of
the satellite to be visited is a key indicator for the user terminal to switch satellites. The
largest service time is the relevant constant in the same satellite network, the relevant
constant in the same satellite network, and the arc between the user terminal and the
satellite subsatellites. The number of free channels is the number of idle satellite chan-
nels obtained from the satellite broadcast information when the user terminal regularly
measures the signal strength.

When Tend1 is greater than Tstart2 , it means that there is a handover path from Sat1 to
Sat2 (see Fig. 2). At this time, add a directed edge from the vertex of Sat1 to the vertex
of Sat2 in the directed graph, and then continue to compare with Sat3’s Tstart3, repeat
the above steps until if Tend1 is smaller than a satellite Satx’s Tstart , it means that there
is no directed edge between Sat1 and Satx . At this time, the comparison process of Sat1
is stopped, otherwise the comparison will continue to the last satellite. After the Sat1
comparison is over, start the Sat2 comparison and repeat the above steps. When all the
satellites are compared, the whole satellite directed graph construction ends [16].
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Fig. 2. Schematic diagram of the presence and absence of directed edges.

In order to minimize the number of handovers of large constellations, the weight
of the service period is set to 1. Due to environmental factors and the lack of channel
resources, elevation angle and air flow channels are nonlinearly weighted. To build a
weight-based directional graph, the weight of each directional edge must be obtained
based on the number of idle channels of the candidate satellite at mating and the weight
of each directional edge.

After obtaining the optimal handover path through the satellite directed graph, based
on the location information of each user and the location information of the satellite at
each time, the satellite can calculate which users at which time the satellite serves, and
channel resources are reserved for the corresponding users [21].

3.3 Handover Strategy Based on Combined Weight

Handover under the influence of environmental factors, the current serving satellite is
overloaded to trigger load balancing. The handover trigger method of the two handover
scenarios is unpredictable. When a new user calls to access the LEO satellite com-
munication system, it is necessary to select a satellite for connection. Entry does not
apply to the previous method. Therefore, this paper designs a multi-attribute decision
satellite handover strategy based on combined weight for the above situation, including
index weight determination, optimal candidate satellite selection, and channel queuing
algorithm.

The evaluation criteria for each index obtained during the satellite handover pro-
cess are different, and different standardized methods must be used for processing. In
this paper, the signal strength prediction value and the remaining service time are stan-
dardized by the trigonometric function transformation method, and the idle channel
prediction value is standardized by the range transformation method.

This paper uses the combination weighting method to determine the weights in the
multi-attribute decision. Combination weighting method combines subjective weighting
method and objective weighting method, comprehensively considering the influence of
objective factors to consider the different importance of decisionmakers to each attribute.
The subjectiveweightingmethod for the indicators obtained during the handover process
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is the AHP method [22], the objective weights are determined by the entropy method
[23], and the weights are determined according to the amount of information of each
indicator. Finally, the obtained subjective weights and objective weights are combined
to obtain the combined weights.After obtaining the combined weight of each indicator,
the TOPSIS method is used to select optimal candidate satellites.

The user terminal is divided into new calling users and handover users according
to the type of call. When the user terminal uses the satellite network to communicate,
the sudden disconnection of the call is more difficult for the user to accept than the
unsuccessful call. Therefore, the priority of the handover is to Larger than the new call.
The channel queuing algorithm, in addition to the determination of user priority, has a
very important value for the queuing time of user calls, the value of which depends on
the superimposed coverage duration between two adjacent satellites on the same orbital
plane in the LEO satellite network.

4 Experiment and Result

4.1 Simulation Setup

To verify the effectiveness of the handover strategy proposed in this paper, we use
simulation tools STKand simulation softwareQualnet to simulate the handover scenarios
of user terminals in the giant low-orbit satellite network. The simulation compares our
handover strategy with other classic handover strategies.

This paper selects the representative giant constellation as SpaceX’s Starlink con-
stellation as a simulation scenario to verify the proposed handover strategy. The specific
parameters of the core constellation are shown in Table 1. The experimental simulation
scenario selected in this paper is that users in the New York area randomly access the
Starlink low-orbit satellite communication system from nine to ten in the morning.

Table 1. Starlink constellation parameters.

Parameters Values

Track surface number 70

Number of satellites per orbital surface 30

Satellite orbit height 500 km

Orbital inclination 57°

RAAN Spread 150°

4.2 Evaluation Metrics

To verify the effectiveness and superiority of the handover strategy proposed in this
article, the paper mainly counts the following performance indicators in the simulation:
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(1) Handover times: It refers to the number of the user terminal handover satellites from
the start of communication to the end of the communication in the LEO satellite
network.

(2) Blocking rate of new calls:

Pc = Number of failed new calls

Total number of calls

(3) Handover blocking rate:

Ps = Number of failed handovers

Total number of handover

(4) User Service Index:

Gos = (Pc + kPs)/(k+ 1)

(5) The average signal strength of the satellite received by the user terminal during
handover. The greater the signal strength received by the user, the better the stability
of the satellite-to-earth link and the better the communication quality.

(6) Satellite load fairness: The load fairness of the satellite is defined by using the Jain
fairness index as shown below.

4.3 Comparison to Existing Method

To verify the effectiveness of the satellite handover strategy based on multi-attribute
decision proposed in this article, MAHS (Multi attribute handover strategy) handover
strategy proposed in this paper is compared with the aforementioned handover strategy
of maximum satellite elevation angle H1, maximum signal strength H2, maximum idle
channel H3 and maximum remaining service duration H4. Then evaluation metrics are
used to analyze the performance of different strategies.

Fig. 3. Comparison of handover times of different handover strategies.

The H4 handover strategy has the least number of handovers during the entire com-
munication process. The MAHS handover strategy considers the impact of various indi-
cators, so the number of handovers experienced lies in the middle (see Fig. 3(a)). The
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MAHS handover strategy is greater than the H4 handover strategy only when the com-
munication call intensity is low. When the call intensity is high, it is similar to the
H4 handover strategy, which basically achieves the purpose of reducing the number of
handovers (see Fig. 3(b)).

Table 2. Performance evaluation index of variousmethodswhen the communication call intensity
is 2 times/s.

Metrics Handover strategy

H1 H2 H3 H4 MAHS

Handover blocking rate (%) 0.65 0.72 0.73 0.75 0.65

Blocking rate of new calls (%) 1.2 1.2 0.7 1.3 0.8

User service index 0.45 0.5 0.6 0.7 0.46

Load fairness 0.74 0.73 0.81 0.73 0.77

Average signal strength (−dBm) 64.8 64.7 67.5 68.7 65.4

Table 3. Performance evaluation index of variousmethodswhen the communication call intensity
is 4 times/s.

Metrics Handover strategy

H1 H2 H3 H4 MAHS

Handover blocking rate (%) 3.1 3.0 3.1 6.2 2.8

Blocking rate of new calls (%) 6.85 6.95 5.1 10.3 11.8

User service index 6.5 6.4 3.2 6.7 3.6

Load fairness 0.68 0.67 0.855 0.675 0.82

Average signal strength (−dBm) 65.4 65.1 67.8 67.4 66.3

The MAHS handover strategy always has the lowest handover blocking rate (see
Tables 2, 3, 4). When the call intensity is too high, the new call blocking rate is the
highest. Because when the number of users is too large, the allocated channel resources
will be large, and the channel queuing strategy is used to first allocate channel resources
for the exchange users. The user service index is not much different from the H3 han-
dover strategy with low handover blocking rate and new call blocking rate. The MAHS
handover strategy takes into account the influence of some channel resources when
selecting a handover satellite, as well as the influence of satellite signal strength and
service duration. Therefore, the satellite load fairness is lower than the H3 handover
strategy that only considers the satellite load situation, and has a longer handover time
than other handover strategies. The signal strength is affected by environmental factors
to a certain extent, so the overall signal strength of the MAHS handover strategy during
the handover process is not as good as the H1 and H2 handover strategies, but higher
than other strategies.
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Table 4. Performance evaluation index of variousmethodswhen the communication call intensity
is 6 times/s.

Metrics Handover strategy

H1 H2 H3 H4 MAHS

Handover blocking rate (%) 9.0 8.9 4.2 9.1 3.8

Blocking rate of new calls (%) 14.4 15 9.2 15.9 19.8

User service index 9.5 9.4 4.8 9.8 5.1

Load fairness 0.63 0.625 0.845 0.62 0.8

Average signal strength (−dBm) 65.3 65.3 68.5 68.3 66.7

Based on the above results, the MAHS handover strategy combines the advantages
of the H1, H2, H3, and H4 handover strategies. The handover blocking rate of theMAHS
handover strategy is the smallest, and the user service index is not much different from
the best performanceH3 handover strategy. The handover times, load fairness, and signal
strength of the MAHS handover strategy are also at a good level among all strategies,
which can provide users with better handover services.

5 Conclusion

Aiming at handover problems such as frequent handovers of giant LEO satellite net-
works, this paper studied handover strategies applicable to giant constellations. Con-
sidering the impact of various indicators on handover, for handover users and new call
users in different handover trigger scenarios, a multi-attribute decision-making giant
inter-satellite handover strategy based on directed graphs and a multi-attribute decision
giant constellation based on combined weights were designed. The simulation proved
that the handover strategy proposed in this paper can minimize the number of handovers
while taking into account the signal strength and system load balance, and at the same
time effectively reduced the handover blocking rate.
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Abstract. In recent years, major geological disasters have occurred, often accom-
panied by the massive destruction of infrastructure communication facilities.
Therefore, quickly building an Emergency Communication Network (ECN) after
a disaster is a key problem. At present, there are a variety of emergency commu-
nication network solutions, including Unmanned Aerial Vehicle (UAV) networks,
satellite networks, wireless sensor networks, ground MESH networks, and so on.
However, this kind of research rarely considers the comprehensive application of
the abovementioned networks and the collaborative work between them. In this
paper, an emergency communication network is proposed, which includes a wire-
less sensor network, ground MESH network, UAV MESH network, and satellite
network. The multilayer network works together to ensure the smooth develop-
ment of post-disaster rescue work. We also propose a location algorithm based on
reverse verification, which relies mainly on wireless sensor networks. For network
service quality, we propose an improved scheduling algorithm based onWeighted
Deficit Round Robin (WDRR) and.Multiple measures are taken to ensure network
Quality of Service (QoS). Numerical results show the superiority of our scheme.

Keywords: Geological disasters · Emergency Communication Network (ECN) ·
Location · Scheduling · Deployment

1 Introduction

Many geological disasters and severe weather may destroy existing basic communi-
cation facilities [1], and as a result, the disaster-affected area is unable to contact the
outside world in a timely manner, introducing great difficulties during post-disaster res-
cue work. For example, in the 2011 Japan earthquake, more than 6000 base stations
were damaged, and during Hurricane Harvey, only one of the 19 cell towers in Aransas
County, Texas, was able to operate normally during the storm [2]. On the other hand,
the 72 h following a disaster is generally called the golden 72 h [3], which is particu-
larly important for the development of rescue work. Therefore, it is necessary to study
a disaster response communication network that can achieve rapid deployment while

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Qiu et al. (Eds.): SmartCom 2021, LNCS 13202, pp. 74–89, 2022.
https://doi.org/10.1007/978-3-030-97774-0_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-97774-0_7&domain=pdf
https://doi.org/10.1007/978-3-030-97774-0_7


ML-ECN: Multilayer Emergency Communication Network 75

considering the complexity of the disaster area environment [4]. The disaster response
communication network should be able to adapt to the needs of complex environments
and ensure that it can provide stable services. In addition, the bandwidth resources
of emergency communication networks are usually relatively limited, and the network
should be able to distinguish the priorities of services and provide higher network service
quality guarantees for high-priority services.

In emergency and disaster response communication networks, satellite communica-
tionwith high coverage is usually a reliable choice [5], and highly flexible UAVnetworks
are also a common choice [6, 7]. In addition, common technologies for emergency com-
munication include tethered balloon technology [8], device-to-device communication
technology [9], wireless mesh network technology [10], etc. However, a single satellite
portable station cannot achieve large-scale signal coverage in the disaster area; the energy
of theUnmanned Aerial Vehicle (UAV) node is usually limited and cannot achieve long-
term work; and the ground mesh network node has poor adaptability to the complex
disaster area environment and cannot meet the needs of actual applications.

For the above reasons, we propose a MultiLayer Emergency Communication Net-
work (ML-ECN) solution based on the combination of space and earth, which combines
the advantages of satellite communications, UAV base stations and MESH networks.
Our scheme also integrates the wireless sensor network at the bottom layer to realize
the positioning of equipment or personnel and the collection of environmental data.
Specifically, we divide ML-ECN into a perception layer and a transmission layer. The
perception layer is a wireless sensor network. The transmission layer includes a ground
MESH network, a UAVMESH network and a satellite network. The main challenges in
implementing the ML-ECN described in this paper are how to realize the effective inte-
gration of multi-layer networks, the priority service guarantee of emergency and disaster
relief business, the efficient deployment of UAV nodes and the accurate positioning of
equipment.

The main contributions of this paper are as follows.

– We propose a positioning algorithm based on reverse verification. The direction of
error reduction of the equation solution is obtained by iteration, and the acceptability
of the solution is evaluated by reverse verification, which can effectively improve the
positioning accuracy.

– We propose an improved scheduling algorithm based on weighted deficit round robin
(WDRR) [11]. Based on the WDRR algorithm, we assign dynamic queue weights
according to the relevant characteristics of the current flow, thereby realizing the
network service quality guarantee for the high-priority business and ensuring the
fairness of the service.

– Related experiments are carried out to evaluate the effectiveness of the method pro-
posed in this paper. The experimental results show that the algorithms proposed in this
paper can effectively improve the positioning accuracy and network service quality.

The rest of the article is arranged as follows. Section 2 introduces the related research
work of emergency communication networks. The overall model architecture of the
system is given in Sect. 3. Section 4 introduces the composition and realization of each
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part of the system in detail. The relevant performance evaluation results are given in
Sect. 5. Finally, the related summary and future work are provided in Sect. 6.

2 Related Work

Research on emergency communications after disasters has been in a state of continuous
development, and with the continuous advancement of technology, new solutions have
also emerged. In the early days, the radio station was a main method of emergency
communication, and this method still has certain applicability to this day. In [12], the
authors studied the emergency communication network based on radio stations and
mainly carried out research and analysis on the polling MAC protocol. However, radio
station communication has greater limitations, and the communication range is relatively
limited.

Later, emergency communications based on satellite networks gradually appeared
[13], and these emergency communications can achieve signal coverage in the global
area. In emergency communication based on satellite networks, mainly portable satellite
communication station equipment is integrated into the flight platform [14] or the vehi-
cle. In addition, there are also plans to directly use a portable satellite antenna [15] to
interconnect the ground network with the satellite network. However, a single portable
satellite communication device can only cover a limited area and has certain application
limitations. In this plan, we take advantage of the satellite network and combine it with
the MESH network to construct an emergency communication network.

Further, paper [16] introduced the on-board cognitive radio emergency communica-
tion network. Paper [17] conducted research on airborne communication networks that
can be used for emergency communications and conducted research and analysis on
high-altitude platform airborne networks, low-altitude platform airborne networks, and
hybrid model airborne networks. In [18], the authors introduced a technical solution to
applyingmobile ad hoc network (MANET) to emergency communications. The authors
in [19] applied awireless sensor network (WSN) to personnel and equipment positioning
in emergency situations and introduced a positioning algorithm based on impulse radio
ultra-wideband (IR-UWB), but the positioning algorithm ignores the possible impact
of IR-UWB on the existing narrowband communication system. In [20], Qiu et al. pro-
posed a novel informer homed routing fault tolerance mechanism for WSN, which can
be widely applied to various applications, such as smart grid [21, 22] and IoT [23]. The
group of Qiu et al. [24] also used supervised machine learning to implement selective
encryption on ECG data in body sensor network in order to improve the security and
privacy of the data in transmission and storage [25–27].

The bandwidth resources of emergency communication networks are usually rela-
tively limited. Therefore, improving the service quality of networks is an important task
under the condition of limited bandwidth, especially to improve the network service
quality of special services. In [6], a D2D emergency communication scheme with a
QoS guarantee was discussed. Reference [28] introduced the location deployment and
resource allocation scheme of UAV under QoS constraints. In addition, [29] discussed
the queue scheduling problem in an emergency communication network and proposed a
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routing scheme based on business priority. These approaches are critical in the scenario
of a large amounts of data need to be transferred with limited energy supply [31, 32] and
bandwidth [33].

In this paper, we have constructed an emergency communication network model that
combines space and earth.We propose a newWSN-based positioning algorithm, a queue
scheduling algorithm based on priority and data flow characteristics. Throughmultiparty
linkage, we jointly ensure the service quality of the emergency communication network.

3 Hierarchical Model of the ML-ECN System

Fig. 1. System model architecture

The emergency communication network model architecture proposed in this article
can be divided into wireless sensor networks, MESH networks and satellite networks
from bottom to top. The wireless sensor network has the functions of data collection and
positioning and is connected to the MESH network through the gateway node, and the
communication between the nodes complies with the ZigBee protocol. In addition, the
positioning of the node is based mainly on the received signal strength indicator (RSSI),
and the data collection is realized by carrying the corresponding sensor for the node. In
addition, data communication is realized through the serial port.
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The main purpose of integrating the wireless sensor network into the emergency
communication network is to realize the real-time positioning of emergency personnel
and related equipment. The integration can also achieve high-precision positioning at a
low cost and provide real-time personnel and equipment location information for emer-
gency personnel dispatch. The environmental data collection function of the wireless
sensor network can also provide necessary reference data for disaster assessment.

The MESH network includes the ground MESH network and the UAV MESH net-
work. Among these networks, theUAVMESHnetwork is usedmainly as a relay network
to provide communication relays for isolated nodes and give priority to important busi-
ness. To achieve this goal, this paper proposes a UAV location deployment algorithm
oriented to the location of ground nodes. The ground MESH network provides service
support for all businesses and provides user access functions. The terminal equipment
can be connected to the groundMESHnetwork in awired orwirelessmanner. The ground
MESH network also provides a fusion interface with the lower-level sensor network and
a fusion interface with the upper-level satellite network. In the ground MESH network,
we have proposed a new queue scheduling algorithm to ensure that high-priority services
can obtain a higher quality of service guarantee.

4 ML-ECN Technical Solution

In this part, we mainly introduce the implementation of ML-ECN.

4.1 Network Interconnection and Routing Mechanism

As shown in Fig. 1, the network interconnection of ML-ECN includes mainly the
interconnection between the MESH network and the satellite network, the intercon-
nection between the ground MESH network and the UAV MESH network, and the
interconnection between the ground MESH network and the WSN.

The interconnection between theMESH network and the satellite network is realized
mainly by means of satellite portable stations and routers. The ground MESH node
equipment in this scheme has a wireless local area network (WLAN) port, which can be
directly interconnected with external networks.

The ground MESH network node and the UAVMESH network node adopt the same
communication protocol specification and have a common communication frequency
band, so they can communicate directly to realize the interconnection of the two net-
works. In addition, the ground MESH network node uses a dual-band design, and the
other frequency band is for end users to access.

The interconnection between the ground MESH network and the WSN is realized
through the sink node of the WSN, which is equipped with a Wi-Fi module and can be
connected directly to the ground MESH network.

The ground MESH network and the UAV MESH network can be regarded as a
network, which generally uses the shortest path as its routing mechanism. The WSN
network has a routing mechanism different from the mechanism of the ground MESH
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network. The data on the WSN that need to be transmitted to the upper network are
aggregated to the sink node according to the WSN routing mechanism, then connected
to the MESH network and then transmitted to the destination node according to the
routing mechanism of the MESH network.

4.2 ML-ECN Perception Layer

TheML-ECNperception layer is awireless sensor network. The networkmodel is shown
in Fig. 2, which contains two types of nodes: sensor nodes and sink nodes. The sink node
can connect data to the upper network for transmission.

Fig. 2. Wireless sensor network model.

Data Collection. In ML-ECN, the wireless sensor network can be used to collect envi-
ronmental data, such as the air temperature and humidity of the disaster site and the soil
temperature and humidity.

The data acquisition node can be regarded as an embedded system composed of a
microcontroller and several peripheral modules. In the actual design of the data acqui-
sition node, you can choose the CC2430 or CC2530 series chips to design the corre-
sponding embedded system and run the ZigBee protocol on the chip to realize data
communication.

Environmental data collection is realized by integrating corresponding environmen-
tal sensors for each sensor node. The collected data are gathered to the sink node through
data routing, connected to the upper transmission network and transmitted to the destina-
tion address. Cluster-Tree or AODVjr can be selected as the routing algorithm between
WSN nodes.

Node Positioning. In the perception layer of ML-ECN, the RSSI between WSN links
is used to locate unknown nodes. Every unknown node has a group of beacon nodes
adjacent to it. These nodes can receive the wireless signal of the unknown node and
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predict the distance to the unknown node based on RSSI. The distance estimation based
on RSSI is shown in (1) [30]:

PL(d) = PL(d0) − 10αlog

(
d

d0

)
+ ε (1)

where, α is the path loss constant, ε is Gaussian random noise, PL(d0) is the received
signal strength at the reference position d0, and PL(d) is the received signal strength at
the unknown distance d . An unknown node nu has a group of adjacent beacon nodes
nbea(i)(i = 1, 2, 3, . . . ,m), and the distance between the unknown node nu and the
beacon node nbea(i) is d(i)(i = 1, 2, 3 . . . ,m). Let the coordinates of node nu be (xu, yu)
and the coordinates of node nbea(i) be (xi, yi); then, the following expressions are given:

⎧⎪⎪⎨
⎪⎪⎩

f1 = (x1 − xu)
2 + (y1 − yu)2

f2 = (x2 − xu)2 + (y2 − yu)2

. . .

fm = (xm − xu)2 + (ym − yu)2

(2)

Let F = [f1, f2, f3, ..., fm]T . For equation F = D(D = [d(1)2, d(2)2, ..., d(m)2]T ),
one of the solutions is to convert it into a linear equation system and then use the least
squares method. For example, we can subtract fm from fi(i = 1, 2, 3, ..m−1), eliminate
the square terms of xu and yu, and obtain m − 1 linear equations [31]. This method can
effectively reduce the time complexity of the solution. In practice, there may be several
interference items in (2); that is, there may be beacon nodes with large distance measure-
ment deviations, which introduces certain additional errors to the node position estima-
tion. Therefore, such errors should be avoided as much as possible. We also convert (2)
into a linear equationF

′ −D
′ = 0 to solve,whereF

′ = [f1 − fm, f2 − fm, ..., fm−1 − fm]T ,
D

′ = [d(1)2 − d(m)2, d(2)2 − d(m)2, ..., d(m − 1)2 − d(m)2]T . The error of the
solution of the equation is defined as shown in (3):

Es = 1

m

∑m

i=1
(fi(xt, yt)

1/2 − d(i))
2

(3)

where (xt, yt) is the numerical solution of the equation. In addition, the prediction error
is defined as the square of the distance between the predicted point and the actual point,
as shown in (4):

Ep = (xp − xr)
2 + (yp − yr)

2 (4)

ML-ECN Transport Layer. TheML-ECN transport layer includes theMESHnetwork
and satellite network. The MESH network nodes include ground nodes and air nodes,
where the air nodes are composed mainly of UAVs carrying communication node equip-
ment. Considering the complexity of various services in disaster areas and the priorities
between services, we have integrated a new queue scheduling algorithm into the ground
MESH network and proposed a location- and service-oriented UAV location deploy-
ment algorithm to ensure that high-priority business can obtain higher quality of service
(QoS).
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Fig. 3. ML-ECN transport layer model.

The ML-ECN transmission layer model is shown in Fig. 3. The ground MESH
node provides user access functions and supports two access methods: wired access and
wireless access. When a specific terminal service generates a data stream, a service type
label is added to the service stream. The network node device selects an appropriate data
processing method to process and forward the data packet according to the service type
label of the service stream and the current network conditions. At the same time, theUAV
node dynamically adjusts its position according to the current business conditions in the
network. For business flows without a specific service type label, ML-ECN processes
data packets according to its default service priority.

Queue Scheduling Mechanism. Considering the diversity of user services in disaster
areas and the large differences in QoS requirements for services, this paper incorporates
differentiated services technology in ECNs [32]. Specifically, the type of server (TOS)
field in the IP packet header is used to distinguish service levels. In the newer standard,
this field is also called differ server code point (DSCP). The difference is that the former
uses 3 bits for service-levelmarking, and the latter uses 6 bits for service-level distinction.
When the relevant service data packet in the network is generated, the TOS segment is
assigned according to the priority of the service. The TOS field can be assigned a value
between 0 and 7, where 0 has the lowest priority and 7 has the highest priority.

In the queue scheduling mechanism proposed in this article, router nodes in the
network perform queue scheduling according to the value of the TOS field in the IP
data packet and the characteristics of the data flow itself, thereby realizing the QoS
guarantee of the service flow. In our solution, we perform a dynamic weight assignment
based on the priority of the current queue and the characteristics of the data flow in the
queue. Among these assignments, the characteristics of the flow we consider include
the destination IP d of the data flow and the protocol number pid of the corresponding
data packet. WDRR is a byte-based round-robin scheduling algorithm that assigns a
certain weight (bandwidth ratio) to each queue, and each queue has a difference counter
(the maximum number of bytes allowed to be transmitted during each scheduling). The
difference counter increases by a service factor proportional to the weight each time
before the start of queue scheduling. In each queue, the first input first output (FIFO)
mechanism is used for queue scheduling, and the tail drop mechanism is used to drop



82 L. Zhou et al.

packets when the queue is full. WDRR performs round-robin scheduling for each queue
(according to priority).When queue i is polled, its scheduling process can be represented
by (5).

WDRRi = (DCi+ = Qi)then((DCi− =
∑max(m)

j=1
P(i)) ≥ 0) (5)

There is a prerequisite for using (5) to schedule queue i, that is, the queue is not empty;
otherwise, there is no need to schedule the queue. In (5), DCi represents the difference
counter of the queue, Qi represents the service factor of the queue, and the part after
“then” means taking as many data packets as possible from the front of the queue and
ensuring that the total number of bytes in the data packets does not exceed DCi. They
are dequeued and forwarded in turn, and finally, the value of DCi is subtracted from
the total number of bytes of these data packets. In actual implementation, by comparing
the number of bytes at the front of the queue with the current value of DCi, you can
determine whether the packet can be dequeued and further update the value of DCi. The
process is terminated when there is no data packet to dequeue.

WDRR is based on the premise that data packets are classified according to priority,
and data packets with the same priority are assigned to the same queue.WDRR can solve
the scheduling problem between different priority queues and can avoid the phenomenon
that low priority queues are not served for a long time. Generally, WDRR considers only
the priority of the business rather than the characteristics of the flow itself, which makes
WDRR not well adapted to networks with complex and variable traffic. On the other
hand, if the characteristics of the flow are directly used as theWDRRqueue classification
standard, there may be more queues. Moreover, some of the queues may have higher
similarities, which may lead to more waste of resources and lower scheduling efficiency.

In our solution, we dynamically assign weights according to the characteristics of
the data flow in the current queue and the priority of the queue. First, we define the
mapping function shown in (6):

Φ(pid ) =
⎧⎨
⎩
1.0, pid ∈ Control Prot
0.8, pid ∈ Real − Time Trans Prot
0.6, others

(6)

In (6), the protocols represented by the protocol number pid are divided into three
categories: control protocols, real-time transmission protocols, and other protocols.�(·)
maps it to a floating point.

For each packet dequeued from the queue, we count its protocol number pid and
destination address d (to estimate the remaining path length, which can be obtained
from the network layer). Then, we use pid and d as classification standards, classify the
data packets in the data stream and count their rate υ.

To update the weight, we first define the concept of the expected transmission rate
of the data stream, as shown in (7):

υe(kj) = Pri(k) ∗ Φ(p(kj)) ∗ υ(kj)/(1 − α)h(kj) (7)

In (7), Pri(k) is the priority parameter of the queue, and its value set is {1, 0.85, 0.75,
0.65, 0.55, 0.45, 0.35, 0.2}. The value of Pri(k) is selected from high to low according
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to the priority. For example, priority 7 takes the value 1.0, and priority 0 takes the
value 0.3. In addition, kj represents the data stream j with specific pid and d under the
queue with priority k, and υe(kj) represents its expected transmission rate. p(kj) is the
protocol number of stream j, and υ(kj) is the actual arrival rate of stream j. In addition,
α is the average packet loss rate of single-hop transmission, and h(kj) is the number
of forwarding times required for the corresponding data stream to reach the destination
node.

The weight update method is shown in (8), and a normalized weight can be obtained
through (8).

W (k) =
∑

jυe(kj)∑
i
∑

jυe(ij)
(8)

In (8), the meaning of related symbols is consistent with (7). In addition, to prevent
a high-speed flow from monopolizing network resources, we set a weight upper limit
THi(i = 0, 1, 2, ..., 7) for each priority queue and set the queue according to the priority
in descending order. If the normalized weight of queue m (m is the priority) obtained
according to (8) exceeds the upper limit of weight, and the weight of the queue with
priority higher than that queue does not exceed the upper limit of weight, we redistribute
the weight of the queue with priority no less than queue m and the queue with priority
lower than m. The allocation policy is referred to (9):

W (k)re =
{
W1 ∗ W (k)7m, k ≥ m
(1 − W1)W (k)m−1

0 , k < m
(9)

In (9), W(k)re represents the reallocated weight of the queue with priority k, and W1 is
the average value of the upper limit of the weight of the queue whose priority is not lower
than m. W (k)7m represents the weight ratio of priority queue k in queues with priority
not lower than m. The calculation of W (k)7m can refer to (8), and the difference is that
the value of i in (8) is limited to not less than m. The calculation method ofW (k)m−1

0 is
similar.

If m is equal to 0 or there are no packets in the queues with priority lower than m,
the weight of queue m is set to the upper limit. The normalized weight of the queue with
priority higher than m is recalculated according to (8), and the new weight is obtained
by multiplying by the remaining allocable weight. The above process can be iterated
until all queues have no weight greater than the upper limit.

5 Performance Evaluation

In this part, we conduct a performance analysis test on the emergency communication
network solution we proposed. The test content includes a positioning algorithm, queue
scheduling algorithm, UAV deployment algorithm and their comprehensive test.

5.1 Positioning Algorithm Performance

We conducted the performance test of our proposed positioning algorithm under
MATLAB and compared the performance with some existing algorithms.
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Fig. 4. Result of the MSE test. Fig. 5. Result of the NoLAN test.

Figure 4 and Fig. 5 show the test results of the mean square error (MSE) and the
number of locating abnormal nodes (NoLAN).The abnormal positioningnode is the node
where the specified position error exceeds a certain threshold (in this test, the specified
position error is set to 10 m). The size of the simulation scene is set to 1000 m× 1000 m.
The total number of nodes is 500, of which 100 nodes are beacon nodes, and the node
communication radius is 150 m. In addition, the beacon nodes are approximately evenly
distributed in the area, and the positions of all beacon nodes are preset. In the process of
measuring the distance between the unknown node and the beacon node, an error value
is randomly added to simulate an invalid beacon node. The path loss value is estimated
through multiple measurements to simulate the complex disaster site environment.

In Fig. 4 and Fig. 5, D-LLS represents the linear equation system F
′ − D

′ = 0
directly solved by the least squares method, and the abscissa represents the number of
RSSI measurements of each group. RLL-KC was introduced in [33], which selects a
subset of several beacon nodes and then uses the subset to predict the position of nodes.
Finally, the K-means method is used to perform cluster analysis on the prediction results
using multiple different subsets, and a bad beacon node is found. After removing the bad
node, the position is predicted again, and the final prediction result is obtained. In our
test, the number of beacon nodes in the subset is set to the median of the optional number
and rounded down. The test considers all the subsets with this number of elements. In
addition, we set the cluster type to 3.

Figure 4 shows that as the number of measurements increases, the MSE shows a
downward trend in the three schemes because with the increase in repeatedmeasurement
times, the averagevalue ofRSSI is closer to the theoretical value, thus reducing the impact
of random error. Specifically, compared with D-LLS, the MSE of our scheme decreased
by 20.54% on average, and compared with RLL-KC, the MSE decreased by 10.92% on
average. In addition, the prediction data of abnormal positioning are not considered in
Fig. 4.

For NoLAN, Fig. 5 shows that there is a certain fluctuation with an increase in
the number of repeated measurements. In our scheme, when the number of repeated
measurements is less than 9, NoLAN shows a downward trend and then has a small
increase. In D-LLS, when the number of measurements is less than 12, NoLAN shows a
downward trend, but the decline is relatively low, and then there is still a small increase. In
RLL-KC, NoLAN fluctuates irregularly. Specifically, compared with D-LLS, NOLAN
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dropped by 56.52% on average in our scheme and dropped by 42.73% on average when
compared with RLL-KC.

In addition, when the number of repeated measurements is 15, we calculated the
distribution of positioning errors, as shown in Fig. 6. Figure 6 shows that in our scheme,
the distribution density of the positioning error in the range of [0, 4) is higher than the
distribution density of D-LLS and RLL-KC, while the distribution density in the range of
[4,∞) is lower than the distribution density of D-LLS and RLL-KC, which indicates that
our scheme has higher positioning accuracy and can achieve more accurate positioning.

Fig. 6. Error distribution when the number of re-peated measurements is 15.

5.2 Queue Scheduling Algorithm Performance

For the queue scheduling algorithm, we analyze mainly its queue delay, that is, the time
interval of a packet from entering the queue to leaving the queue. The experiment was
carried out under MATLAB. We analyze and compare our scheme with the WDRR
queue scheduling mechanism. We simulate the queue scheduling process of a node in
the network. In our test, we assume that the queue buffer area is large enough; that is, no
data packets are discarded. There are four groups of data streams with different priorities
at the input of the queue. Their packet size, packet destination and protocol number are
generated randomly, and each group of data streams meets the Poisson distribution of
specific parameters. In different tests, the nodes have the same processing bandwidth
(the amount of data that can be forwarded per second).

In the standard WDRR mechanism, each group of queues has a fixed weight and
service factor (proportional to theweight). Data forwarding is performed according to the
current DC value, and polling operations are performed in different queues. When there
are no data to be processed, the DC value is set to 0. In our solution, queue scheduling
is determined according to the destination of the data, the priority of the queue, and the
flow rate of the data stream, and the queue weight in WDRR is dynamically updated.

We set the priority field of the four groups of test flows to [7, 5, 4, 2]. First, we test
the queue delay in the case of a low rate. In this case, the node can process the data
packet in time. The test results are shown in Table 1.
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Table 1. Average queue delay in low-speed flows.

Scheme Flow1/ms Flow1/ms Flow1/ms Flow1/ms

WDRR 2.90 3.93 4.16 10.44

Ours 2.83 4.01 4.10 7.52

Table 1 shows that our scheme has a performance similar to the standard WDRR
scheduling mechanism when the rate of arrival flow is low, which can realize scheduling
according to priority and ensure that queues with high priority can obtain higher quality
service guarantees. In addition, our scheme can reduce the delay of high-speed flow
according to the characteristics of data flow.

Increase the rate of Flow2, and test again with other parameters unchanged. The test
results are shown in Table 2.

Table 2. Average queue delay in high-speed flows.

Scheme Flow1/ms Flow1/ms Flow1/ms Flow1/ms

WDRR 2.89 4.49 4.38 739.61

Ours 3.04 3.45 5.63 376.83

Table 2 shows that when the flow rate of Flow2 increases, the queuing delay also
increases. In standard WDRR, due to the use of fixed queue weights, the queue delay
of Flow2 increases significantly, even higher than the queue delay of Flow3 with lower
priority, and an increase in the Flow2 rate greatly affects the queue delay of low-priority
traffic (such as the delay of Flow4). In our solution, due to the adoption of a dynamic
weight strategy, the delay of Flow2 can be reduced, and the queuing delay of other
queues can also meet the expectation. By comparing the queuing delay of Flow 4, we
find that our scheme can effectively reduce the impact of high priority traffic flow on
low priority traffic flow and ensure the quality of service and fairness at the same time.

5.3 Comprehensive Performance of ML-ECN

We tested the overall performance of ML-ECN through network simulation tools and
made a comparative test. In the simulation, the network layer selects the OLSR rout-
ing protocol for routing addressing. In the test, the network delays of different queue
scheduling mechanisms and whether there are UAV nodes involved are compared. In the
test, the available number of UAV nodes is set to 10, and the number of ground nodes is
set to 50. Since the wireless sensor network in ML-ECN is used only for data collection
and positioning, the wireless sensor network is not considered in the comprehensive
test, and other methods are used to obtain the location of the network node. The relevant
test results are shown in Table 3. The value of the TOS field in the table represents the



ML-ECN: Multilayer Emergency Communication Network 87

value of the corresponding field in the IP data packet, and different values represent data
streams with different priorities.

Table 3. Simulation results of network transmission delay.

Scheme TOS = 7 (ms) TOS = 5 (ms) TOS = 4 (ms) TOS = 2 (ms)

Only-WDRR 49.89 63.39 71.22 85.74

Ours Queue Scheduling 48.58 62.76 67.05 87.21

Our Queue Scheduling &
UAV Deployment

37.5 56.55 64.23 84.15

Table 3 shows that our scheme can effectively improve the service quality of the
network and reduce the end-to-end delay of the network. By reasonably deploying UAVs
at the location, a better path can be provided for data forwarding. Therefore, after adding
UAV nodes, the end-to-end delay of data packets is significantly improved, especially
for high-priority business flows.

6 Conclusion and Future Work

In this paper, we introduced a multilayer emergency communication network scheme
based on the combination of space and earth: ML-ECN. This ECN could effectively
improve the service quality of the network and give priority to high-priority services
under the condition of limited bandwidth resources, which was suitable for the actual
needs of emergency communication networks. The simulation test results showed that
the positioning algorithm and the queue scheduling algorithm of our scheme were sig-
nificantly improved compared to the basic algorithm model. In the network simulation
test, the transmission delay of the data packet was significantly reduced. In future work,
we will further study methods to improve the network service quality at the network
layer and consider the lifetime of the network.
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Abstract. In order to solve the data security problems faced by the power Inter-
net of Things, this article combines the trust evaluation technology and the token
authentication method to propose a multi-attribute identity authentication method
based on continuous trust evaluation. This method embeds the trust evaluation
value into the token, and authenticate the user’s identity through the real-time
update of the token, thereby granting the corresponding authority. At the same
time, the authentication process is encrypted and decrypted by mixing the random
generation matrix encryption algorithm based on chaotic mapping and the RSA
digital signature algorithm to improve the security of authentication. The exper-
imental results show that the trust evaluation value obtained by the continuous
trust evaluation algorithm for users with different identities are different, so the
resource permissions obtained are also different. Therefore, the multi-attribute
authentication method combined with trust evaluation in this paper has higher
security and confidentiality than previous authentication methods.

Keywords: Multi-attribute authentication · Continuous trust assessment · Power
Internet of Things · Mobile Internet

1 Introduction

Since the epidemic, the power mobile Internet business has become the company’s
internal and external interaction Important window. It connects the users, terminals, and
applications of the power system, and shares the generated data, which facilitates users,
power grids and society [1, 2]. In order to prevent the danger of the key being stolen,
identification technology becomes particularly important. Identity authentication is at
the forefront of access control, and it is the first identification defense line of network
application systems [3, 4]. Identity authentication can be divided into static authenti-
cation and dynamic authentication. In the initial stage of the development of identity
authentication, the computer uses static parameters to perform the most basic identity
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authentication. Before authentication, authentication information that characterizes the
legal identity of the user is set in advance. Among them, static identity authentication
mainly includes user password authentication, face secret-free recognition authentica-
tion, smart card authentication and other authentication methods [5]. Dynamic identity
authentication is mainly based on the real-time changes of users or terminals to perform
different authorizations [6].

The identity authentication technology based on static authentication. In 1981, Lam-
port [7] first proposed a password-based identity authentication protocol, but because
in this protocol users always choose simple weak passwords for easy memory and use
them repeatedly, so they are vulnerable to attacks. In order to improve the security of
authentication and at the same time solve the problem that the software password is
too simple and easy to be attacked and leaked, people consider that the security of
authentication is ensured by hardware, and thus have smart card-based identity authenti-
cation [8, 9]. In the identity authentication technology based on dynamic authentication,
researchers have found that static authentication has the disadvantage of using authen-
tication information, which is fundamentally a security risk. Therefore, authentication
methods based on dynamic passwords and dynamic passwords have been proposed [10,
11]. As network security requirements become more and more stringent, single-factor
authentication methods are no longer sufficient to protect security. Therefore, multi-
factor authentication has gradually become a more widely used identity authentication
method in addition to static authentication and dynamic authentication [12].

Therefore, this paper proposed amulti-attribute identity authenticationmethod based
on trust evaluation. The trust evaluationmethod divided themobile application into three
levels, usesQoS indicators to collect data, and then completed the overall trust evaluation
of the mobile application based on the four aspects of index weight calculation and
comprehensive evaluation of application services. Among them, the interval number was
used to represent the collected QoS index data; the fuzzy analytic hierarchy process was
used to establish the weight system of the model; based on the established standardized
decision matrix and weight system, the overall trust of the service provided and the user
in the mobile application was evaluated [13, 14].

The main structure of this paper is as follows: Sect. 2 introduces related work.
Section 3 designs multi-attribute authentication process based on continuous trust eval-
uation. Section 4 provides continuous trust evaluation algorithm. Section 5 verifies and
analyzes the proposed scheme. Section 6 gives a conclusion.

2 Related Work

The multi-factor authentication method improves the overall security of authentication
through the superposition of different authentication methods. At present, the main-
stream multi-factor authentication scheme includes two schemes: digital certificate +
static factor and static factor+ dynamic factor. Atiewi et al. [15] usemulti-factor authen-
tication to access data stored in the cloud. They provide three levels of authentication
to access stored data, namely reading files, downloading files, and downloading files
from the hybrid cloud. Maciej et al. [16] use three authentication factors to enable user
authentication: possession, knowledge, and immanence. The described authentication
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scheme refers to the possibility of performing the process in a mobile environment of
the Android platform that guarantees authentication support.

Adopting the Token-based identity authentication mechanism can better solve the
identity authentication problem in the current Internet of Things application system. The
token is a kind of credential stored in the IoT application system to verify the identity
of the user. When the IoT client initiates a login or connection request, the server will
generate a string of strings for the user’s access credentials according to the registration
information of the user or the IoT terminal device, and feed it back to the client as a Token
[17]. Yang et al. [18–20] applied the token identity authentication mechanism to the
resource management system, which improved the network security level of the system
and made up for the shortcomings of the traditional Session identity authentication
mechanism. Qiu et al. had investigated on various cyber security threats and security
models [21–23] and proposed several novel approaches to improve authentications and
enhance trust evaluation, such as mitigation approach [24], machine learning approach
[25], and block chain approach [26].

Based on the above-mentioned related technologies, this article combined trust eval-
uation technology and token authentication method to propose a multi-attribute identity
authentication method based on trust evaluation. This method embedded the trust eval-
uation value into the token, and authenticated the user’s identity through the real-time
update of the token, thereby granting the corresponding authority.

3 Multi-attribute Authentication Progress Based on Continuous
Trust Evaluation

3.1 Authenticated Encryption Algorithm Combining Chaotic Matrix Encryption
and RSA Signature Algorithm

The matrix is used as the encryption and decryption key, that is, if the matrix is used
as the encryption key, the inverse matrix is the decryption key. Therefore, the key to
generating the encryption key matrix through the chaotic function is to construct the
invertible matrix with the random number generated by the chaotic function. This paper
selects logistic mapping chaotic function to generate encryption matrix.

The main definition form of logistic mapping is as follows:

xn+1 = xnμ(1 − xn), μ ∈ [0, 4], xn ∈ (0, 1) (1)

Where, µ It is called a branch parameter. The specific steps of the random generation
matrix encryption algorithm based on the chaotic mapping are as follows:

(1) First, organize and arrange the data to be encrypted according to the dimensions of
the encryption key matrix, and cut them into (N × N) data blocks.

(2) Suppose the data length is D, there may be D%(N × N) remaining data, the
remaining data needs to be filled into the last data block, the filling number is
N × N − D%(N × N), and finally reused The logistic chaotic function generates
data for filling.
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(3) Encrypt the divided and filled data blocks in turn, and then send <D, e1, e2, e3,
…, en> as the final encryption result to the receiver, where D is the length of the
original data, and ei is the encryption The completed data block.

(4) After receiving the ciphertext, the receiver uses the decryptionmatrix to sequentially
decrypt the encrypted data blocks, and then according to the original length of the
received data, the original data can be restored.

Suppose the generated chaotic invertible matrix is Q, then its inverse matrix is Q−1,
and the original data matrix is P. The encryption and decryption process is as follows:
First, the original data matrix P is encrypted using the chaotic reversible encryption
matrix Q, and the ciphertext matrix G is generated after the matrix Q is encrypted.
Decryption is the inverse process of encryption. Matrix G is right-multiplied by matrix
Q−1, and finally, the decrypted data matrix P is obtained.

The RSA digital signature algorithm is derived from the RSA public key crypto-
graphic algorithm. The RSA digital signature algorithm encrypts data with a private key
and decrypts the data with a public key. The cooperative work diagram based on the
chaotic matrix encryption algorithm and the RSA digital signature algorithm is shown
below (Fig. 1):

Fig. 1. Working diagram of hybrid matrix encryption algorithm and RSA signature algorithm

3.2 Certification Process

The token-based login process of the power mobile system is shown in Fig. 2: When
logging in for the first time, the client user initiates a login request, enters the user name
and password, and sends the request to the login server; Log in to the server to call the
authentication service. The authentication service obtains user information through the
user information database and verifies the accuracy of the user name and password. If
the verification is passed, the token is produced in the authentication server; Then the
authentication server calls the trust evaluation algorithm to calculate the trust evaluation
value of the current user and inserts the value into the token. The authentication service
returns the verification result to the login server, and the login server returns the token
to the client; Finally, the client stores the token so that it can be used when requesting
resources from the server.
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The specific process of powermobile system requesting resources based on the token
is shown in Fig. 3:When the client user requests any resource, the request is first submit-
ted to the corresponding resource controller, and then the identity authentication service
is called for identity authentication; When the authentication service finds the token
information in the request object through the request object, it verifies the legitimacy
of the token and performs role judgment to determine whether the role level matches
the level of the requested resource; After confirming the validity of the token and the
corresponding role, request the corresponding resource service to obtain the resources
required by the user, and return the result to the resource controller, and then respond to
the client user.

Fig. 2. Token-based login sequence diagram of the power mobile system

Fig. 3. Token-based resource request sequence diagram of the power mobile system

4 Continuous Trust Evaluation Algorithm

4.1 Trust Evaluation Algorithm Model and Data Processing

To objectively evaluate the subject and object of power mobile applications, monitor
and collect QoS index data during application operation. The multi-attribute decision-
making method [13] can effectively solve the problem of multiple targets to be evaluated
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and multiple evaluation indicators. To reasonably express the subordination relationship
between the user layer and the service layer and the service layer and the index layer
in the hierarchical model, the fuzzy analytic hierarchy process is used to calculate the
weight system of trust evaluation according to the degree of influence of the lower layer
on the upper layer in the hierarchical structure.

Suppose ql, qh are two real numbers, ql, qh ∈ R, and ql ≤ qh, then q = [ql, qh]
is the interval number, where ql is the lower bound of the interval number and qh is
the upper bound of the interval number. In particular, when ql and qh are equal in
size, the interval number becomes a real number. qkij represents the j-th QoS index of

the i-th application operation for the k-th user. qk,lij represents the lower bound of the

indicator’s operating data during the detection process, qk,hij represents the upper bound
of the indicator’s operating data during the detection process. The interval number form
of qkij is qij = [qk,lij , qk,hij ]. Based on the collected index data reflecting QoS, the data is
classified according to different index attributes, and a decision matrix X reflecting the
multiple attributes of QoS interval numbers is constructed as follows:

X = (
qij

)
m×sn =

⎡

⎢
⎢⎢⎢⎢
⎣

q11 . . . q1n
. . . . . . . . .

qi1 . . . qin
. . . . . . . . .

qm×s1 . . . qm×sn

⎤

⎥
⎥⎥⎥⎥
⎦

(2)

According to the interval number algorithm, normalization is based on the principle of
vector normalization.

For the benefit index and the cost-type indicators in the decision matrix X, their
standardized formulas are as follows:
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After normalizing the decision matrix X, the decision matrix X ′ is as follows:

X ′ = (
qij

)′
m×sn (5)
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4.2 Hierarchical Model Weight System

The Fuzzy Analytic Hierarchy Process (FAHP) in the index weight method and the
multi-attribute decision-making problem [14] is based on the analytic hierarchy process.
Provides effective solutions to vague and difficult to quantify problems. In this paper,
FAHP is used to establish the weight system of the hierarchical structure model.

According to the “0.1–0.9” scaling method [20], the various indicators of the service
are compared, the membership degree between each indicator is obtained, and the fuzzy
judgment matrix R of the indicator layer is established. For the i-th service in the service
layer, the fuzzy judgment matrix Ri established by the degree of membership between
its indicators is as follows:

Ri = (
rkj

)
n×n (6)

Themembership degree of the fuzzy judgmentmatrix quantifies the relationship between
different indicators based on the actual collected data and is suitable for the calculation
of the weight of multi-attribute uncertainty. In the same way, the fuzzy judgment matrix
R1, R2, …, Rm of the service layer is established. Establish fuzzy judgment matrices E1,
E2,…, Ek for different user types according to different user types. Then the consistency
test is performed on each fuzzy judgment matrix to ensure the consistency between the
importance of the elements in the matrix, and make the calculation result scientific and
reliable.

4.3 Weight Calculation Method and Trust Assessment Method

The fuzzy judgment matrix weight formula is used to calculate the weight of the applied
attribute index. Let ωij represent the weight of the j-th QoS index of the i-th application
attribute, and its calculation formula is as follows:

ωij = 1

n
− 1

2a
+ 1

n × a

n∑

j=1

(
rij

)′ (7)

n is the number of indicators of the i-th cloud service, a = (n − 1)/2.
Finally, calculate the weight set of all indicators of all cloud services in the service

layer, and obtain the weight matrix ω. The index weight matrix ω provides weights for
trust evaluation.

Using the linear weighting method, Ti is used to represent the comprehensive
evaluation value of the i-th application attribute, and the calculation formula is as follows:

Ti =
n∑

j=1

((
qij

)′ × ωij

)
(8)

Among them, (qij)′ is the QoS index data of the i-th row and j-th column in X′; ωij is the
j-th index weight value of the i-th attribute in the index weight matrix ω.
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Use Fi to represent the comprehensive evaluation value of the i-th user type, and the
calculation formula is as follows:

Fi =
m∑

j=1

((
Tij

)′ × vij
)

(9)

Among them, (Tij)′ is the comprehensive evaluation value of the j-th service of the user
type i; vij is the j-th service weight value of the i-th user type in the matrix v. Similarly,
the comprehensive evaluation value of different power mobile application user types can
be calculated.

5 Verification and Analysis

This paper uses MATLAB and EXCEL to realize the standardization of the decision
matrix in the model, weight calculation based on fuzzy analytic hierarchy process, com-
prehensive evaluation calculation and other functions, and process and evaluate the
QoS index data of a service provided by an application software collected from the
CloudHarmony website to verify the effectiveness of the method.

Process the original data obtained from the CloudHarmony website, list the
corresponding decision matrix, and standardize it to obtain X ′ as follows:

X ′ = (
qij

)′
7×3 =

⎡

⎢
⎢⎢⎢⎢⎢⎢
⎢⎢
⎣

[0.0023, 0.0065] [0.0016, 0.0092] [0.0203, 0.0356]
[0.0003, 0.0051] [0.0008, 0.0020] [0.0089, 0.0159]
[0.0012, 0.0076] [0.0003, 0.0090] [0.0011, 0.0051]
[0.0005, 0.0021] [0.0075, 0.0098] [0.0008, 0.0060]
[0.0014, 0.0077] [0.0033, 0.0115] [0.0010, 0.0082]
[0.0228, 0.0425] [0.0019, 0.0067] [0.0011, 0.0053]
[0.0001, 0.0009] [0.0047, 0.0057] [0.0032, 0.0073]

⎤

⎥
⎥⎥⎥⎥⎥⎥
⎥⎥
⎦

(10)

According to the indicator data corresponding to the application software, the different
indicators obtained by different user types are calculated, and the weight matrix ω of the
indicators is obtained as follows:

ω =

⎡

⎢⎢⎢⎢⎢
⎢
⎢⎢⎢
⎣

0.1 0.5 0.6
0.39 0.25 0.4
0.1 0.57 0.4
0.3 0.4 0.77
0.2 0.2 0.4
0.6 0.2 0.6
0.2 0.1 0.4

⎤

⎥⎥⎥⎥⎥
⎥⎥⎥⎥
⎦

(11)

According to the service data provided by the application, a fuzzy judgment matrix
and a fuzzy consistency judgment matrix are established and the service weight vectors
of three different customer types (ordinary user U1, employee U2, manager U3) are
obtained as follows:

U1 = [0.31, 0.10, 0.32], U2 = [0.33, 0.24, 0.40], U3 = [0.56, 0.22, 0.81]
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According to formula (8) and formula (9), the comprehensive trust evaluation values of
three types of users are finally obtained:

FU1 = [0.0487, 0.0824], FU2 = [0.0433, 0.1074], FU3 = [0.0704, 0.1381]
Sort FU3 > FU2 > FU1. The results show that, in this application software, the trust
evaluation value of themanagement personnel service is the best, and that of the ordinary
user service is the worst. The above results show that the method proposed in this paper
can effectively evaluate the trust of the services provided by different types of users in
the application software based on the indicator data collected by actual monitoring.

To reflect the accuracy of themethod in this paper for trust evaluation, this experiment
uses the same service trust evaluation value for different users to affect the situation and
ultimately affects the comprehensive trust evaluation results of different user types under
the same function. Based on the above experimental data, three user types (ordinary user
U1, employeeU2, managerU3) are set up, and the services provided to users will remain
the same, and further trust evaluation will be carried out. The comprehensive evaluation
results are as follows:

Fig. 4. Comparison test results of indicators of the same service for different user types

Figure 4 shows that for the three user types, the results of the trust evaluation will
change accordingly when the application services are kept the same. Compared with the
comprehensive trust evaluation values in different user types and different services, the
overall comprehensive trust evaluation value order remains unchanged, still being FU3
> FU2 > FU1. The trust values of different types of users in most services are similar,
indicating that the comprehensive trust evaluation value takes into account the impact
of each type of user’s unique service or operation, which shows that this method can
correctly apply the trust changes in providing services according to different types of
users, reflecting trust the accuracy of the assessment method.

Based on the sameQoS index information and corresponding user data, the proposed
method is compared with the approximate ideal point method, and the trust evaluation
results are obtained. The results show that the sorting results of the two methods are
consistent, but the algorithm complexity of the proposed method is O(n), while the
algorithm complexity of the ideal point approximation method is O(n2), which reflects
the superiority and efficiency of the proposed method.
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6 Conclusion

At present, data security has become crucial. Combining trust evaluation technology
and token authentication method, this paper proposed a multi-attribute identity authen-
tication method based on trust evaluation. Embedded the trust evaluation value into the
token, and authenticated the user’s identity through the real-time update of the token,
thereby giving the corresponding authority. At the same time, the authentication process
was encrypted and decrypted by mixing the random generation matrix encryption algo-
rithm based on chaotic mapping and the RSA digital signature algorithm to improve the
security of authentication. The experiment has calculated three different types of user
trust evaluation and found that the resources obtained through this authenticationmethod
are different when the user’s level is different. At the same time, when the user’s level
changes, the token will be updated to reduce or increase user permissions. Therefore,
the multi-attribute authentication method combined with trust evaluation in this paper
has higher security and confidentiality than previous authentication methods.
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Power Mobile Internet Services Based on Zero Trust” (Grand No. 5700-202158183A-0-0-00).
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Abstract. In industrial production, medical gloves with tear, stain and
other defects will be produced. In traditional manual mode, the efficiency
and accuracy of defect detection depend on the proficiency of spot-check
workers, which results in uneven glove product quality. In this paper, a
surface defect detection system of medical gloves based on deep learning
is designed for the automatic detection with high efficiency and accuracy.
According to the industrial requirements of high real-time, the system
adopts a cache scheme to improve the data reading and writing speed,
and an Open Neural Network Exchange (ONNX) to effectively improve
the speed of model reasoning. For the demands of high detection accu-
racy, the system designs a dual model detection strategy, which divides
texture detection and edge detection into two steps. The advantage of
this strategy is to remove most useless information while ensuring the
effective information of the image. Furthermore, two auxiliary models
are used to promote the accuracy of detection based on classification
methods. Finally, experiments are proposed to verify the functional indi-
cators of the system. After the on-site test of the production line in the
medical glove factory, the system has the ability to detect the gloves of
two production lines with high real-time. The product missed detection
rate is less than 2%, and the product mistakenly picked rate is less than
5/10000. Verified by the industry of gloves, the system can be put into
production line.

Keywords: Medical gloves · Deep learning · Surface defect ·
Detection system · Image recognition · Auxiliary model

1 Introduction

Under the influence of COVID-19, the awareness of global health protection
has been raised, and the demand for medical gloves has increased greatly. At
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present, the production of medical gloves is mainly in Southeast Asian coun-
tries and China, and most of the detection methods are manual testing [1]. The
manual detection will produce a high cost, the accuracy of which is also affected
by workers’ subjective judgment and detection standards in different regions.
Machine vision detection is a non-contact automatic detection technology, which
has the advantages of high detection accuracy and long-time operation in a com-
plex production environment. It is an effective solution for factory to implement
automatic production and intelligent detection.

For the requirements of industry, it is necessary to detect 16 gloves per sec-
ond on each production line. Therefore, the glove detection system has a high
standard for detection speed and accuracy. Technically, the challenges of the
system are as follows:

– The detection target has the problem of different defect sizes, in which small
defects have always been the difficulty in the field of defect detection.

– The system should optimize the time-consuming of each module and achieve
high real-time performance.

– The detection model of the system should achieve high accuracy to adapt to
industrial automation scenarios.

To optimize the problems above, the high-accuracy detection model and
lightweight architecture of the system are designed. The time delay of the system
can be reduced by optimizing the data transmission time [2] between software
and hardware and reducing the reasoning time of the detection model. We mainly
put forward the following contributions:

– The dual model mode is designed to divide the edge detection and texture
detection into two steps, aiming at the defects of tear and stain respectively.

– Cache queue based on Redis is used for real-time data access to improve data
reading/Writing (RW) speed and model environment optimization is used to
improve the reasoning efficiency.

– The classification model is combined as the auxiliary model of the detection
model, and the reasoning results of the two models are weighted as the final
results.

The introduction section introduces the background and contributions of this
article. The related work section introduces several existing systems for glove
detection. The architecture section introduces the overall architecture, and the
Mysql+redis data storage strategy. Finally, a series of experiments were carried
out to prove the accuracy of the glove model.

2 Related Work

With the development of computer and network technologies [3,4], big data
processing and transferring [5–7] become a critical issue for various applications.
Currently, there are few researches on the surface defect detection system of med-
ical gloves. Li et al. [8] used multiple thresholds to improve the Canny algorithm
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for broken finger defect detection. The detection effect is reduced when the defect
type is complicated. Zhang et al. [9] used a multi-feature SVM defect recognition
classification method to identify and classify the defect types according to the
difference in the types of glove surface defects. The defect recognition accuracy
of this method was 93.46%, which could not meet the accuracy requirements of
this system.

Traditional machine vision detection algorithms have low detection accu-
racy, and manual selection of features is subjective, and robustness is low when
defects are complex. With the development of deep learning technology, the use
of CNN [10] for feature extraction has become a hot topic in machine vision
research. One-stage and two-stage are two typical target detection algorithms
based on deep learning. The Two-stage algorithm divides detection into two
steps: generating candidate regions and classifying candidate regions [11]. Com-
mon Two-stage algorithms include R-CNN [12], SPP-net [13], Fast R-CNN [14],
Faster R-CNN [15]. The One-stage algorithm directly obtains the location infor-
mation of the detection target and the probability value of the category to which
it belongs, and has a higher detection speed. Typical one-stage algorithms include
SSD [16] series algorithms and YOLO [17] series algorithms. In this paper, based
on the system’s real-time and accuracy requirements, yolov5 is selected as the
medical glove defect detection algorithm.

3 System Architecture

3.1 Overall Process

The system uses Mako g-503b Poe camera of German AVT (Allied vision) com-
pany, fl-cc614a-2m lens of Japanese Ricoh company and LED white stroboscopic
light source to build an optical imaging environment. In the optical imaging envi-
ronment, the photoelectric sensor is used as the switch to automatically shoot
when gloves pass by. The glove image will be stored in the Redis based task cache
queue, and the Redis cache will be monitored through the reasoning model. Once
there is data, the queue operation will be completed and reasoning will be car-
ried out. The reasoning results will be stored in the result cache queue based
on Redis. The main control program monitors and reads the reasoning results,
and transmits the control signal to PLC according to the results. The PLC con-
trol device will remove the defective glove products. The detection flow chart is
shown in Fig. 1.

3.2 Data Management

This paper uses the combination of MySQL + Redis as the way of data stor-
age [18]. MySQL has the characteristics of small volume, high speed, the low
overall cost of ownership and open source code. The lightweight development
and deployment mode is suitable for the persistent storage of system running
state, camera running state, glove image and result data. As a memory-based and
high-performance key-value database, Redis is the fastest nonrelational database
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Fig. 1. The process of the detect system.

today. Sina Microblog is based on redis distributed cache implementation, sup-
porting more than 200 million daily active users. As a real-time queue of the
system, Redis can effectively reduce the delay caused by too slow disk data
access.

This paper implements task and result message queues based on the Redis
blocking pull message command (brpop). The interaction process diagram of
producers and consumers is shown in Fig. 2. In this message queue mode, the
producer stores the data in the Redis database, and the consumer pulls the data
from the database. If the queue is empty, the consumer will enter the blocking
state when pulling messages and will no longer read data. Once a new message
comes, Redis will notify the consumer to process the new message immediately.
It is worth noting that when using brpop to pull messages in a blocking way,
it supports the incoming timeout. If the timeout is set to 0, it means that it
is blocked until there is a new message. Otherwise, it will return null after the
specified timeout. The timeout in this article is set to 0. Redis also provides
queue size settings. The length of both queues in the system is 20.

Fig. 2. Message queues based on the Redis

3.3 Model Deployment Environment

This training is based on the PyTorch framework. To accelerate the system
performance, this paper uses onnx (open neural network exchange) as the middle
layer to convert the weight file of the trained Yolo model into onnx format
first, and finally into tensorrt format reasoning accelerated detection system.
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Tensorrt is a high-performance deep learning reasoning optimization engine. On
the one hand, tensorrt reduces the calculation accuracy, on the other hand,
it reconstructs the network structure, combines some operations that can be
combined, optimizes according to the characteristics of GPU, and improves the
reasoning speed. Xiangdong [19] uses tensorrt to accelerate the CNN inference
model. On the TX2 embedded platform, the accelerated model infers the video
frame time by 64.5%.

4 Method

4.1 Dual Model Strategy

It is difficult to improve the detection accuracy by using a detection model, this
paper trains the detection network for different defect types. The overall process
of the detection model is shown in Fig. 3. The glove image data is input to the
data enhancement module for data enhancement, and the enhanced image data
enters the shape real-time detection model. If the strict standard mode is opened
for auxiliary detection, the enhanced image data also enters the shape auxiliary
detection model. Judge the test results. If the shape is judged to be unqualified,
deal with the equipment with unqualified shape; If the shape is judged to be
qualified, the detected glove part is cut, and then the cut image is input into the

Fig. 3. Flow chart of detection model
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texture real-time detection model for texture detection of glove surface. If the
strict standard mode is opened for auxiliary detection, the cut image data is also
entered into the texture auxiliary detection model. Judge the test results. If the
texture is judged to be unqualified, deal with the texture unqualified equipment;
If it is judged that the texture is qualified, the gloves meet both the shape
requirements and the texture requirements, and it is judged as qualified gloves.

In the detection process, due to the different sizes of actual tear defects
and stain defects, the accuracy of simultaneous detection is not high enough.
Therefore, a two-stage model is introduced, namely, the shape real-time detection
model and texture real-time detection model. The two-stage models detect shape
defects and texture defects respectively, which improves the overall detection
accuracy.

Data enhancement can improve the accuracy of the model and improve
the generalization ability of the model [20]. We have introduced some common
data enhancement methods in model training, including image scaling, flipping,
clipping, brightness change, contrast transformation, chroma transformation,
mixup and mosaic. Among them, the mosaic method is the most important
and improves accuracy the most. We also use Test time augmentation (TTA)
method in the reasoning stage of the model. Aiming at the imbalance of train-
ing samples, we adopt the improved loss function which based on the standard
cross-entropy loss.

4.2 Auxiliary Model

In order to improve the accuracy of the detection model, we introduce an auxil-
iary classification model to fuse the target detection network and the auxiliary
classification network, so as to improve the overall accuracy. Specifically, we use
yolov5m as the detection model to obtain glove category information and glove
position information. Resnet-18 is used as the classification model to obtain the
category information of gloves. We define accuracy as the evaluation index of
detection network, classification network and fusion network. ACC is defined as
follows:

ACC =
TP + TN

TP + TN + FN + FP

TP (true positives) is defined as the prediction is positive and the actual
is positive, TN (true negatives) is defined as the prediction is negative and the
actual is negative, FP (false positives) is defined as the prediction is positive and
the actual is negative, FN (false negatives) is defined as the prediction is negative
and the actual is positive. The flow of the fusion classification and detection
model proposed in this paper is shown in Fig. 4. In order to reduce the overall
missed detection rate, the two categories of information are fused. Specifically,
the texture detection model is used to judge whether the texture has scratches,
and the detection model is for judging whether the shape is intact. Finally, the
good categories are recorded as positive samples, the bad categories are recorded
as negative samples, and the two results are combined and calculated, which is
the final result.
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a. Texture detection b. Shape detection

Fig. 4. Fusion classification and detection model process

To improve the accuracy of the model, we introduce an auxiliary classifica-
tion model resnet18. Simply increasing the number of network layers will lead
to the loss of information in the transmission process between network layers.
RESNET model is to suppress overfitting and introduce the classification net-
work with residual network structure. Resnet18 network structure includes input
part, intermediate convolution part and output part.

5 Results

5.1 Training

Dataset. The data set used in this experiment is the defective glove images
collected in the actual factory production. There are 11300 glove gray images
with 2464 * 2056 pixels and their annotation information. The type of test gloves
is shown in Fig. 5. A is intact gloves, B and C are tear and stain defect gloves
respectively:

a. Complete b. Broken c. Stained

Fig. 5. Glove image comparison
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The data set distribution is shown in the table:

Table 1. Dataset used by the detection model

Type Training set Test set Total

Teared 300 200 500

Stained 300 200 500

Complete 300 10000 10300

Total 900 10400 11300

Experimental Environment. The GPU used in this experiment is geforce
GTX 2080 Ti, the optimization function used is Adam, the learning rate is 0.01,
the epoch is 200, and the batch size is 4.

Experimental Result. According to the requirements of the factory, this paper
defines the detection indicators: missing rate and false picking rate. The missing
rate refers to the proportion of defective products not detected in the inspection
process in all defective products. The false picking rate refers to the proportion of
good products removed by mistake in all products. The production line requires
that the missed inspection rate shall not be higher than 2%, and the false picking
rate shall not be higher than 5/10000.

Focal loss is modified based on the standard cross entropy loss. The cross
entropy loss is corrected by using a coefficient inversely proportional to the
target existence probability. In this way, the weight coefficient of a small number
of positive samples is larger, and its contribution to the model will increase.
The weight coefficient of a large number of negative samples is smaller, and its
contribution to the model will be relatively weakened. Therefore, the model will
learn more useful information. The validation results of focal loss method are
shown in Fig. 6.

a. Normal training
b. Training with focal loss

Fig. 6. Variation of precision with recall rate
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In this paper, experiments are designed to test Canny, HOG + SVM and fast
R-CNN respectively with missed detection rate, false picking rate and FPS as
detection indicators. The statistics of reasoning results are shown in Table 2.

Table 2. Results of different model test

Model False picking rate Missing rate FPS

Canny 0.15% 4.5% 108

HOG+SVM 0.18% 4% 95

Faster R-CNN 0.03% 3% 1.3

YOLOV5+Alex 0.016% 1.2% 20

In order to verify the influence of auxiliary model on detection accuracy, three
groups of comparative experiments are designed in this paper. The first group
only adds shape auxiliary model, the second group only adds texture auxiliary
model, and the third group adds both auxiliary models. The detection results
are shown in Table 3. This system adopts the high-speed data access method
based on redis cache, and the operating efficiency of the system is increased
from 13.5FPS to 20FPS, which is 48% higher than that of the file system-based
data access method. The system adopts the onnx+tensorrt model acceleration
strategy, and the operating efficiency is increased from 11.3FPS to 20FPS.

Table 3. Add test results of different auxiliary models

Model False picking rate Missing rate ACC

Add texture assist model only 0.035% 2.3% 97.67%

Add shape assist model 0.021% 1.7% 98.28%

Add both texture assist model and
shape assist model

0.016% 1.21% 98.77%

5.2 System Test

The field test adopts Mako g-503b Poe camera and fl-cc614a-2m lens. The light
source is set as white LED stroboscopic light source, placed on the same side
as the camera. The GPU is used. The experiment is carried out every three
hours: The statistical results after manual re inspection are shown in the table
below. After calculation, the final false picking rate of the system is 1.6 per
10000, and the missed detection rate is 1.21%. The detection accuracy meets the
requirements of the manufacturer. The system can run smoothly when about 16
gloves are detected per second on site.
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Table 4. Add test results of different auxiliary models

Index Test numbers Defective numbers
(detected)

False detection Unidentified
products

False picking
rate

Missing
rate

1 172522 422 21 5 1.2‱ 1.21%

2 169732 313 24 3 1.4‱ 1.01%

3 174990 415 37 5 2.1‱ 1.31%

Sum 517244 1150 87 13 1.6‱ 1.21%

6 Conclusion

The system realizes the real-time detection of medical glove defects based on
deep learning technology, and the false picking rate is lower than 0.05%. Based on
the real-time requirements of the system, this paper selects the high-speed data
access mode based on Redis cache, and adopts the model deployment scheme
of ONNX + tensorrt; Based on the requirements of model accuracy, we design
the mode of double model and auxiliary model. The experiments show that the
system can meet the production requirements.
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Abstract. With the rapid development of the power mobile Internet, traditional
identity authentication and authentication modes still have identity information
theft, are unable to prevent illegal behaviors of internal users, etc., which can no
longer meet the security requirements of identity authentication in mobile Inter-
net services. In response to this problem, this paper proposes a mobile terminal
identity authenticationmethod on the Identity-Based Cryptography (IBC). During
registration, the user’s voice is collected through the mobile terminal to establish
an identity vector (i-vector) voiceprint model, and features are extracted and added
to the identity mark to generate a user ID and a corresponding identity password
system; during authentication, the legitimacy of the user is judged based on voice
recognition to prevent illegal user intrusion, And then based on the identity pass-
word combined with the symmetric encryption algorithm AES to encrypt and
decrypt data to achieve terminal identity authentication to resist common attacks
in the mobile Internet. Finally, the experimental analysis shows that the method
effectively improves the security of the power mobile Internet identity authentica-
tion process and has the advantages of low cost and high efficiency. In the power
mobile Internet business scenario, this method greatly improves the identification
ability of illegal users and the resistance to network malicious attacks.

Keywords: IBC · Identity authentication · AES algorithm · I-vector

1 Introduction

With the rapid development of power mobile Internet and the widespread use of mobile
devices, people’s traditional lifestyles in terms of food, clothing, housing, and trans-
portation have undergone great changes. However, the popularity of mobile devices is
also accompanied by problems such as the complexity of user and device identities, and
the prominent features of scale and sea. Therefore, identity authentication is the most
basic thing. Zero trust is a new concept of network security protection. Compared with
traditional single identity authentication, identity authentication based on the concept of
zero trust is characterized by continuous verification and never trust. It means that sys-
tems and devices remain untrusted, regardless of whether they are outside the network
or inside the network.When they need to access related resources, they are authenticated
and trusted by the identity authentication system to ensure user identity, application and
The credibility of mobile terminals greatly improves the security of network protection,
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while the traditional single identity authentication and authentication mode still face
hidden dangers such as identity information theft, vulnerability to network attacks, and
inability to prevent illegal behaviors of internal users. Therefore, the traditional single
authentication method will gradually be eliminated in the future.

As one of the main functions of cryptography, identity authentication is the pro-
cess of authenticating real users, computer systems, network hosts, and other subjects.
Identity identification cryptography is a cryptographic system based on identification,
which is a traditional PKI certificate system. The latest developments. Compared with
the traditional PKI certificate system, the ID password technology does not require a
CA to issue a digital certificate. It can directly use user-specific IDs to generate public
and private key pairs. These IDs can be email addresses, names, mobile phone numbers,
etc., which are easy to obtain and reduce extra The cost of maintaining a complete set of
user keys and certificate systems has greatly reduced costs and improved flexibility and
applicability. In recent years, identification and encryption technology has developed
vigorously and has been successfully used in certain government administrative fields
and private fields. However, like the identity authentication mechanism of the PKI sys-
tem, the identity authentication based on the identity identification password system still
cannot avoid the common attacks in the mobile Internet, and there are security problems
in key management.

At the same time, in recent decades, machine learningmethods represented by neural
networks have been rapidly developed and applied in many fields such as identity recog-
nition andmachine vision. At present, research based on neural networks mainly focuses
on the authentication between real users such as passwords, biometric passwords, and
computer systems. Therefore, the combination of neural networks and cryptography has
a large research space in the field of identity authentication.

To solve the existing problems, this paper proposes amobile terminal identity authen-
tication method on IBC. Finally, the experimental analysis shows that the scheme effec-
tively improves the security of the power mobile Internet identity authentication process,
has the advantages of low cost, high efficiency, etc., and improves the identification abil-
ity of illegal users in the power mobile Internet business scenario and the malicious
network. Resistance to attack.

Section 2 of this article is the research and development of related fields; Sect. 3 is the
system design of this method; Sect. 4 of this article carries out simulation experiments
and analysis of this method; Sect. 5 is a summary of this method.

2 Related Work

This section will discuss the development of the identity identification cryptosystem
and the research of cryptography and neural networks in identity authentication. The
following introduces domestic and foreign research related to this article.

In the literature [1], Shamir proposed the concept of identity identification cryptosys-
tem in 1985. There is a key center (KGC) in the system to generate keys, manage keys,
and update keys. Compared with the traditional PKI certification system has greatly
improved its efficiency in all aspects. In literature [2] Boneh proposed a distributed key
generation method to optimize key escrow in 2001. This method is based on Shamir(t,n)
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and designed n key center threshold passwords to protect The user’s private key and
the reasonable allocation of resources have solved the problem of over-concentration of
rights in the key center. Literature [3] proposed a method of using an identity identi-
fication algorithm to realize the remote authentication between the internal end of the
power grid system and the two-way authentication between mobile terminals. Litera-
ture [4] proposed a cross-domain authentication protocol, which is based on the identity
identification algorithm by combining the PKI-based inter-chain trust transfer with the
IBC domain-based intra-chain authentication to solve the traditional IBC system secret
The problem of key revocation is difficult.

At the same time, some researchers thought of applying the emerging neural network
technology to cryptography to optimize the management of keys. For example, in the
literature [5], Jin et al. proposed a 3D CUBE hybrid algorithm based on artificial neural
networks. This method can learn to generate keys and minimize shared information. A
commonproblem in symmetric cryptosystems is the key problem.Exchange, thismethod
can effectively solve this kind of problem, so that the safety is improved. In [6], for thefirst
time, a combination of neural networks and genetic algorithms is used to generate keys
for public-key cryptography. This method uses a mixture of different rounds to generate
public and private keys. This ensures that the generated private key cannot be derived
from the public key, which greatly improves the security during the key generation
process. Literature [7] proposed a method to prevent key generation errors. This method
uses the Hopfield neural network to identify the noise and regenerate the accuracy.
The key and its error correction rate are also faster than other methods. Literature [8]
proposed an identity authentication method based on Hopfield neural network, which
removes the verification table and also has a more accurate recognition rate and faster
processing time. Literature [9] introduced the use of password authentication based on
the Hopfield network. This method obtains identity verification by converting text and
graphic passwords into probability values. Compared with existing hierarchical neural
networks, the proposed method provides better accuracy for registration and password
changes.

Literature [10] proposed a multi-step fingerprint authentication system based on a
neural network. Thismethod uses a three-layer neural network of backpropagation learn-
ing algorithms. The authentication rate will increase as the number of steps increases.
Therefore, this method can control the authentication rate by the number of steps. Lit-
erature [11] proposed a multi-biological feature recognition technology, which uses
artificial neural networks and support vector machines to extract and recognize bio-
metrics, and effectively improves the security and authenticity of system identification
and authentication through multiple features. Literature [12] proposed a neural network
system based on face recognition. This method uses a Fourier filter to extract feature
vectors as the input vector of the neural network and uses random projection to reduce
the dimensionality of the input vector. Therefore, this system hasmore advantages. Good
robustness and accuracy.

In terms of data protection, literature [13] proposed an extended network allocation
vector scheme, which can recover most of the lost throughput between nodes and reduce
the energy flow of the attacked node. Qiu et al. [14] proposed a novel method of using the
two-part matchingmethod to achieve privacy-protected channel scheduling and improve
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privacy protection from adversary attack in big data environment [20, 21]. Literature
[15, 22] proposed a data classification model based on supervised learning to protect
healthcare data from illegal classification by attackers and further protect patient data
privacy with new data allocation approaches [23, 24].

From the above research content, it can be seen that the current identity authentication
function based on neural networksmainly focuses on the identity authentication between
real people and computer systems such as biometric passwords, but lacks the exploration
of identity authentication based on public-key cryptosystems in the mobile Internet
environment. Therefore, this article will study identity authentication based on neural
networks and cryptography.

3 System

3.1 Overall Framework

Fig. 1. System framework

As shown in Fig. 1, the realization of the mobile terminal identity authentication sys-
tem on IBC proposed in this paper involves two aspects of neural network and cryptogra-
phy, including two stages: the identity vector is established by collecting the user’s voice
through the mobile terminal during registration. Voiceprint model, extracting features
and adding identity identification to generate a user ID and generate the corresponding
identity password system; During authentication, first, judge the legitimacy of the user
based on voice recognition, and then encrypt and decrypt data based on the identity
password combined with the symmetric encryption algorithm AES to achieve terminal
identity authentication.

3.2 User

(1) Data preprocessing: The collected voice signal contains a lot of interfering noise,
and the system needs to preprocess the voice to obtain “clean” voice data that is
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conducive to voiceprint feature extraction and pattern matching. In addition to the
processing of noise, the voice signal is a long-term non-stationary signal, which is
not conducive to feature extraction and analysis. Therefore, the voice signal needs
to be pre-emphasized, framed, windowed and endpoint detection processed. When
the quality of the collected voice is relatively poor, it is also necessary to perform
processing such as noise reduction filtering or voice enhancement compensation on
the voice.

(2) Feature extraction: After the speech signal is preprocessed, extracting effective
feature parameters is the key to establishing a speaker model. The extracted feature
parameters need to be able to characterize the personal characteristics of the speaker
differently from others and be able to be processed by a mathematical model. At
the same time, to improve the processing efficiency of the back-end model, it is
necessary to consider the dimension of the feature parameters and the degree of
contribution to the information and remove interference information that is not
related to the speaker asmuch as possible to improve the performance of the system.
The human ear’s ability to perceive sound rate does not vary linearly. Based on this
characteristic, we choose the Mel frequency cepstrum coefficient.

(3) Build amodel:Themodel systembased on identity vector is currently themost used
speaker recognition system. In the GMM-UBM model, combining each Gaussian
component of GMM can construct a Gaussian starting vector to characterize the
speaker’s identity. To effectively reduce the dimensionality of the super vector,
the algorithm framework of factor analysis (FA) can be used to map the high-
dimensional super vector to the low-dimensional basis vector space. Not only that,
the Gaussian super vector not only contains speaker identity information but also
channel noise information. Different channel noises will affect the classification
performance of the model. So we need to separate the channel information and the
identity information to remove the redundant information of the super vector and
enhance the recognition performance of the model. The Joint Factor Analysis (JFA)
method is an attempt at this problem. It is based on the factor analysis method and
tries to separate the identity factor and the channel factor. The calculation formula
is:

M = s + c (1)

S = m + Vy + Dz (2)

C = Ux (3)

Among them, M is the mean super vector of GMM, which is composed of the
super vector s related to the identity and the super vector c related to the channel.
In the vector S, m is a factor irrelevant to the speaker, y is a factor related to the
speaker, z is a residual factor related to the speaker, V is an eigentone matrix, and D
is a diagonal residual matrix. In the vector c, U is the eigenchannel matrix, and x is a
factor related to the channel. JFA can improve the performance of the GMM-UBM
model. However, the lost channel factor still contains useful speaker information.
Voiceprint information and channel information cannot be completely independent,
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a super vector subspace is used to simultaneouslymodel these two kinds of different
information, and an identity vector model is proposed. As shown in the formula:

M = m + Tw (4)

Where M represents the GMM mean super vector of a piece of speech, which
is related to the speaker and channel; m represents the UBM mean super vector,
which is independent of the speaker and channel; T represents a variable subspace
matrix; w Represents a vector related to the speaker and the channel, w is the i-
vector containing the speaker information. In the i-vector model, each speech will
be encoded as an identity vector, even if it is a different speech of the same person.
The voice image is converted into a low-dimensional fixed-length vector through
the i-vector model, and then the phase distance measurement algorithm is used to
classify the identity to which the vector belongs [16].

(4) User key generation: The user enters relevant identification information through
the client, such as name, IP address, email address,mobile phone number, etc. Select
one of them and the extracted user’s voiceprint features to form a new user ID. Sys-
tem initialization (Setup): Given the safety parameter λ, select the N-order additive
cyclic groups G1 and G2 and the multiplicative cyclic group GT respectively. P1
and P2 are the generators of the additive cyclic groups G1 and G2, respectively. The
key generation center KGC selects the bilinear pair e: G1 × G2 → GT, and selects
two secure Hash functions H1: {0, 1} * → Z * q, H2: {0, 1} * → Z* q, randomly
select s ∈ [1, N − 1] as the system parameter master key, and calculate Ppub = sP2
as the master key. KGC announces the system parameters params = <λ, G1, G2,
e, N, Ppub, H1, H2> and keeps s secret. Key generation algorithm (KeyEx): For
the user ID, KGC selects and publicly uses a private key to generate the function
identifier hid, and calculates t1 = H1(IDA‖hid, N) + s on the elliptic curve finite
field FN, if t1 = 0, the master private key 0 needs to be regenerated, otherwise
t2 = s · t−1

1 , the private key d = t2P1 = s · P1/[H1(ID‖hid, N + s)] and the public
key Q = H1(ID‖hid, N)P1 + Ppub [17].

3.3 Mobile Terminal

Identity authentication includes two stages, physical authentication and virtual authen-
tication. The physical authentication uses voice recognition to confirm the legitimacy of
the visiting user; the virtual authentication is based on the identity identification algo-
rithm and the symmetric encryption algorithm AES to encrypt and verify the random
number generated by the random number generator.

In the physical authentication phase, the user reads the randomly generated text
on the device side, and the device side collects the voice for processing. The identity
vector voiceprint model generated during registration is used for matching processing
to identify whether the current user is legal. If the user is illegal, the device is locked.
Corresponding treatment.

The user’s voice data must also be processed to extract its features. The extracted
features are used as the input of the model. The minimum distance between the feature
values is calculated by comparing it with the feature library. A threshold value needs
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to be set in the voice confirmation. The threshold can be adjusted according to actual
results.According to the calculated similarity, identitymatchingverification is performed
to determine whether the user is legitimate, and the system responds according to the
result.

Obtainingwhether the user is legal frommodelmatching is divided into two response
mechanisms:

1) If the user is legal, the key generation center will send the user’s private key to the
client;

2) If the user is illegal, classify the illegal user. If it is an unregistered user, the serverwill
lock the client device; if it is a registered user, input the newly collected voice data
into the model for training, at the same time update the user ID, the key generation
center regenerates the user key and deletes the original data.

Virtual identity authentication after physical identity authentication, for public-key
encryption and private key decryption, because public-key encryption is used, it is diffi-
cult to prove that the encrypted ciphertext comes from the real sender, that is, it is difficult
to prove the authenticity of the information. It is difficult to verify the true identity of the
information publisher. The use of public keys for decryption undoubtedly reduces the
degree of confidentiality of information. Encryption and decryption of random numbers
based on identity identification algorithm and symmetric encryption algorithm AES is
used as the second protection of identity authentication to improve the security of user
identity authentication. The specific process is as follows:

When the user initiates a request for access on the device side, the random number
generator generates a random number and synchronizes the random number to the device
and the server; the server uses the symmetric AES algorithm to encrypt the random
number and temporarily stores it on the server; when the user completes the voice on
the device side After authentication, the server uses the public key to encrypt the AES
key and sends it to the device; if the voice authentication fails, the random number is
deleted. The device uses the obtained private key to decrypt the AES key, and then the
server sends the encrypted random number to the device, and the device decrypts and
verifies it. When the match is successful, the mobile terminal identity authentication is
successful, otherwise, the mobile terminal is considered Identity authentication failed.

4 Experimental Results and Analysis

4.1 Experimental Results

To test the security and space overhead performance of the mobile terminal identity
authenticationmethod based on the i-vector identity password proposed in this paper, this
experiment uses Matlab R2014a to conduct simulation experiments on the Windows10
64-bit operating system hardware platform. In this environment, it is compared with the
fingerprint authentication system design based on PKI (literature [18]) and the biometric
authentication based on PKI (literature [19]) to verify the safety and efficiency of the
method in this paper.
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4.2 Security Test

To verify the security of the solution in this paper, we have selected four common attack
modes shown in Table 1 to conduct 50 simulation attacks based on the design of a
fingerprint authentication system based on PKI and biometric authentication based on
the use of PKI, as shown in Table 1. The number of times that the three kinds of attacks
cannot be resisted.

Table 1. Attack mode

RA Replay Attacks

SCA Side Channel Attack

U2L Remote illegal user access attack

DDoS Distributed Denial of Service Attack

Fig. 2. Three methods to defend against attacks

The results of the above three authentication methods after simulating the attack are
shown in Fig. 2. It can be seen from the figure that the method in this paper has been
subjected to 50 attacks from anti-replay attacks, side-channel attacks, remote illegal user
access attacks, and distributed denial of service attacks. The fingerprint authentication
system design and biometric authentication based on the use of PKI are less than 3
times, mainly because this paper uses a neural network to extract the user’s unique
voiceprint feature and combine it with the identity to generate the user’s public and
private keys. Update according to the user’s voiceprint dynamic changes. It can be
shown that compared with the traditional single identity authentication, the method in
this paper greatly improves the security of mobile terminal identity authentication.

4.3 Complexity

For the space cost, we choose to use the number of users as a variable to test the system
space cost. The efficiency of the method in this paper is verified by comparing the two
methods of literature [18] and literature [19]. The test result is shown in Fig. 3. From
the analysis of the above figure, it can be seen that the space overhead of the method in
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this paper is significantly lower than that of the fingerprint authentication system design
based on PKI and the biometric authentication based on the use of PKI. as the number of
users increases, the space overhead of themethod in this paper increases slowly,while the
latter two increase at a relatively high rate. The comparison shows that the space overhead
of themethod in this paper is significantly reduced compared with the traditional identity
authentication based on the PKI system, and the efficiency of identity authentication is
improved. For the time complexity, the average time consumption shown in Table 2 is
obtained by encrypting and decrypting information of different lengths 20 times.

Fig. 3. The space overhead of the three methods with the number of users

Table 2. The average time consumption of encryption and decryption

Lm/B tencry/s tdecry/s

64 0.062 0.350

128 0.073 0.582

256 0.090 0.638

512 0.136 0.794

Lm represents the length of information in Bytes, tencry represents the average time
consumptionof encryption, and tdecry represents the average timeconsumptionof decryp-
tion verification. It can be seen from the experimental data that the method in this paper
is more efficient.

5 Conclusion

This paper mainly studied a mobile terminal identity authentication method based on ID
passwords. It used a mobile terminal to collect user voice to establish an identity vector
voiceprint model, extract features and add identity to generate a user ID, and generate a
corresponding identity password system to complete user Registration; firstly judge user
legitimacy based on voice recognition to prevent illegal user intrusion during authen-
tication, and then encrypt and decrypt data based on identity password combined with
symmetric encryption algorithm AES to achieve terminal identity authentication. Com-
pared with other methods of the same type, the method effectively improved the security
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of the power mobile Internet identity authentication process and had the advantages of
low cost and high efficiency.
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Abstract. Information processing in the era of big data is inseparable from the
effective support of scientific computing. Complex scientific computing requires
cloud computing to provide computing resources. One of the core foundations of
Cloud computing is secure and reliable remote access technology. Users often log
in to the remote server for scientific calculation. However, when users log in with
public key, the steps are cumbersome. Therefore, this project develops a secure
shell remote access information system for virtualized computing environment,
which is called SSHRA for short. The system enables users to log in to the remote
server more conveniently. The system can generate the corresponding certificate
according to the public key provided by the user. Users use certificates for remote
login. Users can obtain certificates through web or email. In addition, this system
also designs an intelligent connection between multi hop servers. The system
improves the security of remote login by limiting the IP, validity and available
commands of the certificate. After users log in to the remote server with the
certificate provided by the system, they can use commands to perform related
operations. The system is developed based on open source software, so it has
good scalability.

Keywords: Cloud computing · Scientific computing · Secure shell · Remote
access · SSH certificate

1 Introduction

Scientific computing plays an important role in complex numerical calculation. In the
era of big data, with the improvement of computing complexity, ordinary computing
resources are difficult to meet the needs of complex computing. Whether it is high-
performance computing based on bottom optimization or supercomputing based on
remote services, it is inseparable from the support of scientific computing.

Cloud computing provides large-scale computing resources [1–3] for scientific com-
puting. The rapid development of cloud computing reflects the increasing change of the
information age. Mining valuable information from massive data has become more
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challenging. In order to give full play to the ability of cloud computing, more and more
institutions begin to vigorously build the infrastructure of cloud services. However, the
information security and privacy becomes a challenge problem [4–6].

Remote login using secure shell [7] technology is one of the important ways for
users to access cloud computing resources. Most users log in directly with a password
when connecting to a remote server. When setting passwords, users tend to use simple
passwords. Simple passwords are easy to crack. In addition, some users use public key
to log in, but when too many remote servers need to be connected, it is difficult for users
to effectively manage the public key.

In view of the above problems, this project develops a Secure SHell Remote Access
(SSHRA) information system for virtualized computing environment. Users log in by
means of certificates in this system. Certificates are easy to manage and secure. On the
one hand, the validity period of the certificate is limited, so the certificate is easy to
manage. On the other hand, the certificate only takes effect for a specific IP, so the data
of the remote server will not be disclosed. The system designs two ways for users to
obtain certificates. One is to apply for certificates by web and the other is to apply for
certificates by email. The system designs two kinds of certificates, one is the certificate
that people perform relevant operations, and the other is the certificate that machines
perform relevant operations.

In addition, the system creatively solves the problem of remote login of Internet
users by means of multi hop login. In this system, network users can access the remote
server by multi hop login. When network users log in with certificates, they first log in
to the intermediate proxy server locally, and then log in to the target server from the
intermediate proxy server.

The remainder of this paper is organized as follows. In Sect. 2, we introduce the work
related to this paper. In Sect. 3, we introduce the overall architecture of SSHRA system.
In Sect. 4, we introduce the core services of certificate signing. In Sect. 5, we introduce
the certificate application service based on web. In Sect. 6, we introduce the certificate
application service based on email. In Sect. 7, we introduce the system deployment and
application. In Sect. 8,we conclude this paper.

2 Related Work

Aiming at the defect in SSH authentication process, Wendlandt et al. proposed a method
to realize server authentication through time and space redundancy [8]. Oauth supports
native restful style APIs [9] and JWT (JSON web token) [10] tokens. Proctor et al.
proposed time-based one-time password (TOTP) [11] by combining one-time password
and centralized public key authentication. OpenSSH certificate and LDAP based central-
ized public key management [12] are some solutions to the above problems. Extended
Network Allocation Vector (ENAV) scheme recovers a significant portion of the lost
throughput [13]. Qiu et al. proposed the selective encryption approach on ECG [14] data
in body sensor network. Furthermore, they had studied the privacy-preserving wire-
less communications problem through bipartite matching to support applications with
real-time constraints [15].

Andrew et al. found that more than 65% of SSH servers allow password authen-
tication [16]. Gao et al. realized the token authentication function of SSH through a
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plug-in, and the token can be signed and issued by multiple authentication centers [17].
As part of the grid security infrastructure (GSI) [18], X.509 proxy certificates [19] can
also be used for identity authentication. GLOBUS AUTH [20] secure shell provides a
pluggable authentication module (PAM), which uses SCITOKEN-CPP library [21] for
authentication. For many organizations, they can use GLOBUS AUTH Service [22] for
identity authentication.

The above methods mainly focus on the login process between client and server, and
do not discuss the jump login between multiple servers. In the authentication process,
these articles focus on password or public key authentication. Therefore, this paper
discusses the secure login of multiple springboard machines and certificates.

3 Overall Architecture

The overall architecture is illustrated in Fig. 1. The overall architecture of the system is
divided into three layers: client layer, server layer and infrastructure layer.

Fig. 1. Overall architecture

The introduction of the client layer is as follows. In the client layer, there are two
main parts. The first part is the browser module, and the second part is the email module.
The main function of the browser module is to obtain client information, public key
and certificate type. The purpose of obtaining client information is to obtain a unique IP
address, which can prevent a third party from maliciously stealing a certificate. Public
key is obtained to generate corresponding certificate. The certificate type is obtained to
distinguish whether certificate serves people or machines. The email module includes
email content, public key and email attachment. E-mail content limits the body format
of the message. Public key is used to generate the corresponding certificate. Email
attachment contains other information such as IP address.

The server layer is described below. In the server layer, there are three main services:
certificate generation, certificate application service based on web and certificate appli-
cation service based on email. Parameter setting is required before certificate generation.
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After the certificate is generated, template configuration files will be generated. The cer-
tificate application service based on web includes input unit, web server and displaying
unit. Users enter their own IP address and public key in input unit. Web server will
obtain the certificate after a series of operations. Displaying unit responds the obtained
certificate information to the user. The certificate application service based on email
includes sending email module and response email module. The sending email module
obtains the certificate by calling the relevant script. The response email module returns
the obtained certificate to the user.

The infrastructure layer is described below. The infrastructure layer consists of two
parts: open source software and hardware. Open source software includes OpenSSH,
MobaXterm andDatabase. Hardware includes client host, proxy server and target server.
Client host is the user’s local computer. Proxy server is used to act as a springboard during
the login process of network users. Target server is the server that the user will eventually
log in to. These open source software and hardware make the system easier to develop
and maintain.

4 The Core Services of Certificate Signing

Fig. 2. The core services of certificate signing

The core services of certificate signing are illustrated in Fig. 2. Before generating a
certificate, the certificate authority (CA) needs to obtain some input information, includ-
ing client, PC and sever. After obtaining the input information, the certificate authority
(CA) will generate certificate and configuration files.

The input information is described in detail below. The email information of the
client module can be used to uniquely identify a specific user, so as to avoid the problem
of user name duplication. The role of the client module is used to distinguish different
identities of different users, and users with different identities have different manage-
ment permissions. The public key information and IP information of the PC module
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are important components of the certificate. Different public keys will generate differ-
ent certificates. Different IP will generate different certificates accordingly. The server
module contains the name and port number of the server. It is essential for user to login
in the server.

The generation of certificates by a certification authority (CA) is described below.
CertificateAuthority (CA)generates certificates according to certain rules. Thegenerated
certificates are divided into two types: one is the certificate serving the machine, and
the other is the certificate serving the human. The certificate serving the machine has
fewer available commands, which is to reduce the risk of errors in the running process
of the code robot. Certificates serving machines have a longer validity period because
code robots generally do not need to replace certificates over a long period of time. The
certificate serving themachine has a restricted IP.Only a specific IP can use the certificate
for remote login. The certificate serving people has more available commands, which
is to facilitate users to perform a variety of operations on the remote server. Certificates
serving people have shorter validity, which is to reduce the number of certificates that
are idle for a long time. The certificate serving people has a restricted IP. Only a specific
IP can use the certificate for remote login.

The available commands for certificates are described below. After successfully
logging in to the remote server with a certificate, not all commands can be used, and
some unauthorized commands cannot be used. Becausewhen the certificate is generated,
it specifies that some commands can be used after login, and other commands cannot be
used after login.

The validity period of the certificate is described below. The validity period of a
certificate refers to the time range from generation to destruction. Within the validity
period of the certificate, users can use the certificate for remote login. Beyond the validity
range of the certificate, users cannot log in using the certificate.

The restricted IP addresses of certificates are described below. Each certificate can
only be used by a unique IP address. Only this unique IP can use this certificate for remote
login. If other IP can log in remotely using this certificate, then when this certificate is
stolen by a third party, the third party can log in using this certificate. At this time, the
third party has the opportunity to tamper with the data of the remote server and steal the
computing resources of the remote server.

The configuration file generated by the certificate authority (CA) is described below.
The configuration file mainly includes the configuration file of the intermediate proxy
server and the configuration file of the target server. Various parameters of multi hop
forwarding login mode are set in the configuration file of the intermediate proxy server.
In the configuration file of the target server, various parameters of the target server that
the user needs to log in are set.

The configuration file of intermediate proxy server is described below. The config-
uration file of intermediate proxy server contains information such as host name, port
number and proxy command. The system uses an intermediate proxy server to act as
a springboard machine, and network users realize multi hop forwarding login through
springboard machine. The number of springboard machines can be one or more.

The configuration file of the target server is described below. The configuration file
of the target server contains information such as host name and user list. The host name
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is the name of the target server. The user list records the mailbox of the user who has
permission to log in to the target server.

5 Certificate Application Service Based on Web

Fig. 3. Certificate application service based on web

The certificate application service based on web is illustrated in Fig. 3. Web based
certificate application services include web page, web server and certificate authority.
Web page contains two units, one is input unit and the other is displaying unit.Web server
plays a connecting role. The function of certificate authority is to generate certificates
and configuration files.

Input unit of web page is described as follows. In the input unit of the web page, the
user first clicks the fill in button at the input page, and then the input box will pop up.
The user enters public key and validity time in the input box, and then clicks the upload
button. At this time, if a dialog box for successful submission appears on the web page,
it means that the web server has successfully received the request. After the above series
of operations, the page will refresh automatically.

The request phase of web server is described below. After the web server receives
the input unit information, the web server will process the information. Then, the web
server sends requests such as public key and validity time to the CA. The data format is
JSON.

The phase of certificate authority is described below. After the certificate authority
receives the information from the web server, the CA will call the relevant script to gen-
erate the corresponding certificate and configuration files. Then, the certificate authority
will respond the generated certificate and configuration file to web server.
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The response phase of web server is described below. Web server responds received
certificate and configuration file to displaying unit of web page. At the same time,
certificate and its restriction information will be stored in the MYSQL database. This
will not only help the system maintenance personnel to manage certificate, but also
facilitate the web page to display the certificate and its restriction information.

The phase of displaying unit of web page is described as follows. After the displaying
unit of the web page receives the certificate and configuration file responded by the web
server, the relevant information of the certificate will be displayed on the web page,
including the certificate, the restricted IP of the certificate, the validity period of the
certificate and the available commands of the certificate.

6 Certificate Application Service Based on Email

Fig. 4. Certificate application service based on email

In addition to applying for certificates based on web, users can also apply for certifi-
cates based on email. The certificate application service based on email is illustrated in
Fig. 4. The email based certificate application service includes email user, email server,
email service and certificate authority. Email user will involve two emails, one is to send
the requested email and the other is to receive the response email. Email server plays the
role of forwarding email in themiddle. Email service plays the role of forwarding request
and response in the middle. The certificate authority is used to generate certificates and
related configuration files.

The phase of sending email of user is described as follows. The email user first sends
a request email to the email server. In sending email, the format of email is fixed. The
request message includes server information and body content. Server information refers
to the information of the target server that the user needs to log in. The text includes
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public key information, the validity period of the certificate required by the user and the
available commands.

The phase of email server is described below. After receiving the request email from
the user, the email server will forward the request email to the email service. The email
is sent in the form of SMTP, which has high security.

The phase of email service is described below. After receiving the request from the
email server, the email service will forward the request to the certificate authority. Email
service is not only fully functional, but also easy to operate.

The phase of certificate authority is described below.After receiving the request from
email service, certificate authority will generate the certificate and related configuration
files. The certificate authority will respond the generated certificate and configuration file
to email service. Then, the email service will respond the certificate and configuration
file to the email server.

The phase of response email of user is described below. Response email contains
certificates and related configuration files. Email users will receive not only the certifi-
cate, but also the IP restriction information, validity restriction information and available
command restriction information of the certificate.

7 System Deployment and Application

Fig. 5. System deployment and application

System deployment and application are illustrated in Fig. 5. This part includes two
modules: system deployment and application. The system deployment module intro-
duces the deployment of web system and proxy server. The application module includes
certificate login, command line operation, port forwarding and file transfer. The deploy-
ment process is a prerequisite for the normal use of the system. After logging in with a
certificate, users can implement many applications.

The deployment of web system is as follows. The system uses JQuery and BootStrap
to design the front-end page. The system uses Ajax to send requests. The sending type is
post and the data format is JSON. The system is developed by means of micro service.
The database of this system is implemented by MySQL.

The proxy server is deployed as follows. A configuration filewill be generated during
deployment, which records the connection relationship between previous proxy server
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and next proxy server. Users only need to fill in the user name and password when
logging in to the first proxy server. Each account in the proxy server corresponds to a
unique principal, which can prevent users from having duplicate names.

The phase of using certificate to login is as follows. Users can log in to the remote
server using a certificate. At first, the certificate is submitted to the first proxy server.
After the certificate is verified by the first proxy server, the certificate will be submitted
to the next proxy server. Until the certificate is verified by the target server, it means that
the user successfully logs in to the target server.

The user can use commands to perform related operations. After the user successfully
logs in to the target server, a series of command line related operations can be performed.
User can view the CPU andmemory usage of the remote server. The user can execute the
PING command to check whether the network connection between the virtual machine
and the server is smooth.

The user can implement the file transfer function. After the user successfully logs in
to the target server, the user can use SCP command to copy files. This process is safe and
reliable. Users can transfer SFTP files, and the data will not be leaked in the process of
file transfer. For lightweight files, users can use LSFTP to transfer them, and the process
also has good confidentiality.

The user can apply port forwarding technology. After the user successfully logs in
to the target server, port forwarding technology can be applied. When host1 and host3
are not directly connected but need to communicate, host2 can be selected as a transfer
station for communication.

8 Conclusion

This project develops a secure shell remote access information system (SSHRA) for
virtualized computing environment. Through this system, users can obtain certificates
in two ways: one is to apply for certificates based on web, and the other is to apply for
certificates based on email. And this system supports the mode of multi hop login. Users
can log in to one or more proxy servers with certificates, and then log in to the target
server. The system not only facilitates users to obtain certificates, but also facilitates
system maintenance personnel to manage certificates. Because the certificate generated
by the system has the double restrictions of IP and validity, the systemmakes the process
of users logging in to the remote server more secure and reliable. The system works
well in our small-scale experimental environment. In the future, the system will further
enhance the operation ability under large-scale server clusters, making the performance
of the system more excellent under greater load.
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Abstract. Botnets are the most commonly used mechanisms for cur-
rent cyberattacks such as DDoS, ransomware, email spamming, phishing
data, etc. Botnets deploy the Domain Generation Algorithm (DGA) to
conceal domain names of Command & Control (C&C) servers by gen-
erating several fake domain names. A sophisticated DGA can circum-
vent the traditional detection methods and successfully communicate
with the C&C. Several detection methods like DNS sinkhole, DNS fil-
tering and DNS logs analysis have been intensively studied to neutralize
DGA. However, these methods have a high noise rate and require a
massive amount of computational resources. To tackle this issue, several
researchers leveraged Machine learning (ML) and Deep Learning (DL)
algorithms to develop lightweight and cost-effective detection methods.
The purpose of this paper is to investigate and evaluate the DGA detec-
tion methods based on ML/DL published in the last three years. After
analyzing the relevant literature strengths and limitations, we conclude
that low detection speed, encrypted DNS sensitivity, data imbalance sen-
sitivity, and low detection accuracy with variant or unknown DGA are
most likely the current research trends and opportunities. As far as we
know, this survey is the first of its kind to discuss DGA detection tech-
niques based on ML/DL in-depth, as well as analysis of their limitations
and future trends.
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1 Introduction

Current consumer devices are equipped with the ability to connect to the Inter-
net, which influences an increased use of the Internet in all spheres of modern life
[1,2], making the world more productive and interactive [3,4]. However, it also
increases its fragility by reinforcing reliance on internet-based technologies that
might not be entirely secure or safe. Malware and botnets are modern cyberse-
curity concepts that have recently gained a lot of attention [5,6]. A botnet is
a network of malware-infected devices known as bots, remotely controlled by a
botmaster to carry out a variety of harmful activities, such as sending spam,
launching Distributed Denial of Service (DDoS) attacks, and so on.

Botnet infrastructures are distinct from any other types of present-day
cyberattacks in that they rely on setting up communication channels to get
updates and send feed-backs to their botmasters. According to McAfee Enter-
prise Research [7], the United States, India, Australia, were the countries’ most
vulnerable to cyber-attacks in the second quarter of 2021. The most targeted
industries are financial services, healthcare, manufacturing, and retail. According
to PurpleSec’s statistical report [8], cyber-attacks are estimated to cost $6 tril-
lion annually by 2021 raising the challenge to find more robust and secure secu-
rity solutions. Furthermore, typical security solutions that identify bot-malware
based on pattern matching, hash matching, heuristic analysis, or behavior anal-
ysis are unable to detect around 45% of current malware [9].

The Domain Name System (DNS) assigns IP addresses to domain names and
vise versa. Dynamic DNS is a technique of automatically updating a name server
in the DNS with a domain name and ever-changing IP addresses. Cybercrim-
inals, on the other hand, use this service to keep the communication channels
between Command and Control (C&C) and the botnet running by using ran-
domly generated domain names in the bot malware [10].

Domain Generation Algorithm (DGA) is a covert communication mecha-
nism used by botnet to hide C&C domain names and communicate with them
by generating numerous Algorithmically Generated Domains (AGD) based on
a specific seed value. Bots then use AGDs to resolve C&C domain names by
sending multiple DNS traffic until it finds the IP address of the matching C&C
server. To ensure a successful communication, the bot-master legitimately reg-
isters a few C&C domains upfront using the same seed value embedded in the
bot malware [11].

Network-based botnet detection methods are mainly categorized into four
types namely, signature-based detection, network-based detection, DNS-based
detection, and mining-based detection [12]. Since DGA is a DNS-based tech-
nique, this paper proposes a botnet detection systematic study with a focus on
DGA-based detection methods and corresponding mitigation mechanisms based
on the recent proposed Machine Learning (ML) and Deep Learning (DL) algo-
rithms and analyzes their strengths, limitations, and research opportunities. An
overview of botnet architectures, life cycle, and communication channels are also
discussed.
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The layout of this survey is organized as follows: Sect. 2 provides the rel-
evant literature and botnet mechanism. Section 2.2 illustrates DGA detection
approaches based on ML and DL algorithms. Section 3 presents the challenges
and opportunities. Finally, Sect. 4 concludes this survey.

2 Background and Botnet Mechanism

2.1 Botnet Mechanism

A botnet is a collection of infected end-hosts known as bots controlled by attack-
ers or botmasters that triggers via the spread of malware to unknown victims
using any propagation methods, such as removable devices, phishing emails and
malicious websites, etc. Botnets range in size from few thousand to millions of
bots. In this section, we go over the botnet life-cycle, architectures, and commu-
nication channels.

Botnet Life-Cycle. Botnets typically follow a five-stage life-cycle, includ-
ing propagation, rally, Command & Control (C&C), execution, and mainte-
nance [12–14]. Propagation refers to the dissemination of bot malware via the
network [4]. The behavior of bots in resolving the C&C locations and resources
is referred as Rally. The botmaster issues commands or instructions to the bot
army at C&C stage, allowing them to carry out malicious tasks in the execution
stage. Finally, in the maintenance stage, bots are periodically upgraded to evade
the latest detection techniques and keep active all the time.

Botnet Architectures. Based on communication topology, botnet architec-
tures are categorized into centralized, decentralized, or hybrid [15] Centralized
architecture is a client-server approach, which includes a C&C central control
over the bots using the Internet Relay Chat (IRC) or Hypertext Transfer Pro-
tocol (HTTP). Distributed architecture is a decentralized P2P (peer-to-peer)
scheme [16]. Any node may simultaneously operate as a client and a server where
the connection process is preserved independently. With this architecture, botnet
activities are difficult to detect since there is no central point in the network.
A botnet with a hybrid architecture has both a centralized and decentralized
architecture [17,18]. This concept is more challenging and often consists of an
overall centralized architecture with a partial P2P.

Botnet Command and Control Channels. Communication channels are
usually categorized into classical and modern C&C channels [14]. Classic C&C
channels are primarily implemented through IRC, HTTP, and P2P proto-
cols [19]. Modern C&C channels are divided into diversified platforms and covert
communications. Cloud platforms, social networking sites, and block-chains are
examples of diverse platforms. Covert communication means that the commu-
nication between C&C and botnets is concealed utilizing encryption, compres-
sion, obfuscation, and information stenography. Figure 1 shows the entire botnet
mechanism.
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Fig. 1. Botnet mechanism.

2.2 DGA Classification Methods

In DGA detection, classical methods like DNS sinkhole, DNS filtering and DNS
logs analysis are computationally expensive and inelastic in detecting malicious
activities. Here is where machine learning (ML) techniques can show their value,
improving higher detection rates and accuracy [17]. In this section, we discuss
the recent proposed Machine/Deep Learning based DGA detection approaches.

Traditional Machine Learning Based Approaches. ML predicts the out-
comes accurately without explicit programming. ML is based on human-defined
features such as entropy, side information, linguistic and lexical attributes. N.F
Ghalati et al. [20] proposed a static domain and URLs semantic features based
Random Forest (RF) to identify malicious domains. The authors utilized black-
list features, lexical features and host-based features with N-gram technique. R.
Sivaguru et al. [21] proposed a B-RF and LSTM feature extraction DGA detec-
tion method using side information and lexical features instead of domain names.
The results showed that the utilization of such features improved the robustness
of adversarial attacks detection as well. However, side information and B-RF are
computationally expensive in the real-time.

KSDom [22] is a DGA detection approach based on k-means and SMOTE for
imbalanced data processing, and CatBoost algorithm to classify domain names as
benign or malicious. KSDom achieved a good accuracy with imbalanced dataset.
Sun et al. [23] created DeepDom based on Graph Convolutional Network (GCN).
DeepDom utilizes a Heterogeneous Information Network (HIN) model to auto-
matically extracts complex semantics created in DNS, which makes it difficult
for attackers to evade. Then, design SHetGCN classifier to inductively classify
domain nodes in the HIN. DeepDom can detect malicious domains with only
direct or indirect relations with others.

Almashhdani et al. [11] proposed a ML detection system for early detection
of malicious domains by using easy-to-compute and language-independent fea-
tures. The results showed a high accuracy and low False rate. A. Soleymani et
al. [24] proposed a DGA detection model based on various ML classifiers. This
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model uses N-gram and PCA to extract statistical features from the network
traffic based on a text-mining. J. Zhu et al. [25] combined the traditional SVM
algorithm with self-feedback learning called F-SVM to solve the high-cost prob-
lem when updating models keeping high detection accuracy and precision and
making it suitable for real time detection. However, true negative rates were not
counted in the real time (Table 1).

Table 1. Summary of Binary DGA detection Methods based on ML: Model Complex-
ity (Mod.C), Expensive Computations (Exp.C), Data Imbalance Sensitivity (D.I.S),
Encrypted DNS Sensitivity (DNS.S), overfitting (O.F), language dependent features
(L.D.F), Network Traffic Features (N.T.F), run in Real Time (R.T). supported (�),
not supported (×).
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[11] DT, NB, SVM, KNN × × Acc = 98.0% × × � � × ×
[20] RF, NB, LR × � AccRF = 96.78%

AccLR = 92.32%
AccNB = 87.63%

× × � � × ×

[21] B-RF and LSTM, n-gram � � AccAUC = 99.17% × × � � � �
[22] K-means, Smote and

CatBoost
� � Acc = 98.42% � × � � � ×

[23] GCN � × Acc = 97.91% × × � × � ×
[24] DT, SVM, RF and LR × � AccDT = 98.0%

AccSVM = 96.0%
AccRF = 99.0%
AccLR = 93.0%

× × � � � ×

[25] Feedback SVM � � AccPrecision = 99.2%
AccRecall = 98.1%

× × � � � �

Deep Learning Based Approaches. Deep learning is a subset of machine
learning. Unlike ML, DL uses multiple layers to implicitly extract higher-level
features from raw inputs without human intervention or feature engineering. DL
algorithms has surpassed the traditional machine learning algorithms in various
fields, including cyber-security and natural language processing (NLP) [26].

Convolution Neural Networks (CNN). CNN extracts local and positional infor-
mation from the domain name string using filters and pooling layers. C. Xu et
al. [27] developed a combined N-gram and CNN DGA classifier. This classifier
was trained on DGArchive dataset [28] and evaluated on self-collected samples
in the real-time. Experiments showed high accuracy and TPR. R. Vinayakumar
et al. [29] proposed a binary DGA classifier to classify domain names by the
implicitly extracted statistical features using a CNN-LSTM hybrid model on a
self-collected dataset. The results showed high accuracy and low FPR compared
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to classical ML algorithms. Highnam et al. [30] introduced ’Bilbo’, a CNN and
LSTM hybrid architecture used for DGA detection. Bilbo was first trained and
evaluated on DGArchive [28] and Alexa [31] using three DGA families before
being deployed in real time. Bilbo was able to efficiently classify DGAs used by
ad networks and other applications with good accuracy and a low FPR.

Recurrent Neural Networks (RNN). Since RNN can remember its last input, so
it is an ideal solution to handle sequential data issues. H. Shahzad et al. [32]
proposed a DGA classifier based on RNN architectures: LSTM, BiLSTM, and
GRU. These architectures were applied at the same level to learn the important
combination of letters that differentiate DGA from non-DGA domains. This
model was trained on Alexa [31], CISCO [33] and OSINT [34]. Although results
showed a good performance, the model is still suffering from time-consuming,
data imbalance, and high FPR. R. Vinayakumar et al. [35] proposed a tow-
level botnet detection system at the DNS application layer. The former level
was the Siamese network that was applied to estimate the similarity measures
of DNS queries. The latter level was constructed using LSTM and RNN for
categorizing benign and malicious domain names. This framework achieved a
slice of improvement in terms of F1 and speed. J. Namgung et al. [36] developed
a DGA detection model based on bidirectional LSTM (BiLSTM) and CNN. As
opposed to LSTM, BiLSTM learns bidirectional information. The results showed
that the ensemble BiLSTM and CNN model outperformed single LSTM or single
CNN. However, BiLSTM is slower than either LSTM or CNN (Table 2).

Table 2. Summary of DGA detection based on DL: Parallel Processing (P.Proc),
Expensive Computation (Exp.C), Multi-classification (Multi. C), Binary Classifica-
tion (Bin.C), max domain name length (Nmax), Data Imbalance Sensitivity (D.I.S),
Encrypted DNS Sensitivity (DNS.S), Real Time (R.T), supporting (�), not supporting
(×), not available (⊗).

P
a
p
er

Algorithm P
.P

ro
.

Iter. E
x
p
.C

B
in

.C

M
u
lt

i.
C

Accuracy (Acc) D
.I
.S

D
N

S
.S

R
.
T

N
(m

a
x
)

[27] CNN × 20 � � × Acc = 96.23% ⊗ × � 64

[29] CNN and LSTM × 30 � � × Acc = 97.60% × × × ⊗
[30] LSTM and CNN � 10 × 3 � � � Accbinary = 96%

Accmulti = 65%
⊗ × × ⊗

[32] RNN, LSTM, GRU × 15 × � × Acc = 87% × × × ⊗
[35] LSTM and RNN × ⊗ × � � Acc = 78.80% ⊗ × � 50

[36] BiLSTM,
At-tention and
CNN

× 10 � � � Acc = 96.84% × × � ⊗
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3 Research Challenges and Opportunities

3.1 Low Speed Rates

High-speed rates are required for real-time applications. The various proposed
detection methods frequently yield to high performance in the offline; however, it
is still too computationally expensive in real-time due to the use of either sequen-
tial processing algorithms like RNN and LSTM or feature extraction techniques
like n-grams and sandbox. Furthermore, botnets typically generate a huge num-
ber of pseudo-random domain names before connecting to the corresponding
server, making analyzing these domain names a time-consuming job [29]. For
later real-time enhancement, employing specific hardware accelerators and par-
alleling or distributing the input sequence over the available GPUs might improve
cost-effective detection methods. Additionally, using byte-level representations
techniques instead of characters pairing techniques will reduce computations and
enhance the model’s real-time performance [37].

3.2 Data Imbalance Sensitivity

Data imbalance occurs when one or more classes in the data have unusually
low proportions in comparison to the other classes. ML-based DGA detection
methods usually derive a decision on the input based on the data provided dur-
ing the training phase, where this data is roughly balanced between benign and
malicious domains. However, in the real-world internet, the number of benign
domains far outnumbers malicious domains, resulting in a severe data imbalance
problem that often increases the false positives and causes a huge drop in the
prediction performance especially in real time environments [38]. There are sev-
eral proven data imbalance techniques for handling text-related data imbalance
issues including oversampling, under sampling, SMOTE, WEMOTE, and cost
sensitive learning. Thus, addressing data imbalance problems when designing
later DGA detection methods would probably maintain the high performance of
classifiers in real time environments, making them more stable and robust [39].

3.3 Low Detection Accuracy

DGA detection is challenging due to the number of new developed DGA algo-
rithms, constantly evolving malware families, and the increasing complexity of
existing algorithms. Most of proposed detection methods are built upon the
known DGA properties and these methods usually perform well on their vari-
ous testing sets but their performance suffers when attempting to generalize to
new DGA families or new versions of previously seen families when deployed to
the real-time environment [30]. Future improvements will include the continued
reduction of false positive rates and application the advanced NLP techniques
such as transformers, and byte-level tokenization [37,40]. One method to reduce
FPR would be to add a generative model layer to determine if the input domain
has seen before or not. Applicable NLP techniques evaluate the chance of words
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being collocated to identify anomalous sub-word occurrences in domains. This
might be effective for DGA detection; however, it is strongly reliant on the cor-
pus for parsing out words and accumulating preliminary collocation information
in order to grasp what is normal.

3.4 Encrypted DNS Sensitivity

The DNS traffic is unencrypted and thus does not protect user’s privacy and
authentication. This feature has been negatively used by adversaries to trigger
and covert different types of attacks, and by considering the same feature, the
methods of detecting these attacks are designed assuming transparency of DNS
traffic in real time [41]. Different DNS encryption protocols, such as DNSCrypt
and DNS over HTTP/TLS/DTLS, have recently been implemented by major
DNS servers, including Google and Mozilla, to provide end-users with confiden-
tiality and privacy. Implementing such encrypted protocols will improve security,
but will also reduce the performance of current detection methods based on the
DNS transparency assumption, opening new research opportunities for analyz-
ing the encrypted DNS traffic. Several studies have started to focus on this issue
and propose novel privacy disclosure detection methods [41–43]. However, they
are not effective enough for detection malicious domains. As far as we know,
investigating issues caused by encrypted DNS is a point of focus for more robust
applications in the future.

4 Conclusion

Domain Generation Algorithms (DGA) have played an essential role in most
cyber attacks in recent years, facilitating the interaction between attackers and
hijacked devices. Attackers have applied the DGA to mask communication chan-
nels in DNS traffic and circumvent detection. Traditional DGA detection tech-
niques such as DNS sinkhole, DNS filtering and DNS logs analysis require a
huge amount of computational resources in the real-time context. To address
this issue, security experts have utilized ML/DL algorithms to detect malicious
domains created by DGA using statistical and lexical features of domain name
strings. In this survey, we analyzed several proposed ML/DL DGA detection
solutions during the past three years to understand their strengths and limita-
tions, as well as highlighted current challenges and promising research directions.
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Abstract. In the process of open science and Open research, scientific
software affects all aspects of scientific research. Open-source scientific
software is a cost-effective solution for many universities and research
institutions. By exploring the ecological model of scientific software,
this paper puts forward a design scheme of a safe and controllable sup-
port platform of open-source scientific software through putting the core
mechanism of “sharing” and “continuous evaluation” into effect. China
Science and technology has made breakthroughs from the four levels
of theory and technology, support platform, ecosystem and operation
system, and created a proven scientific software ecosystem based on
the design scheme, including the service mode of “four platforms and
one competition”. The progress of research transparency in scientific
research and gradual maturity of scientific software promote the cooper-
ation between community developers. In the course of constructing the
scientific open-source ecology, open-source culture has been integrated
into scientific researches, continuously gathering excellent open-source
scientific software, and gradually creating a favorable environment for
scientific research talents. It can not only actively promote the break-
through of technological monopoly and improve the talent training strat-
egy of independent innovation, but also benefit the public and promote
the progress of innovation ability of the whole society.

Keywords: Open research · Open science · Software platform · Open
source · Software ecology

1 Introduction

Recent years have witness a spurt of progress in the dissemination of open-
source software. The sharing and popularization of open-source software could
benefit the progress of scientific research. For researchers who code, open-source
software is available to become the cornerstone of further customizable and flex-
ible secondary developments with visible source code. However, the discovery
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of scientific software often faces challenges, and even becomes a time-consuming
progress for researchers. Specifically, a valuable code repository which not results
in the authorship of a research paper and accompanying citations, there is little
way to measure its impact [1]. Therefore, software platforms rapidly emerge and
become a common solution so as to achieve cost reduction and efficiency opti-
mization, which also impels the iteration of open-source software [2]. A functional
software platform could enable developers in the same field to acquire desirable
open-source software or toolkit based on similar demands, which has a natural
advantage to develop a matching ecosystem for Co-Development around avail-
able resources. At present, many open source communities are established by
the internet enterprise, such as GitHub and Gitee, but there are few open source
communities and ecosystems for researchers and scientists to promote discov-
ery science. Aforementioned communities allow all kinds of code work could be
published, however, software under different levels of quality are intermingled,
which exacerbates the degree of confusion while searching.

As a scientific methodology which emphasizes analysis of large volumes of
experimental data with the goal of finding new patterns or correlations, research
projects of discovery science are leading formations of new hypotheses and pro-
moting the technological advancement [3]. Scientific software and tools are widely
used in discovery science, with applications ranging from modeling, scientific
computing and numerical simulation [4]. The continuing development of novel
software has huge potential to assist researchers polish their work and outcomes.
These advances require ever aggregation and management of emerging but reli-
able resources. Therefore, we create the Sci-Base ecology, which consists of mul-
tiple sub-platforms for scientific software and a series of events. Researchers are
able to acquire resources with different dimensions: scientific software, cutting-
edge methods and even code snippets. Sci-Base is a secure software sharing plat-
form that facilitates and simplifies the process of accessing reliable software and
tools for research towards discover science. We mainly make the following contri-
butions: Sci-Base has been established as a combination of four sub-platforms,
including the Software Aggregation Platform, Open-source Community, a multi-
institution collaboration tool: CSThub Code Hosting Platform, and the Expert
Platform.

– Open-source Community: Build a systematic scientific software community
and open source ecology for scientific discovery.

– Software Aggregation Platform: The Scientific Software Fusion Platform pro-
vides researchers with a way to quickly retrieve software in various fields,
including commercial software, open source software and self-developed soft-
ware.

– CSThub Code Hosting Platform: Provide users with code management and
hosting mode under scientific research process, which helps efficient scientific
research.

– Expert Platform: The Scientific Software Open-Source Community provides
scientists with the source code of various scientific software, which can quickly
obtain inspiration on the basis of other research groups.
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The Sci-Base platform has general applicability for various of popular areas of
discovery science including material science, protein science, astronomy, oceanog-
raphy, etc., and could be adapted to benefit interdisciplinary research projects.

In this article, we present the overall architecture of Sci-Base, followed by a
detailed description of each sub-platform and how they are connected in a unified
ecology. Next, we record one Open-source Software Competition as a typical use
case. Finally, conclusions are given as well as our future prospects.

2 Architecture

The Sci-Base focuses on solving the construction and development of scien-
tific software application and sharing ecosystem, and provides shared software
resource cloud services in public and discipline fields. It has made breakthroughs
from four aspects: theory, platform, ecosystem and operation mode, helping to
form a complete scientific software ecology. Generally speaking, researchers enter
the Sci-Base from the Software Aggregation Platform and login with the science
cloud pass check. The standard interface specification will provide RESTFul
APIs for the capability output of software resources. Better yet, if the software
is published according to the steps in guidelines, the software will automatically
run on the docker based cluster and provide cloud services for other users. The
upper service establishes a full pedigree and multi link scientific open ecosystem
through ”four platforms and one competition”.The construction of Sci-Base is
implemented from three aspects: infrastructure and operating environment, com-
munity content control and technical kernel at PasS level, as shown in Fig. 1.

Fig. 1. The interaction model of community ecology.
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The bottom layer of the Sci-Base relies on the virtual resource pool, including
computing server, storage, network and other basic hardware resource to pro-
vide the upper application with virtualization run-time environment. The service
layer consists of three different service modules to support the development of
common software in the discipline field and the online use of software resources.
The operation and management (O&M) services provide the uniform interface
for each platform to monitor the capacity of virtual resources. The open source
community services provide the audit service, indexing service, intelligent rec-
ommendation and software release to establishes a full pedigree and multi-link
scientific research platform. The selection services enable the platform to under-
take the screening and standardization of software submission. The CSThub uses
the code managed kernel to implement warehouse related services, and provides
users with choices through SSH and web.

2.1 Scientific Software Aggregation Platform

The scientific software aggregation platform is a general portal of the Sci-Base
ecology which supports international version with English1. After passing the
authority certification of “Science and Technology Cloud” passport, it can pro-
vide cross-platform software resource retrieval service and software convergence
service for researchers. The platform includes three categories of software: open
source software, commercial software and self-developed software. Through the
cloud service empowerment of Science and Technology Cloud, the software
deployed on the science and technology cloud server supports the function of
running the cloud service online.

As a scientific researcher with software retrieval needs, the open source soft-
ware retrieved on the platform can be directly linked to the open source com-
munity of scientific software, cooperating with the CSThub code hosting and
collaboration platform, which is convenient for scientific researchers to develop
in one stop and view and modify the source code; For non-open source software,
you can directly download the installation package and view the relevant use
documents;

Fast Retrieval Optimization. For most of disciplines in recent years, the
development of Interdisciplinary Scientific Research (IDR) approaches is increas-
ingly necessary, contributing to further knowledge discovery [5]. IDR emphasises
the integration of expertise, theory or method from at least two different disci-
plines of research, which results in new collaborations and published outputs that
reflect new insights into science [6]. However, interdisciplinarity leaves higher
hurdles for researchers, which requires not only the knowledge of multidisci-
plinary fusion but also the skillful use of professional software in relevant fields.
In the interests of researchers who just enter a new field to quickly participate
in using tools of such field but they know not before, we created the Scientific
Software Aggregation Platform as the collection of software which meets the
1 http://www.scihub.cstcloud.cn/#/.

http://www.scihub.cstcloud.cn/#/
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need of reliability and usefulness. In Scientific Software Aggregation Platform,
there have been similar efforts along two directions for help. So far, researchers
focus on integration of software as an essential factor distinguishing interdis-
ciplinary research. A consensus is forming that science is structured around a
problem, fact or methodology, which are generally labeled as research specialty,
discipline or knowledge domain [7]. The platform is implemented with a tagging
system that could push available software and resources in accordance with the
classification.

Technology. Despite the tagging system as a procedure to facilitate software
search, users of Scientific Software Aggregation Platform could benefit from
another mechanism: Instant Environment (IE). Due to that platform is deployed
on a High Performance Computing (HPC) cluster, the online deployments of
large-scale applications or environments thus become possible [8–10]. User expe-
rience has been taken into consideration by conducting the service within the
B/S structure. Therefore, IE utilizes virtualization technology, offering a real-
time rendering graphical interface in the browser.

The Scientific Software Aggregation Platform is integrated with “Science
and Technology Cloud” infrastructure based on the scalability and flexibility of
container and cloud computing technology support platform. In the aspect of
upper application, by providing a comprehensive WEB service interface, users
can realize complex and diverse operation requests. Using container-based virtual
technology to create multiple safe and isolated containers on a physical machine
with the aid of Scratch-Pad Memory can make better use of hardware resources
and ensure mutual isolation between software tools and applications [11–13].
The software convergence platform uses containers to provide the running envi-
ronment for each running software tool session. The container is lightweight and
can meet the application requirements of on-demand software services.

2.2 Scientific Software Open-Source Community

The Scientific Software Open-Source Community is built in response to the
researchers’ demand of open-source software retrieval2. In some scientific
research fields, such as scientific computing and material science, the research
work relies on commercial software, which has greatly hindered the develop-
ment of scientific informatization. The open source software adopts the practice
of parallel debugging and parallel development, bringing potential developers
on the network to the software project, and effectively improving the quality
and release rate of source code. The construction of the platform promotes the
development of open source software in scientific research field, liberates the tra-
ditional monopoly of knowledge, encourages more researchers participate in open
source projects, and gathers the strength of the majority of scientific software
developers.

2 http://cstsai.cstcloud.cn/#/.

http://cstsai.cstcloud.cn/#/
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Classification Standard of Software. In addition to providing open source
services commonly used by researchers, we have innovatively added search labels
by discipline and research area. This classification allows researchers to quickly
find their field-related software. Our scheme is grounded on current software
collections, serving for the long-term development of open-source software clas-
sification. To keep the category remain universal as facing the addition of new
software, we formulated four principles:

– Integrity: We recognize the Open-source Community as a whole, which shall
ensure that any software must belongs to a specific topic.

– Logicality: All categories must comply with logical partition rules. It implies
that each partition must adopt a unique standard where two or more stan-
dards are not allowed to coexist;

– Stability: On the premise of flexibility, generalized categories should not be
frequently changed. It can not only establish a classification platform for
existing software according to the realms of application and the properties
of content, but also open for new categories in the future due to potential
software.

– Practicality: The classification hierarchy should remain simple, and over-
detailed categories is abandoned, which enable users to query in a convenient
way.

Technology. As shown in Fig. 2, the scientific software open-source community
is flexibly expanded according to the access status of users. The infrastructure
layer is mainly supported by Resource service model, which provides software
running environment through software and hardware resources and application
framework. MySQL database is selected as persistent storage and Redis is used as
cache middleware to avoid performance bottleneck or even downtime caused by
a large number of requests falling directly to the database. At the service inter-
face layer, the platform abstracts different functional service modules, combining
them in the form of micro-service mode, in which the authority verification mod-
ule integrates the scientific unified certification alliance. Researcher can access
various services and platforms through WEB pages without duplicate entries.

In summary, the scientific software open-source community bear following
characteristics: integrity, logicality, stability and practicality, which provides
researchers easy-to-use services to share and explore field-based software.

2.3 Code Hosting Platform: CSThub

CSThub3, a code hosting and collaboration platform based on the dedicated ker-
nel, is committed to creating a “Github” with independent property rights in the
field of scientific research. On the basis of the dedicated version control kernel
and localized language, it is an indispensable part in the research and develop-
ment process of software platforms, which can effectively and quickly solve the

3 http://www.cstos.cstcloud.cn/#/.

http://www.cstos.cstcloud.cn/#/
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Fig. 2. The architecture of open-source community.

version management of projects from very small to very large, host the source
code to the cloud, empower the cloud to collaborate and realize rapid iteration.
In addition to the design of code warehouse hosting and Web management page,
the platform also adds functions such as scientific research project management,
authority verification, code review and project contribution statistics, etc. It also
enhances the one-stop experience of developers when used in cooperation with
the open-source community of scientific research, and avoids the risk of using
traditional code hosting kernel. On the whole, CSThub mainly solves the pain
points of four researchers:

– Scientific research process: It is in line with the current design of scientific
research process by setting up functions such as multiple warehouses for a sin-
gle project, direct hanging of code warehouses, and hierarchical management
of personnel in different code warehouses under the same project.

– Fine-grained code hosting: code hosting can set different permissions, and
participants in different roles are controlled by permissions, so it is not nec-
essary to show all participants the whole code.

– Distributed code version control: The most important function of version
control is to track the Software expert evaluation platform.

– Cross-platform compatibility: Scientific researchers can manage source code
under any operating platform, the web page and mobile terminal can manage
code through browsers, and under Linux and Windows, version control and
team cooperation can be carried out through clients, which are compatible
with the commands of git code hosting tools.

As shown in Fig. 3, the platform service of CSThub code hosting platform
is mainly built by Spring Cloud, the back-end code hosting kernel function is
mainly provided by Coding domestic kernel, and the client mainly uses ssh pro-
tocol for transmission and access. Redis database provides cache service. In the
persistent service, developer data, project data, warehouse data, code fragments
and public keys are stored and managed by MySQL.
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Fig. 3. The flowchart of the CSThub platform.

The platform provides a networked and graphical environment for code host-
ing and collaboration. Compared with previous command-line code management,
it is more intuitive and convenient. Networking means that the platform adopts
B/S architecture, and users do not need to download and install client software
or install browser plug-in, thus eliminating the inconvenience caused by program
maintenance and upgrade. Convert the version control in command line mode
into corresponding functional points that users can see and click. The project
manager can set the second-level subprojects according to the project archi-
tecture, and then divide the permissions of the members in detail, so that the
members of each subproject can carry out collaborative development according
to their own permissions, and all the modifications made by the project person-
nel to the project code files can be submitted to the platform. On the one hand,
other developers can pull and get the latest code fragments in time. On the
other hand, project managers can also grasp the progress of the project and the
development contribution of each person. The graphical structure definition of
the project is finally stored in MySQL relational database. This graphical way of
project management and code hosting makes the operation more convenient and
natural, and the user experience is better. Code hosting cloud is highly available
and data security is guaranteed.

2.4 Software Expert Evaluation Platform

In order to select the demonstration software for personalized application tools
and disciplines, a software expert evaluation platform is established. The soft-
ware evaluation platform provides a strong support for the scientific research
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software convergence platform and the scientific research open source software
community. Any software submitted by the platform and the community will
enter the evaluation platform for examine and verify, which is not open to ordi-
nary users. For further exposure of the software uploaded by users, examin-
ing through expert evaluation platform and grading through various aspects
is needed. The platform invited not only researchers and professors from vari-
ous scientific institutes and universities but also senior engineers and technical
experts from the Internet industry as software evaluation experts. Thus, the
accuracy of software evaluation is improved rapidly.

The software expert evaluation platform reconstructs the whole software
examine process, which is similar to the review process of scientific papers. This
newly built process greatly improves the security of convergence platform and
open source community, and also provides an efficient and convenient way for
selecting demonstration software.

3 Results

Sci-Base has promoted the formation of a shared ecosystem of scientific software
and applications, which is gradually developing vigorously on the road of stan-
dardization and maturity. The open sharing of scientific software is an important
way to promote the high cooperation and transparency of scientific research.
Researchers can share the software tools used and developed in research, and
conduct scientific research work such as data analysis and simulation through
direct online use of software resources, so as to avoid repeated deployment.

At present, the Sci-Base has gathered more than 1100 funds of various sci-
entific software. More than 300 teams from research institutes and universities
participated in the delivery, with a total of more than 150000 visits. In addi-
tion, to expand the influence of Sci-Base and encourage open source culture into
scientific research, our team created the Open Source Scientific Software Creativ-
ity Competition. With the theme of “Talent Innovation and Technology Open
Source” and the purpose of “Developing Scientific Software Ecology”, the com-
petition mobilized the enthusiasm of scientific researchers, college students and
social developers to participate in the construction of scientific software ecology.

The competition has been successfully held twice and sponsored by Internet
companies. Our platform has also withstood the test of high concurrent access
in the competition. Finally, more than 40 demonstration software were selected.
Relying on the computing resources of the technology cloud and the stable archi-
tecture ability of the platform, researchers can run the demonstration software by
click operation online. The demonstration open source projects have established
warehouses in the CSThub. Typical application cases include:

– Xiaomi Mobile AI Compute Engine (MACE) is a neural network computing
framework optimized for heterogeneous computing platforms on the mobile
side (supporting Android, iOS, Linux, Windows).

– Data Hall (Beijing) Technology Co., Ltd., Data Hall interactive intelligent
image segmentation and labeling client has been open source, developed to
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meet the needs of hairline labeling of images in real scenes, and has high
practicability.

– PiFlow, developed by Computer Network Information Center of Chinese
Academy of Sciences, is an easy-to-use and powerful big data pipeline system.

4 Conclusion

Scientific ecological construction of software is a long-term and arduous task.
Through the construction and operation of the Sci-Base, it has greatly solved
the project code hosting and team development under scientific research process.
The “platform + competition” mode built by Sci-Base is developing towards
standardization and maturity. In the future, we will continue to optimize the
platform architecture and add international and multilingual modules to improve
the influence of the whole scientific ecosystem.
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Abstract. This paper studies the energy and time resource optimization
of federated learning (FL) in wireless communication networks. In the
considered network model, each client uses local data for model training,
and then sends the trained FL model to the central server. However, the
energy budget of the local computing and transmission process is limited.
Therefore, reducing energy consumption should be given priority when
we consider the FL efficiency and accuracy. We invest a green commu-
nication joint learning issue and expressed as an optimization problem.
To minimize the energy consumption under the condition that the over-
all FL time is constrained, we propose an iterative algorithm based on
Lyapunov optimization. Our algorithm selects the clients participating
in each round and allocates the different bandwidth to each client. At
the same time, the connection between local training and communica-
tion process is considered so that we can get the optimal client local
calculation force.

Keywords: Client selection · Resource allocation · Green
communication

1 Introduction

In the era of big data, AI, and deep learning [1–3] continue to develop. Related
technologies use massive amounts of data for training, so as to achieve the pur-
pose of intelligence. The increasing requirements for storage space, computer
capabilities, and privacy requirements have become urgent issues. The goal of
federated learning is to enable mobile devices to collaboratively learn a shared
machine learning model. Instead of sharing the entire training data to the central
server, Federated learning only uploads the partial learning model to it [4]. Due
to limited wireless resources, this process may affect the performance of FL.
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In recent years, many studies have done a lot of work to optimize FL. [5–8]
introduced several new designs of the FL algorithm and various problems as well
as solutions to improve the FL effect. However, they mainly focused on the delay
or accuracy of FL. As the focus on energy issues gradually increasing, the topic
of Green Communication on how to reduce FL energy consumption continued to
attract people’s attention. In [8], the author proposed a new FL algorithm that
can minimize the communication cost. [10–12] studied the scheme of reducing
FL energy consumption or time consuming. However, the optimization problem
of [9–12] is formed by treating each learning round equally, so equal network
resources are allocated between learning rounds. In [13], the author found a phe-
nomenon called “later is better” in the representative machine learning tasks
such as image classification and text generation. They explicitly considered the
different significance of each FL round for the final result, and studied the band-
width allocation as well as customer selection under the conditions of long-term
energy constraints and uncertain wireless channel information. However, paper
[13] did not consider the efficiency and accuracy of FL. It also ignored the energy
distribution between local and communication.

Our paper aims to describe the problem of client selection and bandwidth
allocation in FL, while considering the optimization of the client’s local energy
consumption and transmission energy consumption in the presence of total time
constraints. We have made better use of the phenomenon in [13] to reduce FL
energy consumption and formulated a problem of minimizing FL energy under a
time consuming limit. This work aims to minimizes the total energy consumption
of local computing and wireless transmission without decreasing the FL efficiency
and accuracy. We propose an algorithm based on Lyapunov optimization to solve
the above optimization problem. The simulation results show that compared with
the traditional FL method, the proposed scheme can achieve about 56.5% energy
saving.

2 System Model

We now build a wireless joint learning network, which consists of K clients
and a central server. Each client k has a local data set Dk. For each data set
Dk = {xki, yki}Dk

i=1, xki ∈ Rd is the input vector of client k, yki is its output.
For conveniently describing the relationship, the FL model trained by the data
set of each client is called the local FL model. The FL model generated by the
central server using the input of the local FL model of all clients is called the
global FL model.

The FL process between the client and the central server includes three steps
in each iteration: First, each client participates in the FL round is updated
locally. Afterwards, the client transmits the local FL model to the central server.
Finally, the results are aggregated and broadcast globally on the central server.
Each iteration is called a learning round. The wireless joint learning network
needs to select the appropriate client to upload the updated local model in each
round. It depends on the channel state of each client in the current round, the
previous accumulated time consuming and bandwidth allocation. The method
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will optimize the learning performance at the same time minimize the energy con-
sumption. Therefore, we use at

k = {0, 1} to indicate whether client k is selected
in round t and at

k = 1 indicates that the client k is selected.

2.1 Resource Consumption Model

Local Training Process. The local training time can be defined by the fol-
lowing formula:

τ t,l
k =

IkCkDk

f t
k

, (1)

where f t
k represents the computing power of client k, which is determined by the

number of CPU cycles per second. Ik is the number of local iterations, and Ck

is the number of CPU cycles required to process a piece of data. According to
[10], the total local energy consumption of client k is

Et,l
k = IkκCkDk(f t

k)2, (2)

where κ is the effective switched capacitance that depends on the chip architec-
ture.

Transmission Process. Use bt
k as the bandwidth allocated by client k in round

t. Since the bandwidth of the system has an upper limit, we have
∑K

k=1 bt
k ≤ Bt,

where Bt is the upper limit of the total bandwidth in round t. According to
Shannon’s formula, for the achievable transmission rate of client k participating
in round t, we have

rt,c
k = bt

k log2(1 +
gt

kpt
k

N0bt
k

), (3)

where pt
k is the average transmit power of client k, gt

k is the channel gain between
client k and the central server, and N0 is the power spectral density of Gaussian
noise. According to (3) we can define the time consuming of upload process as
τ t,c
k . It should be noted that the transmission efficiency defined by Shannon’s

formula is the upper limit of the transmission rate. In order to transmit the data
completely, the inequation rt

kτ t,c
k ≥ L should be satisfied, where L represents

the data size of the machine learning model used. In order to reduce the time
consuming, we order τ t,c

k = L
rt

k
. Therefore, we derive the average transmission

power according to Eq. (3) and τ t,c
k as

pt
k =

bt
kN0

gt
k

(2
L

bt
k

τ
t,c
k − 1). (4)

Then, the transmission energy consumption of client k in round t can be
obtained as

Et,c
k =

bt
kN0τ

t,c
k

gt
k

(2
L

bt
k

τ
t,c
k − 1). (5)

Therefore, in round t, the total time consuming of client k is

τ t
k = τ t,l

k + τ t,c
k . (6)
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The total energy consumption of client k in round t is

Et
k = Et,l + Et,c. (7)

2.2 Packet Error Rates

In the process of transmission, there may be errors in the data. These errors will
affect the accuracy of FL. To simplify the problem, we assume that each local
FL model will be transmitted as a single packet in the uplink. The packet error
rate when the client k transmits the local model to the central server is given
by [14]:

wt
k = 1 − e

− mbt
kN0

pt
k

gt
k , (8)

where m being a waterfall threshold [15].
The packet error rate helps us filter the client. If the central server determines

that there is an error in the received local FL model, the local model will be
refused to participate in this round of global aggregation process, and the client
will be rejected to participate in the next FL process. We define ct

k = {0, 1}, and
ct
k = 0 means that client k does not participate in the subsequent FL process.

2.3 Problem Formulation

For general high-accuracy, high-robust machine learning problems, fewer clients
are selected in the early learning rounds, while more clients are selected in the
later learning rounds. This distribution method will behave better than the aver-
age distribution. We call this phenomenon “later is better”. Therefore, time
weight λt is introduced to reflect the impact of choosing different numbers of
clients in different learning stages on FL energy and performance.

To decrease the energy consumption of FL while avoiding the side effect, we
propose an optimization problem. Its goal is to minimize the energy consumption
of the client in the presence of a time consuming limit:

P1: min
a0,b0,f 0,...,aT −1,bT −1,f T −1

T−1∑

t=0

Et(at, bt,f t), (9)

s.t.
T−1∑

t=0

⎛

⎝IkCkDk

fk
+

L

bt
k log2

(
1 + pt

kgt
k

N0bt
k

)

⎞

⎠ ≤ Tk,∀k, (9a)

bmin ≤ bt
k ≤ bmax,∀k,∀t,

K∑

k=1

bt
k ≤ Bt,∀t, (9b)

fmin ≤ f t
k ≤ fmax,∀k,∀t, (9c)

at
k = {0, 1}, ct

k = {0, 1},∀k,∀t, (9d)
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where Et (at, bt,f t) = λt
∑K

k=1 Et
kat

kct−1
k . It should be noted that ct−1

k repre-
sents the impact of the previous round of packet error rate on the current round
of client selection decisions. Constraint (9a) requires that the total time consum-
ing for the client k in T rounds to complete the FL task does not exceed the
time consuming limit Tk. Constraint (9b) is the range of bandwidth allocation.
Constraint (9c) limits the user’s CPU computing power. Constraint (9d) jointly
determine the decision of client selection.

3 Resource Allocation For Energy Minimization

In this section, we propose a low-complexity algorithm to solve P1 on a basis of
the Lyapunov optimization. We assume that in terms of measuring energy and
time consuming, the client’s local update and upload processes are independent
of each other. Therefore, we consider the optimization problems of these two
processes separately.

3.1 Local Iterative Optimization Algorithm

For the selected client, the optimization problem of the local iteration is

P2: min
f 0,...,f T −1

T−1∑

t=0

IkκCkDk

(
f t

k

)2
, (10)

According to (10), using minimum f t
k is always effective. If each task has a

time-consuming threshold τ̃ , then we have IkCkDk

fk
≤ τ̃ . So in order to minimize

(10), the optimal solution of f t
k is f∗ = IkCkDk

τ̃ . Therefore, the local time consum-
ing satisfies T l

k =
∑T−1

t=0 τ̃ . According to the total time consuming limit, it can
be deduced that the time consuming limit of the upload process is T c

k = Tk −T l
k.

3.2 Optimization Algorithm for Uploading Process

Under the time consuming limit, the client’s reasonable selection and assign-
ment of tasks will reduce the overall time-consuming of FL. The time consumed
in each round will cause the client to gradually approach the time-consuming
limit T c

k , which will be a dynamic problem. To solve this problem, we construct
a time deviation queue qk (t) based on Lyapunov optimization, which is used to
represent the deviation between the total time consuming of the current trans-
mission process of client k and the time limit T c

k . Client selection and bandwidth
allocation decisions should be guided under the conditions of satisfying time con-
straints. We define the update of the queue as

qk (t + 1) =
[

τ t,c
k − T c

k

T
+ qk (t)

]+

, (11)

where [·]+ = max{·, 0}.
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With qk (t), the constraint (9a) in P1 can be connected with the minimization
problem (9). In this way the infinite time domain minimum average cost problem
that is difficult to solve is transformed into the minimum value problem in each
round. Now we are about to solve the following problem:

P3: min
a0,b0,...,aT −1,bT −1

(

V λtEt,c +
K∑

k=1

qk (t) τ t,c
k

)

atct, (12)

s.t. (11), (13), (14). (12a)

Among them, V is a set of penalty factors. The purpose is to make a trade-off
between minimizing energy loss and satisfying time consuming limit. It is used
to adjust the weight relationship between Lyapunov drift and penalty in each
round t. The additional term

∑K
k=1 qk (t) · τ t,c

k in Eq. (13) helps us to transform
constraint (9a) into each round of problems, which appears in the form of penalty
terms. P3 takes into account the deviation between the previous accumulated
time of the client in the current round and the upper limit of the evenly allocated
time, which can be called a time deficit. If qk (t) is larger, the client will be more
inclined to invest in the round that suits it (always in the later rounds) to
ensure that the total time consuming of communication process does not exceed
the time consuming limit T c

k . In this way, we have avoided meeting the time
constraints while predicting future channel conditions, at the same time reduced
energy consumption as much as possible.

Note that P3 still contains at
k and ct

k. It is still a mixed integer problem.
In order to solve P3, we need to strip at

k and ct
k from the equation solving.

Therefore, metric ρt
k = V λtp̃+qk(t)

gt
k

is introduced, where p̃ is the upper limit of
the client’s target transmit power. Based on the metric ρt

k, the client is gradually
added to the selection set S in ascending order of ρt

k. The smaller ρt
k is, the higher

the priority. This selection set will assist us in bandwidth allocation and client
selection. For every selection set, bandwidth allocation is transformed into the
following optimization problem:

P4: min
{bt

k}k∈S

∑

k∈S

[
V λtp̃ + qk (t)

] · L

bt
k log2

(
1 + p̃·gt

k

N0bt
k

) , (13)

s.t. bmin ≤ bt
k ≤ bmax,∀k ∈ S, (13a)

∑

k∈S

bt
k ≤ Bt,∀t. (13b)

For each selection set S, the corresponding client optimal bandwidth allo-
cation result is b∗ (S). For the initial data set (i.e., a data set with only one
client), we make the optimal bandwidth allocation of the first client to be
b∗ (S0) = bmax. As the client is continuously added to S, its termination condi-
tion is Bt − ∑M−1

m=0 b∗ (Sm) < b∗ (SM ), which can control the choice of the client.
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Algorithm 1. GFL (Green Federated Learning) Algorithm
Require: qk (0) = 0, ∀k
1: Rank the clients according to ρ. Therefore we have ρ1 ≤ ρ2 ≤ . . . ρK

2: Let S0 = {k : ρk = ρ1}, S = S0, b
∗ (S0) = bmax

3: for k =| S0 | +1, . . . , K − 1 do
4: Set S = S + {k}
5: Solve P5 and gain η∗ (S) and b∗ (S)
6: if w>w̃ then
7: Refuse client k
8: end if
9: if B − ∑k

m=1 b∗
m<b∗

k then
10: S = S − {k}
11: Let S = S∗

12: Stop the iteration
13: end if
14: end for
15: Obtain a∗ where a∗

k = 1{k ∈ S∗}, ∀k and b∗ = b∗ (S∗)

To find the optimal solution of P4 more intuitively, the variable ηt
k = bt

k

gt
k

is
introduced. It represents the bandwidth under unit channel gain. Then P4 is
transformed into P5. The pseudo code of this process is given in Algorithm 1.

P5: min
{bt

k}k∈S

∑

k∈S

V λtp̃ + qk (t)
gt

k

· L

ηt
k log2

(
1 + p̃

N0ηt
k

) . (14)

s.t. bmin ≤ bt
k ≤ bmax,∀k ∈ S, (14a)

∑

k∈S

bt
k ≤ Bt,∀t. (14b)

With regards to the complexity of GFL algorithm, we divide it into two parts.
The first part is to sort the client with bubble sorting. The complexity in the
worst case is O(k2) and the best case is O(k). In the second part, we solve the
minimum problem in cyclic iteration. We only consider the worst case, and the
time complexity is O(k).

3.3 Overall Energy Optimization

In this subsection, we summarize the energy in the local and transmission process
to describe and analyze the rationality of Algorithm 1. How the selection set
assists us in selecting clients and allocating the bandwidth is also outlined. We
make the following analysis to prove the optimality of Algorithm 1.

Proposition 1: In any FL round t, the allocated bandwidth of the client added
to the S set will not be greater than the allocated bandwidth of the current
existing client in the S set.
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Proposition 1 shows that, according to the definition of the metric ρt
k, with

smaller ρt
k, the client has better channel condition and less time consuming.

Therefore, according to Proposition 1, we will allocate more bandwidth to clients
with smaller ρt

k. According to constraint (13a), there are upper and lower limits
for the bandwidth allocation of client k. The lower limit bmin is the minimum
bandwidth that maintains the client’s normal transmission of the local model,
and is limited by the packet error rate. The relationship can be expressed as
bmin = p̃·gt

k

mN0
ln

(
1

1−w̃

)
, where w̃ is the error rate threshold. As bandwidth is

limited and the termination condition Bt − ∑M−1
m=0 b∗ (Sm) <b∗ (SM ) is met, in

round t, we select the first M clients by bandwidth.

Corollary 1: Assume that the size of the local data of all clients is the same,
i.e., Dk1 = Dk2 ,∀k1 �= k2. The number of local iterations of all clients and the
number of CPU cycles required to process one data are also the same. In this way
f∗ only depends on the time-consuming threshold τ̃ . Therefore, it can be proved
that the local energy minimization and the transmission energy minimization
cooperate to solve the overall energy minimization problem.

4 Simulation Results And Analyze

We use the CIFAR10 data set to simulate the FL process. The total number of
clients is set to 20, each client is allocated 500 training samples. The number
of local iterations Ik = 50 and the number of CPU cycles required to process
one data is set as Ck = 2 × 104 cycles/sample. The total bandwidth of the
wireless network during transmission is B = 20 MHz, and the power spectral
density of Gaussian white noise is set as N0 = −174 dBm/Hz. To limit the
energy consumption of the client, we set the upload power as p̃ = 30 dBm.
The maximum allocated bandwidth bmax = 2 MHz. For each client, FL runs a
total of 150 rounds and the time consuming limit Tk = 100 s. We named our
algorithm GFL (Green Federated Learning) and compared the performance with
the Select-All FL model. We make all 20 clients selected by Select-All in each
round. GFL dynamically selects clients based on “later is better” throughout
the FL process.

Fig. 1. Clients selection in each round Fig. 2. Comparison of accuracy
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Fig. 3. Comparison of energy consumption Fig. 4. Client selection and bandwidth
allocation strategy

Figure 1 shows the number of clients selected by GFL and Select-All in each
round. Select-All uses all 20 clients in each round, while GFL selects fewer clients
in the early rounds and more clients in the later rounds. The distribution of client
choices with rounds can be flexibly adjusted by time weights λt.

Figure 2 shows the accuracy of GFL and Select-All. Considering that Select-
All has used all clients, it has good convergence efficiency and accuracy. Although
the accuracy of GFL falls behind Select-All in the previous rounds, at the end
of the FL round, its accuracy is close to Select-All.

Compared with GFL, Select-All generates a considerable amount of energy
consumption. Figure 3 compares the energy consumption of the two methods for
a single client. Since Select-All used all clients, its energy consumption was sig-
nificantly higher than GFL at all stages. GFL saves a lot of energy consumption
while ensuring the overall accuracy. It can be seen that the client 3 consumes
very little energy. But it is not because it takes an advantage over other clients.
We will introduce the specific reasons below.

Figure 4 shows our client selection and bandwidth allocation strategy. The
top subplot shows that if the packet error rate wt is higher than the threshold,
the client will be refused to participate in the subsequent FL process. The packet
error rate of client 3 exceeds the threshold, so it will not be selected. Therefore,
although it consumes very little energy, it makes no contribution to the result
of FL. The subplot in the middle shows the selection metric ρt

k. Gray clients
indicate that they are not selected. The bottom subplot shows the bandwidth
allocation of the selected client. According to our algorithm, clients with higher
priority have lower channel conditions and time consuming, and they will be
allocated more bandwidth.

5 Conclusion

Federated learning has attracted much attention as a popular artificial intelli-
gence technology that can protect data privacy and solve the problem of data
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islands. The allocation of wireless network resources is one of the important and
commonplace topics. This paper studied the client selection and bandwidth allo-
cation issues in wireless communication networks. Based on the time dependence
of different learning rounds, we formulated a joint accuracy and resource alloca-
tion problem to minimize the energy consumed in the training and transmission
process with a total time consuming limit. We used Lyapunov optimization to
find the solution of the problem. The results showed that our scheme is superior
to the classic algorithm in terms of total energy consumption. It can achieve
about 56.5% energy saving.
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Abstract. In the power grid environment, equipment certification is the key prac-
tice of zero trust security. Through the trust evaluation of equipment, the power grid
environment can be effectively protected. This paper introduces identity authenti-
cation and behavior authentication to evaluate the security of devices from many
aspects, and proposes a trust evaluation scheme based on code confusion for
terminal devices. Through the identification and password technology and digi-
tal signature mechanism, the identity of terminal equipment is verified to prevent
incomplete files caused by virus infection, Trojan horse/back door/man-made tam-
pering, transmission failure and other reasons, and complete identity authentica-
tion. Through the improved trust evaluation model based on supervised learning
to evaluate the effectiveness of code confusion, we can determine the ability of the
code to resist malicious attacks, analyze whether the device will bring threatening
behavior, indirectly verify the device behavior trust, and then prove the security
of the terminal or software to complete behavior authentication.

Keywords: Trust assessment · Identification · Zero trust · Code obfuscation

1 Introduction

Information security and privacy protection are critical for various applications, such as
computer [1, 2], networks [3, 4], data centers [5, 6], transportations [7], and healthcare
[8]. How to protect software code is super important. Code obfuscation is a software
protection technology that transforms the process structure and data relationship of
the code to increase the attacker’s reverse analysis and attack cost. Code obfuscation
technology does not change the syntax and semantic rules of the original code [9]. Code
obfuscation technology is first proposed. The main purpose of the software is to protect
the safety of the software code, hinder the code understanding, and ultimately delay the
malicious behavior to change the code. Although this technique does not completely
hinder code understanding, code obfuscation makes reverse analysis more laborious and
troublesome, thereby preventing or delaying attackers from tampering with the code
[10].
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The trust evaluation model [11] can be used to build the security level of terminal
equipment, help entities choose real and reliable equipment, and screen out equipment
with security risks. The model dynamically collects changes in related subjective and
objective factors [12]. Comprehensive considerations produce credibility a variety of
factors that affect the trust relationship. Modeling is based on the evaluation attribute
set of the trust relationship. The calculation of the trust degree and the authorization
decision are realized.

In the open network environment [12], the trust relationship between entities is
divided into two types: identity trust and behavior trust. Identity trust focuses on the
verification of entity identity and entity authority, which is mainly achieved through
encryption, digital signatures, and authentication protocols. Therefore, we have intro-
duced a digital signaturemechanism based on identification password technology, which
is a digital signature system based on identification password technology. By verifying
the identity of the terminal device, it prevents infection of viruses, implantation of Tro-
jan horses/backdoors/manual tampering, transmission failures, etc. The resulting file is
incomplete. Thismethod achieves the effect of identity trust through identity verification.
Behavioral trust dynamically updates the trust relationship between entities based on the
interaction experience between entities. We evaluate the effectiveness of code obfusca-
tion through the trust evaluation model, which can determine the code’s ability to resist
malicious attacks and analyze whether the device will carry The threatening behavior
indirectly verifies the trustworthiness of the device behavior. In turn, the security of the
terminal or software can be proved.

In the power grid environment, equipment certification is a key practice of zero-trust
security. so the trust model in this article [13] is only for equipment users, and does
not study the trust evaluation of individual users. For the four types of states of termi-
nal devices in the zero-trust architecture: uncontrolled terminals, controlled terminals,
trusted terminals and untrusted terminals. This paper proposes a trust evaluation scheme
for terminal equipment based on the degree of code obfuscation [14].

The second chapter introduces the existing code obfuscation methods and trust eval-
uation models. The third chapter puts forward the specific trust evaluation scheme and
overall framework, including identity authentication module and code obfuscation trust
evaluation module. Section 4 carired out a comparative analysis experiment. Thepro-
posed xgboost algorithm is compared with random forest and decision tree. Experiment
shows that xgboost algorithm can maintain high accuracy and be more stable.

2 Related Work

The identity authentication method proposed in [15] aims at the problem of identity
forgery in the process of network interaction and uses individual characteristics and
behavior patterns to describe the user’s identity.

Code obfuscation is a code protection technology that can help the device protect its
own code security and reduce the possibility of code tampering by attackers. By analyz-
ing the characteristics of the obfuscated code, the effectiveness of the code obfuscation
can be evaluated. Y Zhao proposes a reverse engineering-oriented code obfuscation
algorithm effectiveness evaluation idea [16], which evaluates the obfuscation algorithm
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through the attack effect in the reverse process. Su Qing proposes a code obfuscation
effectiveness evaluation model based on a nonlinear fuzzy matrix [17], which evalu-
ates the obfuscation effect of different obfuscation algorithms on the original code by
comparing the comprehensive complexity between the obfuscated codes.

The main function of the trust model is to help the system screen out safe and reli-
able devices and avoid malicious devices from intruding. The general trust evaluation
model often monitors all interactions between network entities, obtains and analyzes
contextual information, quantifies the trust relationship, and uses the mutual trust eval-
uation of the entities in the network as the basis for trust evaluation. Z Chen and Y Liu
proposed a behavior-based trust evaluation model [18, 19]. In [18], historical behaviors
will be used to construct a set of trusted behaviors of users. On this basis, direct trust
of user behaviors can be obtained. At the same time, suspicious thresholds and abnor-
mal thresholds are defined to punish historical trust. The trust evaluation model in [19]
calculates the comprehensive trust value through three trust factors: direct trust value,
statistical trust value, and recommended trust value. Jiang W analyzes and compares
the security mechanisms and security technologies of existing mobile agent systems
from the perspective of blocking attacks [20]. On this basis, the host protection mobile
agent protection technology is selected, and a method to enhance the security protection
of the mobile agent is proposed. Shi L proposes a trust system based on dynamic and
continuous authentication of identity, which restricts access to terminals with specified
loopholes or insecure by identifying mobile terminals [21]. T Wang proposed a trust
model based on mobile edge nodes [22], which collects the trust information of sensor
nodes by collecting mobile edge nodes to ensure the reliability of nodes in the Internet
of Things and prevent malicious attacks.

The above method is to directly identify the user’s identity, or indirectly evaluate
the credibility through the user’s behavior. However, it is not enough to only evaluate
the user’s identity, and the equipment used by the user is still at risk of being attacked.
In this paper, a trust evaluation method is proposed, which combines user identification
with device security analysis. After the user passes the identification, the security of his
device is evaluated, which increases the evaluation scope and improves the security The
accuracy is also improved by dividing the trust level with xgboost.

3 Trust Assessment Method

3.1 Overall Framework

In the zero-trust architecture, terminal devices include four types of states: uncontrolled
terminals, controlled terminals, trusted terminals, and untrusted terminals. By default,
all terminal devices are marked as uncontrolled terminals. Through device initialization
and registration, and device identity authentication, the state of the terminal device can
be migrated.

In this paper, a digital signature system based on identification password technology
is used to authenticate the terminal, and through code feature value extraction, an evalu-
ation model is constructed to evaluate the degree of code confusion, obtain the terminal
threat level, and confirm the trust level. The specific process is shown in Fig. 1. First, the
terminal or related software needs to access the system. The terminal accessed for the
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first time uses the registration agent module to register the device, pass in the identity id,
and obtain the key. The terminal changes from an uncontrollable state to a controllable
state. The terminal that visits again passes the identity authentication module to carry
on the identity verification, determine whether the terminal can visit the system. If the
identity authentication is passed, the terminal device is converted from an untrusted ter-
minal to a trusted terminal and enters the code obfuscation trust evaluation module. By
extracting characteristic values, the established trust evaluationmodel is used to evaluate
the level of code obfuscation in the terminal to obtain the trust level, According to the
trust level, the range that can be accessed is given (Fig. 1).
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Fig. 1. Overall flow chart

3.2 Identity Authentication Module

After initialization and registration, the device can change from an uncontrollable state
to a controllable state. The device authentication can be realized through the identity
authentication method. Passing the authentication can make the terminal device change
from an untrusted terminal to a trusted terminal.

The non-controlled terminal device is initialized and registered by submitting the ID
to Ra or LA to change the non-controlled terminal device into the controlled one. The
registration organization is responsible for the user registration and user management
functions. Themain functions are the acceptance and examination of the user registration
application, the download of the user private key and the security management of the
user registration. The local agent LA registers the remote user agent and requests the
key to send the user information to RA, it can register and apply the key for local users,
release the key and download the initial information in the carrier.
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However, the device is still untrusted at this time, and the terminal device needs to
pass the device ID to the key generation center, and in the key generation center, params
and MasterKey are generated.

The public key Q is obtained by hashing the issuer’s identity ID through the key
generation center, and the public key is transmitted to the software center. The key
generation center uses params, MasterKey and ID to return PrivateKeyID, and passes
params and PrivateKeyID to the terminal device. The signature algorithm is as in formula
(1), where ID is a string of arbitrary length. The terminal device directly or through the
registration agent applies to the key generation center for the key to realize the storage
and use of its own private key. Use a hash algorithm for encryption, such as formula (2),
to generate a digital signature (R, S). Among them, r is a random number, and H(*) is a
hash algorithm.

R = r • params (1)

S = r−1(H (M ) • params + H3(R) • Pr ivateKeyID) (2)

When a terminal device wants to access the system, the digital signature is decrypted
using the terminal device’s identity and public parameters. If the digital signature is
consistent with the decryption result, verification is achieved.

The identity authentication center verifies the identity of the firmware sender [15].
After receiving it, the software center decrypts it to obtain the data and digital signature.
Use the public key of the sender to decrypt the digital signature. If the decryption
is successful, the identity of the terminal device is verified. Then verify whether the
terminal device has been tampered with. Through hash value comparison, the receiver
uses the same hash algorithm to generate another hash value for the data, and compares
the two hash values. If the two are the same, it proves that the data has not been tampered
with during transmission. The terminal device can be converted from an untrusted state to
a trusted state to perform firmware installation, and the verification algorithm is formula
(3).

Enter the digital signature (R, S), system public parameters params and the issuer’s
identity ID, and output the verification result. That is, it is verified whether formula (3)
is established, where Q is the public key calculated from the identity of the issuer.

e(params, params)H2(M ) • e(Q,H1(ID))H3(R) = e(R, S) (3)

3.3 Trust Evaluation Based on the Degree of Code Obfuscation

The device trust assessment can analyze the threat risk of the device, and evaluate the
degree of code obfuscation by extracting the relevant attributes of the code complexity
through reverse analysis. The threat degree of the device can be analyzed, and then the
trust level of the trusted terminal device can be more detailed Divide.

This solution uses an integrated learning method to evaluate the code obfuscation
model and applies the XGBoost algorithm. The XGBoost model is a learning model
based on tree integration. Its basic idea is to build decision trees one by one, and gradually
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accumulate multiple decision trees after multiple iterations. Every time a decision tree
is generated, its training results are evaluated, so that the next time it builds a decision
tree model with a relatively higher accuracy rate, the model will continue to iteratively
improve, and each iteration generates a new tree to fit the previous one The residual of
the tree, this process is called gradient boosting. As the number of trees increases, the
complexity of the ensemblemodel gradually increases until it approaches the complexity
of the data itself, and the training reaches the optimal level.

The model representation based on the XGBoost algorithm is shown in formula (4),
Where, f ∈ F, K is the number of cart trees.

yi =
K∑

K=1

fK (xi) fK ∈ F (4)

The XGBoost algorithm keeps the previous i − 1 rounds of prediction unchanged
during each model training and adds a new function to the model [16]. Through contin-
uous iteration, different individual learners are generated. As the accuracy of individual
learners becomes higher and higher, the prediction effect will be better and better.

The key steps are described as follows:

(1) Determine the characteristics of trust evaluation
This paper mainly analyzes the indicators of code obfuscation strength and

adopts the effectiveness evaluation indicators of the code obfuscation algorithm
proposed in [8], including instruction execution rate, control flow loop complex-
ity, fan-in/fan-out complexity, through disassembly The tool extracts the relevant
attributes of the code and calculates the required feature values. The calculation
method is as follows:

➀ Instruction execution rate (IE)
The ratio of the number of instructions actually executed when the program is

dynamically executed to all the assembly instructions generated after the assem-
bly instruction is disassembled and analyzed when the program is not executed,
expressed as the instruction execution rate.
➁ Cyclomatic complexity (CC)

Control flow can reflect the order of execution of instructions. Through the
construction of the programcontrol flowgraph, the execution order of the statements
in the program and the number of edges e and the number of nodes n in the control
flow graph can be determined. The calculation formula of the control flow loop
complexity is:

CC = e − n + 2 (5)

➂ Fan-in/fan-out complexity (DC)
Data flowanalysis is an important stage in retrograde analysis.Attackers analyze

the specific algorithm and dependency of the program by analyzing the relationship
of data objects in the program. The calculation formula of fan in/fan out complexity
is:

DC = (Fan − in × Fan − out)2 (6)
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(2) Determine the trust evaluation level
The terminal is divided into three levels: low credibility, medium credibility,

and high credibility. The terminal is assigned a trust level based on the evaluation
of the degree of code confusion [25].

(3) Feature data preprocessing
The XGBoost algorithm uses the CART model, which is highly adaptable to

data, so there is no need to normalize, standardize, and deletemissing data.However,
it is necessary to delete or modify some data that is far beyond the normal value.

(4) Model training

Step 1: Initialize the model and enter the data set.
The input is a given training set {(xi, yi)}ni=1, n represents the total number of

training data samples, xi represents the characteristics of the data samples, and
yi represents the label of the data sample, which is the trust value. For multi-
classification tasks, the category label set is denoted as {y0, y1, y2}.
Step 2: Grid tuning.

Using the grid method to adjust the parameters can make the model find a
balance between accuracy and complexity, prevent overfitting of the model and
improve robustness. The relevant parameters are as follows:

➀ eta: It can be understood as the learning rate. The larger the value, the faster
the iteration speed, which may cause the algorithm to fail to converge to the
optimal loss value, that is, to miss the optimal point.

Fm(x) = Fm−1(x) + νγmhm(x) 0 < ν ≤ 1 (7)

➁Subsample:Use the parameter subsample to control the randomsampling ratio
of each tree. In xgb, this parameter defaults to 1 and cannot be set to 0. Decrease
the value of this parameter, the algorithm will be more conservative and avoid
overfitting. However, if this value is set too small, it may cause underfitting.
➂ n estimators: It is the value of k in formula (1), which determines how many
decision trees we need to build. The larger the value of k, the better the effect
of the model. But correspondingly, any model has a decision boundary. After
the k value reaches a certain level, the accuracy often does not rise or begin to
fluctuate.
➃ max depth: This value is also used to avoid overfitting. The larger the value,
the more specific and local samples will be learned by the model.
➄ min child weight: Determine the minimum leaf node sample weight sum to
avoid over-fitting.When the value is large, it can prevent themodel from learning
local special samples.

Step 3: Train the model.

➀ Data set extraction: Random sampling of training set samples to generate
multiple sampling sets.
➁ Using the greedy algorithm to recursively select features with higher corre-
lation. According to these features, the data set is classified and divided until
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the maximum depth of the tree is reached. All samples are allocated to the leaf
nodes of the tree, and a CART tree is generated.
➂ Repeat step ➁ to build multiple CART decision trees in sequence in the
direction of the gradient of the loss function. Then start training the next tree
with the new predicted value. Gradient boosting tree accumulates the predicted

values of all trees. As the final predicted value yi =
T∑
t=1

ηft(xi). Among them, T

is the number of trees (n estimators), ft(xi) is the prediction result of the t tree,
and η is the eta.
➃ Repeat the above steps, the model gradually tends to the direction of difficult
samples, and obtaining a training data set S = {T1, . . . . . . TN }, TN is a better
decision tree model.

(5) Validation model
Use the test data to view the classification results of the model, and judge the

classification effect through the mean square error and accuracy rate. The accuracy
rate refers to the proportion of the correctly classified samples to the total samples.
The higher the accuracy rate, the better the training results, and the smaller themean
square error training. The better the effect, the higher the accuracy.The performance
of the training model using ensemble learning gradient algorithm is better than
that of the general algorithm because the training framework of ensemble learning
gradient algorithmcan focus on overcoming thewrongdata of previous decision tree
classification, with the training of the model, the effect of the model will gradually
improve [26].

4 Experimental Results and Analysis

4.1 Experimental Test Environment

The test environment uses the Python language’s SKLearn module package, for code
obfuscation before and after the change of the relevant property indicators we generated
600 simulated data using Python, the characteristic attributes are instruction execution
rate, control flow cycle complexity and fan-in/fan-out complexity. The target attribute is
divided into three levels: Low Trust, Medium Trust and High Trust.

4.2 Parameter Optimization

The XGBoost algorithm uses dozens of parameters. In order to improve the perfor-
mance of the model, it is necessary to adjust the parameters. We mainly adjust the grid
parameters of learning rate (eta), sampling ratio (Subsample), Maximum height of the
tree(max_depth), and the number of trees (n estimators). The parameter range is: learn-
ing rate (0.05, 1), the best sampling ratio (0.05, 1), The number of optimal trees (0, 10),
the running time of the comparison model during the grid search, the classification error
rate and other indicators. The finally selected model parameters are shown in Table 1.
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Table 1. Xgboost parameter optimal value.

Serial number Example The optimal value

1 eta 0.2

2 subsample 0.4

3 n estimators 8

4 Max_depth [2, 4]

5 Max_leaf_nodes 2 × max_depth

4.3 Comparative Analysis

Use random forest, decision tree and xgboost to train the data set separately and perform
cross-validation. As shown in Fig. 2. In the same experimental environment and based
on the grid search method to select the most suitable hyperparameters, the accuracy of
different models is compared as shown in the figure. It can be seen that the accuracy of
the Decision Tree and Random Forest is greater when different cross-validation times
are performed. Changes, the accuracy of xgboost has been high and very stable.

Fig. 2. Accuracy curve comparison

5 Conclusion

The combination of identity authentication and behavior authentication took into account
the security of the device from many aspects. Using the XGBoost algorithm to evaluate
the degree of code confusion can effectively analyze the security level of the device. At
the same time, compare the performance of the XGBoost algorithm in the classification
prediction through experiments A good effect is obtained, which proves the effectiveness
of themethod. The next step is to have amore in-depth understanding of the code attribute
changes after the code is obfuscated, and the trust level will be more detailedly divided
to further verify the effectiveness of the scheme.
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Abstract. In this paper, based on the SG-CIM model Knowledge Graph, we
introduce the semantic recognition technology in Natural Language Processing
to model the information contained in the graph and mine the semantic informa-
tion with multiple features according to the characteristics of the data itself. For
the problem of graph domain name-related attribute complementation, this paper
adopts a multi-feature semantic recognition approach to classify the given SG-
CIMmodel table by domain name. We propose an ATT-ALE-TextRNNmodel for
the descriptive features of the table, adding N times second-level domain name
embeddings to the basic TextRNN and calculating the attention score together to
capture the tendency of different contextual information for a given category. In
this paper, with reference to the multidimensional discrete feature classification
problem of the recommender system, an improved DeepFMmodel is proposed for
the table discrete, class-forming features. It facilitates the discovery of semantic
dependencies between class features, makes the feature distribution more diverse,
and avoids the problems of low repetition between multidimensional features and
low performance of combined computation. By combining the above two models,
this paper achieves more accurate mining of multi-feature semantics and accurate
classification of topic domains.

Keywords: Semantic recognition · Classification · Attention network · Deep
learning

1 Introduction

In 2018, based on the construction of a full-service unified data center, State Grid car-
ried out a comprehensive demonstration of the whole domain, completed the design of a
data model covering 10 subject domains, and formed a unified data model (SG-CIM4.0)
standard [1]. The big data [2–4] generated due to the fast advance in networks [5–7],
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machine learning [8, 9], and computer technologies [10, 11] provides both opportuni-
ties and challenges. The unified date model contains hundreds of information classes
abstracted from problem domains as topics and sub-topic domains, such as security,
finance, grid, customer, personnel, market, material, project, asset, and comprehensive
domains. Nearly one thousand related entities and ten thousand attributes are covered
under the domain at the same time [12], which is used as the uniform coding specification
of the State Grid to provide a uniform data model for business applications.

In the SG-CIM tablemodel, data processing of relevant features and so on is required,
and semantic source data is intelligently extracted to serve as input for intelligent analysis.
We need to take the domain name of the entity table as an important attribute value for
building the graph, and intelligently extract the semantics related to the domain name
from the descriptive features or other features of the table, and use them to classify
different domains and other attributes under the domain, and complete the semantic
attribute information.

The semantic recognition and classification complementation of domain-related
attributes is done with different domains of a given table among the physical model
for segmentation [13]. The entities or attributes under the domain are used as features
of the domain. They can be used in a representation learning task for that domain to
do domain classification of newly introduced knowledge. The application of a semantic
recognition model based on deep learning or NLP in the automated mapping scenario
of grid domain labels is relatively rare. It belongs to a prominent breakthrough explored
in this field in this thesis.

2 Related Work

The semantic recognition can be divided into the application layer,NLP technology layer,
and underlying data layer. Among them, the application layer is mainly implemented
in the technical application of intelligent speech interaction systems [14]. The NLP
technology layer includes the parsing and extraction of words, syntactic parsing and
understanding [15], and the generation of natural language utterance information streams
[16]. The underlying data layer includes lexicons, datasets, corpus, KnowledgeGraph for
semantic recognition models, and external commonsense knowledge [17]. Information
retrieval techniques based on semantic analysis, text classification techniques, intelligent
question and answer systems, conversational bots, etc. [18].

Each word is mapped into a dimension in a large text corpus by training a neural
network. For example, the more commonly used word2vec model, which becomes sig-
nificantlymore effective in terms of efficiency and grammatical-semantic representation,
represents each word by training a large corpus with vectors [20].

FastText is themethod proposed byMikolov et al. It is to average all the word vectors
in a sentence and then normalize them and to obtain local sequence information with
the help of the n-gram trick, but without considering word order information [19–21].
TextCNN was proposed by N-Kalchbrenner et al. It utilizes the structure of CNN itself
and focuses more on local sequence classification information based on the trick of fast-
text, thus achieving better prediction accuracy. But also because of the introduction of
one-dimensional convolution, it is necessary to specify several convolution kernels of
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different sizes to obtain different widths of the field of view [22]. TextRNN is mainly
proposed by Pengfei Liu et al. It solves the problem of specifying the filter-size size
of CNN itself, and CNN mainly does the feature expression of the text. The introduc-
tion of RNN can better express to the information of text context in addition to feature
expression. Its variants Bi-reactional RNN and Bi-LSTM can be understood in a sense as
capturing variable-length and bidirectional n-gram information [23]. TextRNN + atten-
tion was proposed by Zichao Yang et al. The introduction of an attention mechanism
can analyze which word is more influenced by the information related to text classifi-
cation, thus improving the network effect [24]. However, Hierarchical Attention is still
mainly based on text embedding, which weights the information of each vocabulary in
the original sentence. Considering the category bias of the vocabulary itself, it may not
be applicable to certain words with ambiguous bias and greater importance, which can
easily trigger category confusion [25]. Attention mechanism for semantic recognition
of emotional polarity was proposed by Yequan Wang et al., and it introduces the atten-
tion mechanism to recognize the semantics of emotional polarity and is able to capture
important information about the response to a given polarity by adding N-times aspect
embedding to the hidden layer of the basic LSTM [26].

3 Model Design of ATT-ALE-TextRNN Based on Table Description
Features

As can be seen from the previous introduction, the task orientation of this paper dictates
that what is to be learned is not all about the content understanding of the corpus itself
but rather the aspects that the corpus is concerned with. As in this sentence in Fig. 1.

Fig. 1. Schematic diagram of a corpus containing aspect-specific semantics

The table name is “Circuit Breaker File”, the corresponding domain name is “Cus-
tomer Domain”, and the secondary domain name is “Metering”. From the corpus intu-
ition, the only term that reflects the semantic meaning of “customer” is “record cus-
tomer”. Still, it may be easily misunderstood because of “circuit breaker”, “rated volt-
age”, “operation type”, “rated current”, and “grid domain” are easily misjudged as “grid
domain”.

Therefore, it is valuable to explore the connection between an aspect and the content
of a sentence. Both of them can work together for the semantic understanding of the sen-
tence. The inclusion of second-level domain information directly related to the domain
name is considered as a complement to the corpus concern aspect, i.e., the second-level
domain is defined as label-aspect embedding. In this paper, we propose a new way of
attention weighting: the topic to be reinforced, or label-aspect embedding, is concate-
nated with textual information as input. The polarity information of the topic is then
added to the hidden layer N times, and then the attention score is calculated together.
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When different aspects are used as input, the attention mechanism will focus on differ-
ent parts of the sentence. The long and short-term memory network is used to facilitate
serialized feature extraction, which can better exploit the polarity information and key
information of the text.

In terms of the overall architecture of themodel, the fused second-level domain name
features and deep attention-based TextRNNmodel constructed in this paper need to first
use the second-level domain name information and text (table description) information
together as input. Then, the two-way RNN network is used to train and share the weight
information, and then the obtained domain name features and text features are fused.
Finally, by processing these fused featureswith a deep attentionmechanism, the tendency
of polarity division of different domain names in the text can be effectively identified [27–
30], thus improving the recognition ability of the whole model for domain name-related
semantics.

The architecture of the model is shown in Fig. 2 below:

Fig. 2. Schematic diagram of ATT-ALE-TextRNN model architecture

Next, the main modules in the model are presented in separate blocks.

3.1 Text Embedded in ALE Layer

Because the standard TextRNN is unable to detect fine-grained polarity classification,
this paper introduces the ALE module, which is attention aspect-level embedding. The
main benefits of incorporating not only the original corpus code but also the second-level
domain code at the input side are as follows:

(1) By training aspect-level embeddings into another vector space, the information
from aspect can be more fully exploited further to strengthen the domain-related
semantics in the original corpus.

(2) The problemof inconsistentword vector and aspect-level embeddings is solved, and
the most important information of the response to a given aspect-level is captured.
It can be guaranteed that the model can capture the most important part of the
sentence at the moment when different second-level domains are given and the part
that is distinguished when different aspect levels are given.
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The experimental effect of the ablation if the aspect-level embedding is not introduced
at the input side but made to appear directly in the ATTENTION calculation is also
carried out in order to distinguish it from the ATT-TextRNN of the previous improved
scheme. The module can be referred to as the ATT module. The effectiveness of fusing
second-level domain names as input can be demonstrated to be significant in further
experiments, as detailed in Sect. 4.

3.2 ATT Layer

Specifically, the attention mechanism is used to calculate the weights between the sec-
ondary domain name and the output vector of the original features processed by the
deep network so as to calculate the attention level of the content of the original corpus
with respect to the given aspects, i.e., the semantics related to the domain name that we
focus on, enabling the model to pay attention to different parts of the sentence and thus
capture the potential relevance of the content and the domain name [31]. As shown in
the model architecture diagram, a matrix of hidden layer vectors [h1, h2, h3, …, hN],
where the size of the hidden layer is d, the length of a given sentence is N, and vla is
defined as the embedding of label-aspect, the attentionmechanism generates an attention
weight vector α and a weighted hidden layer vector r for characterizing the weighting
of sentences with a given categorical polarity.

M = tanh

([
WhH
Wvva ⊗ eN

])
(1)

α = soft max
(
wTM

)
(2)

r = HαT (3)

The va ⊗ eN = [v, v, . . . v] in Eq. (2) characterizes the process of joining vla rep-
etitions on vla, which is the process of performing N linear transformations on vla
repetitions, the number of times being the length of the sentence.

The final sentence can be characterized in the following form:

h∗ = tanh(WPr + WxhN ) (4)

h* can be considered as a new feature representation of the original sentence after
adding a given second-level domain name. Next, a linear layer is added to transform the
sentence vector into a vector e of length equal to the number of categories. Finally, e
is transformed into a conditional probability distribution by a softmax layer. The loss
function is also defined as a cross-entropy function.

y = soft max
(
Wsh

∗ + bs
)

(5)
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3.3 TextRNN Layer

Recurrent neural network (RNN) is one of the most commonly used structures to deal
with Natural Language Processing problems due to its recursive structure, which is well
suited for processing variable-length texts. It can recursively perform state transitions
for the hidden internal states of the input sequence based on the activation of the input
sequence and the previously hidden state vector at different time steps [23, 32].

There is a problem with using this form of RNN. There is a lack of learning of long-
range correlations in a sequence during training, so gradient explosion or disappearance
occurs. This is manifested by the gradient vector growing or decaying exponentially
over a long period of time and is addressed by the introduction of LSTM networks [33].
There are many variants of the LSTM internal independent memory unit.

4 Model Design of DeepFM Based on Discrete Features of Table
Fields and Source Systems

4.1 DeepFM Model Application and Improvement

In order to simultaneously take into account the higher-order feature representation and
computational parallelism of the model, and according to our data needs, considering
the cross-representation of domain-related semantic and feature fields and the tedious-
ness of manually constructing features for numerous fields under the domain, a model
combining FM and DNN, that is, DeepFM, was established; at the same time, some
strategic modifications were made to the embedding side for better applicability to our
data [25].

For example, in the task of this paper, the number of fields under the domain is
not fixed, and therefore corresponding to each field dimension is not the same. At the
same time, the number of fields in each table (sample) is also not fixed, and the variable
number of features may result in each sample not getting a fixed size or an embedding
representation with independent semantics. Therefore, each sample can be embedded
by continuous text after first splitting into several independent features by field and then
stitching by dimension. This can ensure that the embedding dimension of each sample
is fixed. Then the fields that originally belong to the same field are merged, and to avoid
the arbitrary length of the fields used as feature words, the model input x = [xfield1,
xfield2, · · · , xfieldm], which is a d-dimensional vector, where xfieldi is the feature field
representation of the i-th field, and here it is discretized according to the commonly used
fields, and its one-hot encoded category vector is taken. Then, by embedding each field
separately, we can ensure that they are all of length k after embedding and ignore the
problem that the dimensionality of each field is different. Thus, the above two problems
are solved separately. In the FM layer, it is then possible to introduce the semantic field
embedding and the feature field category embedding under the field as above for the
secondary cross-terms, respectively, and to perform cross-learning of domain-related
semantics and feature fields. This is also an improvement of this paper on the original
DeepFM from a multilingual approach to use [35].
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4.2 Discrete Processing of Data Features

As described in Sect. 3.2.1, the features summarized by fields need to be processed
into separate fields for semantic embedding and discrete one-hot vector representation
by domain, and embedding of fixed dimension size is learned by domain. Therefore,
it is necessary to build a full-field lexicon of the corpus with good cleaning and de-
duplication. Total 56508 fields. Also, consider fusing source system and source table
features. According to the introduction of features above, it can be seen that the source
system is mainly distributed in 30 categories, which is roughly three times the number
of first-level domain names, and it is easy to do discrete representation.

And for example, “financial control system” and “e-commerce platform system”
and the domain name “financial domain”, “safety equipment (machine) control system”
and the domain name “security domain”, “human resources management system” and
“science and technology work management system” and the domain name “Personnel
Domain” is highly relevant. Therefore, it is necessary to incorporate this feature.

As for the source table feature, although it also carries semantics related to domain
names, too many categories do not facilitate discretization. There is a high degree of
overlap with the content of table description information. Even most of it is included in
the table description information, so it is unnecessary to consider this feature again.

In summary, the field summary features and source system features can be discretized
separately, taking two forms of one-hot encoding by class and direct discrete value
encoding, respectively. Thefield features are represented by dense embedding separately.

4.3 DeepFM Model Design

Fig. 3. DeepFM model structure diagram

Themodel structure is designed as shown in Fig. 3. The domain discrete features and
the source system discrete features are introduced into the FM layer separately, while
the domain continuous features are added to the FM for second-order cross-calculation
with the discrete features. And combined with the high-dimensional embedding of the
continuous features on the depth side, the logistic score and softmax normalized output
is finally computed together and jointly influence the prediction results.
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5 Model Design Based on Full Feature Fusion

Finally, twomodels,ATT-ALE-TextRNNandDeepFM, are combined tomine the seman-
tics of recognizing multiform features. And the evaluation is redefined in such a way
that the final result is decided based on the side with the high score by the two parts
of the prediction regression. The overall results are shown in the next section of the
experiments.

6 Experiments

(1) Table description-based continuous feature modeling experiments (Table 1):

Table 1. Comparison of experimental effects of continuous features based on table description

Model Precision Recall F1-Score

Baseline (TextCNN) 0.69 0.73 0.71

TextRNN 0.73 0.77 0.75

ATT-TextRNN 0.79 0.81 0.80

ATT-ALE-TextRNN 0.81 0.85 0.83

(2) ATT-ALE-TextRNN ablation experiment:
An ablation experiment scheme is adopted here to verify the effectiveness of

adding label-aspect embedding (secondary domain embedding) on the input side of
the model. A model with only N times label-aspect embedding added to the output
side of the TextRNN and weights computed in the output hidden layer is used for
comparison experiments with the final model. As shown in Table 2:

Table 2. Comparison of the effects of ablation experiments

Model Precision Recall F1-Score

ATT-TextRNN (2) 0.78 0.80 0.79

ATT-ALE-TextRNN 0.81 0.85 0.83

Note: The ATT-TextRNN here still uses label-aspect embedding (secondary domain embed-
ding). In order to distinguish it from the ATT-TextRNN model that directly does hierarchical
ATTENTION on the original corpus, it is labeled as ATT-TextRNN (2)

(3) Modeling experiments based on discrete features such as table fields and source
systems (Table 3):

As shown by the experimental results, DeepFM has the best results. It utilizes a
combined modeling approach of FM and DNN, which has the advantages of both.
Also, this paper practices the FNN model using FM pre-trained implicit vector as
the input of a fully connected network.
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Table 3. Comparison of experimental effects based on discrete features such as table fields and
source systems

Model Precision Recall F1-score

FM 0.62 0.66 0.64

DNN 0.78 0.74 0.76

FNN 0.75 0.73 0.73

DeepFM 0.84 0.81 0.82

(4) Confidence score selection of the fusion model and the final various effects:
Finally, two models, ATT-ALE-TextRNN and DeepFM, are combined to mine

the semantics of recognizing multiform features. And the evaluation is redefined
in such a way that the final result is decided based on the side with the high score
by the two parts of the prediction regression. The final prediction results on the top
ten domains are shown in Table 4:

Table 4. Comparison of the final types of experimental effects of the fusion model

Overall precision: 0.84 Recall: 0.89 F1-score: 0.86

Domain
name

Security Finance Electricity
grid

Customer Personnel Market Supplies Item Asset Comprehensive

P 0.50 0.90 0.56 0.88 0.55 0.55 0.87 0.93 0.65 0.67

R 0.52 0.79 0.26 1.00 0.80 0.99 1.00 0.91 0.68 0.71

F1 0.51 0.84 0.35 0.94 0.65 0.71 0.93 0.92 0.66 0.69

The final Precision and Recall values are calculated to be roughly maintained around
0.84 and 0.89. It indicates that the fusion model can indeed play a better effect.

7 Conclusion

Based on the exploration and transformation of the common algorithms of Natural Lan-
guage Processing, this paper focused on the key technology of semantic recognition to
break through the problems of domain name related attribute classification and comple-
mentation, intelligent matching, and mapping of the relationship of SG-CIM model of
the State Grid, The text polarity classification problem is referenced for table description
features for the recognition classification task of domain name related semantic attributes
for SG-CIM tables. TheATT-ALE-TextRNNmodelwas proposed,which can capture the
importance of different contextual information for a given category tendency, facilitate
the discrimination of subtle category differences in a multi-category task, and reduce
category confusion. For the field of the table, source system features, with reference
to the recommender system multidimensional sparse feature classification problem, a
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solution using an improved DeepFM model is proposed to facilitate the discovery of
semantic dependencies among discrete, class-forming features.
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Abstract. The bulk commodity is a major strategic resource of the country, and
related trade markets are booming. However, due to channel isolation and infor-
mation barriers, the trade platforms also have risks and industry chaos, which
make the bulk commodity trade process suffer from information asymmetry, dif-
ficulty in choosing a suitable commodity, difficulty in commodity pricing, and
lack of trust in the trade platform. To cope with these challenges, we propose
BBCT, a Blockchain-based Bulk Commodity Trade system, to achieve credible
and fair bulk commodity trade. The process of multi-party trade is divided into
four stages: matching, negotiation based on time-constrained Bayesian learning,
decision-making based on the technique for order preference by similarity to ideal
solution and signing. We design a “negotiation-signing” dual-channel blockchain
architecture, so that buyers and sellers can complete the negotiation and sign-
ing process coordination on the blockchain. We finally verify the efficiency and
reliability of BBCT through experiments.

Keywords: Blockchain · Bulk commodity · Hyperledger fabric · Smart
contract · Trade negotiation

1 Introduction

The bulk commodity trade market involves national strategic materials such as energy,
minerals, cotton, grain, and oil. Bulk commodities have the characteristics of large
trade volume, large price fluctuations, large trade risks, and large impact radiation.
Participants in bulk commodity trademainly include buyers, sellers, and trade platforms.
Since a single enterprise is like an “information island”, it is difficult to find a suitable
trade partner. Therefore, some trade platforms that gather resources from different bulk
commodity industries appear on the market, and more and more buyers and sellers are
attracted to join.

However, the current traditional bulk commodity trade platforms generally have the
following problems. (1) Information asymmetry. Buyers and sellers negotiate indirectly
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through the platform and lack direct communication. (2) There are so many products on
the platform that it is difficult for buyers to compare and choose. (3) It is difficult to price
products and achieve win-win pricing. There is no theoretical pricing model or formula
for bulk commodities. (4) Trade participants lack trust in centralized trade platforms. In
recent years, a series of risk events and industry chaos in the bulk commodity market
have reflected the severe problems of difficult market supervision and poor platform
services.

To solve the above four problems, improve trade efficiency, and build trust between
the trade parties and the trade platform, we propose BBCT: a Blockchain-based Bulk
Commodity Trade system. The main contributions of this paper are as follows:

(1) We have established a blockchain-based agency trade consultation service model,
which is divided into four stages: matching, negotiation, decision-making, and
signing.

(2) In the negotiation stage, we adopt the Rubinstein bargaining model of game theory
and propose a time-constrainedBayesian quotation strategy. In the decision-making
stage, we use the technique for order preference by similarity to ideal solution to
realize the buyer’s personalized multi-attribute decision-making.

(3) We propose a “negotiation-signing” dual-channel blockchain architecture with pri-
vate data sets. Finally, we verify the efficiency of the BBCT proposed in this paper
through experiments.

The remaining contents of this paper are as follows. Section 2 introduces the rele-
vant technology and background. Section 3 analyzes the BBCT model and architecture.
Section 4 describes the algorithms in BBCT. Section 5 details the experiments. Finally,
Sect. 6 summarizes the paper and shows the future work.

2 Background and Related Work

2.1 Blockchain Technology and Hyperledger Fabric

Blockchain has some excellent applications and research in many fields, such as IoT
[1, 2], privacy [3, 4] and digital evidence [5]. In the field of bulk commodity trade,
although there are some studies on the application of blockchain in specific commodity
scenarios, such as trading electricity [6], the innovation of this paper is to solve the
general commodity trade negotiation problem through blockchain. In both negotiation
and signing phases of BBCT system in this paper, blockchain technology is adopted
to ensure the privacy and safety of the transaction between the buyers and the sellers.
Hyperledger Fabric [7] provides an enterprise-level distributed ledger solution based on
blockchain. We use Fabric to build our BBCT system. In previous work, we proposed a
smart-toy-edge-computing-oriented data exchange prototype [8] that also used Hyper-
ledger Fabric. Fabric uses channel and private data set to protect the data privacy of
different nodes. The channel contains several organizational nodes selected and divided
by the sorting node, which are different subsets of the sorting node broadcasting on the
blockchain. Only some members authorized by the private data set in the channel can
obtain the specific content of the data in the private data set.



188 J. Yang et al.

2.2 Bayesian Learning Model

In the Bayesian view, probability can express all uncertain forms, so the learning pro-
cess is realized through continuous correction of probability [9]. Bayesian learning was
originally a typical example of Bayes’ theorem proved by mathematician Thomas Bayes
in 1963. In the bilateral price game in this paper, the learner first obtains the prior prob-
ability of the learning object, and then uses the Bayesian learning formula to modify the
prior probability according to the information obtained in the game process, and finally
obtains the posterior probability.

2.3 Multi-attribute Decision Making and TOPSIS

The multi-attribute decision-making problem is a problem of selecting the optimal solu-
tion or ranking these solutions among the limited solutions with multiple attributes.
Commonly used multi-attribute decision-making methods include Analytic Hierarchy
Process [10, 11], TOPSIS (Technique for Order Preference by Similarity to Ideal Solu-
tion), RSR (Rank-Sum Ratio) and so on. TOPSIS is very effective and has low require-
ments for the number of data samples [12], so we choose it. It ranks the quality of the
solutions by the “distance” between each attribute of each solution and the corresponding
attribute of the ideal optimal solution [13].

3 BBCT Model

3.1 Overall Architecture

Fig. 1. The architecture of BBCT model.

As shown in Fig. 1, the trade process of the BBCT model is divided into four
stages in order—matching, negotiation, decision-making, and signing. In the negotiation
phase, buyers and sellers negotiate the price of commodities through automated agents.
Participants only need to preset parameters, and the system can negotiate price according
to the time-constrainedBayesian learningquotation strategy.Theprice-basednegotiation
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process is like the Rubinstein model [14], as shown in Fig. 2. The Rubinstein model is a
one-to-one bargaining model. Generally, one party proposes a price first, and the other
party responds according to its own quotation strategy. If the other party accepts the
price, the negotiation will end successfully. Otherwise, the rejecting party will propose
a new price in the next round. The round continues until the negotiation succeeds or
meets the conditions of failure [15]. In the decision-making stage, the buyer only needs
to input its own preference for commodity attributes, and then the TOPSIS method can
be used to automatically determine the most suitable commodity.

Fig. 2. Negotiation process based on Rubinstein model.

3.2 Blockchain Implementation

Fig. 3. Dual-channel architecture of BBCT blockchain.

To ensure that the negotiation stage between buyers and sellers is open and trans-
parent, and the final trade contract is recognized by both buyers and sellers, we design
a “negotiation-signing” dual-channel blockchain architecture. Buyers and sellers obtain
and send information by monitoring and calling the blockchain API. As shown in Fig. 3,
the participants joining on these two channels are buyers, sellers, and the trade platform.
Such an architecture has the advantages of parallel business, isolated data storage, and
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strong scalability. In addition, for the purpose of data privacy, each participant only stores
information related to itself through the private data setmechanism.Theblockchain inter-
action mechanism of the negotiation channel is shown in Fig. 4. If the negotiation ends
successfully, the negotiation sheet information will be generated into the final negotia-
tion sheet. In the negotiation between a buyer and multiple sellers, the buyer will record
the transaction ID of each seller’s final negotiation sheet and initiate the signing process
after the seller is decided according to TOPSIS. The blockchain interaction mechanism
of the signing channel is shown in Fig. 5. The fairness of electronic contract signing is to
ensure that both parties are in a balance of power during contract exchange and signing
[16].

Fig. 4. The interaction sequence diagram of the buyer and the seller in the blockchain negotiation
channel.

Fig. 5. The interaction sequence diagram of the buyer and the seller in the blockchain signing
channel.
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4 BBCT Algorithm

4.1 Time-Constrained Bayesian Negotiation Model

Before the buyer and seller start bilateral negotiations on the price, both parties have an
expected price and a reserve price for the trade price. The expected price refers to the
ideal price that the buyer or seller wants before the negotiation begins. The reserve price
refers to the highest price that the buyer can accept or the lowest price that the seller can
accept. Only when the buyer’s reserve price is not less than the seller’s reserve price, can
both parties reach a negotiated price. Next, we model the negotiation process between
buyers and sellers.

1) Obtain the initial prior probability. At the beginning, the buyer and seller have
no record of each other’s quotation. Therefore, before the negotiation, the buyer
and seller should estimate the reserve price range of the other party based on the
historical trade prices and quotations of the other party. Suppose the seller has n
estimated values in the estimated buyer’s reserve price range

[
xb, yb

]
, which are

described by a set of discrete data Vb
(
Vbi ∈ [

xb, yb
]
, i = 1, 2, · · · , n

)
. Event Ai is

used to describe “the seller estimates that the buyer’s reserve price is Vbi”, and its
corresponding probability is P(Ai). It is also assumed that the buyer has m estimated
values in the estimated seller reserve price range

[
xs, ys

]
, which are described by a

set of discrete data Vs
(
Vsj ∈ [

xs, ys
]
, j = 1, 2, · · · ,m

)
. Event Bj is used to describe

“the buyer estimates that the seller’s reserve price is Vsj”, and its corresponding
probability is P

(
Bj

)
.

2) Assume that in the first round of quotation, the seller proposes a price w1
s , as shown

in formula (1).

w1
s = E(Vb) =

∑n

i=1
VbiP(Ai) (1)

xmaxb means the buyer’s actual reserve price. If w1
s ≤ xmaxb , the buyer will accept

the seller’s price, and the negotiation will end successfully. Otherwise, the buyer will
reject the seller’s price, the negotiation will continue, and the buyer will propose a
new price in the next round of quotation.

3) Quotation in round k (k > 1). After the k − 1 round of quotation, they reach the k
round of quotation.

a) If the buyer in the k − 1 round proposes a price wk−1
b , the seller in the k round

will propose a price wk
s , as shown in formula (2).

wk
s = E(Vb) =

∑n

i=1
VbiP

(
Ai|wk−1

b

)
(2)

Where P
(
Ai|wk−1

b

)
is the posterior distribution of the estimated buyer’s

reserve price calculated by the seller based on the price proposed by the buyer
in the k − 1 round, as shown in formula (3).

P
(
Ai|wk−1

b

)
= P(wk−1

b |Ai)P(Ai)
∑n

i=1 P(wk−1
b |Ai)P(Ai)

(3)
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b) If the seller proposes the price wk−1
s for the k − 1 round, the buyer will propose

the price wk
b for the k round, as shown in formula (4) .

wk
b = E(Vs) =

∑m

j=1
VsjP

(
Bj|wk−1

s

)
(4)

Where P(Bj|wk−1
s ) is the posterior distribution of the estimated seller’s

reserve price calculated by the buyer based on the price proposed by the seller
in round k − 1, as shown in formula (5).

P
(
Bj|wk−1

s

)
= P

(
wk−1
s |Bj

)
P
(
Bj

)

∑m
j=1 P

(
wk−1
s |Bj

)
P
(
Bj

) (5)

4) The end of the negotiation. When wk
s ≤ xmaxb or wk

b ≥ xmins , the price proposed by
one party will be accepted by the other party and the negotiation ends successfully.
If the price quoted by one party is equal to its reserve price, but the other party still
does not accept the price, the negotiation will fail.

Negotiations have costs. Both buyers and sellers involved in the trade hope to reach
a deal within a limited time, and do not want multiple rounds of invalid negotiations.
Therefore, based onBayesian learning, we propose a time-constrained quotation strategy
to improve the efficiency of negotiation.We set a time function f (t), as shown in formula
(6). T is the estimated total time of this bilateral negotiation, and t represents the time
that the current negotiation has been conducted. We can also use negotiation rounds
instead of time. In this case, T is the total negotiation round number, and t is the current
round number. λ is the time impact factor [17], and its value reflects the urgency of the
buyer and seller for the time of this negotiation.

f (t) =
(
t

T

)λ

, (λ > 1, 0 < f (t) < 1) (6)

wb = E(Vs) + fb(t)
(
Xmax
b − E(Vs)

)
(7)

ws = E(Vb) − fs(t)
(
E(Vb) − Xmin

s

)
(8)

The buyer’s quotation is shown in formula (7), where E(Vs) is the buyer’s original
quotation without time constraint, and fb(t) is the buyer’s time constraint. The seller’s
quotation is shown in formula (8), where E(Vb) is the seller’s original quotation without
time constraint, and fs(t) is the seller’s time constraint.

4.2 Personalized Decision Based on TOPSIS

The problem to be solved in the decision-making stage is how to help the buyer select
the most suitable product from a batch of candidate products with various attributes.
We solve the buyer-oriented multi-attribute decision-making problem by combining the
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TOPSIS method with the buyer’s designated preference weight. The attribute vector
of the product v = (v1, v2, v3, v4, v5) represents the five attribute values of product
price, delivery speed, product score, seller reputation score, and historical trade quantity
respectively.

The buyer presets a vectorw = (w1,w2,w3,w4,w5) to reflect the buyer’s importance
and preference for each attribute of the product. It will be used as the weight vector of
the attributes in the decision.

Assuming there are n commodities, we first homogenize v to construct an initial
matrix vij(i = 1, 2, . . . , n; j = 1, 2, . . . , 5) of n * 5. Then we normalize it to get the
normalized vector zij. Then, we can calculate the weight normalized vector rij = wjzij,
wherewj is the weight of the j-th attribute input by the buyer. Thus, we can get the weight
normalization matrix R, as shown in formula (9).

R =

⎡

⎢⎢
⎣

r11 r12 r13 r14 r15
r21 r22 r23 r24 r25
· · · · · · · · · · · · · · ·
rn1 rn2 rn3 rn4 rn5

⎤

⎥⎥
⎦ (9)

R+ = (max{r11, r21, · · · , rn1}, · · · ,max{r15, r25, · · · , rn5}) (10)

R− = (min{r11, r21, · · · , rn1}, · · · ,min{r15, r25, · · · , rn5}) (11)

D+
i =

√
∑5

j=1

(
R+
j − rij

)2
,D−

i =
√

∑5

j=1

(
R−
j − rij

)2
(i = 1, 2, · · · , n) (12)

C+
i = D−

i

D+
i + D−

i

(i = 1, 2, · · · , n) (13)

The optimal solution R+ is composed of the maximum value of each column of R, as
shown in formula (10). Theworst solutionR− is composed of theminimumvalue of each
column of R, as shown in formula (11). D+

i /D
−
i respectively represents the closeness of

each product to R+/R−, which can be calculated by the Euclidean distance calculation
method [18], as shown in formula (12). Finally, we calculate the fit degree C+

i of each
product with the optimal solution as shown in formula (13), where 0 ≤ C+

i ≤ 1. Buyers
pick the products with the highest fit degree.

5 Experiment

We use a test data set to simulate price games between buyers and sellers. Each item in
this set contains the price of the first round of quotation and the historical trade prices
of both buyers and sellers. By adjusting the negotiation price range between buyers and
sellers, we set the overall negotiation success rate of the dataset to 75%.

We use two indicators to measure the quality of the quotation strategy. One is the
number of quotation rounds, which represents the efficiency of the negotiation. The
other is the joint utility function which is used to measure the gains of the negotiation, as
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shown in formula (14). U represents the joint utility obtained by both negotiating parties
from this price game. P is the final trade price, xmins is the reserve price for the seller, and
xmaxb is the reserve price for the buyer. We respectively calculate the average of the two
indicators after each case was tested on the data set.

U =
(
P − xmin

s

)∗(
xmax
b − P

)

(
xmax
b − xmin

s

)2 (14)

Experiment 1 compares the cases of whether the Bayesian learning model is used or
not. The quotation strategy of the non-Bayesian learner is based on the expected price,
and the price is reduced/increased by 5% in each round. TheBayesian learner’s quotation
strategy is based on the estimated reserve price of the other party.

We use three types of quotation cases. The first is that both buyers and sellers use a
quotation strategy without Bayesian learning. The second is the quotation strategy that
only buyers or sellers use Bayesian learning, that is, we use half of the data set to run
cases where buyers use Bayesian learning, and the other half are used to run cases where
sellers use Bayesian learning. The third is that both buyers and sellers use Bayesian
learning quotation strategy. No time function was added in this experiment.

Table 1. The results of cases of whether the Bayesian learning model is used or not.

Case Average number of quotation
rounds

Average joint utility

Both parties without Bayesian
learning

8.4 0.140

Only one party with Bayesian
learning

6.3 0.108

Both parties with Bayesian
learning

4.1 0.227

As shown in Table 1, the experimental results show that the average number of
quotation rounds of the strategy based on Bayesian learning is less than that of the
strategy without Bayesian learning, and the average utility is higher than that of the
strategy without Bayesian learning. When only one party uses Bayesian learning, the
average utility is the lowest. Although the number of quotation rounds can be reduced by
changing the quotation strategy without Bayesian learning, the quotation strategy cannot
be changed once it is set, and it cannot be self-adjusted with the quotation process during
the negotiation like aBayesian learning strategy. Therefore, compared to the casewithout
Bayesian learning, the quotation strategy of Bayesian learning is more effective, which
can reduce the average number of quotation rounds and increase the joint utility of both
parties.

Experiment 2 compares the case of whether there is time constraint in Bayesian
learning. T is the total round of bilateral negotiations, and t represents the current round
of negotiations.According to the results of experiment 1, the average number of quotation
rounds is above 4. So, we set T to 4.
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Table 2. The results of different time factors used by the Bayesian learning model.

Time factor λ Average number of quotation rounds Average joint utility

2 2.2 0.110

4 3.2 0.221

6 3.8 0.219

Null 4.1 0.227

As shown in Table 2, the experimental results show that the choice of time factor has
an impact on negotiation. When the value of the time factor is set properly, whether the
time constraint is included has little effect on the average utility value of the Bayesian
learning model but adding the time constraint can reduce the number of negotiation
rounds and improve the efficiency of the negotiation.

Table 3. Attribute values of sample products in TOPSIS validation experiment.

Product Price Delivery speed Score Reputation Historical trade quantity

A 0.75 0.5 4 5 31000

B 0.8 0.6 4.3 5 8000

Experiment 3 verifies TOPSIS method. The attribute values are shown in Table 3.
We set the attribute weight vector w = (0.5, 0.3, 0.1, 0.08, 0.02). Through TOPSIS
algorithm, we can calculate that the fit degrees of A and B are 0.9407 and 0.8761
respectively. Therefore, the buyer will choose product A to enter the signing stage.

6 Conclusion

Based on the existing problems exposed in the actual bulk commodity trade scenario, in
this paper, we focused on the negotiation and signing stage in the trade process and pro-
posed BBCT—a smart blockchain-based bulk commodity trade system. In BBCT, we
decomposed and modeled the trade process, which was divided into four stages: match-
ing, negotiation, decision-making, and signing. In the negotiation stage, the Bayesian
learning model was used to update and learn the quotation strategy and propose a more
favorable quotation. We also added time constraints to the negotiation model to improve
the efficiency of the negotiation phase and save time. In the decision-making stage, the
TOPSIS multi-attribute decision-making model was used to allow the buyer to pick
the most suitable product among multiple products to improve efficiency and trade
experience. Through BBCT’s “negotiation-signing” dual-channel blockchain structure,
combined with private data collection, buyers and sellers could communicate, coordi-
nate, and store information such as quotations and contracts in the blockchain, ensuring
the anti-tampering of transaction data and privacy. Finally, we verified the usability and
effectiveness of BBCT through experiments.
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In the future, we will consider improvements in the following areas. (1) In the
Bayesian learningmodel, considering the actual situation, the prior probability of the first
round of negotiation can be obtained in a more scientific way. (2) In the decision-making
process, the decision-maker can flexibly add or delete new decision-making attributes.
(3) We can add a conversation-based negotiation method to the current negotiation
model and combine natural language processing technology to obtain a more efficient
and flexible negotiation method.

Acknowledgment. The work of this paper is supported by the National Key Research and Devel-
opment Program of China (2019YFB1405000), National Natural Science Foundation of China
under Grant (No. 92046024, 61873309), and Shanghai Science and Technology InnovationAction
Plan Project under Grant (No. 19510710500, and No. 18510732000).

References

1. Qiu, H., Qiu, M., Memmi, G., Ming, Z., Liu, M.: A dynamic scalable blockchain based
communication architecture for IoT. In: Qiu, M. (ed.) SmartBlock 2018. Lecture Notes in
Computer Science, vol. 11373, pp. 159–166. Springer, Cham (2018). https://doi.org/10.1007/
978-3-030-05764-0_17

2. Gai, K., et al.: Differential privacy-based blockchain for industrial Internet-of-Things. IEEE
Trans. Industr. Inf. 16(6), 4156–4165 (2019)

3. Qiu, M., Liu, X., Qi, Y., Zhao, H., Liu, M.: AI enhanced blockchain (II). In: The 3rd
International Conference on Smart BlockChain (SmartBlock), pp. 147–152 (2020)

4. Pan, W., et al.: Application of blockchain in asset-backed securitization. In: IEEE 6th
International Conference on Big Data Security (BigDataSecurity) (2020)

5. Tian, Z., et al.: Block-DEF: a secure digital evidence framework using blockchain. Inf. Sci.
491, 151–165 (2019)

6. Dekker, P., Andrikopoulos, V.: Automating bulk commodity trading using smart contracts. In:
IEEE International Conference on Decentralized Applications and Infrastructures (DAPPS)
(2020)

7. hyperledger-fabricdocs main documentation. https://hyperledger-fabric.readthedocs.io/en/lat
est/. Accessed 30 Oct 2021

8. Yang, J., Lu, Z., Wu, J.: Smart-toy-edge-computing-oriented data exchange based on
blockchain. J. Syst. Archit. 87, 36–48 (2018)

9. Eshragh, F., Shahbazi, M., Far, B.: Real-time opponent learning in automated negotiation
using recursive Bayesian filtering. Expert Syst. Appl. 128, 28–53 (2019)

10. Gabriel, S., Riyanarto, S.: AHP-TOPSIS for analyzing job performancewith factor evaluation
system and process mining. Telkomnika (Telecom. Com. Elec. Cont.) 17(3), 1344–1351
(2019)

11. Saaty, T.L.: The Analytic Hierarchy Process. Mc Graw-Hill Company, New York (1980)
12. Bapi, D., Duy, D.S., Luis, M., Mark, G.: An evolutionary strategic weight manipulation

approach for multi-attribute decision making: TOPSIS method. Int. J. Approx. Reason. 129,
64–83 (2021)

13. Vavrek, R.: Evaluation of the Impact of selected weighting methods on the results of the
TOPSIS technique. Int. J. Inform. Tech. Decis. Making 18(06), 1821–1843 (2019)

14. Rubinstein, A.: Perfect equilibrium in a bargaining model. Econometrica 50(1), 97–109
(1982)

https://doi.org/10.1007/978-3-030-05764-0_17
https://hyperledger-fabric.readthedocs.io/en/latest/


BBCT: A Smart Blockchain-Based Bulk Commodity Trade System 197

15. Torstensson, P.: An n-person Rubinstein bargaining game. Int. Game Theory Rev. 11(1),
111–115 (2009)

16. Al-Saggaf, A., Ghouti, L.: Efficient abuse-free fair contract-signing protocol based on an
ordinary crisp commitment scheme. IET Inf. Secur. 9(1), 50–58 (2015)

17. Peyman, F.: Negotiation decision functions for autonomous agents. Robot. Auton. Syst. 24(3–
4), 159–182 (1998)

18. Wang, Y., Chardonnet, J., Merienne, F.: Enhanced cognitive workload evaluation in 3D
immersive environments with TOPSISmodel. Int. J. Hum. Comput. Stud. 147, 102572 (2021)



Research on Data Fault-Tolerance Method
Based on Disk Bad Track Isolation

Xu Zhang(B), Li Zheng, and Sujuan Zhang

College of Software Engineering, Xiamen University of Technology, Xiamen 361024, China
lzhangxu@xmut.edu.cn

Abstract. Disk is not only an important carrier to save data, but also a key com-
ponent of storage system. It is of great significance to improve the reliability
and data availability of disk. In the big data environment, the number of disks in
the storage system is huge and distributed, so the maintenance for disk failure is
inefficient and costly. Disk bad track is one of the most common disk faults. To
solve this problem, this paper proposes a disk bad track isolation algorithm. This
approach uses a data fault-tolerance mechanism to isolate physical bad tracks,
effectively reducing the disk failure rate, improving service stability, and reducing
system maintenance costs. The results show that the bad track isolation method
can reduce the Disk IO exception by 47%, and significantly reduce the disk failure
rate. It is effective in improving system stability and reducing maintenance cost.

Keywords: Data fault-tolerance · Hard disk · Disk bad track · Cloud storage ·
Data center · S.M.A.R.T

1 Introduction

With the development ofmobile internet, IOT [1],Blockchain [2, 3], artificial intelligence
[4], big data and other fields, the daily data volume of enterprises and individuals is
growing exponentially. Theworld is entering the era of data explosion, traditional storage
systems have encountered bottlenecks. As a new IT resource ecology, cloud storage has
emerged as powerful platforms in the era of big data. At present, in some large-scale
distributed application environments, the number of disks is large and scattered so the
disk failure rate is high and difficult to maintain [5]. For example, in a large data center or
IDC edge node,when a disk fails, engineers are usually arranged to replace the failed disk
after the disk drops or seriously affects the business service quality. This maintenance
mode is inefficient and often cannot meet the business needs. Moreover, bad disk track
is one of the most common faults of disk. If a new disk is used to replace a disk with
only a few bad tracks, it will cause a large cost waste.

Traditional disk fault definition and maintenance methods have some disadvantages.
Disk reuse through disk bad track isolation technology can improve disk availability and
reduce the frequency and cost for on-site maintenance.

According to statistics, hard disk is the main fault source in the current data center,
and the proportion of Microsoft data center is 78% [6]. One of the main reasons for hard

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Qiu et al. (Eds.): SmartCom 2021, LNCS 13202, pp. 198–207, 2022.
https://doi.org/10.1007/978-3-030-97774-0_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-97774-0_18&domain=pdf
https://doi.org/10.1007/978-3-030-97774-0_18


Research on Data Fault-Tolerance Method 199

disk failures is the bad track. According to the software or hardware failure, the disk bad
track can be divided into logical and physical. Logical bad track is generally caused by
the data verification error and it can be repaired as long as the logical bad track is written
[7]. Physical bad track is a real physical damage, which is generally irreparable [8–10].
The disk has some reserved areas for remapping the physical bad track (G-List), but the
reserved area space is limited. When the disk reads the bad track area, it will repeatedly
try to read until I/O times out, then the disk performance will decline sharply [11, 12].
When there are few bad tracks, the load of disk is temporarily high. In addition, if there
are many bad tracks on the disk, it will cause the disk to slow down seriously [13–15].

The research to date has tended to focus on logical bad track rather than physical bad
track. The main contribution of this research is to improve the reliability and stability of
storage system based on the technology of physical bad track isolation.

2 Related Work

In recent years, most research on disk storage reliability can be divided into two cate-
gories. One is based on the hardware layer, mainly through Redundant Arrays of Inex-
pensive Disks (RAID) [16–18]. RAID5 with redundant single disk failure and RAID6
with dual disks failure are the most commonly used. Some hardware manufacturers
have also studied relevant technologies. Xiotech company proposed intelligent storage
element technology (ISE) [19], which realizes fault prevention and repair by enclosing
preventive and repair parts in the storage capacity module, improving the disk working
environment and disk repair processes.

In 1995, Compaq company invented S.M.A.R.T. (Self Monitoring Analysis and
Reporting Technology), which has become a standard hard disk drive condition mon-
itoring and fault early warning technology in the industrial field [20–22]. Then there
are many researches based on S.M.A.R.T. technology, mainly using different algo-
rithms to build hard disk fault prediction model, which has also achieved certain
results. Yang Hongzhang of PKU proposes a whole process proactive fault tolerant on
“Collection-Prediction-Migration-Feedback” mechanism which predict hard disk fail-
ures and migrate data ahead of time [23]. Jia runying and Li Jing of Nankai University
realized the hard prediction model based on adaboost and genetic algorithm, which can
improve the accuracy [24]. Hu Wei of NUDT studied the self-recovery storage system
based on intelligent early warning, which can use themachine learningmethod to predict
the disk failure. For the warning disk, through the data migration protection strategy, the
storage reliability and availability is significantly improved [25]. Other researches use
machine learning algorithms, including reverse neural network, decision tree, support
vector machine and simple Bayes, which are verified and analyzed based on S.M.A.R.T.
information. These studies focus on the prediction accuracy and the universality of
applicable scenarios [26–28].

Although these studies have made in-depth research on system reliability and data
fault-tolerance from the hardware layer and software layer, they have not effectively
solved the fundamental problem of disk failure and data loss. Once disk failure occurs,
the risk of data loss still exists. Moreover, from the perspective of disk failure rate, those
studies cannot reduce the disk failure rate and do not improve the system maintenance.
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In order to solve the above problems, we attempt to realize the algorithm of disk bad
track isolation to improve the storage reliability and stability, based on the S.M.A.R.T.
technology and the principle of bad track of disk. This method can be used alone or as a
supplement to the above research and it will be very useful for the big data center with
large-scale disks.

3 System Design and Implementation

In order to achieve the above purpose, the research implements a program of disks with
bad track. The program obtains the target disk to be processed through monitoring, and
detects the bad track in the target disk. By combining the bad track area, the available
area in the target disk other than the bad track area can be obtained. If the target disk is
judged to be available by the detectionmodel, it will be reconstructed and set to online. In
this study, themonitoringmodel can automatically identify whether the target disk needs
bad track test. The health status information of the target disk can be obtained regularly,
and used to determine whether the target disk needs test. When the bad track test is
required, the bad track areas will be merged and isolated. So we can obtain the available
areas excluding the bad track areas of the target disk. Due to the existence of bad track
area, the available area may show discrete distribution in the target disk. Specifically, the
target disk can be divided into multiple partitions according to the available area, and
these partitions can be combined into one volume. After formatting the merged volume,
the target disk can be reused.

This method does not need to replace the disk in case of a small number of bad tracks,
but can make full use of the available area. Therefore, it can improve the processing
efficiency of failed disks while saving disk resources.

3.1 System Architecture

The system implemented in this study mainly includes three modules.

Disk Monitoring Module (DMM)
In the actual business, especially in the big data environment, the number of disks is
huge and the operation status is diverse. It is necessary to monitor and predict the status
of disks. For a model being used online, it is very important to control the stability and
utility of the model in real time. So our research needs a perfect monitoring module to
help us fully master the status of the disk and locate it in time. The disk health model
is defined in the DMM, which defines and obtains the sub-health target disk according
to the S.M.A.R.T. information, and the bad track data of the target disk is detected and
recorded.

Bad Track Isolation Module (BTIM)
After collecting the data of the target disk and its bad channel, the bad track isolation
of the disk is realized in this module. The module first performs a bad track test on the
target disk. It needs to stop the service in the target disk or the in the server where the
target disk is located, and then isolate the bad track of the target disk. In this module, a
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minimum area coverage algorithm based on linear bisection is implemented to isolate
the bad track of the target disk. By merging the bad track area of the target disk and
eliminating it, it can be used as an available area.

Disk Reconstruction Module (DRCM)
This module retests the target disk to determine whether the it can continue to be used. It
is mainly measured by three indicators, including the number of bad tracks, the capacity
of available areas and the number of partitions of available areas. After the disk is judged
to be available, the disk can be divided into multiple partitions according to the obtained
available area. Then the multiple partitions can be combined into a volume, which can
be used as the reconstructed storage space. The storage directory will be reconstructed
according to the recorded target disk access parameters. After the reconstruction, the
disk can continue to be used, and the service can be resumed.

3.2 System Implementation

Fig. 1. System flowchart

In this study, the health status of the target disk is obtained through DMM, mainly
including the self-checking information of the target disk, the log information of the oper-
ating system where the target disk is located and the input and output load information
of the target disk (Fig. 1).
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Disk Self-checking Information
Disk Self-checking Informationmainly comes from the S.M.A.R.T. information retained
in the service area of the disk. S.M.A.R.T. instructions can be divided into main com-
mands and subcommands. Themain commands provide information onwhether the disk
supports S.M.A.R.T. or ignores the characteristics of a certain instruction. The subcom-
mands provide detection information supporting S.M.A.R.T. disk. In the S.M.A.R.T.
information, you can display whether the target hard disk fails and whether the target
disk has errors during operation. You can judge whether there are a large number of
errors on the target disk according to the number of errors.

System Log Information
System log information can refer to the message information of the operating system,
which can indicate whether there are read-write errors on the target disk and whether
there are file system errors.

I/O Load Information
I/O load information can indicate whether the target disk is running under high load.

In this study, a disk health model is established, which preset the multiple running
status of the target disk. and then the judgment results corresponding to each operation
state can be determined respectively based on the health state information of the target
disk, so as to obtain the combination of judgment results of the target disk. Then, based
on the health information, the judgment results corresponding to each running status
can be determined respectively. For example, Table 1 lists multiple running states, and
illustrates each possible judgment results. When the judgment result of the target disk is
obtained, the preset processing strategy corresponding to the health model can be called
to determine whether the disk needs bad track testing.

Table 1. Hard disk failure analysis model

Failed High load Few errors Many errors Disk errors File system
errors

Processing
strategy

Y Any Any Any Any Any Replacing

N Y Any Y Any Any Replacing

N Y Y N Any Any Bad track
testing

N Y Any N Y Any Bad track
testing

N Y N N N Y Formating

N N Any Any Any Any /

When it is necessary to perform a bad track test on the target disk, it is necessary
to suspend the service in the target disk. Generally, common applications support tem-
porarily removing the target disk from the server. When performing a bad track test
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on the target disk, first repair the logical bad track in the target disk, and then save the
irreparable bad track data to a specified file, which can be preset in the operating system.
After that, when analyzing the bad track data, we can read the bad track data through
the access path of the specified file. After the bad track test is completed, the bad track
data in the specified file can be analyzed. This method stores the bad track data into an
one-dimensional array of nonnegative integers. Each element in the array can represent
a bad track with a capacity of 4 KB and the value represent the location of the bad track
on the target disk. For example, the element value N can represent the (N + 1)th area
with a capacity of 4 KB in the target disk.

Considering the space utilization, this study adopts the linear bisection minimum
area coverage algorithm to cover the area where the bad track is located. By isolating
the area covering the bad track from the target disk, the available area in the target disk
can be obtained. Then we can find the sub regions with bad tracks. As shown in Fig. 2,
the shadow filled sub region can be used as the target sub region with bad tracks.

After determining the target sub region of each bad track, in order to avoid the region
of bad channel being too discrete, adjacent target sub regions whose interval meets the
specified conditions can be merged to obtain multiple merged regions.

When merging the target sub regions, the adaptive region can be used to cover
multiple target sub regions whose intervals meet the specified conditions. The condition
can mean that the number of sub regions separated between two adjacent target sub
regions is less than or equal to the specified number threshold. For example, we set the
threshold to 2, which means taking 2% of the total capacity of the target disk. Then,
as long as the interval between two adjacent target sub regions does not exceed 2 sub
regions, the two adjacent target sub regions can be merged. As shown in Fig. 2, the
regions merge result is as follows:

• The first and second target sub regions are separated by one sub region, so the two
target sub regions can be merged. When merging the two target sub regions, the
sub regions contained between the two target sub regions need to be merged together.
Therefore, the merged region after preliminary merging can include three sub regions.

• Since there are 4 sub regions between the second target sub region and the third target
sub region, which do not meet the merging conditions, the second target sub region
and the third target sub region will not be merged.

• The third, fourth and fifth target sub regions meet the merging conditions, so the three
target sub regions can be merged together with the sub regions separated between
them, and the merged region can include four sub regions.

After merging the target sub regions into merged regions, an isolation region may be
determined at the head and or tail of each merged region. As shown in Fig. 2, because
the first merge area is at the head of the target disk, only one sub area is used as the
isolation area at the tail of the merge area. In this way, the four sub areas in the dotted
box can be used as the bad track area. Since the second merge area is in the middle of
the target disk, one sub area can be determined at the head and tail as the isolation area,
so that the six sub areas in the dotted box can be used as the bad track area. After the
bad track is isolated to obtain the bad track area, the area other than the bad track area
can be used as the available area in the target disk.
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Fig. 2. Disk bad track isolation

After detecting and isolating the bad track, we can judge whether the target disk can
continue to be used according to the detection results. In this study, the number of bad
tracks, the capacity of available areas and the number of partitions of available areas
are comprehensively considered. The conditions for determining that the target disk is
unavailable mainly include the following three:

• The number of detected bad tracks is greater than the specified threshold number of
bad tracks.

• The space capacity of the available area obtained is less than the specified capacity
threshold.

• The number of partitions after partitioning according to the available area is greater
than the threshold value of the specified number of partitions.

For the available target disk, a continuous plurality of available areas can be divided
into one partition, so as to divide the target disk into multiple partitions. In Fig. 2, the
emptywhite sub areas outside the dotted box are available areas. The remaining available
areas are divided into two zones. The first zone contains two sub areas and the second
zone contains only one sub area. After dividing the available area intomultiple partitions,
the multiple partitions can be merged into one volume through the LVM (logical volume
manager) function, and the merged volume can be used as the reconstructed storage
space. Then, these partitions can be merged into one volume through the LVM, and the
merged volume can be used as the rebuilt storage space.

According to the volume label and mount point of the target disk recorded before,
the access parameters are set after the reconstructed storage space is obtained.The target
disk after bad track isolation and reconstruction can continue to be used. Here, we can
resume the business and complete this work.

4 Experiment

We did the experiment in a real big data application environment which the running time
of the system is more than 3 years, and the average power on time of the disks have
exceeded 25000 h. The specific test environment is as follows (Table 2).

In order to verify the impact of this scheme on disk performance, we found two disks
on the same server according to the log, which are enabled bad channel isolation and
not. In the same server, it can be considered that the load of two disks is equal, which
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Table 2. Testing environment

Hardware Software

Per Cpu: 32cores OS: CentOS 6.5

Per memory: 128G App: Cloudera 5.13.2

Per disks: 8192G*12 Storage system: Hadoop 2.6.0

can be proved from the trend of the two curves in Fig. 3. As shown in Fig. 3, sdf is the
disk with bad track isolation enabled and sde is the normal disk. The right side of the
red vertical bar is the load of the sdf disk after enabling bad track isolation. Through the
curve, it is found that the I/O Util of disk SDE is greater than 50%, which is 47% lower
than that of SDF. This indicates a significant improvement in disk performance.

Fig. 3. Single disk performance testing

5 Conclusion

In this study, the disk bad track isolation was used to improve the performance of disk
and reduce the failure rate, so as to improve the system reliability and cost performance
of large-scale disk applications. From the test results of the actual system, it could be
seen that this research can significantly improve the I/O performance of the disk and
greatly reduce the failure rate of the disk. Today, with the continuous development of
big data, the volume of data is still growing rapidly, and there will be more and more
application scenarios of large-scale disks. This research will also play an increasingly
important role.
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Abstract. Most of the existing machine learning methods for charge
prediction adopt the training mechanism of supervised learning. These
algorithms have high requirements for the number of training samples
corresponding to each crime. However, few or no cases are corresponding
to some crimes in real scenarios, which leads to the poor performance of
these models in practice. To alleviate this problem, we propose a novel
Zero-Shot Learning (ZSL) based method for legal charge prediction tasks.
Specifically, we define a set of semantic attributes to represent the domain
knowledge of charges, which enables the model to migrate knowledge
from seen charges to unseen charges. In this way, with the help of the
ZSL mechanism, unseen charges and charges with a small number of
training samples could be relatively predicted accurately. We evaluate
the performance of the proposed method on a dataset collected from
China Judgements Online, and the experimental results show that our
method obtains 32.4% accuracy for the unseen charges and can largely
retain the predictive power for the seen charges.

1 Introduction

In recent years, driven by emerging technologies such as big data, cloud com-
puting, and the Internet-of-Things (IoT), application areas such as intelligent
prediction of legal charges, Body Sensor Networks (BSNs) [1], tel-health sys-
tems [2], and real-time embedded systems [3] have all been rapidly developed.
Among them, the intelligent prediction of legal charges can be considered as a
classification problem based on case description and factual text data. A popular
way to solve this type of problem is to use neural network algorithms, especially
deep learning. For example, in 2017, Luo et al. [4] provided an attention-based
neural network to predict legal charges. Although neural network-based models
have achieved promising accuracy on many benchmarks, there is a problem that
cannot be ignored: most models need to collect a large number of cases corre-
sponding to each crime during training. In other words, each criminal charge
to be predicted requires enough training samples. However, in the real world,
this premise is difficult to meet. For example, for some criminal charges such as
“treason”, there are very few public cases. Even for many criminal charges, one
cannot collect any public cases. This problem leads to the poor performance of
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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https://doi.org/10.1007/978-3-030-97774-0_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-97774-0_19&domain=pdf
https://doi.org/10.1007/978-3-030-97774-0_19


Charge Prediction for Criminal Law with Semantic Attributes 209

Fig. 1. An illustration of attribute-based charge prediction

many existing charge prediction models in practice. To solve the few-shot learn-
ing problem in the criminal charge prediction problem, Hu et al. [5] applied the
less-sample learning and provided a charge attribute based method to assist in
charge prediction. However, this method still cannot effectively deal with the
zero-shot learning problem.

To alleviate the above problem, we propose to employ Zero-Shot Learning
(ZSL) technique [6] to improve the prediction accuracy of the model on those
charges with limited training samples. The premise of using ZSL is that a rea-
sonable connection can be established between the unseen classes and the seen
classes so that the model can transfer the reasoning ability learned from the seen
classes to the prediction of the unseen classes [7,8]. For the problem studied in
this paper, the first issue we have to solve is how to construct a semantic associ-
ation among the majority criminal charges, minority criminal charges, and the
criminal charges without any cases.

Therefore, according to the description of the provisions of the articles in
the official documents and combined with the knowledge of the legal field, we
define 19 semantic attributes (e.g., the manner of committing the crime, related
objects, violence, and personal rights) for the criminal articles. These semantic
attributes serve as a bridge between charges. With the help of the semantic
attributes, we can use the ZSL technique to build an intelligent prediction model
for legal charges. Specifically, using a large number of training samples for the
seen classes, an intrinsic mapping model from the case fact text to attribute
features can be obtained, which enables us to transfer the legal charge prediction
from the text level to the attribute level, as shown in Fig. 1. As there is still a
data imbalance problem at the attribute level, we also introduce the synthetic
minority over-sampling technique (SMOTE) [9] to improve the performance of
the attribute predictor. Our main contributions are summarized as follows:

– We defined a set of semantic attributes for the charges of Criminal Law and
constructed a ZSL-oriented dataset for criminal charge prediction.
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– We proposed a ZSL/GZSL approach for legal charge prediction, focusing on
the charges with fewer or even no training samples.

– We conducted several experiments on the self-constructed dataset, and the
experimental results confirm the effectiveness of our semantic attributes and
our charge prediction.

2 Related Work

2.1 Zero-Shot Learning

The concept of ZSL was first proposed as a problem in 2008 by Larochelle et
al. [10]. They formulated ZSL in general and used experiments to verify the
feasibility and significance of ZSL in character recognition and multi-task sorting
problems. In 2009, Lampert et al. [11] first proposed to solve the problem of
unseen class recognition by introducing attribute based classification - direct
attribute prediction model (DAP) [12] and Indirect attribute prediction model
(IAP) [13], and also proposed the “Animals with Attributes” dataset, which
is nowadays the most common ZSL dataset in computer vision. In the same
year, Farhadi et al. [14] first transformed the class identification problem into an
attribute description problem by generalizing attributes across classes and using
the semantic information of attributes as a bridge between seen classes and
unseen classes, thus enabling knowledge migration from seen classes to unseen
classes. We recommend that readers refer to the review on ZSL for more progress
in this field [6].

2.2 Charge Prediction

Although researchers in the legal field have always wanted to achieve intelligent
legal judgments by machines, the methods proposed in the early years were quite
limited due to technical limitations. It was only after the rapid development of
machine learning and its successful application in several fields that legal charge
prediction was gradually improved and made possible. In 2012, Lin et al. [15]
extracted 21 feature labels for this purpose and designed a machine learning
model for classification. In recent years, researchers have suggested combining
neural networks with natural language processing. In 2017, Luo et al. [16] pro-
vided an attention-based neural network approach to train a charge prediction
model. However, the above modes are built on charges with sufficient train-
ing data, which is ineffective in the charges with fewer samples. In 2018, to
improve the performance on the charges with fewer samples, Hu et al. [5] pro-
vide a method based on the attributes of the charges for charge prediction. The
method selected 10 representative attribute characteristics, including violence,
profitable purpose, buying, and selling. But this method is still limited to focus-
ing attention on supervised learning and almost ineffective in unseen charges.
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3 Approach

In this section, we present our approach for charge prediction. We first define a
set of semantic attributes to represent charge classes, and then propose a charge
prediction method based on the semantic attributes.

3.1 Semantic Attributes of Offence

In ZSL, the classes that appear in the training phase are called seen classes while
the ones that do not appear in the training phase are called unseen classes. To
predict the unseen classes, one needs to express information of the unseen classes
in terms of the one of seen class. Semantic Attributes are one of the effective
way to bridge between seen and unseen classes as well as achieve knowledge
migration. In this section, we define a set of semantic attributes, according to
the description of the offences of criminal law.

To start with, we introduce the principles for defining of the semantic
attributes:

1. Semantic attributes should be derived from the descriptions of each charge.
2. Semantic attributes should be able to distinguish different charges.
3. Most of semantic attributes should be common (i.e., involved to a good num-

ber of charges, including the seen and unseen charges).

Clearly, these principles enable the knowledge migration between charges.
Guided by these principles, we carefully study the Criminal Law of the Peo-

ple’s Republic of China, which consists of ten chapters and four hundred and
fifty-one legal provisions in total. Then we find out the legal provisions related to
the crime, and represent them as crime-provision pairs (crime, provision descrip-
tion). For example, one of the pair is (kill crime, intentional homicide), repre-
senting that the conditions for forming the Kill crime are intentional and causing
death of the victim. Another example is (negligent homicide crime, negligence
causing death), whose crime is quite closed to kill crime but its description
emphasizes the condition of negligence, instead of intentional. This demonstrates
our semantic attributes could help us to distinguish different (but similar) crimes.
Some of these attributes are common to most crimes, such as death appear in
both kill crime and negligent homicide crime. Moreover, some common attributes
can be used as a necessary condition for the crime, such as the kill crime must
satisfy the death condition. In addition, some (values of the) attributes are very
representative so that then can be used as a sufficient condition. For example,
if the location for crime is an ancient tomb, then clearly the crime is the one of
excavation of ancient cultural sites. Such attributes can clearly distinguish the
corresponding crimes from other ones.

Finally, according to logical perceptions, we grouped the extracted attributes
into several classes, which contributes to making the attribute more general. For
example, intentional and negligence can be grouped into intent. And both death
and detention involve personal rights, so we group them into personal rights.
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Fig. 2. Framework of charge prediction

Other attribute categories include, for example, consequences, location, violence,
etc. In total, we define 19 semantic attributes and 153 features (i.e., attribute
values) in total.

3.2 Charge Prediction

In this section, we present our approach for charge prediction, based on seman-
tic attributes we defined for the criminal law. The key idea of our approach
is to reduce the task of charge prediction into the one of attribute prediction.
Figure 2 shows the framework of our approach, which consists of three com-
ponents, namely, text encoder, attribute predictor, and charge predictor. Text
encoder encodes the factual text of the case into a multi-dimensional vector
word by word, according to a pre-trained corpus; fed by the multidimensional
vector from text encoder, attribute predictor predicts the semantic attributes for
the case, and finally, charge predictor output a charge according to the predicted
semantic attributes.

To start with, we give a formal definition of charge prediction. The charge
prediction task is defined as a function (or model) M : X → Y , where X denotes
the set of the given cases and Y denotes the set of charges. Let Ys denote the set
of seen charges and Yu denote the set of unseen charges. Thus, we have Y = Yu

and Y = Yu ∪ Ys for ZSL and GZSL, respectively. Moreover, a sample data in
charge prediction is represented as (x, y), where x ∈ X is the factual text of a
case and represented as its word sequence x = [x1, x2, . . . , xn], n is the length of
the factual text, and y ∈ Y is the true charge of the case. Let W denote the set
of words appearing in X. We assume there is a pre-trained corpus for W .

Text Encoder. According to the pre-trained corpus of W , each word xi of a
case x is first converted into a multi-Dimensional word vector x′

i, where x′
i ∈ Rwd

and wd is dimension of the word vector. Then the resulting word vector sequence
x′ = [x′

1, x
′
2, . . . , x

′
n] is fed into a neural network to extract semantic information
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from the text, wherein Long Short-Term Memory (LSTM) and Self-Attention
Mechanism are used. The result is a vector T = [t1, t2, . . . , td] representing the
semantic information of the text, where d is the text vector dimension. Let
E : X → Rd denote the text encoder.

Attribute Predictor. To achieve knowledge migration between seen charges
and unseen charges, we define a set of semantic attributes for charges in Sect. 3.1.
Based on this set, we represent each charge yi as a vector of semantic attributes,
that is, yi = [a1, a2, . . . , am], where yi ∈ Y , ai is a semantic attribute, and m is
the number of semantic attributes. According to Principle 2, the vector of each
charge is different. As mentioned before, we reduce the original text-to-crime
prediction task into the text-to-attribute prediction one. Formally, the attribute
prediction task is defined as a function F : T → [A1, A2, . . . , Am], where T is
the set of possible text vectors and Ai is the set of features for the i-th semantic
attribute.

Given a text vector T , the attribute predictor for each attribute is trained by
sampling the true charges ŷ. However, although we consider the attributes that
are as common as possible, there are still some attributes that only appear in
several similar charges, due to that they are critical to these similar charges. This
could yield the problem that the distribution of samples for different attributes
is extremely unbalanced, resulting in a model tending to favor the charge with
more attribute samples. Therefore, we have to consider the attributes with fewer
samples. For that, we introduce the SMOTE algorithm to expand the original
training set T to a set T ′ containing the original and generated samples, such
that the distribution of samples for each attributes is relatively balanced. The
basic idea of the SMOTE algorithm is to analyze the samples of the minority
classes and artificially synthesize new samples and add them to the dataset.

Once the attribute predictors are trained, we are able to predict the semantic
attributes for the factual text for a given case. In detail, given a case x, the
predict attribute vector for x is Ax = F (E(x)) = [a1, a2, . . . , am], where ai ∈ Ai

is predicted by the i-attribute predictor.

Charge Predictor. Our goal is to predict a charge. Thus, after predicting
an attribute vector Ax = [a1, a2, . . . , am] for a given case x, we compare the
attribute vector Ax with the predefined attribute vector Ai of each charge yi,
and take the most similar one as the predicted result. Here we use the cosine
similarity, which is computed as follows:

px =
Ax · Ai√|Ax| ∗ |Ai|

(1)

where px denotes the similarity between the predicted attribute vector Ax and
the i-attribute vector Ai. And the final predicted charge

yx = yh(max(p1,p2,...,pc)) (2)



214 C. Zhou et al.

where h(max(p1, p2, . . . , pc)) is a function that returns the index for the maxi-
mum value and c denotes the number of charges.

Finally, as a notice, the time complexities of our approach in the training
phase and the prediction phase are respectively O(m × |X|) and O(m + |Y |),
where m is the number of attributes.

4 Experiments

We construct a ZSL-oriented dataset from China Judgements Online1 (Sect. 4.1),
following the way in Sect. 3.1. With this dataset, we evaluate the performance of
our proposed ZSL charge prediction model (Sect. 4.2). We also perform ablation
analysis experiments on the attention mechanism and the SMOTE technique
(Sect. 4.3).

4.1 Dataset and Criteria

In our experiments, we collected 559,830 samples of the Criminal Law of the
People’s Republic of China from China Judgements Online, covering 91 charge
classes. The charge classes with less than 100 samples are considered as unseen
classes, which have 31 in total. All the samples of unseen classes are used as the
testing samples for both ZSL and GZSL. On the contrary, the remaining charges
are treated as seen classes. Most of their samples are used as the training samples
for ZSL and GZSL, and the remaining samples are used as the testing samples
for GZSL, so the testing set of GZSL contains the remaining samples from seen
classes and the samples from the unseen classes. As mentioned in Sect. 3.1, the
attribute vector is composed of 19 attributes and 153 features. The statistics of
the dataset are given in Table 1.

Table 1. Statistics of the dataset.

Dataset ZSL GZSL

Charge 31 (unseen classes)/91

Attribute 19

Train samples 485142

Test samples 1328 74688

In our experiment, we use the accuracy Acc to evaluate the prediction results.
In particular, we use Accs and Accu to denote the accuracy of seen classes and the
accuracy of unseen classes, respectively. As our dataset is an extremely unevenly
distributed one, we also use the harmonic average Acch of Accs and Accu

Acch =
2 ∗ Accs ∗ Accu
Accs + Accu

(3)

1 https://wenshu.court.gov.cn/.

https://wenshu.court.gov.cn/
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4.2 Charge Prediction Experiment

The charge prediction results of our model are given in Table 2. For comparison,
Table 2 also includes the results of the traditional supervised learning, that is,
SVM, KNN, CNN, and LSTM. Although there are no relevant unseen class
samples during the training process, the accuracy of our model on the test set
containing the samples of 31 unseen classes (i.e., the test set for ZSL) is 32.4%,
which is much larger than the random distribution probability 3.2% (1/31).
This indicates that our proposed semantic attribute set is effective in knowledge
migration from seen to unseen classes.

Table 2. The accuracies of charge prediction for various models.

Model Accu Accs Acc Acch

SVM – 82.8 81.3 (−1.5) –

KNN – 86.9 85.4 (−1.5) –

CNN – 88.2 86.6 (−1.6) –

LSTM – 89.3 87.7 (−1.6) –

Our model 32.4 79.8 79.0 (−0.8) 46.1

On the testing set for GZSL, our model achieves an accuracy of 79.0%,
wherein the accuracy for the samples from seen classes is 79.8%. Compared
to traditional supervised learning, although our result is a little degraded, our
model has the smallest reduction in overall accuracy. In other words, our model
not only achieves performance on charge prediction closed to the traditional
supervised learning but also guarantees a good accuracy (over 30% in our exper-
iment) for the unseen charges. Moreover, the harmonic average of Accu and
Accs for our model is 46.1%. Note that our GZSL test set contains 74,688 test
samples, wherein less than 1.7% (1,328/74,688) samples are from 34.1% (31/91)
unseen classes. This indicates that, unlike traditional supervised learning, our
model would not focus on the classes with a large number of samples to get
higher overall performance. The above results demonstrate that our semantic
attributes are suitable for expressing charges, that is, they are not only logically
helpful for better understanding but also able to achieve a closed expressiveness
to the one of the abstract features extracted by machine learning itself.

4.3 Ablation Experiments

To evaluate the effectiveness of the attention mechanism and the SMOTE algo-
rithm, we design separate ablation experiments. In detail, we remove the atten-
tion mechanism and the SMOTE algorithm from the text encoder and the
attribute predictor, respectively. The results of ablation experiments are pre-
sented in Table 3.



216 C. Zhou et al.

Table 3. Results of ablation experiments

Model Accu Accs Acc Acch

Our model 32.4 79.8 79.0 46.1

W/o attention 30.5 75.1 74.3 43.4

W/o smote 25.8 77.3 76.4 38.7

As shown in Table 3, we can observe that all the accuracies decrease if either
the attention mechanism or the SMOTE algorithm is removed. Moreover, we
also found that the performance impact of the attention mechanism on charge
prediction is smaller than the one of the SMOTE algorithm. This is because the
attention mechanism is only helpful to filter the semantic information in the text
embedding process, while the SMOTE algorithm is effective to solve the model
over-fitting problem caused by data imbalance, which is the key to our model.

5 Conclusion

In this work, we have defined a set of semantic attributes for Criminal Law,
which can achieve knowledge migration from seen charges to unseen charges. We
have also proposed a ZSL/GZSL approach for charge prediction, based on the
semantic attributes, which provides a feasible solution for the data-driven model
to predict crimes that are difficult to collect precedents. Experimental results
on our ZSL-oriented dataset have shown that our approach not only achieves
comparable accuracy to the traditional supervised learning on seen charges but
also achieves a prediction accuracy of over 30% for the unseen charges.

Acknowledgements. This work was partially supported by the National Natural
Science Foundation of China (61836005 and 62106150), Guangdong Basic and Applied
Basic Research Foundation (2019A1515011577), Stable Support Programs of Shenzhen
City (20200810150421002), CCF-NSFOCUS (2021001), and CAAC Key Laboratory of
Civil Aviation Wide Survellence and Safety Operation Management & Control Tech-
nology (202102).

References

1. Qiu, L., Gai, K., Qiu, M.: Optimal big data sharing approach for tele-health in
cloud computing. In: 2016 IEEE International Conference on Smart Cloud, Smart-
Cloud 2016, New York, NY, USA, 18–20 November 2016, pp. 184–189. IEEE Com-
puter Society (2016)

2. Qiu, H., Qiu, M., Lu, Z.: Selective encryption on ECG data in body sensor network
based on supervised machine learning. Inf. Fusion 55, 59–67 (2020)

3. Qiu, M., Xue, C., Shao, Z., Sha, E.H.-M.: Energy minimization with soft real-time
and DVS for uniprocessor and multiprocessor embedded systems. In: Lauwereins,
R., Madsen, J. (eds.) 2007 Design, Automation and Test in Europe Conference
and Exposition, DATE 2007, Nice, France, 16–20 April 2007, pp. 1641–1646. EDA
Consortium, San Jose (2007)



Charge Prediction for Criminal Law with Semantic Attributes 217

4. Luo, B., Feng, Y., Xu, J., Zhang, X., Zhao, D.: Learning to predict charges for
criminal cases with legal basis. CoRR, abs/1707.09168 (2017)

5. Hu, Z., Li, X., Tu, C., Liu, Z., Sun, M.: Few-shot charge prediction with discrim-
inative legal attributes. In: Proceedings of the 27th International Conference on
Computational Linguistics (COLING 2018), pp. 487–498 (2018)

6. Cao, W., Zhou, C., Wu, Y., Ming, Z., Xu, Z., Zhang, J.: Research progress of zero-
shot learning beyond computer vision. In: Qiu, M. (ed.) ICA3PP 2020. LNCS, vol.
12453, pp. 538–551. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-
60239-0 36

7. Xie, Z., Cao, W., Ming, Z.: A further study on biologically inspired feature enhance-
ment in zero-shot learning. Int. J. Mach. Learn. Cybern. 12(1), 257–269 (2020).
https://doi.org/10.1007/s13042-020-01170-y

8. Luo, Y., Wang, X., Cao, W.: A novel dataset-specific feature extractor for zero-shot
learning. Neurocomputing 391, 74–82 (2020)

9. Chawla, N.V., Bowyer, K.W., Hall, L.O., Philip Kegelmeyer, W.: SMOTE: syn-
thetic minority over-sampling technique. J. Artif. Intell. Res. 16, 321–357 (2002)

10. Larochelle, H., Erhan, D., Bengio, Y.: Zero-data learning of new tasks. In: Pro-
ceedings of the Twenty-Third AAAI Conference on Artificial Intelligence (AAAI
2008), pp. 646–651 (2008)

11. Lampert, C.H., Nickisch, H., Harmeling, S.: Learning to detect unseen object
classes by between-class attribute transfer. In: IEEE Computer Society Confer-
ence on Computer Vision and Pattern Recognition (CVPR 2009), pp. 951–958
(2009)

12. Liang, K., Chang, H., Shan, S., Chen, X.: A unified multiplicative framework for
attribute learning. In: IEEE International Conference on Computer Vision (ICCV
2015), pp. 2506–2514 (2015)

13. Lampert, C.H., Nickisch, H., Harmeling, S.: Attribute-based classification for zero-
shot visual object categorization. IEEE Trans. Pattern Anal. Mach. Intell. 36(3),
453–465 (2014)

14. Farhadi, A., Endres, I., Hoiem, D., Forsyth, D.A.: Describing objects by their
attributes. In: IEEE Computer Society Conference on Computer Vision and Pat-
tern Recognition (CVPR 2009), pp. 1778–1785. IEEE Computer Society (2009)

15. Lin, W.-C., Kuo, T.-T., Chang, T.-J., Yen, C.-A., Chen, C.-J., Lin, S.: Exploiting
machine learning models for Chinese legal documents labeling, case classification,
and sentencing prediction. Int. J. Comput. Linguist. Chin. Lang. Process. 17(4),
140 (2012). (in Chinese)

16. Luo, B., Feng, Y., Xu, J., Zhang, X., Zhao, D.: Learning to predict charges for
criminal cases with legal basis. In: Proceedings of the 2017 Conference on Empirical
Methods in Natural Language Processing (EMNLP 2017), pp. 2727–2736 (2017)

https://doi.org/10.1007/978-3-030-60239-0_36
https://doi.org/10.1007/978-3-030-60239-0_36
https://doi.org/10.1007/s13042-020-01170-y


Research on Enterprise Financial Accounting
Based on Modern Information Technology

Jie Wan(B)

Shanghai Publishing and Printing College, Shanghai 200093, China
wj20202@sppc.edu.cn

Abstract. In the process of the continuous development of market economy, the
market has brought development opportunities for enterprises. If an enterprise
wants to maximize its own economic benefits, it requires the enterprise to con-
tinuously optimize and reform its financial accounting work, so as to promote its
rapid and steady development. For modern enterprises, information technology
has become themain factor of competition among enterprises, which promotes the
wide applicationofmodern information technologyby enterprises to a great extent.
Modern information technology is highly integratedwith enterprise financialman-
agement, which improves the efficiency and quality of financial accounting. As an
indispensable and important department in the process of enterprise development,
enterprise financial accounting must keep up with the trend of big data era and
apply information technology to enterprise financial accounting to improve enter-
prise management. This paper analyzes the impact of modern information tech-
nology on enterprise financial accounting, and puts forward corresponding actions
to promote the positive impact of modern information technology on enterprise
financial accounting.

Keywords: Information technology · Accounting · Efficiency · Enterprise · Data

1 Introduction

In the era of big data, if enterprises want to seek greater development, they need to
use modern information technology, such as cloud computing, Artificial Intelligence
(AI), andMachine Learning (ML) [1–3]. Modern information technology has important
practical significance for the development of enterprises. Its application in enterprise
financial accounting will greatly change the enterprise financial accounting model [4,
5]. With the development of market economy, driven by Internet technology [6, 7] and
computer technology [8–10], the market competition is becoming more and more fierce.
The internal information level of enterprises has become a key factor affecting the quality
of accounting information and improving the competitiveness of enterprises [11].

The application ofmodern information technology has effectively improved thework
quality of enterprise financial accounting [12]. The current era is the information age.
Information technology is applied in all walks of life, and the world economy is also
developing under the promotion of information technology. Therefore, it is the general
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trend to carry out information management for enterprises [13]. In order to make the
development of enterprises meet the needs of the information society, enterprises must
change their ideas, choose the road of reform and innovation, form relevant systems for
the application of information technology, and improve the degree of enterprise financial
informatization.

This paper analyzes the impact of modern information technology on enterprise
financial accounting, study the feature of enterprise financial accounting under modern
information technology, analyze the actual needs of digital transformation of corporate
finance, and puts forward relevant measures to promote the positive impact of modern
information technology on enterprise financial accounting.

2 The Value of Modern Information Technology to Enterprise
Financial Accounting

2.1 Improve the Work Efficiency and Quality of Enterprise Accounting

In the traditional business model, the financial management efficiency of enterprises
is not high, a large number of personnel are required to analyze and classify a large
number of data, and there are many errors in financial reports. When enterprise leaders
use the wrong financial report as reference data, it may lead to wrong decision-making
and bring huge losses to the company. The full application of modern information tech-
nology in enterprise financial accounting can provide scientific and accurate data sup-
port for enterprise leaders’ decision-making, and improve the scientificity and accuracy
of decision-making. The application of modern information technology in enterprise
financial accounting management not only ensures the accuracy and timeliness of finan-
cial reports, but also greatly improves the efficiency of accounting management [13].
Accounting information management can improve the management of funds, enhance
the effective utilization rate of funds, and ensure the rationality of the use of funds. The
financial department of an enterprise can plan and use the funds in a unified way, so that
the flexibility of dispatching funds is improved, and the operation of financial funds is
more efficient and safe.

2.2 Provide Financial Reference for the Development of Enterprises

The full application ofmodern information technology in enterprise financial accounting
can help enterprises maintain strong competitiveness in the fierce market competition
environment, promote the optimization of enterprisemanagement mode and obtainmore
economic benefits. A large number of financial data will be generated in the process of
enterprise development. Dealing with this information in the traditional way requires a
lot of human and material resources. The advantage of modern information technology
is that it can process a large amount of information and data to ensure the efficiency of
processing and the accuracy of processing results. The data mining process in financial
analysis is shown in Fig. 1.

Under the traditionalmode, the financial accountingmanagement of enterprises can’t
supervise the use of funds in various departments of enterprises in real time, and can’t
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find out the illegal use of funds by relevant personnel in time, which leads to a substantial
waste of enterprises themselves. Under the influence of modern information technology,
workers can quickly analyze and search data. To a great extent, it also improves the
quality of enterprise financial management and makes it more scientific.

Fig. 1. Data mining process in financial analysis and management

3 Feature of Enterprise Financial Accounting Under Modern
Information Technology

3.1 The Formation of a New Thinking Model

The new thinking mode is changing from flow driven to data driven, user driven and
value driven. Traditional financial management pattern is to analyze enterprise’s core
business and management, comprehensive budget management, management, dynamic
performance indicators, the financial statements are based on the balanced scorecard
and strategy evaluation system of management, the enterprise will be in accordance
with the functions divided into research and development, production, logistics, sales
and after-sales, human administrative, financial, etc., Through the coordination between
functions to complete complex business processes, as long as the internal and external
processes are smooth, the enterprise can be in a good state of operation. Thismanagement
approach treats the enterprise as an isolated machine that will operate normally as long
as all its components follow established rules. But in order to reduce the transaction
cost is the nature of enterprise and existing entity, rather than individual existence can
be separated from the outside world, continually need to information, capital and value
stream interaction with the outside world, behind this contains the supply and demand
of data, embodies the concept of user-driven, deeper exchange and realize the value.
Therefore, in the realization of financial digital transformation, we should not only
consider how the new technology shapes and supports the management of enterprises,
but also look at the management ideas reflected behind the new technology and the
degree of change before. Especiallywith the integration of business and finance, financial
management thinking has long gone from tradition to excellence, along the value chain
data flow and value exchange, has become the focus of financial research and evaluation
of the object [14].
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3.2 Business Empowerment with Technology Support

The management mode in the digital era is from data control to value empowerment.
Value empowerment first refers to financial empowerment to business, financial per-
sonnel to provide more real-time intelligent decision support for business departments;
Followed by finance function itself can give financial personnel and business personnel,
financial personnel is engaged in a lot of work, such as accounting, financial statements,
financial analysis and management forecast and so on, the future can be directly through
UNICOM intelligent management system by the business department, the business per-
sonnel directly to the processing of initial data, when undertaking business operations,
All related business activities, contracts, income, customer records to achieve automatic
entry, financial can be embedded through the interface management system, automatic
number and management to achieve more and more integration of finance and busi-
ness at the work level. The development direction of the future financial can match the
autopilot in the field of automotive technology, with the development of enterprise finan-
cial intelligence, digital technology mature, industry degree of fusion of wealth will be
further deepened, financial personnel proficient in business, familiar with finance busi-
ness personnel, more financial knowledge will be assigned to the business personnel,
management personnel, finance will become the universal knowledge of all personnel.

3.3 Organizational Iteration and Improvement of Organizational Efficiency

The future organization of finance will shift from the traditional pyramid to the multi-
layer matrix system. The traditional financial management mode is linear and vertical,
including the strategic decision-making of the leader, the business management of the
middle layer and the execution of basic financial work at the grassroots level. However,
this mode actually forms certain information barriers and information attenuation will
occur in the transmission process. The core problem is that finance has been artificially
sliced into modules with other functions, and the relevant work content has been sliced
into slices, while the actual financial work is a relatively comprehensive management
activity. In addition, internal finance functions are relatively independent of the busi-
ness, which is kept outside. Regional finance or business finance will appear in the
future financial management mode in the digital era, which plays an enabling service
role and interacts most with the market and customers, including internal employees.

Financial functions are more intelligent functions and intelligent services. Platform
finance will complete a large number of traditional financial work, which is the business
center established by most enterprises at present. At the platform level, financial center,
human resources center and supply chain center will carry out a series of integration,
providing more data support to regional finance or group finance. Group finance (or
decision-making background) no longer belongs to the original pyramid structure, the
functions after reorganizing will be to enable regional finance and platform finance,
complete the formulation of rules and coordination with other functions [15]. Therefore,
with the deepening of financial digital transformation and the change of new financial
management ideas, the new financial control mode will be an open structure, which can
realize real-time interaction with customers, suppliers, partners and other upstream and
downstream supply chains, automatic data exchange and analysis and collection. The
specific structure is shown in Fig. 2.
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Fig. 2. New financial organization model after digital transformation

4 The Actual Needs of Digital Transformation of Corporate
Finance

4.1 Changes in the External Business Environment

Digital technology impact, uncertainty and risk overlay. With the impact of multiple
rounds of industrial revolution led by new technologies such as Internet technology,
industry 4.0 and Internet of Things technology, the previouslymature businessmodel has
undergone drastic changes, New business models are constantly being shaped. Figure 3
is Ernst & Young Public Accounting Firm of the investigation, the use of the emerging
digital technology tools in the present, the definition of business model is becoming
more difficult, the efficiency of the technology is becoming more and more short, the
business model of steady state is broken, for the discovery of the “value” in the business
also appear increasingly difficult, business conduction of key financial information, In
particular, the transaction data gradually presents the characteristics of more and more
complex content, larger and larger scale, and faster and faster.

However, under the newbusinessmodel andoperation system, themanagementmode
of traditional financial functions has been unable to adapt to the development trend of new
business in terms of themeans and efficiency of obtaining effective business information,
and even affected the time limit of disclosure of financial information. At present, more
timely acquisition of business data, rapid processing and formation of valuable output
information is the realistic demand for financial work in the new era. Traditional finance
has been unable to support the integration of industry and finance under the new business
model, which not only affects the efficiency and quality of financial basic work. At the
same time, it cannot realize the financial control, risk management, decision support,
resource allocation and strategic evaluation requiredby thebigfinancial view. In addition,
because don’t match the digital technology and tools to build and finance function
requires more resources to deal with data acquisition, check, sorting, such as low value-
added work, resulting in financial organization bloated, employees generally work load
and working value perception, in the era of digital economy pursuit of high efficiency,
high quality, high yield, the request of the rapid response, Financial functions are in
urgent need of transformation. It is particularly important to build a digitalized and
intelligent financial system to promote the digitalized and intelligent transformation of
finance [16].
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4.2 Continuous Upgrading of Internal Management: Two-Wheel Drive of Lean
Analysis and Strategic Evaluation

Comparedwith the past, the current internalmanagement of enterprises emphasizesmore
on quick insight and agile adjustment, so enterprisemanagers needmore, better and faster
information support. As an important department at the core of enterprise information
gathering, the financial function will be endowed with or require more management
functions and information output in this process. According to a survey by Ernst &
Young Public Accounting Firm, in addition to the traditional basic accounting functions,
most of the financial sharing services of leading enterprises in various industries need to
be improved or supplemented with analytical functions such as “optimizing revenue”,
“optimizing production efficiency” and “improving customer experience” or are required
to provide relevant data. And finance is the core of digital transformation of earnings just
can face to facewith the internal and external challenges, on the one hand, help enterprise
quickly enhance the level of informatization and greatly improve efficiency of financial
work, on the other hand, the realization of digital and intelligent of financialmanagement,
improve financial management ability, from the underlying financial or business evolved
to value financial and business integration. Therefore, sorting out the contents of financial
functions and creating digital finance is an inevitable demand reflected in the intrinsic
value of current enterprises. Financial intelligent systems in different scenarios can be
designed according to the expected goals of internal management.

5 Digital Transformation Trend of Corporate Finance

In the context of the digital economy era, the digital transformation of finance basically
starts from adjusting the organizational structure system of finance and setting up the
financial sharing center. The financial sharing center can effectively strip the routine
accounting and analysis business of finance and realize the financial control mode of
big, middle and small background. With the construction and development of financial
sharing center in allwalks of life in recent years, the financial sharing center has gradually
developed from an early accounting factory to an enterprise value operation center inte-
grating data aggregation - information extraction-value analysis-process reengineering.
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With the continuous deepening of digital tools, the trend of corporate financial digital
transformation is more obvious, and the financial management ability has been updated
and expanded. The following will analyze the development trend of financial digitaliza-
tion based on the current development status of financial digitalization transformation
in various industries.

5.1 Service Value System Transformation

Focus on information value extraction, improve financial control ability. Financial digital
transformation from the original financial sharing center for digital factory in hand,
the initial purpose of use, such as the process engine, calculation engine, OCR, RPA
technologies such as convenience, to build centralized financial accounting and data
processing workshops, by a new architecture, organization of standardized treatment of
routine business, cost savings, Improving manual efficiency. So far, the domestic part
of the industry’s head enterprises, such as the Internet industry and real estate and other
capital intensive enterprises sharing financial center construction has reached a high level
of automation level, make full use of the information and digital technology, has realized
the accounting service efficiency of the business, also greatly improve the service quality.
As the growing demand for the external business environment and internal management,
digital is in constant pursuit of financial accounting quality of excellence, in the process,
financial sharing center brings together a large number of data, by means of building
the analysis system, and began to extract value from multifarious data information,
timely output to management, each assigned to the company’s operating decisions. In
addition, compared with traditional financial controls on offline control system and
financial personnel, financial digital can through the process after the completion of the
permissions automaticallymatching and automatic classification of financial information
transmission, the system’s compliance with financial information accessibility, and the
maneuverability of the business level, implement financial control pattern change, Help
to improve the ability of financial management.

5.2 Standardization of Data and Interfaces, Online Implementation

Opening up cross-functional data islands and realizing the sharing of business informa-
tion. Benefited by the application of a series of digital tools brought by new technologies,
the current enterprise interface in the transmission and use of information is constantly
expanding and enriching. In addition to the original organizational structure setting, pro-
cess efficiency, personnel performance evaluation and other aspects, in order to adapt
to the implementation and promotion of new digital tools, data-related management
has increasingly highlighted its importance and management value, including the for-
mulation and maintenance of data standards, the extraction of rules and other standard
management.

Due to different functions, requirements, or the needs of a large amount of data
interaction between system platform, often the results of the data management is not
only applied to sharing center range, also may make a lot of promotion within large
groups, so the operation of the financial Shared development content can help enterprise
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management essentially better, carrying out the control requirements in the data level,
Realize corresponding control requirements.

5.3 Enterprise System Functions and Construction Tend to Be Integrated,
Simplified and Modular

When enterprises built financial sharing service centers, due to the lack of peripheral
systems or functional limitations, they often set a large number of requirements on the
financial sharing platform to achieve, resulting in a variety of functions of the financial
sharing platform, and a large number of input and output interfaces. In recent years,
with a large enterprise in informatization and intelligent investment increasing, and
the digital transformation of management dividend appear ceaselessly, different scale
enterprise all business functions to choose business support system architecture related
to, for digital financial development, the most core is no longer to build huge data
processing factory, but to undertake the relevant data of the surrounding professional
systems, and get through the data flow channel, realize the automatic exchange and
intelligent analysis of data, which puts forward new requirements for the enterprise’s
financial digital transformation and financial system integration ability.

In addition, due to the change of the external business environment and a newbusiness
model and financialmanagement needs emerge in endlessly, financial digital transforma-
tion will abandon the past fragmentation or high load mode, more towards simplification
and modularization, on the one hand, through the local adjustment or not can quickly
response to a change in demand, on the other hand with modular can realize the func-
tion of flexible separation and combination, Reduce the change and technical difficulty
caused by system change.

6 Development Measures of Modern Information Technology
in Enterprise Financial Accounting

6.1 Improving Quality of Enterprise Financial Accounting Practitioners

In order to improve the quality of enterprise financial accounting staff, the key is to select
professionals who can adapt to the information age. Only by ensuring the professional
qualifications of the staff can the quality of the candidates be guaranteed from the source.
Enterprises need to strengthen the propaganda of information concepts, let relevant staff
improve their understanding of information technology, strengthen the transformation of
enterprise financial accounting management methods, and improve the learning ability
and professional skills of financial accountants. To applymodern information technology
to the development of enterprises, first of all, the staff should change their working ideas,
use new working ideas to guide their own work, combine the advantages of modern
information technology, and at the same time, constantly strengthen theirworking ability,
and make better use of information technology to carry out financial accounting work.
In the learning process, the staff should first change the traditional ideas, update new
technologies and ideas, upgrade their professional skills, actively learn new technologies,
and realize their professional accomplishment. Enterprises should also help relevant
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personnel to improve their understanding of the importance of the in-depth application
ofmodern information technology in enterprisefinancial accounting through training and
learning activities, to enhance the professional work of financial accounting personnel.

6.2 Improve the Efficiency of Enterprise Financial Work

With the development of the information age, the traditional financial accounting func-
tion is no longer suitable for the development of modern enterprises. Many transactions
between enterprises are carried out through online banking. This era mainly relies on
virtual transactionmode to create enterprise financial accounting content related tomod-
ern information technology. When building a modern information accounting system,
enterprises must pay full attention to historical cost data, provide an important basis
for building an accounting system, and constantly optimize, reform and innovate on
the basis of traditional accounting. In the financial accounting management method of
modern information company, it effectively protects the internal financial accounting
data information of the company and ensures the market competitiveness of the com-
pany. Therefore, enterprises must actively build a systematic and complete accounting
platform and use modern information technology to generate confidential information
data from the company’s sensitive information in the shortest time. Enterprises should
pay more attention to the management of their own information and data, strengthen
the application of information technology, do a good job in security protection, pre-
vent the leakage of enterprise information and data, and improve the competitiveness of
enterprises. Continuously optimizing the company’s financial and accounting operations
plays an important role in the company’s development. Therefore, in order to realize the
sustainable development of enterprises, it is necessary to continuously optimize thefinan-
cial accounting work of enterprises and establish a complete accounting system. When
building the financial accounting platform, enterprises can query information and data
in real time through the sharing function. In economic activities, enterprises can quickly
obtain data and information in the shortest time, which is the basis for the formation and
improvement of enterprise financial accounting system.

7 Conclusions

Using information technology to support and optimize enterprise financial accounting
in the information society is in line with the general trend of the times. The in-depth
application of information technology in financial accounting improves the company’s
economic interests and provides a strong guarantee for the company’s daily orderly oper-
ation and future sustainable development. Modern electronic information technology is
the product of social development and is widely used in daily life and enterprise pro-
duction. The future development of enterprises must use modern electronic information
technology to meet the growing needs of enterprises.
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Abstract. With the constant renewal of the knowledge age, economic global-
ization is intensifying. Big data is the inevitable outcome of the development of
information technology to a certain extent, which integrates various Internet tech-
nologies and brings many conveniences to people’s lives and work. Massive data
not only brings difficulties to management and maintenance, but also provides
great potential value. As an important development field of social and economic
construction, it plays an important role in promoting the progress of Chinese soci-
ety and the improvement of people’s material level. The application of big data
technology in financial management is an inevitable trend and need of the devel-
opment of modern society, which makes new development and breakthrough in
the financial field. Based on big data and its characteristics, this paper provides
an important way to solve big data in financial industry. With the application of
science and technology, financial information management based on big data has
been realized, which is helpful to promote the continuous progress of financial
industry.

Keywords: Big data · Finance · Informatization · Management · Knowledge

1 Introduction

With the development of computers [1, 2], software [3, 4], and new algorithms [5, 6],
various sensors and mobile devices [7, 8] continue to create a huge amount of informa-
tion. Due to the exponential growth under the leadership of emerging technologies such
as the Internet of things, cloud computing and mobile Internet [9–11], Big data has an
impact on every field [12, 13]. In business, economy and other fields [14, 15], decision-
making behavior will be increasingly based on data analysis [16, 17]. At present, the
rapid development of big data has impacted the business model and socio-economic
development of all walks of life, and also changed people’s daily life [18]. With the
advent of the era of big data, enterprises need to closely combine big data with their own
operation and management, so as to promote the continuous improvement of overall
comprehensive strength.

At present, big data is developing rapidly, impacting the business model and socio-
economic development of all walks of life, and changing people’s daily life [19]. Under
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the background of big data, new requirements are also made for the development direc-
tion of financial accounting. In the process of developing financial accounting, only by
innovating financial accounting management mode can enterprises improve their core
competitiveness. In the current informatization construction process of enterprise finan-
cial management, there are many problems, which have caused no small obstacles to
the smooth construction of informatization. Targeted control measures need to be taken
to remove the obstacles in the informatization construction process of financial man-
agement and promote the continuous improvement of the informatization management
level of enterprise financial management.

As an important part of enterprise operation and management, financial manage-
ment has very important practical significance for the orderly development of various
businesses of enterprises, which should be paid full attention in the actual work process
[20]. In the context of big data, the use of big data resources can better analyze customer
information for enterprises and promote the reform and development of enterprises. In
the process of the development of enterprise financial accounting, we should use big
data management thinking to innovate management mode, which is also a problem that
enterprises generally pay attention to [21]. In the era of big data, the financial industry has
a good development momentum. In the process of the rapid development of the financial
industry, financial management has attracted more and more attention. The traditional
financial work mainly takes accounting as the work core, the work mode is relatively
single, the work intensity is high, the innovation is insufficient, and the requirements
for the comprehensive quality of financial personnel are not high, so it is difficult to
meet the needs of financial development under the background of informatization [22].
Strengthening the information construction of financial management and building a per-
fect system can promote the more stable and sustainable development of the financial
industry. At the same time, it is also an inevitable development trend in the era of big
data [23].

Based on big data and its characteristics, this paper analyses financial information
management system risk estimation methods, provides an important way to solve big
data in the financial industry. Under the application of science and technology, it real-
izes financial information management based on big data, which helps to promote the
continuous progress of financial industry.

2 Problems Faced by Financial Management Informatization
Construction

2.1 Information Construction Lacks Unified Planning in Financial Management

The development of financial industry has virtually promoted economic development.
The joining of information construction has played a major role in the development
of financial industry. At the same time, financial institutions are actively establishing
their own financial systems. Many enterprises lack sufficient demonstration in the pro-
cess of informatization construction, thinking that introducing informatization tools can
enhance the competitiveness of enterprises, while ignoring the preliminary research
work of informatization system on-line, and ignoring how to effectively convert the
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characteristics of each link of their own operation and internal control requirements
into informatization language. Under the background of big data, in the process of pro-
moting financial accounting management, enterprises can start from the perspective of
management mode. Although enterprises are still affected by the macro-control of the
country in the process of development, if enterprises want to obtain social and eco-
nomic benefits, they should formulate corresponding management mechanisms [24].
However, the system is independent, unable to share and exchange information systems,
and the state’s financial information management system is not perfect, which leads to
the uneven degree of financial information construction, and there is no unified construc-
tion management standard, which has a negative impact on the development of financial
information construction.

Some enterprises pay too much attention to the whole construction process, while
ignoring the later application and maintenance work, which weakens the connectivity
between them, resulting in the inability to share and exchange various data and informa-
tion effectively. Under the background of big data, in the process of financial accounting
management, enterprises should make it clear that this is the responsibility of finan-
cial management departments. In the construction of enterprise financial management
informatization, the relevant departments only carry out informatization processing on
financial data according to individual rules and regulations, ignoring the information
exchange and communication with the financial departments, resulting in poor data
exchange and transmission among departments and poor data circulation.

2.2 There Are Certain Risks in the Financial Information System

Formost institutions, the financial informatizationwork under big data is seriously inade-
quate. It only uses informatization to assist related businesses, and still puts the traditional
counter business in the main position. In this case, the innovation of financial products
is even more difficult, and the process of information construction directly affects the
development of financial institutions. In the actual financial management work, there are
very few talents with professional knowledge of financial informatization, which virtu-
ally increases the probability of risks. The financial industry concentration leads to the
explosion of big data. As the financial industry has been committed to system integration
and data concentration, it has gradually completed centralized data management in the
process of continuously improving the level of data integration. During the development
of financial information system, it has brought many conveniences to financial manage-
ment, and at the same time, risks have followed. In the financial information system,
due to the centralization of business processing, the corresponding problems will be
concentrated. At present, the construction of financial management informatization in
some enterprises is mainly undertaken by specialized information technology personnel.
Although they have rich experience in information technology, they often lack corre-
sponding professional support for the construction involving a large number of financial
management issues. With the increasing number of business types and products in the
financial industry, the number of stored data types is also increasing. Some data types,
such as video and audio, have the characteristics of continuity, which makes the data
capacity surge and their own storage requirements are relatively high.
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3 Financial Information Management System Risk Estimation
Methods in Context of Big Data

3.1 Build a Risk Estimation Model for Financial Information Management
System

The risk estimation method of the traditional financial information management system
has less data throughput when it is used to assess the system risk, and only the method
of sampling survey is used to assess data risk, ignoring the information association
between data. Therefore, in the context of big data, fully consider the influence of
system hardware, software and human factors, integrate all data information, refer to
the description of system functions and devices of previous estimation models, build a
financial information management system risk estimation model. Financial information
management system each module to complete a common task, and the data through the
communication module interconnection, to achieve a series of comprehensive tasks or
a single sub-task function set,as shown in Fig. 1.

Fig. 1. Functional structure tree of risk assessment model

As can be seen from Fig. 1, the established evaluation model takes into account the
logical node d of the financial system,which is used to abstractly understand the behavior
characteristics of system hardware, software and operators when exchanging data or
executing instructions to the system, and the communication link between nodes is the
way of financial information interaction, so as to illustrate the interactive relationship
between data. Aiming at the above structure, the risk assessment model of financial
system is as follows:

ε =
∏k

k=1
ki • n • Ad

Bd
= e

∑n
i=1 ki•ln

(
ax−ay
cn

)

(1)

Where: ki represents the i-th function of function ki of the management system; Ad
represents the logical set of node D under function ki; Bd represents the set of logical
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relations between nodes d under function ki; n indicates the number of logical nodes.
ax and ay represent the coordinates of any two logical nodes on the x and y axes; cn
represents c associations among n nodes.

When the calculated results exceed the given safety range, it indicates that the system
has risks, so far the estimation model has been built.

3.2 Calculate Risk Indicators Based on Big Data

On the basis of the completion of the estimation model, when the evaluation results
exceed the specified standard safety range, the risk index is calculated by using the
big data analysis method for the massive financial information data. Risk index is to
investigate all kinds of faults that may occur in the information management system, as
well as the causes and results of the faults. The evaluation method in this paper adopts
this concept to calculate the quantitative consequences under the severity function based
on the estimation model of the system running time and the quantified possibility of
the fault characteristics of the system running program through utility theory and risk
preference function estimation, so as to realize the calculation of risk indicators, as
shown in Fig. 2.

Fig. 2. Risk index calculation

As can be seen from Fig. 2, batch calculation and streaming calculation methods
should be used to process financial datawhen calculating risk indicators, so as to improve
the throughput of this risk estimation method for data processing. Among them, batch
processing is carried out for the data that basically does not change, and streaming
computing method is adopted for the data that changes dynamically in real time. The
overcrossing risk index of the system running program reflects that under different man-
agement modules, the amount of data information in each control unit running exceeds
the specified value that the system can bear. The trust-breaking risk index represents
the risk that each data node will lose relevant data information when the operation of
the management system fails. At this time, the calculation expressions of the two risk
indexes are as follows:

⎧
⎨

⎩

ω1 = ∑s
i=1 λps

∫ 0
−∞ f (xsi)g(xsi) + ∑s

i=1 λps
∫ ∞
0 f (xsi)g(xsi)

ω2 =
s∑

i=1
mμpsqsi

(2)
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Where: ω1 represents system program risk index; λ represents risk data throughput;
s represents the system management mode. i represents the data node where the system
runs programs. ps represents the probability of risk formation under s management
mode; f (xSi) represents the program operation data x, and the risk probability density
function of data node i in the s-th network management mode; g (xSi) represents the
program operation data x, and the system program risk severity function of data node
i under the s-type network management mode. ω2 represents the management system,
the financial data of the trust-breaking risk indicators; μ represents the throughput of
untrusted data; qSi represents the risk formation probability of the trust-breaking index
under s management model; m represents the total amount of data; x ⊆ (−∞, ∞),
which represents massive data. By integrating the calculation results of Formula (2), the
calculation formula of comprehensive risk index in the context of big data is obtained:

ω =
∑n

i=1

γn × [ω1 + ω2]

E(Di)
(3)

Where: ω is the comprehensive risk index of the management system; E (Di) repre-
sents the correlation function of node degree value D under the node of class i data; γn is
the importance of the management system node whose data amount is n. By combining
the two types of risk indicators, a more complete risk index function formula is obtained.

3.3 Assess the System Level of Risk

After determining the system risk index, estimate the risk level of the financial infor-
mation management system at this time. In practice, it is not rigorous enough to judge
system risk only according to the size of risk indicators, because some risks can be
ignored. Meanwhile, risk residual value should also be considered in the system risk
level. Assume that the adjusted failure probability of the system is P0, the default func-
tion value of the system is J, and calculate the risk residual value R. At this time, the
necessary and sufficient conditions to be considered include: the functional risk of a
certain function J in each system level and module, the functional risk of a certain func-
tion J in each system sub-module and sub-unit, as well as the weight of system risk
transmission and reference index.

The risk grade estimation formula is defined by using the exponential function to
calculate the risk residual value, and the risk grade categories of the financial system
are divided according to the calculation results, as shown in Table 1. According to
the calculated results, the management personnel compared the risk level in Table 1 to
timelymaintain the systemwith security threats, so as to realize the financial information
management system risk estimation in the context of big data.
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Table 1. Financial information management system risk level definition

Level Comment

A No loopholes in the test results and no risks in the system

B Some general information such as leaking server version information, which does not
affect the safety of the system

C General hazards, such as data storage order is out of order, the saved file name is
changed

D Data uploading fails, storage fails, and system modules do not execute control
commands

E Very serious risks, such as distortion of data after upload and artificial changes in the
calculation formula of report data

4 Construction Strategy of Financial Management Informatization
in the Era of Big Data

4.1 Strengthen Financial Supervision

In the construction of financial management informatization, supervision and manage-
ment are very important. With the rapid development of financial industry, increasing
financial supervision is the basic prerequisite for ensuring the healthy and sustainable
development of financial industry. In order to realize the informatization construction
of financial management, supervision should be strengthened first. In particular, the
global mobile financial industry has achieved rapid development, and it is necessary
to strengthen financial supervision. In the era of big data, it is necessary to strengthen
financial supervision, so as to keep pace with the development of the times, restrain and
supervise internet finance under the macro-economic environment, and constantly opti-
mize the corresponding management work. The model structure of enterprise financial
management informatization construction is shown in Fig. 3.

In the construction of financial management informatization, the volume of finan-
cial market is increasing. Although it is more open and convenient with the development
of technology, it is precisely because of its openness that it will face great problems
in the operation of relevant financial management mechanisms. Because information
technology itself is highly interactive, it will also make the traditional supervision meth-
ods unable to meet the development needs of contemporary Internet financial services.
Therefore, we should do a good job of keeping pace with the times in time, and be able
to combine the macro-economic and financial needs in the process of integration, so as
to continuously improve the management.

4.2 Improve the Internet Financial Credit System

In the process of financial risk control, enterprises should establish a corresponding risk
early warning mechanism, which can also help enterprises find out the problems in the
process of financial management in time and take correspondingmeasures to solve them.
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Fig. 3. The construction model of enterprise financial management informatization

At present, there will be a series of problems in the construction of financial informati-
zation, which will bring great influence to the macro economy. The related problems are
also closely related to the imperfect credit system. Therefore, it is necessary to improve
the credit system and formulate an effective network financial credit system, so as to lay
the foundation for its future development. For listed or large-scale enterprises, due to
the development needs, many sets of financial management information systems have
been built one after another, and the main system is the main system, and many sets of
financial management subsystems coexist. At present, the problems encountered in the
construction of financial informatization are characterized by diversification, which will
hinder the development of macro-economy, among which the imperfection of financial
credit information system is one of the important problems. Perfecting the internet finan-
cial credit system can not only improve the efficiency of management, but also reduce
the probability of some violations, thus effectively reducing risks.

4.3 Sound Economic Policies

For the information construction of financial management in the era of big data, it needs
to be connected with the current economic policies. Without the support of a stable eco-
nomic environment, the probability of the risk of financial informatization construction
is also very high. The construction of enterprise financial management informatization
is a comprehensive systematic work, which not only involves the financial management
informatization project, but also includes the corresponding supporting system construc-
tion. Through the information-based performance evaluation system, enterprises can
effectively investigate the key factors in the process of building financial management
information, improve the efficiency of problem solving, and show the work of participat-
ing employees more intuitively in the form of performance rating. This will help to find
out the problems existing in employees’working process in time, and encourage employ-
ees to improve their abilities independently through performance appraisal. Under the
background of big data, the construction of financial management informatization has
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an inevitable connection with economic policies. If the economic policy is imperfect,
the risk in the construction of financial informatization will be very high. The financial
policy is mainly the guideline that financial supervision authorities regulate and control
financial activities, and through formulating specificmeasures, financial activities can be
guaranteed to be in normal operation. Among them, the central government or financial
supervision authorities will adjust the economic policies accordingly, and some risks in
economic development can be effectively avoided through effective control or overall
policies.

5 Conclusions

With the continuous development of market economy, if enterprises want to occupy
a place in the fierce market competition, they must constantly improve their compre-
hensive economic strength. Under the background of big data, the financial accounting
management of enterprises should also change the original development direction, which
can not only input new blood for financial management, but also promote the reform
of financial accounting. The main purpose of strengthening big data management is to
realize the utilization of big data analysis results, continuously tap the potential value of
big data, help to use data more effectively, and provide scientific decision-making basis
for financial industry management. In the era of big data, financial information secu-
rity needs our constant integration and improvement. By establishing a careful security
mechanism, we can lay a solid foundation for financial institutions to develop big data
strategies. Information can be innovated with the continuous development of massive
data and Internet technology, and gradually move towards online platform, e-commerce
and online payment, so as to promote the development, marketing and service of online
financial products. In order to promote the sustainable development of enterprises and
prepare for economic strategy, it is necessary to formulate scientific and reasonable
management measures for future development, and construct a reasonable construction
scheme for financial accounting operation mode, so as to combine enterprise business
with financial management.
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Abstract. Urban transfer learning transfers knowledge from the data-
rich city to the data-scarce city, effectively solving the cold-start crowd
flow prediction problem. In urban transfer learning, the selection of
source cities mainly focuses on the experimental evaluation, which lacks
methods for assessing the transferability of source cities. Besides, the
complex regional matching relationships between source-target cities
have not been fully addressed. To resolve these challenges, we propose
a cross-city crowd flow prediction framework based on transfer learn-
ing, called AreaTransfer. AreaTransfer aims to select the appropriate
source city from multi-source candidate cities and establish effective area
matching relationships to improve crowd flow prediction accuracy. First,
we design a source city selection algorithm based on the city’s layout
characteristics to select the final source city. Then, we propose a modi-
fied deep residual neural network to allow area-level prediction. Finally,
we optimize the pre-trained model by integrating the area matching
results during the city selection process. Experimental results exhibit
that AreaTransfer can improve the prediction accuracy by 15%–17%
compared with other state-of-the-art models.

Keywords: Urban transfer learning · Cold-start problem · Crowd flow
prediction · Source city selection

1 Introduction

Big Data transferring and processing [1,2] had become a critical research area
in many applications, following the break through in computer hardware [3,4],
software [5,6], networks [7,8], and algorithm design [9,10]. With the development
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of big data techniques, it has become popular to solve problems in smart cities
by using urban data [11]. One of the critical issues in the smart city is crowd flow
prediction, which is helpful for improving urban planning, ensuring public safety,
and relieving traffic congestion by exploring the movement patterns of crowds
in cities [12,13]. However, due to the unbalance of urban development, many
cities cannot benefit from their scarce urban data. Thus, existing studies [14,15]
attempted to leverage knowledge extracted in data-rich source cities to help the
learning tasks of the data-scarce target cities, called urban transfer learning.

Nowadays, the works on urban transfer learning [16,17] mainly focus on two
aspects: 1) designing a reasonable and efficient method to extract the knowledge
of source cities and 2) establishing the knowledge transfer relationship of source-
target cities. In the case of the number of source cities and each of which source
data is sufficient, domain generalization technology can transfer the common
knowledge from the source city data set and then achieve the goal of crowd flow
prediction for the target (i.e., data-scarce) cities [18,19]. However, acquiring
the mentioned abundant data requires enormous resources and is also prone
to the problem of missing data, thus lacking feasibility in practice. Under the
limited number of source cities, some studies [20] select source cities based on
the level of urban development. For example, the experimental results show
that New York and Washington have a more significant development gap than
New York and Chicago. However, the crowd flow data of New York is more
similar to Washington than Chicago. Therefore, it is necessary to evaluate the
transferability of source cities.

Suitable source cities can improve the prediction quality of target cities.
In addition, establishing appropriate knowledge transfer relationships can also
effectively guide the transfer process. Most existing works [17,20,21] use auxiliary
data to establish knowledge transfer relationships. Auxiliary data have a certain
degree of correlation with the target data and can be used to infer the patterns
of the target data. For example, social check-in data from source-target cities
are regarded as auxiliary data to predict crowd flow patterns. The method can
guide the transfer of crowd flow patterns across cities. However, auxiliary data
are correlated but not identical to the target data. Taking social check-in data as
an example [22], its only covers a small number of locations visited by users and
is closely related to users and locations in terms of check-in frequency. The above
auxiliary data reflects limitations in the actual patterns, which may eventually
lead to negative transfer. Therefore, more rational use of cross-modality data is
needed to establish reliable transfer relationships between cities.

To solve the above challenges, we propose a cross-city crowd flow predic-
tion framework based on transfer learning called AreaTransfer. It can select the
suitable city from multiple source cities as the final source city and construct reli-
able knowledge transfer relationships of source-target cities to improve the target
city’s prediction accuracy. The main novelties of AreaTransfer are as follows: (1)
To find the overall best matching relationship at the area-level of source-target
cities based on the layout characteristics of cities and leverage the match results
to guide the final source city selection. (2) To capture the spatial dependencies in
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urban problems, existing studies [23–25] design the deep residual structure as the
base model for urban prediction. However, the deep residual structure focuses on
the city as a whole, and thus it isn’t easy to enable area-level knowledge transfer.
Therefore, we designed a new deep neural network based on residual units to
achieve area-level prediction. In our designed network structure, we first stack
ResUnit to fully capture the transfer knowledge in the target data. Then, to
achieve area-level prediction, we add Conv unit with 1× 1 filter kernels. Finally,
during the training process, we not only consider the prediction errors but also
the reduction of the representation difference between source-target cities areas
to optimize the model.

In brief, the main contributions of this paper lies in three folds:

1. We design a new deep transfer learning framework for cross-city crowd flow
prediction, AreaTransfer, which focuses on the selection of source cities and
utilizes city overall layout characteristics to establish regional matching rela-
tionships for source-target cities. Leveraging the established regional match-
ing relationship, we can calculate city similarity to guide the final source city
selection.

2. We propose a new model parameter optimization algorithm based on area
matching and area classification results. We add the 1 × 1 filter to the deep
residual network, using its feature of fusing different dimensional features at
the same location to help the residual network to be able to focus on area-level
features.

3. Using the real-world dataset for evaluation, AreaTransfer improves the predic-
tion performance by 15%–17% compared with the state-of-the-art methods.

The remainder of the paper is organized as follows. We first discuss related
works in Sect. 2, and then formally define the studied problem in Sect. 3. Section 4
introduces the proposed framework AreaTransfer. In Sect. 5, we evaluate our
method and report the results. Finally, we conclude the work in Sect. 6.

2 Related Work

2.1 Crowd Flow Prediction

In urban computing, crowd flow prediction is a significant issue. Existing work
mainly focused on the same city prediction. M. Qiu’s group [26] had proposed a
novel Topological Graph Convolutional Network (TGCN) to predict urban traffic
flow and density. Tan et al. [27] proposed a hybrid method based on ARIMA
model for short-term traffic prediction. However, ARIMA is a linear model, which
is not applicable to medium and long-term prediction. To capture the non-linear
relationship in crowd flow data, researchers incorporated RNN, CNN and other
structures into the prediction model. Kang et al. [28] proposed LSTM Recurrent
Neural Network, which can accomplish the learning of time series features under
long time dependence. As the research progressed, the spatial features of crowd
flow data attracted attention. Zhang et al. [29] proposed DeepST based on CNN
structure, which is able to extract spatial features effectively while focusing on
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temporal features in crowd flow data. In addition to spatio-temporal factors,
ST ResNet [23] considered external factors such as weather, weekday and incor-
porated a residual structure with stronger prediction capability. Different from
the above work, our work focuses on cross-city crowd flow prediction.

2.2 Urban Transfer Learning

To address the data scarcity problem faced by cross-city studies, researchers have
introduced transfer learning into the domain of urban computing to form urban
transfer learning. Guo et al. [30] considered dual inter- and intra-city knowledge
transfer for the address recommendation problem of cross-city chain stores. Ding
et al. [31] used data on users’ visiting behaviors in the city of residence to predict
users’ points of interest in a new city. He et al. [18] used trajectory data from
multiple source cities to find users’ travel patterns and predict travel intentions
in the target cities. Wang et al. [20] proposed the use of social media check-
in data as auxiliary data to establish inter-city transfer relationships for crowd
flow prediction in the cross-city problem. At this stage, [18] is impractical for
crowd flow prediction. While the problem scenario of [20] is similar to our work,
the assessment of source city transferability and the establishment of knowledge
transfer relationships are still lack.

3 Problem Formulation

Definition 1. Source-Target City: In the cross-city study, the studied cities
R are divided into source cities and target cities. The data-rich cities are called
source cities and represented by S and the data-scarce cities are called target
cities and represented by T .

Definition 2. Area: Depending on different segmentation methods, urban areas
have different results. In our work, cities are divided into I × J equal-size grids
based on the longitudes and latitude, where each grid represents an area. Si,j

and Ti,j respectively denote the area in source city S and target city T .

Definition 3. Crowd Flow Data: The crowd flow data is a set of sample
in a continuous spatio-temporal range. We divide time into K timestamps of
equal-length as in the previous work. Here, we specify the earliest timestamp as
tc. Therefore, the area set of the city can be denoted as:

Ds,t = [Ds,tc ,Ds,tc+K
] (1)

And we define the final representation of the whole city as follows:

DS,t = {DSi,j ,tc+k
|i ∈ [1, I], j ∈ [1, J ], k ∈ [1,K]} ∈ R

I×J×K (2)

Problem. Given a collection of source cities D = {DS1,t,DS2,t, ...,DSn,t} with
rich crowd flow data and the scarce data in target city DT,t′ (|t′ | � |t|), our goal
is to select the final source city to help the target city complete the prediction
D̃T,t

′
c+K+1

.
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Fig. 1. Overview of AreaTransfer

min
f

error
(
D̃T,tc+K+1,DT,tc+K+1

)

where D̃T,tc+K+1 = f(DS,t,DT,t′ ),DS,t ∈ D
(3)

4 AreaTransfer

4.1 Overview

Figure 1 gives an overview of the AreaTransfer framework, which mainly consists
of three steps:

1) Source city selection: Based on city layout features, we employ a critical
mechanism to assess the transferability of source cities. Crowd flow patterns
are influenced by urban spatial patterns. Meanwhile batches of stable and easy-
to-collect city layout data reflect potential patterns, which guide the learning
of crowd flow patterns effectively. We first remodel the city layout features to
construct a new representation for each area of the source-target city. Then we
find similar area pairs based on the feature differences among areas. Finally we
utilize the KM algorithm to analyze the similarity between cities and select the
final source city.

2) Pre-trained prediction model: In the crowd flow prediction, deep resid-
ual neural networks can capture the spatial relationships according to the data
effectively. However, previous work mainly focused on city-level and could hardly
achieve cross-city prediction at the area-level. In view of the advantages of merg-
ing information about the same location features, Mlpconv layer was added into
the network structure as an improvement to focus on area-level prediction. In
this part, we will pre-train the model using data of selected source city.



AreaTransfer: A Cross-City Crowd Flow Prediction Framework 243

3) Model parameter optimization: Based on the source city selection algo-
rithm and the improved deep residual neural network mentioned above, we pro-
pose a network parameter optimization strategy. The strategy takes the area
matching results into consideration to further optimize the pre-trained model
parameters by reducing the difference in feature representation of the source-
target city matching area during training process.

4.2 Source City Selection

AreaTransfer needs to select appropriate city as final source city and it’s worth
mentioning that selection is based on the target city. In brief, the objective is to
assess the transferability and analyze the similarity between source-target cities.

Layout Feature Modeling. The study of urban spatial structure is based
on the rational analysis and utilization of POI data. According to the mobil-
ity characteristics of crowd flow, urban mobility is influenced by the functional
differences of various regions [32], and mobility intention is also limited by the
travel distance. POI (Point of Interest) is a concept in field of GIS (Geographic
Information System). It refers to geographical objects that can be abstracted as
points, such as schools, shopping malls, and other geographical entities that are
closely related to people’s live. By collecting POI information in a certain spa-
tial area, we can understand the number of various functional points of interest,
which can be utilized to represent various city areas as priori knowledge.

At present, most of the studies [33] on POI are limited to the statistics
on the number of single types of POI alone, and these methods mostly ignore
the original differences in the number of different functional POIs, which cannot
truly reflect the function types of the area. For example, in a scenic area, the POI
number of the restaurant category is much larger than that of the scenic category.
But within the very area, the main function is essentially tourist landscape, and
the catering points are all dependent on the construction of the scenic area.
Hence the function of the area cannot be measured simply by the POI number.
Considering following two factors: 1) the importance of a specific function in
different regions. 2) the importance of different functions under the same area,
this paper improves the way of characterizing the urban spatial structure with
POI data, which can more realistically reflect the actual influence of each area
within the city. Meanwhile it can define the specific functional structure of the
area and reduce the influence brought by the discrepancies of POI quantity. We
express the regional characteristics as Frequency Density (FD) and Category
Ratio (CR), where r represent an area of the city R. In addition, nk

r denotes the
number of k-th POI in area r.

nk
max = max{nk

r |r ∈ R} (4)

nk
min = min{nk

r |r ∈ R} (5)

FDk
r =

nk
r − nk

min

nk
max − nk

min

(k = 1, 2, ...,K) (6)
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The Frequency Density (FD) indicates the importance of the specific function
in different regions, n represents the specific value of the POI with the k-th
function in r area, and nk

max and nk
min represents the maximum and minimum

values of the k-th POI under the city.

CRk
r =

FDk
r∑K

i=1 FDk
r

(k = 1, 2, ...,K) (7)

The Category Ratio (CR) indicates the importance of different functions
under the selected area. The function proportion of different typies of POI under
an area is counted according to the FD. Based on the explicit area features, the
corresponding Area Feature (AF) can be constructed, and then the area can be
compared numerically. Here we denote the identified area as r.

AFr = {FD0
r , FD1

r , . . . , FDk
r , CR0

r , CR1
r , . . . , CRk

r}, r ∈ R (8)

Similarity Measure of Source-Target Cities. The area similarity between
source and target cities mainly contains two aspects: characteristics of regional
function and traffic situation. AF can describe the characteristics from both
global and local area. The Pearson coefficient is used to calculate the similarity
between source and target cities as follows,

Similarity (AFs, AFt) =
n

∑
AFsi

AFti − ∑
AFsi

∑
AFti√

n
∑

AF 2
si

− (
∑

AFsi
)2 ·

√
n

∑
AF 2

ti − (
∑

AFti)
2

(9)

where s and t represent an area in the source and target city, respectively, and
si and ti represent a feature of the area.

In our framework, it is unnecessary to calculate similarity for every two
regions. For example, a commercial street located in the center of a city is usually
different from an industrial area at the edge of the city. The relative locations
and the density of land POI in the areas they are located varies greatly due to
land cost issues. Based on a priori knowledge, regions with excessive differences
are not necessary for similarity comparison. Since the POI density of cities con-
forms to the heavy-tailed distribution, we classify urban areas into six categories
(C1–C6) based on this method [34] with C1 being the highest POI density while
C6 the lowest. When researching a city, the areas are always classified into six
categories. Each category is complicated in terms of realistic functions, thus we
provide some typical instances, where a representation in C1 may be a specific
commercial street, and a representation in C6 could be an industrial district. The
heavy-tailed interrupted classification method firstly tries to divide all data into
two parts based on the arithmetic mean, then select the head (the part above the
mean) and continue the iterative process until the data in the head is no longer
in the heavy-tailed distribution. Table 1 shows the classification in Chengdu as
an example. The purpose of the classification is to reduce the computational cost
for subsequent area matching.
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Table 1. Area classification of Chengdu city

Area number POI density average Head number Tail number Ratio of head Ratio of tail

256 517.75 104 152 0.594 0.406

104 971.39 41 63 0.605 0.395

41 1548.90 16 25 0.609 0.391

16 2358.89 6 10 0.625 0.375

6 3072.00 2 4 0.667 0.333

Optimal Area Matching. The optimal match is to find best source city that
most similar to the target city in terms of population mobility patterns among
the existing set of source cities. We focus on the optimal match in the overall area,
rather than the optimal match in a single area. Focusing only on the optimal
matching of a single area will, to a large extent, result in multiple target city
regions with high similarity to an area of the source city, leading to the transfer
of knowledge being influenced by only a few regions, and thus the final extracted
pattern is flawed. To avoid the phenomenon, after obtaining the similarity results
of the source-target city areas, we implement the KM algorithm [35] in order to
achieve the overall optimal matching. The KM algorithm is used to address the
matching problem of bipartite graphs, which can solve the maximum weights
under complete matching, fitting the city area matching problem based on the
characteristics.

The specific process is shown in Algorithm 1. We use two kinds of nodes
to represent regions in the source and target cities, and the similarity of the
corresponding two areas is the weights of the edges between the two kinds of
nodes. Moreover, according to the pre-classification results mentioned above,
there are differences in the number of regions after city classification, and dif-
ferent cities have different number of areas in the same class. In order to reduce
the errors caused by the classification process, we stipulate that the matching
process between regions only occurs in the regions of adjacent classes. The over-
all optimal regional matching across cities can be obtained after KM matching,
and the overall similarity between the target city and the final source city can be
obtained from the regional similarity. The time complexity of the algorithm is
O(n3) and n is the number of urban areas. Eventually, the source city that best
matches the target city can be selected based on the comparison of the overall
similarity among source cities.

4.3 Pre-trained Prediction Model

We design a novel network of crowd flow prediction with area representation
capability, divided into three parts to integrate the effects of spatial, temporal
and external factors, as shown in Fig. 2. The crowd flow in a single area of a city
needs to consider the influence of all areas within the whole city, not only the
adjacent areas, but also the more distant edge areas. However, the convolutional
neural network (CNN) is limited by the size of the convolutional kernel and can
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Algorithm 1. Calculate city similarity based on KM algorithm
Input: Source city area S, Target City area T , Area total number N ,

Current matching city area Cs, Ct, Match result R,
Area similarity List(Tn) = {(s, sim (AFs, AFt))|s ∈ S, t ∈ T}, n ∈ N
Output: Source-target City Similarity Sim

1: Initialize the top similarity values for all areas of the target city
A(Tn) = MAX(List(Tn)), B(Sn) = 0

2: for n ∈ N do
3: Ct ∨ {Tn}
4: if findCrossPath(Tn, Sm) = true then
5: Cs ∨ {Bm}
6: R ∨ {A(Tn) + B(Sn)}
7: else
8: d = calMinDrop(A(Tn)), Tn ∈ Ct

9: A(Tn) = A(Tn) − d, Tn ∈ Ct

10: B(Sm) = B(Sm) + d, Sm ∈ Cs

11: end if
12: end for
13: Sim = SUM(R)
14: return Sim

capture a limited spatial range [29], but the setting of continuously increasing
the number of layers tends to lead to the gradient problem. In order to consider
the spatial factor comprehensively, residual structure was selected as the basic
unit of feature extraction. It can effectively alleviate the degradation problem
existing in deep neural networks. In terms of time factor, we selected the time-
stamp sampling method to extract time features into three cycles, with sampling
intervals in hours, days and weeks respectively.

First, Fig. 2 depicts the overall flow of our proposed network:

K ∈ N: K is the number of Input time-stamps
Xt = {Ds,t|t ∈ [tc, tc+K ]}: All crowd flow data input
Xh,Xd,Xw: Input for different time periods
Xres = f(Xh,Xd,Xw): Intermediate features of the fusion after the ResUnit
Xext: External factor input
Xreg: Area factor input
y = {Ds,t|t = tc+K+1}: Ground-truth result at timestamp tc+K+1

ỹ: Prediction at timestamp tc+K+1

The input data of the model consists of three parts, the first part is the
input of the historical data of crowd flow Xh, Xd, Xw, which denote the data
sampled at different times mentioned above, respectively, and denoted as Xres

after fusion. The second part is the features of weather and other data, which
are extracted by two fully connected layers, denoted as Xext. The third part is
the area features of the city, which are processed by One-hot, denoted as Xreg.
These features are collectively denoted as Xmerge after concentrate operation.
After concatenating Xres, Xext and Xreg to Xmerge, we add a two-layer Mlpconv



AreaTransfer: A Cross-City Crowd Flow Prediction Framework 247

Fig. 2. Network structure

structure to get the prediction ỹt, where the main structure 1×1 filter is able to
extract only the features of different channels of the same position. This feature
makes it possible to focus on area-level prediction.

4.4 Model Parameter Optimization

The pre-training model is for the crowd flow patterns of the source city, and
its parameters imply shared characteristics across cities as well as proprietary
characteristics of the source city. In order that the model can better learn the
patterns of the target city, we propose to use the inter-city area matching results
to achieve parameter optimization of the network model. In optimizing the model
parameters, in order to allow areas with a high degree of cross-city similarity
to occupy a higher proportion, we not only consider the minimization of the
prediction error part, but also include the area matching error optimization part
to achieve a comprehensive optimization combining the two parts.

θtar ← arg min
θ

(1 − w)
∑
r∈R

‖ỹr − yr‖2 +

w
∑
r∈R

∑
t∈T

cr · sim (AFr, AFr′ ) ·
∥∥∥Xres,r,t − Xres,r′ ,t

∥∥∥
2 (10)

The above θtar represents the parameters of the prediction network model.
r is an area of the target city and the corresponding one in the final source
city is r′ . The area importance denotes as cr and we use the network parameter
learning method Adam to record the update of its parameters according to the
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Table 2. Dataset description.

City Location Time span Total

Chengdu [30.65580, 104.04214] [30.72775, 104.12584] [2016-10-01, 2016-11-31] 138,007,474

Xi’an [34.20829, 108.91118] [34.28024, 108.99825] [2016-10-01, 2016-11-31] 74,065,585

Haikou [19.96121, 110.20930] [20.03316, 110.29241] [2017-09-01, 2017-10-31] 49,330,413

change of the loss function of the network to obtain the most suitable prediction
model for the target city. Specially, The w is used to weigh the proportion of the
two parts of the error, and pearson is the similarity of the areas under the first
stage matching. By setting the weighting parameters w and cr, it can effectively
enhance the importance of regions with high similarity in the prediction process
and help the pre-trained model to be further applicable to the target city.

5 Evaluation

5.1 Experiment Setup

Datasets. In this paper, the open-source GPS trajectory datasets from three
cities, Chengdu, Haikou and Xi’an are used for experimental validation. The
trajectory data are further processed into the crowd flow data for the research
according to the data open-source plan is processed. The details of each dataset
are shown in Table 2. In addition, considering that urban issues are influenced
by multiple sources of data, the experiments combine data on urban weather
conditions, holidays and other information. We also use urban POI data obtained
from the map development platform as the basic information of each functional
unit of the city in order to find the correlation between crowd flow patterns and
urban layout features. In the experiment, this paper integrates the crowd flow
data, external data and area data of three cities to verify the effectiveness of the
proposed cross-city crowd flow prediction framework. Each city is divided into
16×16 areas of the same size (each area is approximately 500 m × 500 m in size).
For the experiment on cross-city transfer, we choose the one city as the target
city and the other two cities as the set of source cities. It is assumed that the
source city has rich historical crowd flow data, but only very little data exists
for the target city. For the measurement of the experimental results, we choose
the same evaluation method as previous work, and both reflect the effect of the
prediction model by the square root error RMSE of the final predicted value and
the true value.

Evaluation Metric. We measure our method by Root Mean Square Error
(RMSE) as:

RMSE =

√
1
n

∑
r

(yr − ỹr)2 (11)

where ỹr and yr are the predicted value and ground truth, respectively. n is the
number of all regions.
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Table 3. Urban similarity.

Source city Target city

Chengdu Haikou Xi’an

Chengdu – 0.64543 0.87703

Haikou 0.62043 – 0.57141

Xi’an 0.87703 0.62006 –

Fig. 3. Area classification in cities

Baseline Method. We choose the classical prediction models HM , HMM ,
ARIMA, DeepST and ST ResNet as the comparison methods, and all of the
above network models we set the network parameters as recommended in the
paper.

• HM : the common historical mean statistics method, which returns the mean
prediction based on the input historical data series.

• HMM : the Hidden Markov Model used to describe a Markov process with
implicit unknown parameters, and is the classical statistical model to describe
the unknown case.

• ARIMA: a classical statistical model for time series forecasting that widely
used in statistics for short-term smooth data series.

• DeepST [29]: a deep spatio-temporal prediction network based on convolu-
tional neural network, for modeling the temporal features, manually selecting
the timestamps with high correlation to form a new time feature series.

• ST ResNet [23]: a deep spatio-temporal prediction framework based on resid-
ual structure, which achieves end-to-end prediction on the city as a whole and
can effectively model the spatial features of the city.

5.2 Evaluation Results

Table 3 shows the results of similarity calculation between cities, in which it can
be seen that Chengdu and Xi’an possess higher similarity in terms of city layout
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Table 4. Experimental results.

Method
Only Target City

Chengdu Haikou Xi’an
HM 14.2695 5.0924 13.4509

HMM 14.4000 5.5529 12.7962
ARIMA 14.8745 5.0729 13.8619
DeepST 14.9548 7.1388 14.0296

ST ResNet 15.3846 6.8348 13.3480

Method
Source-Target City

Xi’an-
Chengdu

Haikou-
Chengdu

Chengdu-
Haikou

Xi’an-
Haikou

Chengdu-
Xi’an

Haikou-
Xi’an

DeepST 16.9457 31.8981 7.8462 8.8752 15.2152 23.5971
ST ResNet 14.2228 27.4948 6.0582 7.828 12.362 17.7481

AreaTransfer 12.1452 19.5368 4.1914 4.2193 10.2839 15.3401

situation, while the similarity between Chengdu and Haikou is greater than that
between Xi’an and Haikou. Among them, due to some special regions in Haikou,
these areas are not accurate in the collection of information, and the calculation
of area similarity cannot be done directly. For this situation, we first calculate
the similarity information around the area, and finally derive the mean value of
similarity given to the area, so that when Haikou is used as the target city and
the source city, its similarity situation all has a certain float. Figure 3 shows the
different levels of regional classification for the three cities. The overall number
of regional levels between different cities is close on C1–C2, C3–C6, but there
are differences in the proportion of each part. This is because the development
of cities follows a certain pattern, and there is a pattern in the composition of
regions in cities. For example, each city has its own central area (C1–C2) and
edge area (C3–C6), which account for roughly the same proportion, but can
differ in their specific allocation. In terms of the area composition of different
cities, the closer the proportion of areas in each part of two cities, the higher the
degree of similarity the cities may have.

Top half of Table 4 shows the results obtained by using short-term data of
the target city and making predictions directly with the baselines. We assume
that the target city has only one week of crowd traffic data, so as to simulate the
situation of data scarcity in the city. The final results of the direct prediction
using the short-term data of the target city as training data show that the sta-
tistical models HM , HMM and ARIMA outperform the deep spatio-temporal
prediction models in most cases, and it can be seen that the prediction results
of the latter are not stable in the case of insufficient data. In the case that we
increase the historical crowd flow data in the target cities, we find that the degree
of variation of HM , HMM , and ARIMA is small, but the effect of the deep
spatio-temporal prediction model gradually increases, and finally reaches 8.3989,
3.1742, and 6.7509 in Chengdu, Haikou, and Xi’an, respectively. Meanwhile, we
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regard these three values as the upper limit of the model prediction performance
in this experiment.

The second half is a comparison of the prediction performance of AreaTrans-
fer with the previous advanced models after adding the transfer learning factor.
It is clear that AreaTransfer outperforms the other models in all cases. Sec-
ondly, we found that the results of direct training using source city data are
unsatisfactory, and therefore, the direct transfer method may exist inferior to
the direct prediction method for short-term data. This may be due to the lack
of reasonable guidance on the knowledge transfer relationship during the direct
transfer, thus leading to poor results. In addition, when we used two cities with
low city similarity for transfer, even negative transfer was observed. This is in
line with our previous description and proves the importance of assessing the
transferability of cities. Ultimately, from an overall perspective, our model has
a 15%, 17%, and 17% improvement in prediction for each city, respectively.

6 Conclusion

To address the problem of cross-city crowd flow prediction, we have proposed a
novel framework based on transfer learning, called AreaTransfer. In this work,
we focused on the selection of source cities and the establishment of knowledge
transfer relationships to improve the ability of prediction in target city. Even-
tually, its effectiveness was verified by experiments on three real-world datasets.
In future work, the exploration of crowd flow prediction will require confronting
challenges at different city scales. We will incorporate the above challenges in
AreaTransfer to make up for deficiencies in cross-city prediction problems.
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Abstract. As for the problems of premature convergence, slow convergence and
long computing time in solving complex continuous function optimization by
traditional quantum evolutionary algorithm, a dynamic parallel quantum evolu-
tionary algorithm for solving complex continuous function optimization problem
is proposed in this paper. Multi population co-evolution is adopted, and each
sub-population evolves in different search areas according to their own evolu-
tion objectives to form a parallel search mode, which can speed up the algorithm
convergence and avoid premature convergence; Quantum computation is intro-
duced into the differential evolution algorithm. In this method, the probability
amplitude representation of qubits is applied to the real number coding of chro-
mosomes, the chromosome position is updated by quantum mutation, quantum
crossover and quantum selecting operations, the two probability amplitudes of
qubits are exchanged by quantum non-gate, and an adaptive operator is intro-
duced to improve the population diversity, It can not only prevent the premature
convergence of the algorithm, but also make the algorithm converge faster and
improve the problem-solving ability of the optimization algorithm. Taking the
function extreme value problem as an example, the effectiveness of the algorithm
is verified by this algorithm.

Keywords: Parallel computing · Message passing interface · Quantum
evolutionary algorithm

1 Introduction

Evolutionary algorithm [1, 2] is an effective tool for solving theoretical calculation
and engineering optimization problems, such as memory [3–5] and data allocations
[6, 7]. However, for some multi-variable optimization problems, although evolutionary
algorithmcan obtain the global optimal solution in theory, it slowly converges application
in practical because of the huge search space [8], so it cannot get effective results in
the allowable time range [9]. This can be solved in two ways: one is parallelization
to speed up the evolutionary algorithm solutions [10, 11], another is to improve the
efficiency of search space [12]. This paper mainly studies the acceleration method of
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using evolutionary algorithms to solve large search space problems. The main work is
as follows:

As for the problem of improving search efficiency [13], an improved quantum evolu-
tionary algorithm is proposed. The quantum evolutionary algorithm introduces quantum
computing into the differential evolutionary algorithm. In this method, the probability
amplitude representation of qubits is applied to the real number coding of chromosome,
and the chromosome position is updated by quantum mutation, quantum crossover and
quantum selection operations, The quantum non-gate is used to exchange the two prob-
ability amplitudes of qubits, and the adaptive operator is introduced to improve the pop-
ulation diversity, which can prevent the premature convergence of the algorithm, and
improve the problem-solving ability of the optimization algorithm [14]. Through theo-
retical analysis and experimental verification, it is proved that this method can improve
the search ability of evolutionary algorithm for large search space problems.

Based onMessage Passing Interface (MPI)mechanism [15, 16], the parallel comput-
ing of the improvedquantumevolutionary algorithm is analyzed [17]. The coarse-grained
mode of parallel quantum evolutionary algorithm is discussed, and the parallel improved
quantum evolutionary algorithm of coarse-grained mode is realized. The effectiveness
of the program is verified by using the standard test function.

2 Improved Quantum Evolutionary Algorithm

Quantum evolutionary algorithm, which was proposed by the Korean scholar Han, K. H.
at the end of the 20th century [8, 18], is an evolutionary algorithm based on probability.
It is the product of the combination of quantum theory and evolutionary algorithm.
Compared with classical evolutionary algorithm, it has many performance advantages:
better population diversity and global optimization ability; small population size but not
affecting the search performance; speeding up the search in the process of evolution by
using the historical information of individual evolution.

By investigating various quantum evolutionary algorithms and their applications at
home and abroad, we find that the low efficiency in the coding of chromosome gene
digit and the calculation of the rotation angle of quantum revolving gate is one of the
main factors limiting the improvement of the performance of quantum evolutionary
algorithms.

For the above reasons, it is meaningful to explore a new quantum evolutionary algo-
rithm with high efficiency and global optimization. Based on the existing research on
quantum mechanism and differential evolution mechanism, this paper proposes a more
practical and improved adaptive quantum differential evolution algorithm, which uses
quantum bits to form chromosomes, encodes quantum bits with real numbers, updates
operation of quantum chromosome by using quantum revolving gate and performs
chromosomes mutation with quantum non-gates, finally the optimization of complex
problems is realized.

2.1 Self-adaptive Quantum Differential Evolution Algorithm

Self-Adaptive Quantum Differential Evolution Algorithm (SAQDEA) is a search opti-
mization algorithm combining quantum computing theory and differential evolution
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algorithm. In SAQDEA, the chromosome is composed of qubits, the qubits are encoded
by the real numbers, the updating operation of quantum chromatin is realized by quan-
tum revolving gate, and the chromosome is mutated by quantum non-gate, so that it can
achieve the optimization of the goal Solution.

The composition and coding of quantum chromosome, quantum chromosome is
composed of qubits which meet the requirements of normalizing condition. A qubit
consists of a pair of corresponding states |0> and the probability amplitudes of |1>
that are defined in a unit space, defining: |ϕ >= α|0 > +β|1 >, among them, α

and β are a pair of complex numbers, called the probability amplitude of the qubit’s
corresponding state [19]. |α|2 is the probability of quantum state collapsing to |0>, |β|2
is the probability of quantum state collapsing to |1>, and satisfies the normalization
condition, |α|2 + |β|2 = 1. Therefore, qubit can also be described as

[
cos(q), sin(q)

]T .
In quantum difference evolution algorithm, the real number code is used for quantum

chromosomes, and the coding method is as follows:

Qi,j =
[∣∣∣
∣
cos(θi,1)
sin(θi,1)

∣∣∣
∣

∣∣∣
∣
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�
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∣
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∣∣∣
∣

]

(1)

Among them, θ = 2πrand , rand ∈ [0, 1], i ∈ {1, 2, …, N}, j ∈ {1, 2, …, D}, D is
the problem’s dimension and N represents the population scale.

In the solution space transformation method of optimization problem and quantum
differential evolution algorithm [20], the ergodic space of quantum is unit space I= [–1,
1] in order to analyze the performance of quantumchromosome, it is necessary tomap the
variable of quantum chromosome from unit space to the solution space of optimization
problem. Each quantum chromosome variable corresponds to an optimization variable
of the optimization problem. Let’s define the domain of the solution space variable Xi,j

of the optimization problem as [aj, bj] and the qubit code as
[
cos(θi,j), sin(θi,j)

]T . Then
the corresponding solution space variables are:

[
X 0
i,j

X 1
i,j

]

=
[

bj−aj
2 0

0
bj−aj
2

][
cos(θi,j)
sin(θi,j)

]
+

[
bj+aj
2

bj+aj
2

]

(2)

By simplifying the above formula, we can get the following results
[
X 0
i,j

X 1
i,j

]

= 1

2

[
1 + cos(θi,j) 1 − cos(θi,j)
1 + sin(θi,j) 1 − sin(θi,j)

][
bj
aj

]
(3)

Among them, the quantum chromosome represented by cosine probability ampli-
tude corresponds to X 0

i,j, and the quantum chromosome represented by sine probability

amplitude corresponds to X 1
i,j.

When the quantum state is updating, the rotation angle of the quantum position is
also adjusted, and the formula is as follows:

�θ
g
ij = θmin + fit · (θmax − θmin)randj exp(

gen

maxgen
) (4)
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fit = fitgBest − fiti
fitgBest

(5)

Among them, θmin is theminimumvalue0.001π of�θ interval, θmax is themaximum
value 0.05 π of �θ interval, fitgBest is the adaptability of the whole optimal individual
searched, fiti shows adaptability of the present individual, randij is the random number
between [0, 1]; gen is the current iteration times of population, and maxgen represents
max iteration times of the limited population.

Quantum mutation’s operation: corresponding to the standard differential evolution
algorithm, a quantum’s chromosome is chosen at random from quantum’s population
through this method. It takes the quantum bit phase as a basis vector and quantum bit
phase of the other two different quantum chromosomes as the difference vector. The
generation method is as follows:

vg+1
i,j = θ

g
r1,j + F · rand · (θ

g
r2,j − θ

g
r3,j) (6)

Among them, r1, r2, r3 ∈ {1, 2…, N}, and r1 �= r2 �= r3, F ∈ [0, 1] is a contraction
factor, rand represents a random number between interval [0, 1], g represents the current
population, and g + 1 represents the next generation population.

If themutation rate is too large, the global optimal solution is low. If themutation rate
is small, the population diversity will decrease, and the phenomenon of “early maturity”
is easy to appear. In this paper, a self-adaptive mutation operator is introduced. In this
way, the mutation operator is 2F0 at the beginning, and the diversity can be maintained at
the initial stage to prevent premature maturity. With the progress, the mutation operator
decreases and finally changes to F0 to avoid the destruction of the optimal solution. The
calculation method is as follows:

ϕ = e1−
Gm

Gm+1−G ,F = F0 × 2ϕ (7)

Among them, Gm is the maximum algebra, G is the current algebra, and e is the
natural constant. In this way, the population can have better diversity in the early stage
of evolution, and it is beneficial to local fine search in the later stage of evolution, which
can bring better results.

Quantum crossover operation: producing a new individual by combined the quantum
mutation individual and the predetermined parent individual according to certain rules.

ug+1
i,j =

{
vg+1
i,j , if (randj ≤ cr or j = jrand )

xgi,j, otherwise
(8)

Among them, j ∈ {1,2…, D}, D is the dimension of the problem, randj is a random
number between [0, 1], jrand is {1,2…, D}. Cr is a quantum crossover factor and is
generally a random number in the interval [0, 1]. In this paper, a crossover operator of
random range is designed as follows:

Cr = 0.5 × [1 + rand(0, 1)] (9)

In this way, the mean value of the crossover operator is 0.75, which can better
maintain the diversity of the population.



258 Y. Sun

Quantum selection operation: selection operation adopts one-to-one greedy selec-
tion. The principle of selection is that individuals with better fitness enter the next
generation. It can be expressed as follows:

θ
g+1
i,j =

{
ug+1
i,j , if f(ug+1

i,j ) ≤ f(θgi,j)

θ
gt
i,j, otherwise

(10)

θ
gt
i,j = θ

g
i,j + �θ

g
ij (11)

Among them, f is the fitness function, the two new bits after the updating are:

Qg+1
i,j =

[∣∣∣∣∣
cos(θg+1

i,1 )

sin(θg+1
i,1 )

∣∣∣∣∣

∣∣∣∣∣
cos(θg+1

i,2 )

sin(θg+1
i,2 )

∣∣∣∣∣
�

�

∣∣∣∣∣
cos(θg+1

i,D )

sin(θg+1
i,D )

∣∣∣∣∣

]

(12)

It can be seen that by rotating the quantum phase angle, the position of two quantum
chromosomes can be moved at the same time, which can speed up the convergence of
the algorithm.

Mutation processing of quantum non-gate: make the mutation probability be Pm, if
rand < Pm, randomly select several qubits in the quantum chromosome, and use the
quantum non-gate to mutate the qubits, and the optimal position of its memory remains
unchanged.

[
0 1
1 0

][
cos(θij)
sin(θij)

]
=

[
sin(θij)
cos(θij)

]
=

[
cos(π/2 − θij)

sin(π/2 − θij)

]
(13)

2.2 Coarse Grained Parallel Algorithm Based on MPI

If the master-slave parallel evolutionary algorithm can only speed up the evolutionary
algorithm solution, then the coarse-grained parallel evolutionary algorithm improves the
solution quality of evolutionary algorithm [21]. The coarse-grained model is composed
of multiple populations, and each population or sub-population evolves independently
on different processors. After a certain evolutionary generation, each sub-population
will migrate several individuals to introduce excellent genes of other populations. It
can be said that migration operator is the core of coarse-grained parallel evolutionary
algorithm. Due to the addition of migration, a new operator, and the introduction of
many new parameters, the complexity of the algorithm increases [15].

The new evolutionary algorithm parameters introduced by migration are briefly
described below.

Migration topology: Migration topology determines the path of individual migra-
tion between various groups. Migration topology mostly depends on the architecture
of parallel computer system. Software method can also be used for simulation. Com-
mon migration topology includes no migration, unidirectional ring, bidirectional ring,
hypercube, grid, full interconnection and so on [17].

Migration cycle: The migration cycle determines the time interval of individual
migration, generally once every several generations. Experiments show that if the interval
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period is too long, various groups will not make full use of the excellent solutions of
other groups, so the convergence of the algorithm will be slow, and if the interval period
is too short, the diversity among sub-groupswill be destroyed. Although the convergence
is fast, the quality of the solution is not high. Therefore, the choice of migration cycle
depends on the specific problems.

Migration scale mobility: In each migration, several individuals can be migrated.
Migration scale refers to the number of individuals migrated each time or the migration
rate of the migrated individuals in the population size.

Migration selection strategy: The migration selection strategy is used to specify
how to select the removed individuals in each migration. The usual strategies include
selecting the best individual, random selection and selection according to fitness ratio.
Migration replacement strategy: Migration replacement strategy is used to select the
replaced individuals in the population when individuals migrate in. The usual strategies
include selecting theworst individual, randomselection and selection according tofitness
ratio.

Immigration selection strategy: When the number of immigrants moving in is more
than the number of individuals moving out, such as full interconnection topology, immi-
gration selection strategy is needed to determine the number of immigrants moving in.
The usual strategies are the same as the migration selection strategy, including selecting
the best individual, random selection and selection according to fitness ratio.

Program implementation: Coarse grained parallel evolutionary algorithm adds
migration operation on the basis of serial evolutionary algorithm. In order to increase the
flexibility of the program, themigration related parameters are designed in a configurable
form, That is, it can be read from the configuration file.

2.3 Parallel Quantum Differential Evolution Algorithm Steps

In a word, the implementation steps of the Parallel Self-Adaptive Quantum Differential
Evolution Algorithm (PSAQDEA) proposed in this paper are as follows:

Step 1. Each node initializes the population separately: the initial populationQ composed
of N quantum chromosomes is generated according to formula (1); Take the mutation
probability as PM and contraction factor as F.
Step 2. Each node carries out solution space transformation and fitness ratio calculation
separately: according to formula (3), every quantum’s chromosome Q is corresponding
to a solution X in optimization problem, the fitness degree f (x) of each solution is
calculated, and the global optimal solution is updated according to the greedy principle.
Step 3. Each node performs quantum differential operation separately: For every quan-
tum’s chromosome in population, the rotating angle of its position is calculated according
to (4) and (5), the quantum mutation operation is performed according to (6) and (7),
the quantum crossover operation is performed according to (8) and (9), and the quantum
selection operation is performed according to (10) and (11).
Step 4. Each node performs quantum non-gate mutation on each quantum chromosome
according to formula (13).
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Step 5. Each node communicates with each other, migrates and replaces individuals
in the cross node population according to the fitness value and the set parameters and
migration strategy, and generates the offspring population.
Step 6. Compare the calculation results of fitness: if the convergence conditions are met,
the results are output and the program ends; If not, return to step 2.

In the parameter optimization test of some common complex functions, good test
results are obtained.

3 Comparison and Analysis of Simulation Results

Take function extreme value as an example, simulation comparison and analysis are
carried out to verify the performance of the algorithm.

In the experiment, 12 basic test functions listed inTable 1 are used to verify the perfor-
mance of the algorithm. The table lists the function abbreviation, function name, dimen-
sion, value range, optimal value and threshold. The Performance Experiments study on
CommonAntColonyAlgorithm (CACA) [22],CommonDifferentialEvolutionAlgorithm
(CDEA) [23], Common Genetic Algorithm (CGA) [24], implement Quantum Genetic
Algorithm (QGA) [25] and the Parallel Self-Adaptive Quantum Differential Evolution
Algorithm (PSAQDEA) proposed in this paper and the results are compared.

The five algorithms are programmedwith visual studio 2010 andMPICH, and the test
results are run on a personal computer with Intel (R) core (TM) i7-6700 3.41 GHz CPU
and 8 GB memory. Each algorithm runs 30 times independently, and the iterations’ max
number is 10000. When the algorithm reaches the specified accuracy or the maximum
number of iterations, it is terminated. The average and variance of 30 experiments are
recorded, and the number of successful runs of the algorithm is recorded according to
the experimental outcome. The experimental outcome of the five algorithms are listed
in Table 2. M is the mean and V is the variance.

Table 1. Basic information of related function adopted in the test experiment

Function name Dimension Value range Optimal value Solution Accuracy

f1 Sphere 30 [–100,100] 0 1.00E−006

f 2 Rosenbrock 30 [–30,30] 0 1.00E−001

f 3 Ackley 30 [–32,32] 0 1.00E−006

f 4 Griewank 30 [–600,600] 0 1.00E−006

f 5 Rastrigin 30 [–5.12,5.12] 0 1.00E−006

f 6 Dixon-price 30 [–10,10] 0 1.00E−006

f 7 Zakharov 10 [–5,10] 0 1.00E−006

f 8 Michalewicz 10 10 [0,pi] −9.6602 –

(continued)
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Table 1. (continued)

Function name Dimension Value range Optimal value Solution Accuracy

f 9 Peaks 2 [–3,3] 8.1062 –

f 10 Schaffers f6 2 [–5,5] 0 1.00E-006

f 11 Schaffers f7 2 [–100,100] 0 1.00E-006

f 12 Shubert 2 [–10,10] −186.7309 –

From the Table 2, it can be seen that the algorithm in this paper performs best among
the five algorithms. It obtains the global optimal solution of seven test functions and
the global optimal solution of 11 test functions. QGA algorithm only obtains the global
optimal solution of three test functions and the global optimal solution of 6 test functions.
Moreover, the performance of PSAQDEA in this paper is better than QGA algorithm
on twelve test functions. Except that the optimization effect on optimizing F6 function
is slightly worse than CDEA, it is generally superior to other algorithms, thus it proved
the effectiveness of the rules.

Table 2. Comparison of simulation results between the proposed algorithm in the paper and other
four algorithms

F CACA M ± V CDEA
M ± V

CGA
M ± V

QGA
M ± V

PSAQDEA M ± V

f1 6.49E−22
± 1.64E−36

2.90E−00
± 4.03E−00

1.31E−19
± 3.02E−32

3.02E−30 3.4
± E−32

5.35E−41
± 0.84E−40

f2 2.51E + 01
± 1.48E−01

3.24E + 02 ± 1.14E + 04 7.70E−00
± 1.41E−01

2.62E + 01
± 1.46E−00

1.12E−5
± 4.72E−06

f3 1.81E−14
± 1.21E−25

1.99E + 01
± 0.00E−00

3.71E−10
± 2.71E−20

9.01E−16
± 3.92E−26

9.46E−20
± 3.4E−28

f4 3.09E−02
± 4.28E−04

5.77E−01
± 8.80E−02

1.12E−12
± 6.36E−22

0.00
± 0.00E−00

0.00
± 0.00E−00

f5 2.19E + 01
± 5.01E + 01

9.96E−02
± 8.01E−02

1.05E−01
± 9.18E−02

9.948E−02
± 8.94E−02

0.00
± 0.00E−00

f6 4.02E−00
± 1.57E−00

0.00
± 0.00E−00

7.92E−03
± 6.50E−04

3.958E−00
± 1.62E−00

6.87E−06
± 8.83E−07

f7 3.41E−40
± 8.8 E−42

1.21E + 01 ± 1.28E + 03 4.66E−40
± 2.69E−40

4.269 E−290
± 00E−00

0.00
± 0.00E−00

f8 – 6.901
± 4.18E + 01

– 9.5976E
± 1.18E−03

– 9.6262
± 4.02E−05

–9.625
± 8.6E−04

– 9.6601
± 1.27E−08

f9 5.1469
± 5.01E−01

8.1069
± 4.13E−30

8.0915
± 8.67E−25

8.1062
± 3.16E−30

8.1062
± 0.00E−00

f10 0.00
± 0.00E−00

2.98E−02
± 0.00E−00

0.00
± 0.00E−00

0.00
± 0.00E−00

0.00
± 0.00E−00

f11 0.00
± 0.00E−00

0.00
± 0.00E−00

0.00
± 0.00E−00

0.00
± 0.00E−00

0.00
± 0.00E−00

f12 –186.7290
± 4.96E−04

–186.731
± 9.04E−09

–186.7309
± 0.0E−00

– 186.7309
± 0.00E−00

– 186.7309
± 0.00E−00
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Table 3 shows the success rate of execution of the five algorithms on different test
functions.We can say that CGA, QGA and PSAQDEA are better than CDEA and CACA
in the success rate of execution, and the PSAQDEA algorithm has the highest success
rate. It indicates that the quantum evolutionary algorithm has the advantages of strong
exploration ability and good robustness. It also further explains that the algorithm in this
papermaintains the advantages of thequantumevolutionary algorithmandovercomes the
disadvantages that it is easy to fall into precocity, so that it can achieve better optimization
effect.

Table 3. Comparison of execution success rates of the five algorithms

Function CACA CDEA CGA QGA PSAQDEA

SR%

f1 20 100 100 100 100

f2 0 0 40 15 93

f3 0 100 100 100 100

f4 42 19 100 100 100

f5 25 16 90 100 100

f6 0 100 93 21 100

f7 92 100 100 100 100

f8 37 8 69 38 87

f9 100 0 100 100 100

f10 91 100 100 100 100

f11 74 100 100 100 100

f12 83 47 100 100 100

It can be seen from the above that different algorithms show different performance
in different function optimization problems, and the algorithms in this paper all have
high convergence ability and strong exploration ability. The reason why PSAQDEA can
produce excellent solutions and has better convergence ability is that it adopts learning
mode andmutationmode. The learningmode accelerates the development of the popula-
tion towards the optimal solution, while the mutation modemaintains the diversity of the
population. Therefore, the algorithm in this paper can balance the reconnaissance ability
and convergence ability.It can control the population diversity in a certain range while
keeping good convergence, which further proves the effectiveness of the algorithm.

4 Conclusion

Combinedwith quantummechanism and evolutionary algorithm, this paper puts forward
a self-adaptive real-coded quantum evolutionary algorithm. It introduces self-adaptive
mutation operator and crossover random operator under the framework of two strategies
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of quantum and differential evolution, so that in the early stages of evolution it makes the
populationhave abetter diversity, and in the later stages of the evolution it is advantageous
to the local fine search. The algorithm searches the optimal solution quickly and carefully
in the solution space. Moreover, due to the introduction of parallel computing based on
MPI, the computing power is strengthened. The comparative analysis of the numerical
optimization of the test function proves its effectiveness.
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education department of Hunan Province in China (21C0338).

References

1. Narayanan, A., Moore, M.: Quantum-inspired genetic algorithms. In: Proceedings of IEEE
International Conference on Evolutionary Computation (2002)

2. Abbass, H.A.: The self-adaptive Pareto differential evolution algorithm. In: Evolutionary
Computation, 2002. CEC 2002. Proceedings of the 2002 Congress on (2002)

3. Gao, Y., et al.: Performance and power analysis of high-density multi-GPGPU architectures:
a preliminary case study. In: IEEE 17th HPCC (2015)

4. Zhao, H., Chen, M., et al.: A novel pre-cache schema for high performance android system.
Future Gener. Comput. Syst. 56, 766–772 (2016)

5. Guo, Y., et al.: Optimal data allocation for scratch-pad memory on embedded multi-core
systems. In: IEEE ICPP Conference, pp. 464–471 (2011)

6. Qiu, M., Chen, Z., Liu, M.: Low-power low-latency data allocation for hybrid scratch-pad
memory. IEEE Embed. Syst. Lett. 6(4), 69–72

7. Zhang, L., Qiu, M., Tseng, W., Sha, E.: Variable partitioning and scheduling for MPSoC with
virtually shared scratch pad memory. J. Signal Process. Syst. 58(2), 247–265 (2010)

8. Han, K.H., Kim, J.H.: Quantum-inspired evolutionary algorithm for a class of combinatorial
optimization. IEEE Trans. Evolut. Comput. 6(6), 580–593 (2002)

9. Alba, E., Dorronsoro, B.: The exploration/exploitation tradeoff in dynamic cellular genetic
algorithms. IEEE Trans. Evolut. Comput. 9(2), 126–142 (2005)

10. Gropp, W.D., Lusk, E.L., Skjellum, A.: Using MPI–portable parallel programming with the
message-parsing interface (1994)

11. Pacheco, P.S.: Parallel ProgrammingwithMPI. ArgonneNational Laboratory, Lemont (1997)
12. You, X., Sheng, L., Shuai, D.: You, X., Liu, S., Shuai, D.: On parallel immune quantum

evolutionary algorithm based on learning mechanism and its convergence. In: Jiao, L., Wang,
L., Gao, X., Liu, J., Wu, F. (eds.) Advances in Natural Computation. ICNC 2006. LNCS,
vol. 4221, pp. 908–913. Springer, Berlin, Heidelberg (2006). https://doi.org/10.1007/118810
70_119

13. Mikki, S.M., Kishk, A.A.: Quantum particle swarm optimization for electromagnetics. IEEE
Trans. Antennas Propag. 54(10), 2764–2775 (2006)

14. Nodehi, A., Tayarani, M., Mahmoudi, F.: A novel functional sized population quantum
evolutionary algorithm for fractal image compression. In: Computer Conference (2009)

15. Neto, O., Pacheco, M.: A parallel evolutionary algorithm to search for global minima geome-
tries of heterogeneous ab initio atomic clusters. In: Proceedings of the IEEE Congress on
Evolutionary Computation, CEC 2011, New Orleans, LA, USA, 5–8 June 2011

16. Xin, W., Fujimura, S.: Parallel quantum evolutionary algorithms with client-server model for
multi-objective optimization on discrete problems. In 2012 IEEE Congress on Evolutionary
Computation (2012)

https://doi.org/10.1007/11881070_119


264 Y. Sun

17. Patvardhan, C., Bansal, S., Srivastav, A.: Parallel improved quantum inspired evolutionary
algorithm to solve large size quadratic knapsack problems. SwarmEvol. Comput. 26, 175–190
(2016)

18. Li, J., Li, W.: A new quantum evolutionary algorithm in 0-1 knapsack problem. In: Peng,
Hu., Deng, C., Wu, Z., Liu, Y. (eds.) ISICA 2018. CCIS, vol. 986, pp. 142–151. Springer,
Singapore (2019). https://doi.org/10.1007/978-981-13-6473-0_13

19. Zheng, Y., et al.: A variable-angle-distance quantum evolutionary algorithm for 2DHPmodel.
In: Sun, X., Pan, Z., Bertino, E. (eds.) Cloud Computing and Security. ICCCS 2018. LNCS,
vol. 11068. Springer, Cham (2018). https://doi.org/10.1007/978-3-030-00021-9_30

20. Jiang, J., Guan, S., Mu, X.: Dynamic assignment model of terminal distribution task based
on improved quantum evolution algorithm. In: Atiquzzaman, M., Yen, N., Xu, Z. (eds.) Big
Data Analytics for Cyber-Physical System in Smart City. BDCPS 2019. AISC, vol. 1117.
Springer, Singapore (2020). https://doi.org/10.1007/978-981-15-2568-1_50

21. Atayan, A.M.: Solving the diffusion-convection problem using MPI parallel computing
technology. J. Phys. Conf. Ser. 1902(1), 012098 (2021)

22. Dorigo, M., Maniezzo, V., Colorni, A.: Ant system: optimization by a colony of cooperating
agents. IEEE Trans. Syst. Man Cybern. Part B 26(1), 29–41 (1996)

23. Dong, W.: Research and application based on differential evolution algorithm. Sci. Technol
Eng. (2009)

24. Liu, H.: Genetic algorithm based on function optimization. In: Software Guide (2009)
25. Zhang, Z.: Novel improved quantum genetic algorithm. Comput. Eng. 36(6), 181–183 (2010)

https://doi.org/10.1007/978-981-13-6473-0_13
https://doi.org/10.1007/978-3-030-00021-9_30
https://doi.org/10.1007/978-981-15-2568-1_50


A Privacy-Preserving Auditable
Approach Using Threshold Tag-Based
Encryption in Consortium Blockchain

Yunwei Guo1,2, Haokun Tang1, Aidi Tan3, Lei Xu4, Keke Gai2,4(B),
and Xiongwei Jia5

1 School of Computer Science and Technology, Beijing Institute of Technology,
Beijing 100081, China

{3220211008,3220211194}@bit.edu.cn
2 Yangtze Delta Region Academy of Beijing Institute of Technology, Jiaxing 314019,

Zhejiang, China
gaikeke@bit.edu.cn

3 China Institute of Marine Technology and Economy, Beijing 100081, China
tanaidi@cimtec.net.cn

4 School of Cyberspace Science and Technology, Beijing Institute of Technology,
Beijing 100081, China

6120180029@bit.edu.cn
5 China Unicom Research Institute, Beijing 100032, China

jiaxw9@chinaunicom.cn

Abstract. The rising attention of deploying consortium blockchain in
the industry has facilitated a wide scope of enterprise-level applications.
In consortium blockchain, each participant’s identity needs to be verified
before it joins the blockchain network, which implies both identity leak-
age and the linkability between entites are targets for privacy attackers.
In this paper, we propose a novel approach to hide both identity and
linking relations between participants. An auditor role is developed in
our solution to trace down suspicious transactions to identify malicious
participants in a decentralized manner. Security analysis and experiment
evaluations are given for evidencing the effectiveness of our approach in
this work.

Keywords: Consortium blockchain · Threshold tag-based encryption ·
Privacy-preserving · Auditable blockchain

1 Introduction

Blockchain technology has attracted increasing interests of worldwide researchers
in recent years because of its potential benefits to commerce and authoritative
administration. As a type of permissioned blockchain, consortium blockchain
only allows authorized participants to join the network. The identifiable entities/
members in a consortium blockchain have different accessability and authorities
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Fig. 1. The major workflow of the proposed scheme i.e. (1) Identity Preparation, (2)
Transaction Initiation, (3) Transaction Validation, and (4) Transaction Auditing.

by their attributes. Therefore, a member must prove that it has the right author-
ity that satisfies the predetermined access control policies whenever interacting
with the blockchain.

Blockchain privacy has become the focus of research along with its growth
[1–3]. An anonymous blockchain network generally is required to achieve both
identity privacy, and transaction unlinkability [4]. The identity privacy empha-
sizes screening the real identity of the participant. Many current blockchain
systems use pseudonym-based solutions to hide identities, e.g., bitcoin. How-
ever, true anonymity cannot be achieved by this type of solutions, as it can
hardly hide linkage relations of different users. The transactional behavior of
an bitcoin user can be analyzed under deanonymization attacks [5–7]. So far,
many cryptographic mechanisms such as mixing services, ring signature scheme,
zero-knowledge proof etc., have been leveraged in order to enhance the privacy
in permissionless blockchains [8–10]. As for consortium blockchains, anonymity
is relatively hard to realize since it relies on the user identities to realize access
control. Whereas anonymity property is necessary in many business scenarios, a
number of related works has been done recently [11–13].

While anonymity is important in blockchain, the demand for accountability
is also a major concern. Perfect anonymity in blockchain could abet malicious
transactions, which compromises the security of a blockchain network. Malicious
users abuse the anonymity of cryptocurrencies (public blockchains) to conduct
blackmailing, money laundering, ransomware dissemination, etc., which seriously
harms the social security. The contradiction between the anonymity and account-
ability makes them difficult to coexist in a blockchain network, This dilemma
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urges researchers to come up with better solutions to achieve both anonymity
and accountability simultaneously in blockchain.

In this paper, we propose ATChain—a privacy preserving threshold auditable
consortium blockchain framework. To be more specific, ATChain allows its users
to interact with the blockchain without revealing its real-world identity informa-
tion while the users can still prove the authorization legitimacy. We also intro-
duce auditors to ATChain, who are empowered to collaboratively trace down
questionable transactions. When encounter a problematic transaction, each audi-
tor publishes its own auditing clue, and subsequently combine the collected clues
to disclose the real-world identity of the initiator of this transaction. The high
level workflow is depicted by Fig. 1.

In summary, the main contributions of our work are twofold:

– We propose ATChain, which is a scheme that allows users to transact anony-
mously in a consortium blockchain, and transactions are auditable by auditors
in a distributed manner. We modified the blockchain transaction validation
process to comply with our scheme.

– We design smart contracts that ensures the transaction auditing process is
executed automatically under regulation.

The remainder of the paper is organized as follows: Next, we present the
modeling and detailed workflow of ATChain in Sect. 2. In Sect. 3, we analyze the
security of ATChain, and conducted experiments to evaluate the performance of
ATChain. Finally, we draw a conclusion of our work in Sect. 4.

2 Proposed Model

2.1 System Objectives

The proposed scheme is designed to fulfill the following system objectives:

– Identity Privacy: The users in the consortium blockchain network transact
anonymously without revealing the identity information. However, users can
still prove the identity legitimacy to the peer nodes.

– Transactions Unlinkability: The unlinkability feature of our scheme is
reflected in two aspects: (1) The linkage between the blockchain transactions
of a user’s real identity cannot be detected by the public. That is, it cannot
be detected that a certain number of transactions are initiated by the same
user; (2) The linkage between the blockchain transaction identity and the
real-world identity of a user is shielded.

– Transactions Threshold Accountability: The auditors in the blockchain
network are empowered to trace down suspicious and problematic transac-
tions in a decentralized manner. When encounter a questionable transaction,
the auditors can collaboratively trace down the real identity of the user who
proposed the transaction. Also, malicious users cannot forge malicious trans-
actions that ends up tracing to honest users.
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We apply the following security assumptions for each entity to our scheme:

1. Certificate Authority (CA): We assume that the certificate authority is
honest who issues correct identity certificates to other entities and will not
deviate from the proposed scheme. The CA will leak a certificate only if the
corresponding user is malicious and has been traced down.

2. Users: The users acts arbitrarily for the best of their benefits. Therefore,
they can be malicious and attempt to compromise the security of our system.
They may forge identities and initiates malicious transactions using identities
of honest users.

3. Peers and Blockchain: We assume the given consensus algorithm is secure
enough to tolerate the dishonesty of peer nodes. The peers obeys the proposed
scheme to validate the blockchain transactions.

4. Auditors: We assume the honest auditors can rightfully judge the legitimacy
of a transaction. Auditors can be compromised by adversaries and thereby
behave maliciously. The number of malicious auditors is under the predeter-
mined threshold value.

2.2 Main Components

As depicted by Fig. 1, there are mainly four kinds of entities in our system.

1. Certificate Authority (CA): A certificate authority (CA) is utilized to
manage the identities of the entities in the consortium blockchain network.
An consortium blockchain entity such as an user must possesses an identity
certificate issued by the CA. The CA receives the attributes and the public
key from a user, and issues an identity certificates signed by the secret key of
the CA in exchange. In addition to the user public key and user attributes,
the certificate contains the signature of the CA. The copies of signed identity
certificates of the blockchain entities are stored locally by the CA.

2. Users: An user makes interactions with the consortium blockchain network
by initiating transactions. An user in the system model possesses attributes
(hereinafter denoted as α) which reflect its real-world identity information
such as email address, department etc. In the proposed system, users transact
anonymously without revealing their real-word identity information.

3. Peer Nodes: Peer nodes (hereinafter referred to peers) are entities that
process and verify transactions initiated by blockchain users by leveraging
a consensus algorithm. Peers are responsible to ensure that the transactions
are from legitimate users according to the access control policy of the consor-
tium blockchain network. Transactions that are verified by the peers can be
recorded on the blockchain ledger.

4. Auditors: The group of auditors is a predetermined quorum to monitor and
administrate the transactions in the consortium blockchain network in a dis-
tributed way. A leader is selected among the auditors to initialize ATChain.
The auditors spot questionable transactions in the blockchain and collabora-
tively track down the identity information of a malicious user. When carrying
out their duties, auditors should present their legitimate identity certificates
issued by the certificate authority.
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2.3 Workflow Design

Initialization. The initialization of the ATChain consists of the setup of the
blockchain network and the cryptographic parameters. The leader of the auditors
A∗ brings up the consortium blockchain network according to the network con-
figuration NetConf, and set the access control policy Φ. The notation Φ defines
an attribute-based access control policy for the consortium blockchain. Then,
A∗ obtains the TTBE public keys tpk, a list of TTBE verification keys tvk =
{tvk1, . . . , tvkn}, and a list of TTBE private keys tsk = {tsk1, . . . , tskn} by
invoking ΠTKPE.Setup(1λ, t, n). The leading auditor A∗ disseminates tvk and tsk
to n auditors respectively. Also, A∗ invokes ΠNIZK.SetUp(1λ,R), where R is an
NIZK relation, to get the common reference string (pk, vk) for NIZK. Finally, the
blockchain ledger records the initialization parameters (A∗, NetConf, t, n, Φ, tpk,
tvk), and hence the initialization completes.

User Identity Preparation. For each user Ui in the ATChain, a pair
of asymmetric key uki = (upki, uski) is generated. The user Ui uses upki

to obtain an identity certificate from the certificate authority CA. From
the perspective of CA, upon receiving the input (upki, αi), the CA invokes
ΠSIG.Sign(csk, (upki, αi)) to generate a signature σUi

using the private key
csk of CA. With the signature σUi

, an identity certification Certi =
{uki, αi, σUi

} issued by CA is returned to Ui. The CA stores Certi to its
local database B. Also, a list of m pseudonymous asymmetric keys ̂uki =
{( ̂upki1, ̂uski1), . . . , (̂upkim, ̂uskim)} is generated for subsequent blockchain
transactions. The user Ui can generate as many pseudonymous keys as it wants
at any time. However, before a pair of pseudonymous keys ̂ukij = ( ̂upkij , ̂uskij)
can be used for transactions, a tag-based cipher text of ̂ukij generated by CA
is needed. Therefore, the user Ui sends a portion of its pseudonymous public
keys ̂upki

′
= { ̂upki1, . . . , ̂upkim′}, where ̂upki

′ ⊆ ̂upki, to CA. For each public
key in ̂upki

′
, a corresponding TTBE cipher text cij is generated by CA using

the algorithm ΠTTBE.Encrypt. With inputting the TTBE public key tpk, the
public key of Ui i.e. upki, and ̂upkij ∈ ̂upki

′
as a tag, ΠTTBE.Encrypt outputs

TTBE cipher text cij . In addition, a signature for cij is generated by invoking
ΠSIG.Sign(csk, cij), which returns σcij Finally, the CA returns a list Ci consists
of {(ci1, σci1), . . . (cim′ , σcim′ )} to Ui. The user Ui pushes the elements of TTBE
cipher text list Ci into the locally maintained stack Θi. For clarity, the above
procedure can be concluded into Algorithm1.

Transaction Initiation. A user Ui utilizes its various pseudonymous asym-
metric key pairs to transact in the ATChain in order to preserve unlinkability.
Also, ATChain leverages non-interactive zero-knowledge (NIZK) proof technique
to hide the identity information of Ui. The anonymous transaction procedure is
conducted as the following steps:



270 Y. Guo et al.

Algorithm 1. Identity Preparation Algorithm

Require: upki, αi, ̂ukij , csk, tpk, B.
Ensure: Certi, Ci.

1: for all certification Certk in B do
2: if Certk == Certi then
3: return ⊥.
4: end if
5: end for
6: σUi ← ΠSIG.Sign(csk, (upki, αi)).
7: Set Certi ← {uki, αi, σUi}.
8: Set Ci ← ∅.
9: for all pseudonymous public key ̂upkij ∈ ̂upki

′
do

10: cij ← ΠTTBE.Encrypt(tpk, upki, ̂upkij).
11: σcij ← ΠSIG.Sign(csk, cij).
12: Append (cij , σcij ) to Ci.
13: end for
14: Store Certi to local database B of CA.
15: return Ci and Certi to user Ui.

1. Ui checks its stack Θi, if Θ = ∅, the anonymous transaction procedure is
aborted. Else, Ui pops an element θi = (cij , σcij ) from the stack Θi. The
̂ukij = { ̂upkij , ̂uskij} corresponding to θi will be used as the current transac-
tion key pair.

2. Ui invokes ΠSIG.Sign(uski, ̂upkij) to get a signature σ̂upkij
on ̂upkij signed by

its secret key uski.
3. Ui generates an NIZK proof πij = ΠNIZK.Prove(pk, x, w), where x = (cij , σcij ,

Φ, tpk, cpk), and w = (upki, αi, σ̂upkij
).

4. Ui computes a signature σΓ on (πij , cij , σcij , ̂upkij) using current pseudony-
mous private key ̂uskij by invoking ΠSIG.Sign. Henceforth, the Γ = (πij , cij ,

σcij , ̂upkij , σΓ) is appended to every blockchain transaction initiated by the
Ui in the future.

Transaction Validation. The peer nodes in ATChain maintains the blockchain
ledger via a given consensus algorithm. Additional to the original consensus algo-
rithm, an extra validation step is required as a part of the consensus procedure.
The peers should verify that the transactions are signed correctly and initiated
by users that has certified attributes satisfying the access control policies.

From the perspective of a peer node Pk, the following procedure is conducted
for every received transaction tx:

1. Pk extracts Γ from the transaction tx, where Γ = (π, c, σc, ̂upk, σΓ). Run
ΠSIG.Verify( ̂upkij , σΓ, (π, c, σc, ̂upk)) and get the result r1. If r1 = 0, Pk rejects
the transaction tx. Else, if r1 = 1, which implies that σΓ is valid, proceed on
to the next step.
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Algorithm 2. Smart Contract - Audit
Require: tpk, tvkj , μj , Γj

Ensure: Update the auditing record ARj of Γj on the blockchain ledger.

1: if ΠTTBE.ShareVer(tpk, tvkj , Γj .fpk, Γj .c, μj) = 0 then
2: return Failed.
3: end if
4: Set ARj ← ∅.
5: Fetch all auditing records AR from ledger L.
6: for all Auditing records ARk ∈ AR do
7: if ARk.Γk = Γj then
8: Set ARj ← ARk.
9: end if

10: end for
11: if ARj = ∅ then
12: Set stj ← collecting.
13: Set ACj ← {μj}.
14: Set TV Kj = {tvkj}.
15: Set ARj ← (Γj , ACj , TV Kj , stj).
16: Publish ARj to L.
17: end if
18: Append μj to ARj .ACj .
19: Append tvkj to ARj .TV Kj .
20: if |ARj .ACj | = t then
21: Set r ← ΠTTBE.Combine(tpk, ARj .TV Kj , Γj .fpk, Γj .c, ARj .ACj).
22: if r �=⊥ then
23: Append r to ARj .
24: Publish ARj to L.
25: return Success.
26: else
27: return Failed.
28: end if
29: end if

2. Pk runs ΠSIG.Verify(cpk, σc, c) to check whether the TTBE cipher text c is
generated by the CA rather than a forge one generated by blockchain users.
If the algorithm ΠSIG.Verify returns a r2 = 0, Pk rejects tx. Else, if r2 = 1,
Pk proceeds on thr following step.

3. Pk runs algorithm ΠNIZK.Verify(vk, π, x), where x = (c, σc, Φ, tpk, cpk), to get
the result r3. If r3 = 0, reject the transaction tx. Else, if r3 = 1, which implies
that the initiator of tx genuinely possesses attributes α and a legal signature
σU .

The tx is valid if r1 ∧ r2 ∧ r3 = 1 or tx is rejected otherwise.

Transaction Auditing. When transaction disputes occurs, the group of audi-
tors can collaboratively track down the malicious user by finding its public key.
A transaction audition procedure can be concluded into the following steps:
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Table 1. The performance evaluation of
smart contract Audit.

Threshold Time cost (s)

8 14.21

9 17.28

10 20.11

11 21.18

12 23.62

13 24.19

14 25.43

15 27.76

Table 2. The performance of User
Identity Preparation procedure.

Batch size Time cost (ms)

5 205

10 401

15 653

20 842

25 1001

30 1242

1. When an auditor Ak finds a transaction Γj = (πi, ci, σci ,
̂upki, σΓj) is possibly

been compromised, Ak queries the blockchain ledger to check whether this
transaction Γj has already been issued. If Γj has already been recorded on
the blockchain ledger as a questionable transaction, Ak goes on to the next
step. Else, Ak initializes a triple ARj = (Γj , ACj , TVj , stj), where ACj is an
array of auditing clues whose initial value is ∅, stj ∈ {collecting, combined}
is the status of auditing record ARj .

2. Ak computes an auditing clue μk by invoking ΠTTBE.ShareDec(tpk, tskk, ̂upki,
ci). By invoking smart contract, Ak appends the auditing clue μk to array
ACj of the ARj .

3. After t auditing clues has been collected with respect to the auditing record
ARj , the smart contract will automatically combines them using
ΠTTBE.Combine(tpk, tvk, ci, ̂upki, μ), which outputs the decryption of ci i.e.
upki.

4. With the public key of Ui, auditors are able to query the CA and get the
identity information of Ui stored in the database B of CA.

The smart contract that is used in the transaction audition process is illus-
trated in Algorithm 2.

3 Experiment Evaluations

To examine the practicality and adoptability, we simulated ATChain based
on Hyperledger Fabric1 which is an infrastructural framework of consortium
blockchain. To be fully compatible with ATChain, we made some modifications
towards the original Fabric source code. We modified the validation system chain-
code (VSCC) and endorsement system chaincode (ESCC) of Fabric by making
it supportive towards NIZK proof validation. We also developed a certificate
authority service that functions as the CA in ATChain. The smart contracts
1 https://github.com/hyperledger/fabric.

https://github.com/hyperledger/fabric
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Fig. 2. The performance of transaction initiation and transaction validation proce-
dures.

and off-chain operations in ATChain were developed in Golang. We used go-
snark which is a Golang open source library to realize NIZK proof in ATChain.
The digital signature scheme we used in the implementation is based on the
RSA signature scheme. For the instantiation of threshold tag-based encryption
scheme, we implemented the scheme proposed by Ghadafi [14] using the Type-III
BN256 elliptic curve Golang library2. The following evaluations were conducted
on a Lenovo laptop equipped with an 8-core CPU AMD Ryzen 7800H 3.2 GHz,
16 GB RAM, running the Windows 11 64-bit operating system.

First of all, we tested the performance of smart contract Audit of Algorithm 2
among 15 auditors. The threshold value t of TTBE scheme was set to a range
from 8 to 15. We developed automatic testing scripts to make auditors invoke
the smart contract respectively on 300 ms time interval. The Table 1 displays the
time cost of the smart contract Audit with different TTBE threshold value. We
observe that the time cost has a linear relationship with the threshold value.
In addition, we tested the performance of initiating transactions in ATChain,
which includes the transaction initiation and transaction validation procedures
mentioned in Sect. 2.3. The initiation was measured in seconds while the vali-
dation was measured in milliseconds. To conduct this experiment, we created a
dummy smart contract where no operations is done since the execution time of
the smart contract is irrelevant to this experiment. The Fig. 2 shows the time
consumption of running transactions from 10 to 110 times. Finally, we tested
the performance of the User Identity Preparation procedure. We set the batch
size of the pseudonymous public keys from 5 to 30. The time consumption is
illustrated in Table 2. The time cost increases linearly as the batch size grows
bigger.

2 https://cs.opensource.google/go/x/crypto.

https://cs.opensource.google/go/x/crypto
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4 Conclusions

In this paper, we proposed a scheme, called ATChain, that allowed users to inter-
act with blockchain by anonymous auditable identities in consortium blockchain.
We combined non-interactive zero-knowledge proof with threshold tag-based
encryption. Our approach also modified blockchain transaction process. A com-
patible smart contract was developed to support the threshold auditing proce-
dure. Our implementation of ATChain proved its practicality and feasibility.
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Abstract. Traditional NoC’s buffer design mainly bases on SRAM that
could not break through the high static power consumption characteris-
tics by itself, which could be solved by emerging NVMs, such as energy-
efficient RTM (Racetrack Memory). Using RTM instead of SRAM for
NoC buffer design can directly reduce the static energy to near-zero level.
However, RTM is not friendly to random access due to its port alignment
operation, called invalid shift. This paper proposes to replace random
FIFO-buffer with sequential LIFO-buffer for lightweight transmission in
NoC, which can overcome the expense of invalid shift . However, the
LIFO design incurs flits flipping during transmission and leads to extra
endianess-correction cost in odd-path. Therefore, this paper designs a
hop-parity-involved task schedule that avoids those odd-path during the
communications among tasks, by which the extra endianess-correction
can be totally removed. Our experiments show that RTM-LIFO buffer
design can achieve over 50% energy saving than SRAM-FIFO buffer.

Keywords: Racetrack memory · Network on chip · Scheduling
algorithm · Shift

1 Introduction

NoC (Network-on-Chip) is the main communication architecture for on-chip
interconnection of multi-core processors [1], as NoC has fast speed and good
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Table 1. Characteristics of Different Memory Technologies (R/W = read/write) [11]

Feature SRAM EDRAM STT-RAM PCM RTM

Cell size (F2) 120–200 60–100 6–50 4–12 ≥2

Write Endurance 1016 1016 4 ∗ 1012 108−109 1016

Speed (R/W) Very fast Fast Fast/slow Very slow Fast/slow

Leakage Power High Medium Low Low Low

Dynamic Energy (R/W) Low Medium Low/high Medium/high Low/high

scalability which is particularly suitable for large-scale complex networks. But
every node in the NoC contains buffer called virtual channel which mainly use
SRAM as a storage medium to ensure nanosecond-level read and write speeds.
However, a single SRAM-Cell contains six transistors, resulting in extremely
low energy efficiency of NoC [2–4]. Especially due to the dark silicon effect, a
large number of unused SRAMs also generate great static power consumption.
Therefore, SRAM-based NoC-buffer become the main reason for NoC’s energy
efficiency bottleneck [5]. The use of new storage materials with lower power
consumption and smaller size to build buffers is a trend in on-chip interconnect
research.

Since the traditional SRAM technology has been unable to adapt to NoC’s
low-power, high-density on-chip storage requirements, researchers try to use a
variety of NVM to build NoC-buffer, such as PCM [6], ReRAM [7], STT-RAM
[8], Racetrack Memory [9], etc. Among them, RTM has the smallest cell size
under the same process, and is faster than other magnetic storage media in
terms of read and write latency, and also has extremely low static power con-
sumption characteristics. Compared with SRAM, the storage density of RTM
can be increased by 32.4 times [10]. At the same time, RTM has a feature of
almost zero static power consumption as a magnetic memory, which meets the
design requirements of an ideal NoC-buffer (Table 1).

RTM is a kind of sequential access-friendly memory. A large number of cells
are divided by using magnetic domain walls on the ferromagnetic nanowire. It
represents 0 and 1 according to the rotation direction of the electrons in the cell.
One or more access ports can be set on a nanowire according to requirements.
When the RTM performs a read or write operation, the magnetic domain wall
is first moved by current to align the corresponding cell with the port, and then
the memory access operation is performed through the port. This shift operation
bring additional energy and delay overhead, and it is necessary to adapt the
design according to the memory access characteristics of the memory to reduce
the shift operation as much as possible to achieve the excellent characteristics
of RTM with low power consumption and high integration.

NoC buffer is designed based on the random access characteristics, which
cause much shift operations in RTM to cause performance degradation [12]. The
solution is to design a reasonable memory access order according to data trans-
mission. The unit processed by NoC buffer is flits whose length is determined
according to the network protocol, and is processed in the rule of FIFO. By
using flit as a minimum processing object, each flit is assigned on a ferromag-



278 W. Cao et al.

netic nanowire and read-write port, and the flit is processed according to the
LIFO method. In each flit transmission process, the access port first move from
the initial position to the end to realize the writing process, and then move back
to read data. The process of LIFO can eliminate the existence of invalid shift
operations. However, an odd number of read-write operations cause the endian-
ness of the data to be inverted. Recovering the endianness cause a large delay.
The original task scheduling scheme needs to be adjusted to avoid the perfor-
mance degradation caused by the odd number of read-write operation in a single
transmission.

The traditional scheduling algorithm is based on task characteristics and
network characteristics, and reasonably matches each task with the processor
[15]. However, it not consider the delay overhead caused by the additional
endianness recovering operation at the end of the transmission caused by the
data transmission path that requires an odd number of read-write. Gradually
improving scheduling performance through multiple scheduling is a common pro-
cessing method [16–18]. This paper proposes a scheduling correction algorithm.
First, based on the original scheduling, find out the matching relationships that
cause an odd number of read-write paths, and store the nodes in these relation-
ships in a priority queue for sequential processing. Afterwards, in the process of
rescheduling each node, avoid the generation of odd-numbered read-write paths
and Reschedule according to the earliest completion priority criterion. This can
ensure that all the elements in the queue can be processed after a limited number
of iterations, and finally achieve unending adjustment through task scheduling.

The rest of the paper is organized as follows. The second section is back-
ground, introducing the characteristics of Racetrack Memory. The third section
is the RTM-LIFO buffer design, and the fourth section is the scheduling correc-
tion algorithm. Section 5 shows the experiments and results of this article. The
sixth section is conclusion.

2 Background

RTM is a magnetic tape-like memory that stores one bit of data by splitting
ferromagnetic nanowires into a large number of domains with domain wall. The
direction of electronic rotation in the domain can represent 0 and 1. When the
RTM accesses memory, the domain wall is first driven by current to move to align
the domain with the memory access port, and then read or write operations are
implemented through the port. A nanowire can store hundreds of bits but its
area is insignificant compared to a transistor. Because a memory cell can store
multiple bits, RTM has an advantage in integration compared to other NVMs.

But the RTM’s tape-based memory access characters brings additional chal-
lenges. When performing random storage on the RTM, each data access need
to be shifted for alignment operations. Irregular storage bring a large number
of invalid shifts, causing a sharp drop in performance. RTM can be applied to
all levels of storage structures with its large capacity, fast speed, and nearly
zero static power consumption features, but it must be designed to reduce or
eliminate invalid shifts to ensure performance [22] (Fig. 1).
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Fig. 1. Schematic diagram of NoC node

3 Method

NoC is the main communication method of the multi-core system, replacing the
bus connection with the advantages of high speed and high scalability. Each NoC
node is composed of processing units, routers, communication ports, etc. The
data enters the buffer called the virtual channel inside the router through the
port, and then flows to the output port or the local processing unit through the
multiplexer. When sending data locally, it is also written into the buffer first,
and then routed to the next node. Buffer plays an important role in the process
of data transmission.

The traditional buffer processing method is FIFO, with a clear sequence,
which has no effect on the SRAM that is stored at random, and can process
data simply and effectively. But for RTM, it naturally cause huge shift overhead.
Take Fig. 2 as an example. When the data stream abc is written into the RTM,
the write port moves three units to the right from a and stays at the data c.
When the data should be read for routing, the port must first return to data a,
so that two invalid shifts be generated, and then read to the position of data c
in turn, and finally restored. In this way, half shift operations are invalid, which
cause higher energy consumption and delay losses. By increasing the port and
adjusting the position of the port, the effect of changing space for time can be
achieved, but for FIFO-based buffers, the shift operation can only be reduced to
a certain extent, which still constitutes a performance bottleneck.

The LIFO buffer design proposed in this article can completely eliminate
invalid shifts. First of all, each RTM memory cell (containing a nanowire) is
used as a minimum storage unit, and the bits in a flit be completely stored on
one nanowire, and the memory cell be exclusively used during storage. As shown
in Fig. 3, when an arbitrary fixed-length data stream (take abc as an example) is
written, the read-write port sequentially writes data from the initial position to
the last bit. When it is the turn of the data to be read and routed, the read-write
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Fig. 2. Memory access process based on FIFO buffer

port directly reads the data from the position where it stayed before, until the
reading is completed. This scheme has no invalid shifts at all, which guarantees
the performance of RTM. The length of the flit is generally several or dozens of
bits, which is less than the design length of the nanowire to ensure that the data
does not overflow.

But after a read-write operation, the endianness of the data is reversed, which
cause the data that needs an odd number of read-write operations to reach the
sink node require an additional reversal operation. If a data reversal device is
added to each node, each flit arriving at the target node may cause additional
waiting time and greater time overhead. The current NoC network is highly
robust, and there are usually multiple paths to choose from between nodes. By
adjusting the task scheduling scheme, it is possible to avoid paths through odd-
numbered nodes, thereby avoiding additional performance overhead caused by
inconsistent endianness.

4 Scheduling Algorithm

Task scheduling algorithm is an important tool to improve the efficiency of multi-
core systems [19–21]. Its task model is a DAG (Directed Acyclic Graph) model. In
this model, DAG = (V, E, t, w), V = {v1, v2, v3, ...vi} is the set of the tasks.E ⊂
V ∗ V is the relationship between tasks and represented by the direction of
edges, and the communication between task i and task j is represented by the
wij . Time needed by task i is ti. For NoC, it is formed by N*N homogeneous
tile which have a processor and a router. The ultimate goal is to match the task
with each processing unit in the multi-core system to increase the processing
speed as high as possible. This scheduling algorithm is an NP-hard problem, and
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Fig. 3. Memory access process based on LIFO buffer

it cannot guarantee an optimal solution. It can only approximate the optimal
situation based on known information. The traditional scheduling algorithm only
performs task scheduling when the processing unit’s processing capacity and
mutual communication overhead are known, and cannot count the number of
nodes passed by the path, so it cannot solve the problem of inconsistency in the
endianness appeared here, so it needs to be adjusted. Therefore, it is necessary
to modify the original scheduling result to adapt it to the new buffer design
scheme.

This paper proposes a parity correction scheduling algorithm to improve on
the original scheduling, so that it can completely realize the communication
path from odd to even. Based on the initial pre-scheduling, the second round of
scheduling based on more information is an effective scheduling strategy [23]. The
goal of this algorithm is to reschedule all previously existing odd-numbered paths
into even-numbered paths based on the least possible impact on the original
scheduling algorithm. The algorithm is divided into two steps.

First, according to the original scheduling results, the transmission path is
searched with breadth first search from the initial node. If an odd-numbered
transmission path is found, it is judged whether its start node has been marked,
and if not, its end node is marked. After the search is completed, at least one
node is marked for every odd-numbered transmission path. Then calculate the
priority of all marked nodes, the priority is expressed as follows:

Pri(vk) =
∑

i,j∈vlink

wi,j (1)

The priority of a node is determined by the sum of the communication values
of subsequent connected nodes in the same set. The goal is to ensure that the
priority of each node that executes first must be higher than the node that
executes later. At the same time, for nodes that do not interfere with each
other, the priority is determined based on the total communication volume of
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Algorithm 1. Scheduling correction algorithm based on RTM-LIFO
1: Initialization:DAG = (V,E, t, w),Map(V, P ), Net = (P, Path), Queue
2: while number(Map(V, P ))! = 0 do
3: if Map(vi, p) brings odd path then
4: Queue ← vi
5: end if
6: number(Map(V, P )) = number(Map(V, P )) − 1
7: end while
8: computing Pri(vi) in Queue
9: sorting Queue according to priority

10: while Queue != empty do
11: pull vfirst
12: judge candidate Pi based on path
13: computing EFT (vfirst, Pi)
14: Scheduling vfirst
15: end while
Output: Map(V,P)

each node. It is generally believed that nodes with more communication volume
should be more Priority treatment. After that, all the nodes are sorted according
to the priority to generate a priority queue.

The second step is to process the elements in the queue in turn, taking
out an element from the queue with the highest priority each time, and then
reschedule it. The criteria for rescheduling are still commonly used EFT (vi, pk)
method. It represents the earliest completion time when task vi is scheduled to
the processing unit pk. Then, according to the sequence relationship between
the node and the scheduled node, all possible scheduling paths are searched out,
and the task is scheduled according to the shortest completion principle. If the
task does not have such a path, it is still scheduled according to the shortest
completion length, but after the scheduling is completed, the priority of the end
node of the newly formed odd transmission path is calculated, and then stored
in the priority queue, and the priority queue Make dynamic adjustments. The
pseudo code is as follows:

5 Experimental Result

We evaluated the performance of RTM-LIFO buffer through a NoC network
based on 4× 4 mesh using XY routing, and by default all nodes are homoge-
neous. For simulation, we use a modified flit-level cycle-accurate NoC simulator
BookSim to realize the evaluation [14]. At the same time, using NVsim based
on a modified version [13] simulate the RTM reading and writing overhead, shift
overhead and power consumption area. NVsim can also evaluate the performance
of SRAM.
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5.1 Power consumption

LIFO’s data transmission method can completely overcome the performance
degradation caused by invalid shift operation. Based on the extremely low static
power consumption characteristics of RTM, the solution of using RTM instead
of SRAM can greatly liberate the power consumption bottleneck of NoC itself
and further improve performance (Figs. 4 and 5).

Fig. 4. Power consumption comparison of SRAM buffer and RTM-LIFO buffer

Fig. 5. Time consumption comparison of base scheduling and correction scheduling

5.2 Comparison of Scheduling

In order to evaluate the performance of the corrective scheduling algorithm, this
paper adopts the DAG data set randomly generated by the algorithm proposed
by [15], and uses the classic HEFT scheduling algorithm as the performance
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benchmark [15]. Because the depth of flit determines the waiting delay when
reversing the endianness, this article tests the delay difference between the two
algorithms when the depth of flit is different.

The main drawback of RTM-LIFO-based buffer design is the potential endi-
anness correction problem. As the depth of flit stored in the buffer increases, the
waiting time due to endianness flipping continue to increase each time. The cor-
rection scheduling algorithm can avoid this increase in communication overhead
and maintain the communication overhead at a stable level, as close as possible
to the time consumption of the SRAM-based buffer design.

6 Conclusions

As semiconductor technology continues to approach physical limits, the cost of
power consumption has gradually become a major bottleneck restricting com-
puter systems. The power consumption per unit area of the processor is close
to the power consumption per unit area at the end of the rocket jet. There-
fore, performance are needed to be improved through multiple cores. However,
it is inevitable to use CMOS process-based storage devices for communication
between multiple cores. Mature CMOS processes are also facing the dilemma
that it is difficult to continue to improve performance due to approaching phys-
ical limits. New storage devices will eventually replace CMOS process storage
elements (SRAM, DRAM) Although NVM has excellent performance, but it is
not mature in itself. If it can overcome its shortcomings, for example, RTM’s
shift operation, huge performance improvements can be bring.
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Abstract. With the rapid development of smart grid, the traditional financial sys-
tem gradually does not meet the needs of the current power grid financial decision-
making. As a new data processing means, data analysis and statistical regression
can make up for some shortcomings of the traditional financial system. This paper
discusses the application of big data analysis and artificial intelligence theory in
the activity-based transformation of power grid standard cost, in order to provide
new ideas for power grid cost management. Firstly, the stepwise regression anal-
ysis and forward driver selection method are used to select the most significant
driver variables from many driver variables, and then on this basis, the selected
variables are visually analyzed to further eliminate the high correlation between
variables. Finally, the machine learning model in artificial intelligence and lifting
algorithm are used to optimize and discuss the cost allocation model. The experi-
mental results show that the average absolute error of the total cost calculated by
the model is 6% lower than the actual total cost. Big data analysis and AI can more
efficiently process power grid financial data, which is of great help to improve the
accuracy of calculation.

Keywords: Cost allocation · Standard cost · Artificial intelligence · Stepwise
regression · Decision tree

1 Introduction

The supply demand of electric energy is gradually improving with the continuous
progress of industry and people’s life. The word “smart grid” comes into the public’s
sight. Electric energy, as a sustainable and pollution-free energy, fits the contemporary
green and low-carbon atmosphere very well [1, 2]. At the same time, big data analysis
technology [3–5] has begun to develop rapidly in the last half century. Both traditional
machine learning and current deep learning have made significant progress [6–8], and
the era of artificial intelligence (AI) is approaching quietly. Under the two backgrounds,
the organic combination of smart power grid and artificial intelligence has become an
emerging research hotspot. How to use artificial intelligence in smart power grid system
to solve practical problems is worth further research.

The financial system of smart grid mainly studies the financial problems related to
smart grid system, including electricity consumption analysis, electricity price decision,
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standard cost formulation, etc.However, the traditional standard cost formulation process
of the existing power grid has a large amount of manual data processing, data processing
efficiency is not high, timeliness is not strong. At the same time, errors caused by
subjective experience and averaging may lead to imbalanced budget arrangement and
too low or too high allocation of resources in some units. In addition, the agent of each
item of expenditure is different, and the relationship with actual expenditure cost is not
obvious, which is more unfavorable to cost control.

As for the historical disbursement data of power grid, namely time series, the theories
andmethods in thefield of artificial intelligence canbeused to analyze the hidden features
behind the figures and explore the law of the development and change of phenomena,
which is helpful to provide new ideas and help for the calculation of power grid cost
system. This paper adopts the historical cost data of Jinhua Power Supply Company in
Zhejiang province, and proposes a new cost calculation method based on data analysis
and artificial intelligence.

2 Related Work

As for the financial system of smart grid, a lot of research has been done at home and
abroad, mainly including cost allocation, electricity consumption analysis and cost anal-
ysis. Huiping Yu [9] fully considers the effect of power supply reliability on consumers,
and gives a new method of power network cost analysis and the corresponding mathe-
matical evaluationmodel. Based on the activity-based costingmethod, Yutong Fang [10]
proposed that the standard should be established on the basis of the time-driven activity,
and the standard cost of activity should be established according to the time. Zhaoxun
Chen [11] uses neural network algorithm, which has the advantage of making more
rational use of intelligent network technology to study activity-based costing. He uses
LCNN and RULEX network algorithm, which can allocate product costs scientifically
and determine activity drivers and resource drivers reasonably. Qian Peng [12] proposed
a cost allocation method based on participants’ contribution to the power grid system,
namely efficiency. Lishun Wei [13] designed and implemented a decision support sys-
tem, which can predict and analyze electricity consumption and maintain electricity
consumption data. Xiaobing Liu [14] proposed a method based on neighborhood rough
set, random distribution theory and support vector machine to predict standard cost, and
verified its validity through an example.

Beliaeva [15] worked out some cyclical and seasonal patterns by going back over
four years of data on a household’s electricity use, This allows people to predict future
electricity demand. Based on ar-DEA and cooperative game theory, Xufei Meng [16]
proposed a method of transmission fixed cost allocation. Yehao Ding [17] uses several
common electricity consumption forecasting methods, such as electric elasticity coeffi-
cient method, to model the electricity consumption of Guangdong Province, and gives
the corresponding forecasting process and prediction results. Zheng Chen [18] applies
the step allocationmethod in accounting to the transmission cost allocation, and gives the
allocation scheme according to different voltage levels, and verifies it with calculation
examples. Pendharkar [19] uses genetic algorithm and data envelopment analysis (DEA)
techniques to come up with fixed cost allocation schemes. Dan Li [20] proposed that
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time-driven activity-based costing could be applied to traditional activity-based costing,
which proved that it could simplify the model construction, directly show the resource
utilization and economic benefits of a certain activity link, and conducted feasibility
analysis on time-driven activity-based costing.

According to the seasonal and weekend effects of daily cash flow data of electric
power, Richeng Hu [21] uses multi-order difference time series to study and analyze
the non-stationarity of such data. Based on the cost-sharing method of efficiency, Yongli
Wang [22] uses Lasso regressionmethod to give the cost-sharing scheme of single project
of power grid engineering. Sanyal [23] analyzed the cost of hybrid system reliability and
unreliable power grids for electrified villages in India. FenghuaWu [24] used 18 years of
power generation and consumption data of Guizhou province to establish a differential
autoregression model to predict power supply and demand, and found that ARIMA
prediction model is more accurate and reliable, which largely reflects the successful
application of artificial intelligence in the power field.

This paper proposes a standard cost allocation model and method based on big
data analysis and artificial intelligence to provide accurate help for intelligent financial
system. Power grid has the characteristics of large scale, many equipment, wide coverage
area, long operation time and complex operation conditions, which determine that the
formulation of product operation standard cost is affected by many attributes. Therefore,
in this paper, the forward selection factor method is adopted from a factor-free model,
attribute reduction is carried out according to the importance of features, so as to achieve
the same effect by replacing all features with fewer features, then stepwise regression
was used to calculate AIC values of all models with one factor added or one factor
reduced, get the final subset of quality drivers. Finally, machine learning algorithm is
used to improve the performance of the model, and release the cost calculation results.

3 Stepwise Regression Method and Chooses Agent Method

3.1 Stepwise Regression Method

Fig. 1. Standard cost stepwise regression analysis process

Stepwise regression method reduces the degree of multicollinearity by eliminating
the variables that are not very important and highly correlated with other drivers. Factor
the agent variables into the model one by one, F test should be carried out after each sub-
stitution, and T test should be carried out one by one for the selected dynamic variables.
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If a new agent variable is introduced and the previous one is no longer significant, the old
variable is deleted to ensure that only significant variables are included in the equation
before each new variable is introduced. This cycle is iterated until no new significant
agent variables are added and no insignificant agent variables are deleted. In this way,
the final agent variables are of the best quality, The standard cost step-by-step analysis
process in this paper is shown in Fig. 1.

3.2 Forward Selection Agent Method

For n agent variables x1, x2, · · · , xn, each agent and the target variable y respectively
builds a regressionmodel y = a0+∑n

i=1 aixi+ε, i = 1, 2, · · · n, Calculate the value of
the f-test statistic of the variable xi and the corresponding regression coefficient, remem-
ber to F (1)

1 , · · · ,F (1)
n , take the maximum F (1)

i1 , namely F (1)
i1 = max{F (1)

1 , · · · ,F (1)
n }, for

a given level of significance α, write the corresponding critical value as F2, F (1)
i1 ≥ F1,

then xi1 is introduced into the regression model, Write I1 as the set of selected agent
indicators.

The binary regression model of target variable
y and subset {xi1, x1}, · · · , {xi1, xi1−1}, {xi1, xi1+1}, · · · , {xi1, xn} of agent variable is
established, a total of n−1. Calculate the statistical value of regression coefficient F test
of the agent variable, namely F (2)

k (k �= I1), choose the largest one, remember to F (2)
i2 ,

namely F (2)
i2 = max{F (2)

1 , · · · ,F (2)
i1−1,F

(2)
i1+1, · · · ,F (2)

n }, for a given level of significance
α, write the corresponding critical value as F2, F (2)

i1 ≥ F2, then xi2 is introduced into the
regression model, otherwise, the process of agent variable introduction is terminated.

Iterate over the above process, pick one agent variable at a time that has never been
brought into the model, until no new agent variable is introduced through the test, only
then can the optimal agent subset be determined.

4 Quantification and Visualization of Cost Agent Data

This paper uses the data of various prefecture-level cities and county-level cities in
Zhejiang province from 2014 to 2018, 5 years of data from 75 districts to establish cost
regressionmodels. Due to the variety of transmit electricity and power distribution costs,
this paper takes travel expenses as an example to show the process of data mining, model
building and model optimization, and finally gives the calculation results of other types
of costs.

4.1 Data Structure

Through stepwise regression analysis, six factors have been found to influence the cost
category of travel expenses, Including the number of management staff (company lead-
ers), management staff (middle-level cadres, and the full staff of some functional depart-
ments), technical (transportation and inspection Department, construction Department,
part of the full-time), skills (front-line production personnel), service, region. So the
input data has seven dimensions, the specific data description and structure are shown
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in the Table 1, the total number of rows is 375, namely 375 pieces of data. The area
is text-type data and one-HOT encoding is adopted, create a binary attribute for each
category, the calculated output is a SciPy sparse matrix, this matrix only has one 1 in
each row, and all the rest are zeros. To save memory, use the Label Binarizer class,
which returns a dense NumPy array. Each of the five types of staff and travel expenses
accounted for one dimension, and the regional attribute accounted for 75 dimensions,
The first 80 dimensions are the features of the data to be learned by machine learning,
The last dimension is labels and supervised learning.

Table 1. Data structure and types

Agent Economics
Management

Management Technology Technical
Ability

Serve Area Travel
cost

Amount 375 375 375 375 375 375 375

Type Int Text Float

Dimension 1 2 3 4 5 6–80 81

4.2 Visual Data

(1) The statistical characteristics of each agent are shown in Table 2, you can clearly
see the mean, standard deviation, minimum, maximum and three quantiles for each
category, view the center, fluctuation, relative position, dispersion, and correlation
of the data.

Table 2. Statistical characteristics of each dimension (Unit: Ten thousand yuan)

Agent Economics
Management

Management Technology Technical
Ability

Serve Area

Mean 6.4 73.0 36.8 297.0 26.7 295.2

Standard
deviation

1.1 65.7 59.0 281.7 31.6 405.7

Minimum 3.0 23.0 0.0 75.0 0.0 29.8

1/4points
digits

6.0 41.0 9.0 154.0 7.0 103.2

1/2points
digits

6.0 50.0 16.0 185.0 13.0 141.2

(continued)
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Table 2. (continued)

Agent Economics
Management

Management Technology Technical
Ability

Serve Area

3/4points
digits

7.0 61.0 24.0 279.0 44.0 200.4

Maximum 16.0 381.0 345.0 1385.0 213.0 2236.1

(2) Correlation analysiswas conducted on allmotivation variables [25], and the correla-
tion coefficientswere shown inFig. 2. The correlation coefficient is a parameter used
to represent 2 variables, For example, The index of the closeness of the relationship
between (x, y), which is denoted here by r, its definition as:

r =
∑n

t=1(xt − xt)
(
yt − yt

)

√∑n
i=t(xt − xt)2

√∑n
i=t(yt − yt)2

Where xt, yt represents the value of the agent variable, and xt, yt represents the
average value of xt and yt respectively. Therefore, when the absolute value of r is closer
to 1, it indicates that the correlation between them is more significant and the degree
of linear correlation is stronger. The one shown in Fig. 2 is even more yellow. Strongly
correlated variables can remove these characteristic attributes in subsequent processing
to improve the accuracy of the algorithm.

Fig. 2. Correlation coefficient diagram between variables

(3) As we can see from Fig. 2, travel cost have the greatest correlation with technical
personnel, in order to clearly show the relationship between them, another scatter
diagram of travel cost and technical personnel is made as shown in Fig. 3. You
can clearly see that the data points are clustered in the lower left corner, namely,
technician data between 0 and 50 is a lot. And you can see a piece of data, Personnel
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in 10 or so technical personnel scattered dots connected into a short line. Corre-
sponding data were removed in subsequent processing to prevent the algorithm
from repeating these coincidences.

Fig. 3. Scatter diagram of travel cost and technical personnel

5 Cost Allocation Model Based on Artificial Intelligence

The method of stratified sampling is used to extract training set and verification set.
Based on the previous analysis, technical staff is an important attribute of travel cost,
so it is important to ensure that the test set represents multiple categories of the overall
data set. The number of technicians is divided into five categories: 0–10, 0–20, 20–30,
30–40, 40 and above, Then Scikit-Learn is used to generate test sets.

5.1 Model Selection

Firstly, linear regression algorithm and elastic network regression algorithm are adopted.
The second, because of the discretization of data, it may be possible to generate high
accuracy models by decision tree or support vector machine algorithms. In order to get
the optimal model, three linear algorithms and three nonlinear algorithms are selected
for comparison. Linear algorithm: linear regression (LR), LASOO regression (LASOO)
and elastic network regression (EN); Nonlinear algorithms: Classification and regres-
sion Tree (CART), Support vector Machine (SVM) and K-nearest Neighbor Algorithm
(KNN).

5.2 Empirical Analysis

Use default parameters for all algorithms, 10 fold cross validation was used to separate
the data and compare the accuracy of the algorithm, Here we are comparing the mean of
the mean absolute error with the standard variance. The training data set is transformed
here, normalize all the data. During data normalization, in order to prevent data leakage,
Pipeline is used to normalize data and evaluate the model. The evaluation results are
shown in Table 3. From the execution result, linear regression has the bestMSE, followed
by classification and regression tree algorithm.
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Table 3. Preliminary model mean and standard deviation

LR LASSO EN KNN CART SVM

Mean 49.16 62.65 99.80 70.04 61.97 198.67

Std 12.45 11.43 18.90 21.94 15.63 79.82

5.3 Optimization Model

In order to improve the accuracy of themodel, the integrated algorithm can be used to test
the algorithm. The following is the integration of linear, regression, KNN, classification
and regression tree algorithms with better performance.

Bagging algorithm: random forest (RF) and extreme random tree (ET);
Lifting algorithms: AdaBoost (AB) and Stochastic gradient ascent (GBN).

Table 4. Mean and standard deviation of the promoted model

AB AB-KNN AB-LR RBF ETR GBR

Mean 60.83 50.62 50.23 57.15 48.38 52.22

Std 10.44 17.44 12.80 15.20 9.06 10.70
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Fig. 4. Comparison of results

The previous evaluation framework and normalized data are still used to analyze the
relevant algorithms. Compared with the previous algorithm, the accuracy of this time
has been improved. The results are shown in Table 4, it can be seen that extreme random
tree (ETR) has smaller error and more compact distribution. The results of the model
before and after were drawn as a line graph, as shown in Fig. 4, It can be seen from
the figure that the overall effect of the optimized model is better than that of the model
initially selected, and the overall effect of the extreme random tree is the best.
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5.4 Model Analysis

The extreme random tree algorithm consists of many decision trees, and there is no
correlation between each decision tree. The main process is two random samples, which
ensures the randomness of data training and greatly reduces the over-fitting. First of all,
the input data has been put back to the line sampling method, so there are repetitions.
Assumingwe inputMsamples,we takeMsamples, in this case, the input of each decision
tree is not all the samples, therefore, over-fitting phenomenon is reduced. The next step
is column sampling, pick out n (n < < N) of N features, choose the completely split
method to construct the decision tree. Doing so will cause the leaves to fail to continue
splitting or give the same classification result.

Based on the model experiments we did earlier, the extreme random tree (ET) algo-
rithm is slightly better than other algorithms and features of extreme random trees, so
extreme random tree algorithm is used to train the final model. And evaluate the accuracy
of the algorithm by evaluating the data set. The cost of power grid mainly includes main
distribution network, marketing operation and inspection, labor cost and other expenses,
here, we consider the total cost of other types of expenses in each region, use the method
proposed in this paper to calculate and compare with the actual subordinate cost. The
results are shown in Table 5.

It can be seen from the table that although the effect of the method in this paper is
not ideal in some regions, the error is reduced in most regions, and the absolute error
for the total cost of the province is reduced by 6%. It can be seen that the combination
of big data analysis and artificial intelligence is of substantial help to the expansion of
power grid financial system.

Table 5. Comparison of other types of total cost measurement results

2019
measurement
results

2018 actual
results

2019
budget allocation

Actual
rate%

Predicting
rate %

ZheJiang 543526.53 667669.14 619450.00 −18.59 −12.25

HangZhou 79609.15 109597.01 102102.37 −27.36 −22.03

JiaXing 45122.54 45750.19 43258.45 −1.37 4.31

HuZhou 26774.12 37325.41 32785.34 −28.27 −18.33

JinHua 49440.45 58691.25 60640.10 −15.76 −18.47

QuZhou 25076.34 32760.48 31854.00 −23.46 −21.28

NingBo 68020.04 85153.95 78331.02 −20.12 −13.16

ShaoXing 42511.10 45120.37 45932.22 −5.78 −7.45

LiShui 31470.93 60805.45 51628.53 −48.24 −39.04

TaiZhou 50399.42 79614.49 74769.40 −36.69 −32.59

WenZhou 60613.31 85866.35 66375.90 −29.41 −8.68

ZhouShan 23420.67 26984.18 31772.67 −13.21 −26.29
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6 Conclusion

In this paper, the statistical characteristics of the original data were analyzed for data
cleaning, and stepwise regression was used to select significant motivation variables.
Based on this, six commonly used machine learning algorithms were selected for com-
parison. In order to improve the accuracy and precision of algorithm fitting, six kinds
of integration algorithms are used to carry out experiments. The results show that the
extreme random tree algorithm has the best fitting effect and high accuracy, which is
suitable for standard cost estimation.
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Abstract. In recent years, as cyber-attacks have becomemore and more rampant,
power grid networks are also facing more and more security threats, which have
gradually become the focus attention of attackers. Traditional defensemethods are
represented by intrusion detection systems and firewalls, whosemain purpose is to
keep attackers out. However, with the diversification, concealment and complexity
of attack methods, traditional defense methods are usually difficult to cope with
the endless attackmethods. To this end, this paper proposes a new type of honeypot
system based on deception defense technology. While retaining the nature of the
honeypot, it adopts dynamic deception approach to actively collect unused IP
addresses in the power grid networks. Then, these unused IP addresses are used to
construct dynamic virtual hosts.When an attacker initiates network access to these
dynamic virtual hosts, they will proactively respond to the attacker or redirect the
attack traffic to the honeypot in the background, thereby deceiving and trapping
the attacker. The experimental results show that the proposed honeypot system
can effectively expands the monitoring range of traditional honeypots and has a
good defense effect against unknown attacks, thus effectively making up for the
shortcomings of traditional defense methods.

Keywords: Honeypot · Deception defense · Power grid network · Virtual hosts

1 Introduction

Power grid networks becomes an important part of the industrial Internet with the devel-
opment of computer [1, 2] and big data technologies [4, 5]. Due to the increasing num-
ber of hacker attacks on power grid networks, it is urgent to build a security protection
ecosystem for smart power grid networks [6]. On the one hand, the power network infras-
tructure has become a key target of hackers, and the pressure on protection has increased
unprecedentedly. On the other hand, compared with traditional network security, power
grid network security presents new characteristics, which further increases the difficulty
of security protection. Currently, power grid networks mainly have the following secu-
rity risks: (1) Vulnerabilities are frequently discovered in power grid equipment with
high availability [7, 8]. (2) A large amount of power grid equipment is exposed to the
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Internet [9]. (3) The security of the enterprise intranet is low, and it is easy to be used as
a springboard to penetrate the control layer of the production network of the power grid
systems [10].

Lockheed Martin proposed an intrusion attack chain to describe network intrusion
activities. In this model, intrusion activities are divided into seven stages, including net-
work reconnaissance, weaponization, delivery, vulnerability exploitation, installation,
command and control, and action. Bou-harb et al. [11] pointed out that up to 70% of
attacks are targeted scanning activities before they are launched. Advanced attackers use
advanced attack methods to conduct long-term and persistent network reconnaissance
on specific targets to obtain useful information about the target network [12].

The network security protection products commonly used in the existing network
defense system at the network level are mainly various software/hardware products such
asfirewalls, intrusion detection, isolation gateways, traffic detection, etc. [13, 14], achiev-
ing network attack detection and network attack protection for the network that needs
to be protected [15, 16]. However, due to the static nature of the network architecture
and the continuous evolution of attack methods, network security technologies are often
inadequate in the face of constantly evolving attack technologies [17, 18]. Attackers
often have enough time to analyze the internal network architecture, host system, and
security technology through network reconnaissance, thus finding out the vulnerabilities
and gradually penetrate the network to reach the target of the attack.

Deception defense is a defense mechanism evolved from honeypots. In a network
attack, the attack generally needs to determine the next action based on the information
obtained by network reconnaissance. Deception defense uses this feature to induce the
attacker to take actions that are beneficial to the defender by interferingwith the attacker’s
cognition [19]. Machine learning and blockchain can also be used for this purpose [20,
21].

In view of the shortcomings of the existing protection methods of power grid net-
works, this paper proposes a new type of honeypot system based on deception defense
technology. While retaining the nature of the honeypot itself, it adopts a dynamic decep-
tion method to actively collect the unused IP addresses in the power grid network needed
to be protected, these unused IP addresses are used to construct dynamic virtual hosts.
When an attacker initiates network access to a dynamic virtual host, it will redirect the
attack traffic to the honeypot in the background, thereby deceiving and trapping the
attacker. The basic principle of the system is that most of the traffic accessing unused IP
addresses is suspicious. We collect this part of the traffic and redirect it to the honeypot,
thus solving the shortcomings of traditional honeypots that can only be sniffed passively,
and making the effectiveness of the traditional honeypot being greatly enhanced. At the
same time, the corresponding change strategy is adopted to make the IP addresses of
virtual hosts continuously changing, so that the virtual hosts are not easy to be marked
by the attacker and the risk of the honeypot system is reduced.

The follow-up work of this article is as follows. Section 2 introduces the research
foundation and related work, Sect. 3 introduces the detailed design of the proposed
honeypot system based on deception defense technology, Sect. 4 conducts experimental
tests, and Sect. 5 summarizes the paper.
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2 Related Work

2.1 Honeypot Technology

Honeypot is a kind of active defense technology. To change the situation of information
asymmetry between offense and defense in the network, the defender proposes such
an active defense technology, which induces attackers by deploying hosts without real
business requirements [22, 23]. Attacking the host deployed by the defending party
enables the defending party to capture and analyze the attacking behavior of the attacker
through the honeypot, and then understand the attacker’s attack method and purpose,
and even have the effect of traceability and deterrence. Since the release of honeypot
technology, it has won the great attention of security personnel and organizations. The
ecology is well-established, and it has become an indispensable technical means for
Internet security detection. Honeypot technology is a means to deceive the attacker.
By arranging some virtual nodes and network services like the real host, the attacker
can be induced to attack it, so that the defender can strengthen the network security
deployment based on the attacker’s behavior. Honeypots are like traps in the network.
At the beginning of their birth, they were designed to allow attackers to attack them to
analyze the purpose and methods of attackers.

Therefore, the purpose of deploying honeypots in the system is to hope that the
honeypots will be detected, to be discovered by the attacker, or even be occupied. In
addition, honeypots do not have services that actively provide functions to the outside
world. Therefore, if it is a request to try a honeypot, we think it is suspicious and
malicious, and needs to be recorded and analyzed [24]. At the same time, the honeypot
has its own protocol stack, so the honeypot can delay the attacker’s behavior, which
greatly delays the attacker’s attack on the real target and plays a role in protecting the
system. In addition, currently widely used honeypots and honey farms such as T-pot,
in addition to the characteristics of the honeypot itself, can also record the behavior of
attackers, to analyze and understand their attack methods and behaviors through data
analysis.

The existing honeypot defense system has its shortcomings [25]. It is well known
that after a honeypot is deployed artificially, it adopts passive sniffing, like a trap waiting
for the attacker to set foot. Therefore, honeypots cannot completely replace all security
protection mechanisms [26]. Although the effect of honeypots is very good, honeypots
mainly have the following shortcomings. In specific application scenarios, they often
need to be combined with other security mechanisms to learn from each other and better
protect the network.

3 The Proposed Honeypot System

The new honeypot system based on deception defense technology proposed in this
paper is mainly aimed at the defense of the network reconnaissance targeting power grid
networks. The system is based on a new type of cyber defense concept ofMoving Target
Defense (MTD), and uses cyber deception technology to build a dynamic environment.
MTD is different from previous network security technologies. It aims to deploy and
operate uncertain, random and dynamic networks and systems, making it difficult for



300 M. Feng et al.

attackers to find real targets, greatly reducing the probability of systemweaknesses being
exposed, and changing the passiveness of network defense. The system is based on the
idea of MTD. Based on maintaining the integrity of the original network configuration,
the user’s normal network applications are not affected, and the network topology is
complicated and dynamically adjusted, Turn the network into a labyrinth that cannot
be detected and predicted, greatly improving the detection and trapping capabilities of
reconnaissance attacks on power grid networks.

3.1 Basic Principles of the System

The basic principle of the system is shown in Fig. 1. The basic technical idea is to use
the active detection method to learn network nodes according to the network segment
configured by the user, intelligently and automatically learn the unused IP addresses in
the user’s network and build virtual hosts. These virtual hosts are invisible to normal
users, but for an attacker, no matter how the attacker scans and reconnaissance the target
network in any form (including known and unknown network reconnaissance tools), he
will have a high probability to encounter a virtual host automatically generated by the
system. Optionally, the virtual hosts can automatically respond to the attacker with false
information based on the attacker’s access data, or automatically redirect the attack traf-
fic to one or more honeypots, thereby expanding the protection of the honeypot Scope.
The system can intelligently sense the IP address changes in the network (such as host
online and offline, new host access, etc.), and automatically dynamically transform the
constructed virtual hosts, so that the target network becomes an undetectable “network
labyrinth”. Introducing the attacker into the false environment is not to block the intru-
sion attack chain, but to let the attacker complete the attack chain in the deception
environment, so that the defender can conduct an in-depth and complete analysis of the
attack behavior in the deception environment. The system can detect and trap attackers
automatically in real time, accurately identify reconnaissance attacks against the target
network, break the accumulation of attacks, and make it impossible to accurately obtain
the topology and host information of the target network, thereby losing the opportunity
to carry out the next attacks.

Fig. 1. Basic principle diagram of the system
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3.2 Detailed Module Design

The detailed modular design of the system is shown in Fig. 2. It includes a manage-
ment module, a virtual host module, a traffic processing module, a network node learn-
ing module, an attack detection module, a dynamic response module and a dynamic
transformation module. Each module will be introduced in detail below.

The management module is used to manage the configuration of information, and
configure the basic network element information for the virtual host module, including
the virtual IP address range, the virtual MAC address range, the virtual operating system
type and version, and the virtual open port range, the OPTION field and TTL field in
the IP header of the response data packet, the window size of the TCP header in the
response data packet and the type and arrangement order of the option fields, etc.. At the
same time, the management module issues attack processing strategies for the virtual
hosts, including the system’s automatic false responses and redirection to honeypots.
The management module also configures the network node learpning module with an
IP address range and port range for active detection and passive learning (user network
segment). Finally, the management module configures the dynamic conversion time
interval and other information for the dynamic transformation module.

The virtual host module randomly selects a part of the unused IP addresses to con-
struct virtual hosts based on the unused IP address and port distribution in the network
provided by the network node learning module, and configures each virtual host with a
virtual IP address, a virtual MAC address, a virtual operating system type and version,
several open ports, etc. When an IP address changes from an unused state to a used state,
it needs to be removed from the generated virtual host list. In addition, the virtual host
module periodically regenerates a new virtual host according to the conversion informa-
tion sent by the dynamic transformation module, thereby realizing a dynamic network
environment.
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The flow processing module processes the two-way network communication data
packet, matching the destination IP of the data packet, if the destination IP address is
the IP address used by the network node learning module, the data packet is judged as
an active detection response data packet and sent to the network node learning module
to learn the IP address and port distribution currently in use in the target network,
otherwise the data packet is sent to the attack detection module. The traffic processing
module uses DPDK technology to improve the processing performance of data packets.
The DPDK technology provides a set of API interfaces for fast processing of data
packets. The network card driver can run in the user space without modifying the kernel,
thereby eliminating the data copies between the kernel and the user space and reducing
the number of shared bus operations, thus effectively reducing communication delays,
increasing network throughput, and greatly improving packet processing performance.

The network node learning module includes the active detection sub-module and
the traffic learning sub-module. According to the configuration information issued by
the management module, it periodically sends detection data packets such as ARP,
ICMP, TCP, and UDP to detect the target network; The learning sub-module receives
the detection response data packets sent by the traffic processing module, extracts the
MAC address, IP, port and other data in the response data packets, constructs an online
list of network nodes and sends it to the virtual host module.

The attack detection module detects the data packets sent by the traffic processing
module in real time, queries the virtual host list generated by the virtual host module,
and if the access target is a virtual host, it will be sent to the dynamic response module or
redirects to the honeypot, Otherwise, it is regarded as a normal data packet and returned
to the traffic processing module for release.

The dynamic response module includes an ARP response submodule, an ICMP
response submodule, a TCP response submodule, and a redirection submodule. The
dynamic response module queries the virtual host generated by the virtual host module,
and constructs a virtual response data packet based on different protocol types to conduct
attack traffic. The response data packet is sent to the traffic processing module after the
second layer encapsulation, and finally sent to the attacker. If it is a TCP/UDP data packet
that needs to be sent to the background honeypot, the redirection submodule modifies the
IP and MAC of the data packet and sends it to the background honeypot, thus observing
and recording the attacker’s behavior in the background honeypot.

The dynamic transformation module periodically informs the virtual host module
to regenerate new virtual hosts according to the dynamic transformation interval issued
by the management module. In this way, the honeypot system proposed in this paper is
arrangedon the power grid network.Nomatter how the attacker scans and reconnaissance
the target network in any form (including known and unknown network reconnaissance
tools), theywill encounter a virtual host automaticallywith a high probability.Optionally,
the virtual host can automatically respond to virtual information according to the different
visits of the attacker, and can also automatically draw the attack traffic to one or more
honeypots, thereby expanding the protection range of the honeypot. The system can
intelligently sense the changes of IP addresses in the network (such as host online and
offline, new host access, etc.), and automatically dynamically transform the constructed
virtual host nodes, so that the target network becomes a “network maze” that is difficult
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to detect. Andwithoutmanual intervention, it can automatically adapt to various network
environments, greatly reducing network operation, maintenance and management costs.
By introducing the attacker into the virtual environment, instead of blocking the intrusion
attack chain, the attacker can complete the attack chain in the deception environment, so
that the defender can conduct an in-depth and complete analysis of the attack behavior
in the deception environment.

3.3 The System Workflow

The workflow of the system includes the following five steps:

(1) Configure user network segment, port range, dynamic change interval and other
information;

(2) Set the active detection timer. According to the user network segment and port
range configured in step (1), the system periodically sends ARP, ICMP, TCP, UDP
and other detection data packets to detect the target network. After receiving the
detection response data packets, it extracts theMAC address, IP, port and other data
in the response data packets to construct an online list of network nodes;

(3) The system randomly selects a part of unused IP addresses to construct virtual
hosts, and configure each virtual host including a virtual IP address, a virtual MAC
address, a virtual operating system type and version, several virtual open ports, etc.
If an address appears in the online list of real network nodes, and it is removed from
the generated virtual host list;

(4) The system processes the two-way network communication data packet and queries
the generated virtual host list. If the access target is not a virtual host, then it is
considered as a normal data packet and let go, otherwise the data packet is redirected
to the honeypot or changed into a response packet.

(5) The system periodically performs dynamic transformation operations to regenerate
new virtual hosts.

4 Experimental Evaluation

The schematic diagram of the experimental test environment is shown in Fig. 3. We
dynamically generate multiple virtual hosts in the test network, thereby effectively
expanding the monitoring range of the honeypot. The background honeypot uses T-pot
to simulate. T-Pot honeypot is a community honeypot project under Deutsche Telekom.
The Linux-based network installer is a Docker container-based system that integrates
many honeypot programs for different applications. A system uses multiple honeypots,
which is easy to update while simplifying research and data capture. The honeypot dae-
mon and other supporting components in use have been containerized using Docker,
which allows users to run multiple honeypot daemons on the same network interface
while keeping a small footprint and restricting each honeypot to its own environment.

The test environment is a small local area network environment. Thenetwork segment
of the local area network is 172.16.1.0/128. There are 30 real hosts connected to the
network. The probability of an unused IP being selected as a virtual host in the network
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Fig. 3. Schematic diagram of the experimental test environment

is set to 0.5. The experiment lasted for 6 h, during which some real hosts were randomly
brought online or offline. Figure 4 shows the trend of the number of real and virtual
hosts over time. We can see that the number of virtual hosts is negatively correlated
with the number of real hosts. When the number of real hosts increases, the number of
virtual hosts decreases, and vice versa. The reason for this is that the virtual hosts are
generated by using unused IP addresses in the network. The virtual hosts cannot occupy
the IP addresses of the online real hosts, otherwise they will affect the normal business
of users. When the number of real hosts increases, the number of unused IP addresses
decreases, so as the number of virtual hosts.
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Fig. 4. The trend of the number of real and virtual hosts over time

In addition, we also counted the number of online hosts and corresponding open TCP
ports in the network with and without virtual hosts. The statistical results are shown in
Table 1. It can be seen that when the virtual hosts are enabled, the number of online
hosts and open TCP ports in the network has increased significantly, thereby greatly
increasing the monitoring range of attack deception and trapping.

Finally, we conducted an attack comparison experiment. We selected a real host in
the network as the attack target, and simulated the attacker to scan the network randomly.
If the attacker touches the T-pot or a virtual host before the attack target is discovered, the
attack failed. Otherwise, the attack is considered successful. Experiments were carried
out with and without virtual hosts. When virtual hosts were enabled, we further carried
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Table 1. The trend of the number of online hosts and open TCP ports over time

Time (h) With T-pot only With T-pot and virtual hosts

Number of online
hosts

Number of open
TCP ports

Number of online
hosts

Number of open
TCP ports

0 30 15 46 278

0.5 20 15 60 300

1 18 20 58 290

1.5 15 17 63 315

2 20 24 52 282

2.5 12 8 62 310

3 8 5 65 333

3.5 25 30 48 270

4 14 15 61 292

4.5 22 26 52 278

5 7 7 63 299

5.5 5 6 64 340

6 19 22 56 304

out experiments under the conditions of enabling different numbers of virtual hosts.
Each experiment environment was carried out 50 experiments, and the average value of
the successes number is used as the probability of a successful attack. The experimental
results are shown in Fig. 5. It can be seen that as the number of virtual hosts in the
network increases, the probability of an attacker’s successful attack gradually decreases.
When the number of virtual hosts enabled in the network reaches 60, the probability
of successful attack drops by about 40%, which fully proves the effectiveness of the
honeypot system based on deception defense proposed in this paper.
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5 Conclusion

This paper proposes a new honeypot system based on deception defense technology,
which collects unused IP addresses in the power grid network through active detec-
tion, and then randomly selects a part of the IP addresses to generate virtual hosts. The
honeypot system proposed in this paper aims to expand the monitoring range of tradi-
tional honeypots, so that it can deceive and trap attackers more effectively. In addition,
through the introduction of a dynamic defense mechanism, the implementation of reg-
ular dynamic changes to the virtual hosts furtherly confuses the attacker, breaks the
attacker’s information collection and attack accumulation, and effectively improves the
protection level of the honeypot and its own security.
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Abstract. The rapid development of global wireless networks has promoted the
innovation of 5G network application scenarios and the improvement of infras-
tructure. The deployment of 5G network in high-speed railway network system
has important practical application prospects. Data security and user experience
are significant factors to consider for 5G high-speed rail network. However, exist-
ing 5G network handover authentication mechanisms still have challenging issues
in terms of security and efficiency. Considering the complexity and diversity of
the future 5G high-speed rail network, this paper proposes a secure and efficient
group pre-handover authentication scheme based onMobile Relay Node (MRN).
MRN with trusted execution environment assists 5G User Equipment (UE) on
high-speed rail to complete the handover process before reaching the next 5G
base station in the authentication and handover execution phase, so as to improve
the security and handover efficiency of UE in the authentication and handover
process. Therefore, this scheme can reduce handover delay and realize fast and
secure group handover of high-speed UEs under the dense-deployed 5G base sta-
tion. After comprehensive performance evaluation, security and communication
efficiency are superior to other schemes.

Keywords: 5G · Authentication · Group handover · Trusted execution
environment · Mobile relay node

1 Introduction

The rapid development of 5G networks has promoted the landing of new services and
new scenarios. The International Telecommunication Union (ITU) defines three typical
5G application scenarios: Enhanced Mobile Broadband (eMBB), Massive Machine-
Type Communications (mMTC), and Ultra-reliable and Low Latency Communications
(uRLLC) [1]. Among them, mMTC supports the connection of a large number of ter-
minal devices, allowing base stations to have greater ability to manage a large number
of network interruptions. uRLLc focuses on providing services for industrial Internet,
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automatic driving and other scenarios with stricter delay and reliability. One of the fea-
tures of the 5G high-speed rail network is the dense deployment of base stations. During
high-speed train travel, the 5G User Equipment (UE) on the train will frequently switch
to another target 5G gNB, which poses a challenge for the 5G network to provide a
smooth communication experience.

The emergence of Mobile Relay Node (MRN) provides the possibility for efficient
authentication of high-speed rail networks. 3GPP introduced MRN as a relay device
that aggregates a large number of UEs, and provides a stable service for a large number
of users to access the 5G network [2]. However, the introduction of traditional MRN
into the 5G network will bring new security problems. Therefore, in order to protect the
security of users, MRNmust be authenticated by Home Network. In the moving process
of high-speed trains, due to the fast moving speed, MRN must leave the signal range
of the source base station before establishing a connection with the target base station
to complete the handover process [3], so traditional MRN cannot provide users with a
smoother user experience.

Our Contributions. Based on the above mentioned problems and solutions, this paper
proposes a secure and efficient group pre-handover authentication scheme based on
the MRN, taking advantage of MRN’s ability to aggregate messages, we improve the
authentication and handover process in the 5G high-speed rail network scenario, and
give a unified authentication handover scheme under the high-speed rail network. After
analysis, it is proved that the scheme is secure and can reduce communication overhead.
The specific contributions of this paper are as follows:

– We investigate the 5G network authentication and handover process, and propose
the handover efficiency and security issues faced by the high-speed rail 5G network
handover and the introduction of MRN in the early stage.

– We design a trusted MRN with trusted execution module and trajectory prediction
module to process and train the path information data. We provide UE with smooth
user communication experience.

– Wepropose a secure and seamless group pre-handover authentication schemebased on
trustedMRN, improve the security and efficiency of 5GUEs in the authentication and
handover process, and achieve UEs’ seamless group handover in a dense deployment
environment of gNB under 5G high-speed rail networks.

2 Related Work

With the development of computer hardware [4, 5], networks [6, 7], and algorithm design
[8, 9], big data transferring and processing [10, 11] had become the central theme of
current era.Due to the diversification of 5Gnetwork scenarios [12], 5Gnetwork handover
scenarios can be divided into two categories according to the technology and type of the
access network [13]: vertical handover and horizontal handover. Vertical handover refers
to the handover of many different networks involved in the access process, such as the
handover between 5G network and 4G network, and the handover between 5G network
and WiFi. The type of handover in which the type of access network does not change
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during the handover process is called horizontal handover. Horizontal handover can also
be further divided according to the Mobile Service Controller (MSC) participating in
the handover [14]. If the two base stations involved in a handover are controlled by the
same MSC, then the intra-MSC handover is called Xn-based inter-NG-RAN handover
[15]. If the base station for a handover belongs to two different MSCs, then the inter-
MSC handover is called N2 based inter-NG- RAN handover. In the 5G high-speed
rail network scenario, due to the dense deployment of 5G base stations and our paper
focuses on solving the problem of fast and secure pre-handover under 5G networks [16],
we assume that the handover scenario belongs to Xn-based handover.

In recent years, researchers have done substantial research on 5G network handover
and authentication in different wireless access scenarios. Mishra et al. [17] proposed a
mobile topology that can dynamically capture the wireless network, and can perform
fast authentication during the handover process. However, in order to ensure physical
security, it is necessary to add servers to the network structure to ensure security, which
greatly increases the complexity of the network system. Kim et al. [18] proposed an
identity authentication scheme based on ID encryption, which is used for identity ver-
ification in the handover authentication process. However, due to the implementation
of bilinear pairing operations, which brings huge system computing overhead. Sharma
and Vishal, et al. [19] proposed a secure and relatively efficient handover authentication
protocol, which can solve the security problems in WIFI, WiMAX and LTE networks,
but the key escrow problem has not been solved.

At present, there are few handover authentication schemes forMRN, and the existing
schemes have different degrees of defects in security and performance. Pan et al. [20]
proposed a handover scheme under the LTE high-speed rail network, which improves
network service quality by deploying multiple MRNs. However, in this scheme, the
MRN needs to run the handover process first, which will increase the delay in handover
authentication. And this scheme also has certain security vulnerabilities. Ma et al. [21]
proposed a secure and efficient handover authentication protocol suitable for multiple
MRNs, which can reduce handover delay, but MRN needs to store a large amount of
base station node information for fast handover, so this scheme is not flexible.

3 System Model

3.1 System Architecture

Figure 1 shows the handovermodel of the 5Ghigh-speed rail network,which includes 5G
gNBs, UEs, and 5G trusted relay (MRN). MRN is a group authentication and handover
relay running in a high-speed rail carriage, including a prediction module and a trusted
computing module.

3.2 Security Model

The goals of the system security model mentioned in this paper are as follows.

(1) We assume that theMRN broadcasts the random number r1 of the handover request
during handover phase. UE and MRN are connected through a wireless channel.



Seamless Group Pre-handover Authentication 311

Any UE within the coverage of the relay can obtain r1. Before the handover phase,
UEs complete the 5G group Authentication and Key Agreement (AKA) protocol
with the assistance of MRN and accesses the 5G network.

Fig. 1. System architecture.

(2) A trusted execution environment runs in each MRN, and the MRN is trusted for the
UE.

(3) The network connection between the Home Network and the 5G gNB is trusted.

4 Proposed Scheme

In this section, we introduce a seamless group pre-handover authentication scheme based
on trusted MRN under 5G high-speed rail networks, including group authentication
phase and handover phase for 5G UEs.

In the authentication phase, MRN acts as the authenticated group master relay to
assist user devices in the high-speed railway that want to access the 5G network through
the high-speed railway to perform improved 5G-AKA authentication and complete the
authentication process. After the authentication is completed, MRN and UE can obtain
a Globally Unique Temporary Identification (GUTI) for the 5G network. Meanwhile, a
white list of devices’ users who have passed the 5G-AKA authentication is stored in the
MRN.

In the handover phase, since the group master MRN has already saved the valid
temporary identifiers of the certified devices when the MRN detects that the group is far
away from the signal coverage of the source base station gNode1 during the operation



312 Z. Li et al.

of the high-speed railway, the MRN will send a handover request to the certified group
members, triggering the group switching protocol and assisting the group members to
complete the pre-handover at the same time.

4.1 Authentication Phase

Because of the dense deployment of base stations in 5G networks and the high speed
of high-speed railways, MRNs are required to perform a pre-authentication process to
provide users with a smoother communication experience. After completing the authen-
tication process, when access devices in the train need to switch between base stations in
the same attribution network, MRNs can use the information stored in the authentication
process to perform a fast switching process with the target base station in advance. There
is no need to perform authentication again, so UE can rely on the MRN for smoother
communication. The authentication phase of the group devices in the high-speed railway
network includes themain functionalmodules involved in authentication inUser Device,
Trusted MRN, Serving Network, and Home Network. The specific steps are shown in
Fig. 2.

Fig. 2. Authentication phase flow.

Step 1: MRN generates authentication requests regularly during operation and broad-
casts them to users in range, asking for UEs that want to access the 5G high-speed rail
networks and join the group.
Step 2: UEi that receives the pre-handover request makes an authentication response to
MRN and encrypts its SUPIi to SUCIi according to the public key of Home Network
and sends it to MRN as the initial authentication response.
Step 3: After calculating SUCI0 and SUCI = SUCI1||SUCI2||SUCI3 . . . ||SUCIi, MRN
sends the authentication response message with shared packet header including SUCI to
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Serving Network, where SUCIi represents the user’s permanent identity corresponding
to SUPIi.
Step 4:After receiving the authentication request fromMRN, ServingNetwork forwards
the group authentication request (SUCI , SName, other) to Home Network.
Step 5: The AUSF in the Serving Network processes the message and also forwards the
SUCI , SName request to the UDM module of the Home Network for authentication.
Step6:UDMrecoversSUCI0,SUCI1,SUCI2…fromtheSUCIandusestheauthentication
vectorofthe5G-AKAprotocolforbulkauthenticationofUE,andsetsMRNas“groupmas-
ter”, and calculates the authentication vector 5G-AVi

[
RAND,AUTN ,HRES∗,KSEAF

]
.

RAND is shared by the group users, and AUTN is generated by Home Network using
AUTN = AUTN0||AUTN1||AUTN2||AUTN3 . . .||AUTNi.
Step7: After that, Home Network will package the generated 5G-AVi[] and the
authenticated SUCI∗ and prepare to send them to Serving Network (SUCI∗ =
SUCI0||SUCI1||SUCI2||SUCI3 . . .||SUCIk , SUCIk means the temporary identifier of the
UE user authenticated by the core network).
Step 8: After receiving the authentication response message, the AUSF extracts and
returns the 5G-AVi[] and the authenticated SUCI∗ to the Serving Network.
Step 9: The AUSF in Serving Network extracts the RAND and AUTN from the response
message and sends them to MRN.
Step 10:MRN sends theAUTN andRAND received fromAUSF to the trustedmodule to
verify the validity of 5G-AVi[]. If the verification passes, the trustedmodule calculates the
response RES∗ and sends SHA256 (<RAND,RES∗ >) to the Serving Network. After
the base station authenticates theMRN pass, Serving Network calculates the session key
KSEAF through CK and IK .
Step 11: MRN forwards AUTNi and RAND of other authenticated members through
UDM to other UEs in the group.
Step 12:MRN assists group users to complete authentication and generates a “whitelist”
of authenticated users for subsequent handover phase.

4.2 Handover Phase

After the UEs in the group have completed authentication under the leadership of MRN,
the derived key Ks is generated between the UEs and the accessed Home Network to
ensure the channel security. ki is the session key between Home Network and the base
station gNodei to ensure the confidentiality of the communication data between Home
Network and the base station. When the Home Network is about to leave the signal
coverage of the base station gNode1, the MRN detects the change of signal and starts the
pre-switching process. In the pre-handover process, MRN predicts the base station to be
accessed by the prediction module and also accepts the valid temporary identifiers sent
by the group members to prepare the handover service of the 5G network in advance,
and the specific handover process will be carried out according to Fig. 3.

Step 1: First, MRN uses the prediction module to predict and generate the XnapID of
the target base station gNode2 based on the XnapID of gNode1, which is used for the
subsequent handover. Because the handover and prediction process of MRN group is
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carried out within the signal range of gNode1, the UEs in MRN group can get stable 5G
network service while completing pre-hadnover within gNode1.
Step 2:MRN broadcasts the handover request and passes the generated random number
r1 to the members of the group to prepare for the handover.
Step 3:AfterUEi in the group receives the handover request, it sends the identifierGUTIi
of UEi and the r1 to MRN as the switch accordingly, where GUTIi is the temporary
identifier corresponding to UEi during the switch phase.
Step 4: MRN generates HANDOVER ACCEPT HA = {t,GUTI , SC, SP}, where
GUTI = GUTI0||GUTI1||GUTI2||GUTI3 . . .||GUTIi, t represents the valid time of han-
dover credentials, and SC represents the security capability identifier of encryption and
integrity algorithms supported by the UE, and SP represents the security policy of the UE
at the network side. After generating HA, MRN calculatesMACi = h(GUTIi,XnapID),
and h() is a secure one way hash function.

After MRN calculatesMACi of each group member, it calculatesMAC = MAC0 ⊕
MAC1 ⊕ MAC2 ⊕ MAC3 . . . ⊕ MACi, and the MAC is sent to the Software Guard
Extensions (SGX) Quoting Enclave in the Trusted Module for signing. The Quoting
Enclave first verifies the report, and then uses the private key in the EPID for signing
to generate a locally verifiable report quote for the platform Quoting Enclave, and then
returns the quote to the MRN for verification by Home Network.

Fig. 3. Handover phase flow.

Step 5: After MRN finishes the request preparation for pre-handover, it sends the infor-
mation including GUTI , MAC, r1, XnapID, group user common message (including
GUAMI), AMF interface and security capability of MRN, PDU List, QosFlow, etc. to
gNode1.
Step 6: gNode1 forwards the handover request to the UPF function module in Home
Network, and Home Network prepares for the handover coordination of the base station.
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Step 7:After receiving the handover request, UPF first verifieswhether the r1 fromMRN
is fresh, and then looks for the corresponding SUPI according to GUTI and verifies
the MAC correctness. If the verification passes, the MAC is verified using the Intel
SGX global online verification facility called Intel Attestation Server (IAS). The remote
authentication is required because UPF andMRN are in two different enclaves. Because
quote can only be verified by Intel, UPF forwards quote to IAS. After completing the
validity check of the platform, IAS creates a new proof verification report combining the
EPID public key and Attestation Verification Service to certify quoto to complete the
trusted authentication. If the verification is successful, it generates a positive report. After
completing the SGX-based trusted authentication, the UPF generates a new GUTI∗ =
h(r1,Ks)⊕SUPI (at this point, the downlink data on the user side has been got through).
Step 8: Home Network sends a handover request to gNode2 and informs gNode2 as
the target handover base station of MRN to prepare for the data link of MRN to be got
through. After receiving the handover request from Home Network, gNode2 calculates
the session key KgNB2 = KDF(GUTI∗,XnapID) between gNode2 and MRN.
Step 9:After completing the preparation for the pre-handover, gNode2 sends a handover
request to gNode1. The handover request includes {r1, r2} information and requests to
guide MRN to shift the data channel to gNode2.
Step 10:After receiving the handover request from gNode2, gNode1 sends the handover
response toMRN, and guidesMRN to complete the handover of base station, and guides
MRN to forward the users’ uplink data to gNode2.
Step 11: After receiving the handover response, MRN calculates the updated GUTI∗
and the session key KgNB2 between MRN and gNode2, using the calculation method
mentioned above, and sends {r2 − 1} to gNode2 to deliver the handover successmessage.
Step 12: The uplink data channel is got through and the pre-handover is completed.
As long as the high-speed railway enters the signal range of gNode2, MRN can use the
session keyKgNB2 generated in the pre-handover process to communicate with the target
base station and ensure the communication security.

5 Security Analysis

This section analyzes the 5G high-speed railway network seamless group pre-handover
scheme proposed by this paper from the aspects of theory, feasibility, and security.

– MutualAuthentication. In the process of authentication,UEcompletes group authen-
tication based on 5G-AKAprotocol with the help ofMRN, so only legitimate UE have
SUPI and GUTI . In the process of handover, each UE uses GUTI to generate MAC
for identity verification, and theMRN group owner aggregates all theMACs, and UPF
verifies MAC validity. If one of the MAC of a UE is invalid, the authentication will
fail. Moreover, using a lightweight authentication scheme to perform handover pro-
tocols does not introduce significant communication overhead for frequent handover
in the dense deployment environment of 5G base stations, and achieves security and
privacy protection requirements, which is conducive to the sustainable development
of the 5G high-speed railway network ecosystem.
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– Key Agreement. The session key KgNB is generated between MRN and the base
station, and the session key will derive a new session key using GUTI∗ and XnapID
when the high-speed railway travels to the next new base station. Attackers cannot
compute the session key without access to GUTI∗.

– Resistance Memory Access Attacks. Thanks to the trusted execution module in
MRN, the SGX trusted execution session needs to place integrated code in a separate
area, and checks the read and write access and computation of variables in that area.
Only after passing the checking, can the users actually access the users’ data and
protect the UEs’ memory.

– Computational Integrity Protection. The MRN equipped with a trusted execution
module can generate a secure summarymessage for the running protocol process in the
internal SGX container during the computation. Then, it collects and integrates these
summaries and uploads them to the ISA. UPF can check whether the intermediate
structure interferes with the execution of the computation like the ISA application
after receiving a pre-handover request.

– Resistance Sybil Attack. Because MRN goes through the unified authentication of
the UEs during the pre-handover process, the generation of authentication and han-
dover messages afterward are performed in a trusted execution environment, ensuring
the trustworthiness of the information sent by the device from the source. After the
handover protocol applies SGX remote authentication mode, it generates the unique
authentication key signature of the platform, and the anonymous attacker cannot pass
the authentication.

– Resistance against Replay Attacks.This scheme can effectively resist against replay
attacks as the handover protocol generates new random numbers r1 and r2 each time
when the scheme executed the handover process.

– Resistance against Impersonation Attacks. With the help of MRN, the UE uses
private SUPI to calculate the hash value and generate the session key for each han-
dover. Adversaries can’t generate a valid hash and then forge a legitimate MRN or
base station. Therefore, this scheme can resist against impersonation attacks.

6 Conclusion

In this paper, we presented a secure and efficient group handover authentication scheme
for 5Ghigh-speed railway network.Our scheme used pre-handover and trusted execution
modules to realize a fast and secure group handover and ensured users have smooth and
secure communication experiencewhile the high-speed railway is inmotion.Our scheme
solves the switching problem of themassive UEs in the 5G network while the high-speed
railway is in motion. After the security analysis, our group handover authentication
scheme is applicable and secure, and the handover consumption is reasonable.
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Abstract. With the development of intelligent networked vehicles, the research
on the safety of in-vehicle networks has gradually become a hot spot. CAN (con-
troller area network) is the most widely used in-vehicle network bus, and its safety
problemhas become themost critical problem to be solved in the development pro-
cess of intelligent networked vehicles. This paper aims at the in-vehicle can be used
in intelligent networked vehicles Bus network, its communication characteristics
and security problems are analyzed and dissected. Meanwhile, with the increase
in demand for in-vehicle network communication applications, the corresponding
attacks have also increased year by year. Therefore, this paper only increases the
anomaly detection of in-vehicle application log in the anomaly detection of CAN
bus, aiming to detect the abnormal behavior of vehicles in an all-around way. To
solve the field data lacking’s problem, we collect a data set containing several
types of data from multiple channels, including different types of attack can bus
messages. Due to the different elements in the message having different effects on
the classification results, the attention mechanism is introduced to give different
weights to different messages and log data segments, which increases the effect
of classification detection.

Keywords: CAN bus · Anomaly detection · Time series prediction · Vehicle
safety

1 Introduction

With the increasing complexity of electronic systems [1–3] and the increasing require-
ments for the communication capabilities [4–6] between the electronic units of the
internal control functions of the car, the large-scale use of point-to-point links has also
rapidly increased the number ofwiring harnesses in the car. This brought great troubles to
design and manufacturing of the car for reliability, safety, and weight when considering
the internal communication [7–9]. Therefore, in order to reduce in-vehicle connections
to achieve data sharing and rapid exchange, as well as improve reliability [10–12], more
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and more companies implement the vehicle electronic network system with basic struc-
tures on fast-developing computer networks, i.e., vehicle-mounted network, including
CAN, LAN, LIN, MOST [13–17].

In recent years, with the frequent occurrence of Internet of Vehicles security inci-
dents, many domestic and foreign researchers aim to explore security vulnerabilities
and detection technologies [18–21]. In 2010, researchers from the University of South
Carolina and Rutgers University implemented an attack on the electronic tire pressure
monitoring system of automobiles. They have realized the remote control of turning on
and off the tire pressure warning light, which will enable the driver to judge the tire
pressure status of the vehicle, thereby achieving certain illegal purposes. In 2011, Sub-
aru used verification text messages to attack vulnerabilities on the Internet of Vehicles
services on cars. At the DEFCON conference, technicians used intercepted verification
text messages sent by car owners to unlock the vehicle.

Later, at the 2013 DEFCON conference, hackers used the Ford Escape and Toyota
Prius software vulnerabilities to intervene in the vehicle network to control the vehicle’s
key systems such as accelerator and brake. In 2014, 360 company used the process
design loopholes in the Tesla car application to realize a series of operations such as
remote unlocking and turning on and off the lights. In 2015, the Jeep Grand Cherokee’s
brakes and steering systems were remotely controlled due to loopholes in the in-vehicle
entertainment system, which eventually led to the recall of 1.4 million problematic cars
by Chrysler, causing huge economic losses. In 2016, Tencent’s Keen Lab realized a
remote invasion of Tesla. They replaced Tesla’s main screen with the logo of Keen Lab,
making it impossible for the car owner to operate. What’s more, they also realized the
remote unlocking of the vehicle and the control of some functions of the vehicle during
the journey, such as brakes, rearview mirrors, and trunk lights. After 2017, the security
vane of the Internet of Vehicles has rapidly shifted to the issues of customer data security
and privacy security. For example, in June of that year, the database of a dealer group
in the United States was attacked, involving the leakage of sales data of more than 10
million vehicles from multiple brands [22–24].

This paper is organized according to the following parts. The first part is the source
of data set and the generation method of attack data. The second part is the design
of anomaly detection system based on LSTM. The third part is a specific experiment,
including the statistics of data distribution, the determination of loss function and the
training results of some ID data.

2 CAN Bus Dataset

2.1 Disadvantages of CAN Bus Dataset

1. Broadcast transmission. CAN bus is a single common channel, and the protocol
stipulates that all nodes can monitor bus messages, so malicious nodes can easily
obtain all messages on the bus.
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2. There is no authentication mechanism. The message on the CAN bus does not have
fields indicating the source of the information and the purpose of the message, which
means that the sender of the message cannot be distinguished, and the source of the
message cannot be distinguished from a normal node or a malicious node.

3. The message is unencrypted. Almost all of the CAN bus is transmitted in plain text,
and the message content is only 64 bits at most, which is easy to be cracked by an
attacker.

4. Information arbitration based on ID number. The message priority on the CAN bus
is indicated by the ID number of eachmessage, the smaller the ID number, the higher
the priority. Therefore, if a node keeps sending the message with the lowest priority,
other messages cannot be sent normally, which will affect the normal use of the CAN
bus. Obviously, this is a Dos attack [16] (Fig. 1)

Fig. 1. CAN protocol format

The message transmission process of CAN protocol includes data frame, remote
frame, error frame, overload frame, and frame interval.

• Data frame: A frame used by the sending node to transmit data to the receiving node.
• Remote frame: A frame used by the receiving node to transmit data to the sending
node with the same ID.

• Error frame: A frame used to notify other nodes of the error when an error is detected.
• Overload frame: A frame used to notify the receiving node that it is not ready.
• Frame interval: Used to separate data frames and remote frames from previous frames.

CAN is a message-oriented transmission protocol originally designed for the auto-
motive industry in an attempt to reduce the wiring complexity of automobiles [22]. An
Electronic Control Unit (ECU) uses CAN to broadcast its frames onto a bus [26]. There
is no addressing scheme. Instead each frame is assigned an 11 bit unique identifier,
known as the “arbitration ID” or “CAN ID”, which defines both the function and the
priority of the frame where 0x000 has highest priority and 0x7FF lowest. The priority
resolves conflict when two or more nodes try to send a frame at the same time. A frame
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may also contains up to 8 bytes of data. While an ECU may broadcast multiple CAN
IDs, each CAN ID is bound to a single ECU; two ECUs cannot send data frames with
the same CAN ID. Every time a frame is transmitted, all ECUs on the bus will receive
it, and will determine, based on the CAN ID whether they should accept and further
process the message [24, 27].

2.2 Abnormal Data Generation Algorithm

As demonstrated in previous research [14, 15, 17, 25, 27]. Since there is no publicly
available attack traffic repository, and the actual attack effect on the car is time-consuming
and dangerous. Since there is no publicly available attack traffic repository, and the actual
attack effect on the car is very time-consuming and dangerous. Therefore, we consider
synthesizing abnormal data by modifying the captured data. For example, switch the
message id to simulate a fake transmitter, or insert harmless random packets into the
real-time bus.

Considering that the high-speedCANmessages are very regular, which only contains
three basic ways to manifest the attack: adding a data packet, the expected data packet
does not appear, or the data content of the data packet is unusual. Since we did not use
any time information in the attack scenario, we can create an attack signature just by
changing the sequence of data packets obtained from the data capture. Moreover, we
can ensure that each data packet is valid, and in order to achieve the expected detection
effect, each packet must contain legal information. As far as we know, abnormal data is
abnormal only in the context of adjacent data packets. The only exception is to invert
unused bits to simulate hidden commands and control methods.

In summary, five kinds of abnormal phenomena can be produced:

1. Abnormal message attack (diagnostic attack): CAN bus is an unauthenticated and
unencrypted broadcast bus, anyone can read and send any message. The ECU may
have a message conflict resolution mechanism. When receiving conflicting values,
the ECU will react differently according to the implemented mechanism. Thus, the
ECUhas a “diagnosticmode” that allowsmaintenance operations.Carmanufacturers
design their cars in their own specificways,making the car’sECUandcanIDmapping
very diverse. Moreover, the mapping from canID to their respective ECUs differs for
different models. Therefore, in order to achieve the target of the attack, the attacker
may need to know the architecture of the vehicle and which canID is linked to the
specific ECU. We have seen that when the CAN bus is accessed for the first time, it
is quite difficult to achieve a purposeful attack without prior knowledge. Therefore,
during the reconnaissance phase, an attacker can perform a diagnostic attack by
sending a message with a random CANID and payload value and observing the
response. This attack allows the attacker to understand the architecture and behavior
of the vehicle.

2. Suspend attack:We can delete somemessages in themiddle of a normal subsequence
to simulate an attack that suppresses the ECU.

3. Obfuscation attack: One is to inject 20 unknown data packets, there is no CANID in
the training data set, and it is lower than CANID0x700. Another obscure attack is
to replace the 10-frame payload that belongs to the legal CANID without injecting



322 X. Tan et al.

new data packets. Among them, the bytes of the payload are set to values that are
not used for this CANID in the training data set.

4. Replay attack: Replicate by injecting any packet 30 times the data set in the data set.
In particular, we simulated a data packet that was sent to the bus 10 times faster than
usual by adjusting the timestamp. Since we do not know the function of this CANID
and the semantics of its payload, we directly inject it without modification.

5. DOSattack:Wewill replace allmessageswithin 10 swithCANID0x000 and process
it at a rate of 4 data packets per millisecond. This simulates a 500 Kbps CAN bus
[28].

3 Anomaly Detection of Lstm Model

3.1 Feature Selection

The sorting table of the collected messages indicates that the field of the message was
a hexadecimal value. The data field of each message consists of 8 bytes, and each byte
represents a different functional instruction. To obtain a uniform data field length, two
zero digits were used to represent a null value in each column. The CAN bus messages
are sent from different CAN IDs and carry the data information for some particular
functions or control commands. Although the inherent changes in the normal internal
operation of the vehicle and abnormal tampering attacks will affect the data field of the
message. The data bit changes caused by the normal operation of the vehicle will remain
or change regularly during a certain period, therefore a time series data anomaly detector
can be used to detect whether the message has been tampered with. According to the
detector requirements of the experiment, anomaly detection in the message stream of
the CAN bus was performed for each ID separately.

3.2 LSTM-Based detector

The basic structure of our proposed detector is similar to the previous LSTM anomaly
detector. However, since the input of the CAN message is a high-dimensional binary
vector, we add a linear embedding layer to project the binary input into a real-valued state
space [22]. Therefore, the final network structure contains a linear segment, a recursive
segment, and a linear output segment. Given the input sequence, x1, x2, x3, . . . , xn, where
xi is a 64-bit vector, the network trains a subsequent target yi for each i, such that
yi = xi+1. Specifically, The 64-bit vector of input xi is converted by two acyclic hidden
layers, and each hidden layer has 128 units and employs tanh activation function. The
output of the linear layer is input to two cyclic LSTM layers, each layer has 512 units and
employs the tanh activation function. The last layer is a fully-connected layer containing
64 units, which can output detection values between 0 and 1 using the s-type activation
function. It is worth noting that we train a separate network for each CAN bus ID [28].
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Different from traditional feature selection, there are changes between the values
in two formats of the data field for each message. It can be found that a constant bit
in the hexadecimal format of different IDs is also a constant bit in the corresponding
binary format, but a constant bit in the binary form does not guarantee that the data are
unchanged in the hexadecimal form; that is, the two data forms have a relationship but
differ. These differences affect the performance of the detection algorithm, which will
be examined later work (Fig. 2).

Fig. 2. Lstm-based detector

Existing researches usually calculate the loss between the predicted data, and the
actual data in the final detection phase, instead of calculating the priority of the caID, the
time interval andother variables in a unifiedway.This paper considers that before training
the model, the Messages are divided into different types according to the probability of
each byte changing, the average value of each person, and other characteristics. For
example, if the basic data segment of a type of canID is the same, the time interval is
the priority of the difference, then the canID has a greater impact on the value of the
loss, and the difference between the two data has a smaller impact on the final judgment
result.

4 Experiment

4.1 Data Distribution Analysis

Since the implementation of the can bus on different vehicles is very different, in order
to ensure the reliability of the anomaly detection system, it is more important to collect
data from different vehicles. The existing data comes from three systems, Opel Astra,
Renault Clio, and a build Prototype.
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The following are statistics on the data distribution of the three systems. Each system
contains two distribution diagrams, which respectively represent the average value of
each bit of all messages of each canID in the system, and the relative value of each byte
relative to the message. Probability of 8 bytes change. The calculation method is that
the former counts the sum of the number of 1s divided by the total number of messages,
and the latter corresponds to a set per byte. The probability of change is obtained by
calculating the set size divided by the sum of the 8 sets size.

The darker the color, indicating that the probability value approaches 1, on the
contrary, it is close to 0 (Figs. 3, 4, 5 and 6).

Fig. 3. In Opel Astra each average for 64 bits in 85 canIDs

Fig. 4. In Opel Astra each average for 8 bits in 85 canIDs

4.2 Metric of Detection Abnormality

The error of the LSTM network depends on the logarithmic loss of binary data between
the output and the next data segment, where the logarithmic loss between binary data is
defined as:

L
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)
= −(bk log

(
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Where bk is the k − th bit in the target Yi, b
∧

k is the predicted value of the k − th
network in step I, ε is a fixed value used to limit the maximum loss. As shown in
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Fig. 5. In Renault Clio each average for 64 bits in 55 canIDs

Fig. 6. In Renault Clio each average for 8 bits in 55 canIDs

Figure x, the logarithmic loss function is relatively low for the incorrect but intermediate
prediction, but very high for the confident but incorrect prediction. For a completely
incorrect prediction, there is a loss approaching infinity; In practice, its upper limit is
−log(ε). Currently, temporarily ε is set to 10 − 15th power, which indicates that the
maximum logarithmic loss of binary data is about 35 (Fig. 7).

Fig. 7. Metric of detection abnormality

4.3 Some Representative ID Training Results

See Fig. 8.
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Fig. 8. Training results of 3 ids.

5 Conclusion

Under the condition of ensuring the abnormal detection effect, at present, the false
positive rate is about 0.02%–0.008%, but it will still produce false positive false positives
every minute. False positives always exist, and it is hard to complete the detection of all
messages with a unified detection model. In this paper, the false positive rate of some
ID was already reduced to 0.002%.
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Abstract. With the rapid development of machine learning and deep learning,
more and more services in the power grid have introduced machine learning and
deep learning technologies, and related application scenarios and services have
become more and more, especially vector retrieval services. With the increase
of the amount of data and the increase of the demand, higher requirements are
put forward for the vector retrieval service performance and service management.
In order to solve this problem, this paper designs a high-performance and cus-
tomizable vector retrieval service, referred to as HCFRS. The HCVRS service
uses Fiass as the underlying framework of the vector retrieval service, supporting
functions such as service registration, service unloading, resource allocation, load
balancing, and data management. This paper verifies whether the HVCRS service
meets the service design requirements from the three aspects of functional testing,
accuracy testing and performance testing. The experimental results show that the
HVCRS service has complete functions and good performance, which basically
solves the difficulties encountered by the State Grid in vector retrieval services.

Keywords: Faiss · Vector retrieval · Service registration · Service unloading ·
Resource allocation · Load balancing

1 Introduction

With the rapid development of the Internet and computer fields, the development of
machine learning [1–3] and deep learning [4, 5] has also entered the fast lane. More
and more industries have begun to embrace the Internet, including power companies,
transportation Industry, petroleum industry, etc. Therefore, a huge amount of data is
generated every day.

In the power grid field, as more and more services introduce intelligent application
software [6–8], more and more unstructured data are generated every day [9, 10]. In the
business of the power grid, pictures, texts, and languages are themost frequently encoun-
tered data types in the business. Other more complex data types can also be converted
into basic data types for processing. In the actual business of the power grid, massive
amounts of data are generated every day, and there is a growing trend. Then, data mining
[1, 11, 12] and recommendation [13–17] in such a large amount of data will become
very difficult. Without special data processing, the recommendation business of the grid
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will become very difficult. In the business of the power grid, the recommendation task
still adopts a more traditional way. As the amount of data increases, recommendations
become more and more difficult. On the one hand, time-consuming increases. Another
aspect is that the recommendation is imprecise.

2 Related Work

With the rapid development of the networks [18–20] and the informatization and tech-
nicalization of various traditional industries [21–23], various informatization services
will generate a large amount of data [24–26]. In the actual business of the power grid,
technicians often face the application requirements of retrieval. However, it is very dif-
ficult to retrieve from the massive data of the power grid. With the rapid development of
machine learning and deep learning, all kinds of pictures, text, voice, etc., can be used,
and data can be processed into feature vectors through Embedding [27–29] technology
and various deep learning technologies [30, 31]. The vector contains the characteristics
of multiple latitudes of the data [32–34]. Through this series of processing, the service
retrieval problem is transformed into a vector retrieval problem [35–38]. Vector retrieval
is a very important research direction in the industry and has attracted great attention
from the academic and industrial circles. Many Internet companies have developed and
open-sourced vector retrieval frameworks, such as FaceBook, Google, and Microsoft.

Faiss (Facebook AI Similarity Search) [39] is a framework open sourced by Face-
Book in 2017 to provide efficient similarity retrieval for dense vectors, with fast retrieval
speed and support for GPU calls. Faiss supports precision search and ANN [40–42].
ANN uses technologies such as PCA [34, 35] and PQ [45, 46] to compress the data
set, which greatly improves the retrieval speed with a certain loss of accuracy. SPTAG
is Microsoft’s open source retrieval framework, providing retrieval methods such as kd
tree [47, 48] and relative neighborhood graph [49, 50] and balanced k-means tree & rela-
tive neighborhood graph [51–53]. Milvus is a domestic open source retrieval framework
with features such as convenient invocation and depression expansion, and has been
favored by many domestic Internet companies. Milvu’s high-performance solutions rely
on high-performance Mysql and high-performance GPU resources. Elasticsearch is also
a common technical solution for vector retrieval. ES provides some search plug-ins, such
as BM52 Similarity, DFR Similarity, DFI Similarity, etc.

3 EOSP Service

3.1 HCVRS Service Operation Framework

In the context of the rapid development of machine learning and deep learning, there are
more and more scenarios where technology in the recommended field is applied to the
power grid. In Taichung, the service center of the power grid, more andmore services are
beginning to use recommendation technology, such as text recommendation and smart
search. However, when the amount of data is large, it becomes difficult to recommend
services. Therefore, this article introduces Faiss to specifically solve this problem. Trig-
gered from the business perspective of the power grid, this article is designed to serve
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HVCRS. HCVRSmainly includes 3 main modules, namely ServerModel, FaissIndexN-
ode, and service configuration module. The overall architecture diagram of the HCVRS
service is shown below. HVCRSmainly contains 3 main modules, namely ServerModel,
FaissIndexNode and service configuration module. The following is a brief overview of
these three modules (Fig. 1).

Fig. 1. HCVRS overall architecture diagram

ServerModel. The service management module is the basic module of HCFRS for
service management and scheduling. All the parts about service configuration, ser-
vice scheduling and execution will depend on this module. ServerModel contains 4
sub-modules, namely configuration information synchronization module, load balanc-
ing module, resource allocation module and service load synchronization module. The
timing task in ServerModel will periodically obtain the configuration information of
the service from Redis and analyze it. ServerModel will use the parsed data for ser-
vice management and resource allocation. In addition, ServerMode also includes the
implementation of load balancing, which can improve the efficiency of service access.

FaissIndexNode Model. FaissIndexNode is the core module of HCFRS, using Faiss
framework as the underlying retrieval technology. The service loads the vector file into
the memory and uses Faiss to build it as a Faiss index. FaissIndexNode contains 4
modules, which are service status information synchronization module, data download
module, Faiss index building module and search engine.

Service Configuration Module. The service configuration module is one of the more
basic modules of HVCRS. Both online and offline services need to be operated on the
service configuration module. The service configuration module is mainly divided into
two parts, namely the front-end page of the service configuration and the service informa-
tion synchronization module. When the service is online, the user configures the service
on the configuration page. The timing task in the service information synchronization
module will load the service configuration information into Redis.

Service ConfigurationModule. The service data management module is a data service
in HVCRS. The vector data push module is mainly responsible for the data management
and version control of the service. This module provides two methods: data download
and data push. The user can control the version of the service data through the web page.
The data loading module of the service will synchronize the data information to the



332 P. Zhang

Redis cluster. When the index is built, the system will select the corresponding version
to build (Fig. 2).

3.2 Design of ServerModel Module

TheServerModelmodule is the entry layer of theHVCRS service, responsible for service
application, service request forwarding, and service resource scheduling. This article
designs ServerModel module specifically to solve these problems. ServerModel con-
tains 4 modules, namely information synchronization module, load balancing module,
resource allocation module and service load synchronization module. After the above
analysis, this article shows the overall design of the ServerModel module as shown in
Fig. 3.

Fig. 2. The overall architecture of ServerModel.

Design of Configuration Information Synchronization Module. The configuration
synchronization module is responsible for synchronizing configuration information to
the Redis cluster. The configuration information mainly includes information such as
the service name, the model and version number of the processing service data set,
the version number of the data set, and the version number of the valid data set. The
Syn_Model module is mainly responsible for the synchronization of information, and
is responsible for synchronizing the Json data of the configuration information to the
Redis cluster.

Fig. 3. Configuration information synchronization module.

Load Balancing Module. In ServerModel, functions such as service registration and
service request are included. When a new service is registered in the ServerModel, the
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service will not be registered on all FaissIndexNodes under the ServerModel, but select
some machines with less load pressure. Therefore, a list of nodes included in the service
and their IP information will be recorded in the service memory. In order to ensure the
stable access of the service, this paper designs a load balancing module to solve the
data forwarding function of ServerModel. In this paper, the design of load balancer is
relatively simple to proceed according to the probability model. First, ServerModel will
sort the service nodes into a doubly linked list according to the load pressure of the
service. When requesting forwarding, the service will give priority to requesting nodes
with lower load pressure. If you request the node with the least service pressure, it is
bound to happen that the request will hit the same node in a short time. The strategy
adopted in this article is to split the linked list of services into two parts. One part is the
first third of the linked list, and the other part is the remaining two thirds of the linked
list. Service requests will be evenly forwarded to the top third of the linked list with
a probability of 75% according to the probability model. For the remaining part, the
request will be randomly forwarded to the nodes on the last two-thirds of the linked list
(Fig. 4).

Fig. 4. Load balancing module.

ResourceAllocationModule. ServerModel containsmultiple FaissIndexNodes.When
a new service is connected to the system, ServerModel will choose a node with a smaller
load to register. The resource allocation of a service is restricted by two parameters,
which are the number of services on the node and the load of the services. Each node
contains a threshold for the number of services and a threshold for CPU load, beyond
which no new services will be allocated.

Service Load SynchronizationModule. The function of this module is relatively sim-
ple, mainly responsible for synchronizing FaissIndexNode node status information. This
module contains a timed task. The timing task will synchronize the status information
of the FaissIndexNode node in Redis to the memory of the ServerModel. Other modules
will use the information in the memory for resource scheduling and request information
forwarding.

3.3 Design of FaissIndexNode Module

The FaissIndexNode module is the execution module of the vector retrieval in the entire
HVCRS, which is very important for the entire service. In this paper, the FaissIndxN-
ode module is designed to solve the vector retrieval problem. FaissIndexNode contains
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four modules, namely the service status information synchronization module, the data
download module, the Faiss index building module and the search engine.

After the above analysis, this article shows the overall design of the FaissIndexNode
module as shown in the figure below (Fig. 5).

Fig. 5. The overall architecture of FaissIndexNode

Service Status Information Synchronization. Service status information is the basis
for ServerModel module to perform resource allocation and load balancing scheduling.
Therefore, this article designs a service status information synchronization module in
the FaissIndexNode node. The service status information includes information such as
cpu_util, network load, and QPS of the machine service. This article encapsulates it as
ServerStation. This information will be synchronized to the Redis cluster through the
synchronization module (Fig. 6).

Fig. 6. Service status information synchronization module.

DataDownloadModule. Data is the basis of vector retrieval services.When the service
is registered, the related information of the service will be stored in the memory of the
FaissIndexNode node. In this paper, the data download module is designed as a timed
task. The scheduled task will obtain information about the services in the memory, and
will detect whether there is the latest version of the data file in the HDFS cluster. After
the scheduled task detects the vector data, if the load of the service is lower than the
threshold, the service will download the vector data to the specified folder of the node.

Service Status Information Synchronization. Faiss index construction is the most
basic module for HVCRS service. In this paper, the Faiss index building module is
designed as a timed task. The timed task will detect whether there is the latest vector file
in the file path specified by the node. The service information in the memory and the
file name of the vector file will contain the information for the construction of the index.
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The timing task will determine whether the two information is consistent, and if they
are inconsistent, an exception will be returned. When constructing the index, the service
will choose the time when the service load is low. After the Faiss index is constructed,
the index information will be stored in memory.

Service Status Information Synchronization. The search engine is the docking inter-
face layer of FaissIndexNode, responsible for request parsing, vector retrieval, and encap-
sulation of returned results. When the service receives a request for vector retrieval, the
service parses the request parameters into a package class of request parameters. The
search engine will use the request parameters to get the Faiss index in memory, and
then get the request vector from Redis. The request vector will be passed into the search
method of the Faiss index, and the service will encapsulate the search result and return
the final result.

Service ConfigurationManagementModule. The service configuration management
module is a vital module in the HVCRS service, responsible for the online configuration
of the service, the control of the effective data version, and the service uninstallation. The
design of the service is relatively simple, including a front-end page for service configu-
ration and a configuration information synchronizationmodule for data synchronization.
When a new task is launched, the user needs to configure the service on the configuration
page, such as the service name, the data storage address of the service, and the effective
data version of the service (the latest version by default) and other information. After
configuring the information, the data will be stored in Mysql and will be synchronized
to the Redis cluster. The diagram of the service configuration management module is
shown in the figure below (Fig. 7).

Fig. 7. Service configuration management module.

4 Experiment

The following three experiments are mainly used to verify the effect of the HVCRS
service. Experiment 1. Functional test of HVCRS. Experiment two, service accuracy
test. Experiment three, service performance test. In the experiment, the service was built
using Django, and the versions of python and Faiss were 3.6.7 and 1.5.3 respectively.
The service is deployed on a Kubernetes cluster built on three 128G physical machines.
HCVRS contains 10 FaissIndexNode nodes and 2 ServerModel nodes.

Experiment One. In order to verify whether the function of the HVCRS service meets
the design requirements, this article mainly conducts functional tests from four aspects.
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First, the function test of the service configuration module mainly includes the syn-
chronization of service configuration and service configuration information on the web.
Second, the functional test of SeverModel mainly includes functions such as service
registration, service unloading, load balancing, and request forwarding. Third, the func-
tion test of FaissIndexNode mainly includes functions such as index construction, vector
retrieval, and data download. In addition, HVCRS services need to be unit tested. If the
test passes, it means that the HVCRS service is operating normally and meets the design
requirements (Table 1).

Table 1. Results of experiment one.

Function Result Function Result

Web configuration function for
service configuration function

Fit ServerModel request
forwardingfunctions

Fit

Synchronization module for service
configuration function

Fit Faiss index building
function

Fit

Service registration function Fit Data download function Fit

Service uninstall function Fit Unit test Fit

It can be seen from the above table that all aspects of the functions of the HVCRS
service have passed the functional test, so it can be considered that the HVCRS meets
the design requirements of the service.

Experiment Two. Using Faiss to construct vector retrieval services is a new technical
solution. In order to verify the accuracy of the HVCRS service. The main verification
method used in the second experiment is to compare the same number of results returned
by the traditional service request and theHCFRS service request. This article uses data of
different orders of magnitude for comparative experiments. The data volume of 20,000,
50,000, and 80,000 are used respectively (Table 2).

Table 2. Results of experiment two.

Data set size Accuracy

20000 83%

50000 82%

80000 86%

It can be seen from the above table that compared with the traditional vector retrieval
method in the power grid, the accuracy of the HVCRS service is as high as 82%. This
effect is already very good and basically meets the expectations of the service design.
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Experiment Three. The performance test of HCVRS service is mainly measured by
QPS and average time-consuming. To test the performance of the HVCRS service.
This article mainly uses three different magnitude data sets for testing, namely 50,000,
100,000 and 150,000. The data will be downloaded by the service and built into a Faiss
index in memory. This article conducts a stress test on HVCRS. The stress test is carried
out at 99%. The test results are shown in the table below (Table 3).

Table 3. Results of experiment three.

Data set size QPS Cost

50000 180 10.9 ms

100000 178 11.3 ms

150000 160 12.6 ms

5 Conclusion

In order to solve the difficulty of increasing pressure on the recommended services
of the State Grid, this paper proposed a vector retrieval service based on Faiss-HCVRS
service. It includesmodules such as service vector retrieval, resource allocation, and load
balancing. On the one hand, it improves the performance of vector retrieval services. On
the other hand, it improves the utilization of resources. All in all, it not only solves the
difficulty of recommending services under the large amount of data in the power grid,
but also provides an effective solution to this problem.
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Abstract. The honeypot can record attacker’s aggressive behavior and analyze
methods of attack in order to develop more intelligent protection policies in the
system. While traditional honeypot technology has evolved from static configu-
ration over to the dynamic deployment and greatly reduces the possibility of an
attacker identifying a honeypot. But most of the prior technology, there are passive
listening, high maintenance costs, controllable weak, low monitoring coverage,
easy to identify and other issues. In this paper, T-Pot Multi-platform honeypot
based Snort and OpenFlow technology, we proposed the attack traffic into the
Multi-platform honeypot to prevent further harm to the system. In order to reduce
system load and improve system performance, perform feature extraction and
modeling analysis on the attack data set, and Based on the ATT&CK model, a
multi-honeypot platform for APT attack recognition is implemented.

Keywords: Honeypot technology · APT · Active defense · Snort · OpenFlow
control ·Multi-platform honeypot

1 Introduction

With the fast advance of Internet and smart grid technology [1, 2], security and privacy
protection [3–5] become a critical issue. Among the various attacks, APT (Advanced
Persistent Threat) attack is especially harmful [6–8]. It persistently invades a specific tar-
get through specific means andmaintains high concealment in a long period of time. The
2010 Stuxnet virus, theworld’s first state-level weapon, led to the failure of Iran’s nuclear
program. The Google Aurora attack of the same year, in which a Google employee
clicked on a malicious link in an instant message [9], resulted in the search engine being
infiltrated for months and data being stolen from various systems. In order to timely
block APT attacks and reduce harm, honeypot technology [10] is undoubtedly a better
choice.

This paper aims to summarize and analyze the development and advantages of hon-
eypots, propose solutions according to the problems that honeypots are easy to identify,
combine honeypot recognition technology, and put forward T-POT multi-honeypot sys-
tem to solve the problems related to traditional honeypots by considering the construction
cost, controllability, maintenance cost and other factors.
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The main contributions are as follows: 1) the advantages and disadvantages of existing
honeypot technology were analyzed and summarized, and the method of OpenFlow
technical drainage was proposed to solve the passive monitoring problem of traditional
honeypot; Aiming at the problems of weak controllability and high maintenance cost
of traditional honeypot, a unified management method using T-POT multi-honeypot
platform was proposed.
2) According to the existing identification means of anti-honeypot technology, a series
of countermeasures such as hiding honeypot and disguising honeypot are put forward.
Aiming at the problem of high overhead of traditional honeypot, tF-IDF algorithm is
used to extract feature and model analysis of attack data in advance when entering
honeypot stage, so as to filter out trusted data at the beginning stage and reduce the load
of honeypot system.
3) The initial access and execution stage attack means of APT attack are analyzed and
summarized, and a series of methods are formulated to optimize Snort’s rule base.

2 OpenFlow and the Multi-honeypot Platform

2.1 OpenFlow Overview

OpenFlow [11, 12] originated from the Clean Slate project of Stanford University. The
original intention of the project is to enable network administrators to easily customize
security control policies based on network flows. The data forwarding and routing con-
trol modules of traditional network devices are layered, and the centralized controller
manages and configures various network devices with standardized interfaces, so that
security policies can be applied to each security device to achieve security control over
the entire network.

2.2 T-pot Multi-honey Pot Platform

With the development of virtualization technology, a variety of virtual honeypots have
also developed, and a lot of high-interaction honeypots have emerged. Unlike in the past,
expensive hardware equipment is required to support honeypots, which greatly reduces
the cost of deploying honeypots. MHN (Modern Honeypot) is a very good open source
honeypot product. MHN simplifies the deployment of honeypots and integrates a variety
of honeypots, which can achieve rapid deployment. However, multiple system sensors
need to be manually installed to realize different honeypots. Version T-POT19.03 [13]
runs on Debian (Sid), a multi-honeypot platform based on Docker and Docker-compose
technology.

T-pot Multi-honeypot platform mainly includes 16 kinds of honeypots and 6 kinds
of tools. Honeypot platform based on T-pot is enough for unified management through
analyzing the log improve controllability and T - pot of honeypot system is based on the
Docker containers, capture all kinds of attacks can well simulate the system environment
as well as visual according to need to open and close the honeypot container, custom out
conforms to the honeypot platform of this system to reduce deployment andmaintenance
costs.
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3 Design ofMulti-honeypot PlatformBased on Snort andOpenFlow

3.1 The Overall Design

In order to solve the problems of passive monitoring, weak controllability and high
deployment and maintenance cost of traditional honeypots, the combination of Open-
Flow and T-POT multi-honeypot platform is proposed. Based on the characteristics of
OpenFlow, the passive monitoring mode of traditional honeypots can be changed, and
active capture attack can be introduced into honeypots for further analysis.

When users or attackers send requests or attacks to the network, Snort analyzes the
traffic and delivers the flow table to the OpenFlow switch. According to the OpenFlow
protocol, the controller introduces the normal traffic to the real host and returns the real
information. Meanwhile, the attack traffic is introduced into the pre-designed honeypot.
Returns a default message to the attacker. In the system design, methods such as avoid-
ing cloud server to deploy honeypot on the exnet, deploying an operating system that
matches the real environment in front of honeypot, and setting the port that matches the
real environment in honeypot system are adopted to avoid single information returned
by honeypot, and regularly changing message information returned by honeypot. The
system structure is shown in Fig. 1.

Fig. 1. System structure.

When a large amount of attack traffic floods in, the system performance will be
greatly reduced, and honeypot identification and bypass will make honeypot passive.
Meanwhile, due to the characteristics of APT attacks that are difficult to identify, the
following methods are added according to the existing honeypot identification technol-
ogy to improve the availability of the system. 1) Honeypot attack detection: after the
honeypot is placed, only the ports matching the real environment should be opened as far
as possible to avoid too many open ports being quickly identified. The Snort rule base is
matched and improved based on the ATT&CKmodel. 2) Use OpenFlow technology for
drainage, so as to introduce attack flow into honeypot; Aiming at the problems of weak
controllability and high maintenance cost of traditional honeypot, a unified management
method using T-POT multi-honeypot platform is proposed. In the Intranet, an operating
system matching with the real environment is deployed in front of honeypot as far as
possible, so that the attacker will mistake the scanned system as the real system.

TF-IDF algorithm is used for feature extraction of traffic data,modeling and analysis,
and filtering out normal traffic information. Attack capture is mainly based on the Snort
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device identification of attacks. Due to the particularity of APT attacks, a large amount
of traffic will cause heavy load to Snort, so the traffic should be de-weighted before
traffic identification.

3.2 Improve the Snort Rule Library Based on the ATT&CK Model

There are endless attack methods of APT attack, and the rule base of Snort is not enough
to completely detect the attack behavior. By referring to the attack methods of initial
access and execution in ATT&CK model [15], features in the attack are extracted and
a series of rules are given to reduce such attacks. The ATT&CK model framework is
shown in Table 1.

Table 1. Initial access and execution of the framework table

Initial Access (9 techniques) Execution (10 techniques)

Drive-by Compromise Command and Scripting Interpreter

Exploit Public-Facing Application Exploitation for Client Execution

Extremal Remote Services Inter-Process Communication

Hardware Additions Native API

Phishing Scheduled Task/Job

Replication Through Removable Media Shared Modules

Supply Chain Compromise Software Deployment Tools

Trusted Relationship System Services

Valid Accounts User Execution

Windows Management Instrumentation

3.2.1 Initial Access and Execution Phases

During the initial access phase, the attacker has nine methods: one is the “sneak com-
promise”: the victim visits the controlled site by injecting malicious code into the vic-
tim’s browser. Public-facing applications: Attackers use software, data, and commands
to exploit vulnerabilities in Internet-facing computers or programs such as websites,
databases, standard services, and Web servers. External remote services: Attackers use
VPN, Citrix and other external remote services to establish connections from external
to internal network resources to obtain sensitive information and leave a back door.
Hardware addition: An attacker introduces computer attachments, or network hardware,
into a system or network that can be used as a vehicle to gain access. Phishing: An
attacker sends phishing messages electronically in combination with social engineering
to obtain sensitive information or gain access to a victim’s system. Removable media
replication: Attackers copy malware to removable media and execute code when the
media is inserted into the system. Supply chain compromise: An attacker manipulates a
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product or product delivery mechanism before it reaches the consumer. Trusted relation-
ships: Attackers exploit existing connections through trusted third party relationships
by disrupting or exploiting organizations that have access to the intended victim. Valid
account: An attacker gains initial access by obtaining and exploiting the credentials of
an existing account.

In the execution stage, attackers have 10 methods respectively command and script
interpreter: attackers use to execute commands, scripts, binary files to control and exploit
the computer system. Exploit client execution: Attackers build on vulnerabilities in
browsers and office software in order to be able to execute code on remote systems.
Interprocess communication: attackers use the implementation to share data, interwork
and synchronize execution. Native API: Attackers exploit the ability to interact directly
with native application programming interfaces to execute commands. For example, the
Windows API CreateProcess() or fork() will allow programs and scripts to start other
processes. Scheduled task jobs: Attackers use scheduled task capabilities to initialize or
repeatmalicious code. Sharedmodules:By executingmalicious payloads, an attacker can
instruct the Windows module loader to load DDL from any local path and any common
naming convention network path. Software deployment tool: An attacker accesses and
uses third-party software installed on an enterprise network, such as management soft-
ware, to move the network horizontally. System services: Attackers execute malicious
content by interacting with system services, daemons, or by creating services. User exe-
cution: An attacker exploits a social worker’s user, for example by opening a malicious
document or link, to enable them to execute malicious code through improper actions.
Windows Management specifications: Attackers useWindows Management Instrumen-
tation (WMI) to implement execution,WMI forWindows system components to provide
a unified environment for local and remote access.

3.2.2 Snort Rule Description Based on Initial Access and Execution Phases

Table 2. Snort mapping table during initial access

Attack methods Snort rules

Drive-by Compromise This section describes how to detect abnormal
browser behaviors on the endpoint system, such as
suspicious file writing to disk, process hiding, and
abnormal traffic

Exploit Public-Facing Application Detect for abnormal behavior in the application logs,
such as injecting packet characteristics based on SQL

Extremal Remote Services Collect authentication logs and analyze abnormal
access patterns, active Windows, and access outside
normal working hours

(continued)



APT Attack Heuristic Induction Honeypot Platform 345

Table 2. (continued)

Attack methods Snort rules

Hardware Additions The asset management system detects computer
systems or network devices that should not exist on
the network, and establishes network access control
policies to restrict network access and hardware
installation

Phishing Checking URL in E-mail messages, including
extended shortened links, helps detect links to known
malicious endpoints

Replication Through Removable Media Monitor file access on removable media and detect
processes that are executed on removable media after
installation or after user startup

Valid Accounts Manage the accounts and permissions used by all
parties in the trusted relationship, and find the
behaviors of the accounts in the system. For example,
unauthorized user rights assignment operations

According to the characteristics of initial access attacks, a series of Snort rules are
formulated to detect the initial access phase. The Snort comparison table is shown in
Table 2.

According to the attack characteristics in the execution phase, a series of Snort rules
are formulated to detect the attack characteristics in the execution phase, as shown in
Table 3.

Table 3. Execution phase Snort mapping table

Attack methods Snort rules

Command and Scripting Interpreter Capture illegal command line and script activity by
filtering illegal command line arguments

Exploitation for Client Execution Intercept abnormal behaviors of the browser or
Office processes, including suspicious files written
to disks, hidden evidence of process injection, and
abnormal network traffic

Inter-Process Communication Abuse generated processes by monitoring strings in
files and commands, DLL libraries loaded, and IPC
mechanisms

Native API By monitoring DLL load, especially for abnormal or
potentially malicious processes

(continued)
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Table 3. (continued)

Attack methods Snort rules

Shared Modules Limit DLL module loading to %SystemRoot% and
%ProgramFiles% to detect module loading from
unsafe paths

System Services Changes to Windows services are reflected from the
registry, monitoring modified command line calls
that are inconsistent with normal software usage,
patch cycles, and so on

User Execution Captures application execution and command-line
arguments that an attacker uses to gain access to user
interactions

Windows Management Instrumentation Monitoring network traffic for WMI connections,
execution process monitor 1 captures command line
arguments for “WMIC” and detects commands for
remote behavior

3.2.3 APT Attack Detection Instance

Take “China Chopper” for example, “China Chopper” is a backdoor with Web Shell
command and control (CnC) client binaries and text-based Web Shell payloads, its text-
based payloads can be so short that an attacker simply has to enter them manually on
the target server.

After analyzing the traffic of China Chopper and viewing the typical traffic content,
the client initiates the connection through TCP port 80 usingHTTPPOSTmethod.When
Wireshark is used to “follow TCP” traffic, it is found that most of the attacker traffic is
Base64 encoded. After decoding, two key codes are found.

GetString ( System.Convert.FromBase64String ( Request. Item[“z1”] ) ) ) );
GetString ( System.Convert.FromBase64String ( Request. Item[“z2”] ) ) ) );

Try to Base64 decode the content stored as Z1 and Z2. Check that the parameter
after decoding z1 and Z2 is.

z1 = cmd
z2 = cd / d” c:\inetpub\wwwroot\”&whoami&echo[S]&cd&echo[E]
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When it comes to understanding the content of China Chopper and its traffic, use
standard Snort rules, which were provided early on for China Chopper.

alert tcp any any ->any 80 ( sid:900001; content:”base64_decode”;
http_client_body;fiow:to_server,established;content:“POST”;nocase;http_metho
d;;msg:”Websheel Detected Apache”;)

To reduce false positives, strengthen Snort’s detection rules by looking for any
combination of “FromBase64String” and “Z”.

alert tcp $EXTERNAL_NET any ->$HTTP_SERVERS $HTTP_PROTS(msg: 
”China Chopper with all Commands Detected”; flow:to_server,established;
content:”FromBase64String”;content:”z”;pcre:”/Z\d{1,3}/i”;content:”POST”; 
nocase:http_method;classtype:web-application-attack;)

3.3 TF-IDF Algorithm Traffic Feature Extraction and Modeling

When a large amount of attack traffic enters the system, it will have a large load, which
has a great impact on the efficiency of the whole system. Therefore, it is necessary to
optimize data and extract traffic characteristics to improve the system efficiency. As
the attack traffic has obvious characteristics, TF-IDF algorithm [14] has an important
application in text classification. Next, the HTTP CSIC 2010 data set is used to simulate
attack traffic and normal traffic, and then the TF-IDF algorithm is used for feature
extraction. The HTTP CSIC 2010 dataset contains the attack dataset, which contains
36,000 normal requests and more than 250,000 attack requests. The sample format is
shown in Table 4.

It can be seen that there is no attackPayload exceptHTTPmethod, path and parameter
in the data set, so there is a lot of redundant information. When classifying data, the
efficiency of TF-IDF algorithm will be reduced. Therefore, the data set needs to be
formatted and only HTTPmethod, path and parameter should be retained. The data after
processing is shown in Table 5.
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Table 4. HTTP CSIC 2010 dataset

At-
tack 
data 
set

GET 
h�p://localhost:8080/�enda1/publico/anadir.jsp?id=2&nombre=Jam%F3n+I
b%E9rico&precio=85&can�dad=%27%3B+DROP+TABLE+usuarios%3B+SELEC
T+*+FROM+datos+WHERE+nombre+LIKE+%27%25&B1=A%F1adir+al+carrito 
HTTP/1.1
User-Agent: Mozilla/5.0 (compa�ble; Konqueror/3.5; Linux) KHTML/3.5.8 
(like Gecko)
Pragma: no-cache
Cache-control: no-cache
Accept: 
text/xml,applica�on/xml,applica�on/xhtml+xml,text/html;q=0.9,text/plain;q
=0.8,image/png,*/*;q=0.5
Accept-Encoding: x-gzip, x-deflate, gzip, deflate
Accept-Charset: u�-8, u�-8;q=0.5, *;q=0.5
Accept-Language: en
Host: localhost:8080
Cookie: JSESSIONID=B92A8B48B9008CD29F622A994E0F650D
Connec�on: close

Nor
mal 
data 
set

GET h�p://localhost:8080/�enda1/index.jsp HTTP/1.1
User-Agent: Mozilla/5.0 (compa�ble; Konqueror/3.5; Linux) KHTML/3.5.8 
(like Gecko)
Pragma: no-cache
Cache-control: no-cache
Accept: 
text/xml,applica�on/xml,applica�on/xhtml+xml,text/html;q=0.9,text/plain;q
=0.8,image/png,*/*;q=0.5
Accept-Encoding: x-gzip, x-deflate, gzip, deflate
Accept-Charset: u�-8, u�-8;q=0.5, *;q=0.5
Accept-Language: en
Host: localhost:8080
Cookie: JSESSIONID=EA414B3E327DED6875848530C864BD8F
Connec�on: close

Table 5. Post-processing data table

Pro
cess
ed

da-
ta 

get h�p://localhost:8080/�enda1/publico/anadir.jsp
id=2&nombre=Jam%F3n+Ib%E9rico&precio=85&can�dad=%27%3B+DROP+T
ABLE+usuarios%3B+SELECT+*+FROM+datos+WHERE+nombre+LIKE+%27%25
&B1=A%F1adir+al+carrito
post 
h�p://localhost:8080/�enda1/publico/anadir.jsp?id=2/&nombre=jamn+ibric
o&precio=85&can�dad=49&b1=aadir+al+carrito

Because the components of Web attacks have good structural characteristics, Web
attacks can be classified, and TF-IDF algorithm is used to classify data. Data need to be
integrated, labeled and divided into test sets and training sets before tF-IDF algorithm
classifies the data. After that, tF-IDF algorithm is used for feature extraction. Due to the
large dimension of extracted features, only part of extracted feature vectors are listed
here as shown in Table 6.
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Table 6. Comparison table of feature vector and frequency of occurrence

Characteristic Number of occurrences Characteristic Number of Occurrences

get 19606 nombre 25744

http 20938 vino 32658

localhost 23232 rioja 28665

8080 8750 precio 27578

tiendal 31274 100 1079

index 21282 cantidad 14443

jsp 21914 55 6608

publico 27735 b1 12410

anadir 11513 aadir 10396

id 21106 al 10904

Before the model training, Sklaern’s StandardScaler method was used to normalize
the data and cross_val_score method was used to divide the data set into 5 different
training sets and test sets for cross-validation to improve the accuracy of model training.
Since it is the distinction between normal traffic and attack traffic, logistic regression
algorithm is easy to understand in dealing with dichotomy problems, so the logistic
regression algorithm is selected formodel training.Duringmodel training, the grid search
method is adopted, and the grid search parameters are set as follows: reciprocal ‘C’ of
policy intensity is [0.1, 1, 3, 5, 7], and penalty is set to [‘l1’, ‘l2’]. The cross-validation
training results are shown in Table 7.

Table 7. Training results table

Training time 3’32s

Best Results ‘C’:7‘penalty’:‘l2’

gird_search.best_score_ 0.9690464440657187

Test Set Score 0.9797264313627866

Accurate Rate 0.9972253738033524

Recall Rate 0.940990623085181

F1-Score 0.9694921669341241

From the table of training results, it can be seen intuitively that the training accuracy
of TF-IDF feature extraction algorithm combined with logistic regression algorithm is
quite considerable, which can optimize the flow and reduce the data load, and improve
the Snort system performance.
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3.3.1 System Performance Test and Analysis

In this paper, DVWA vulnerability platform was selected as the experimental object,
and penetration test was carried out by automatic and manual methods. By analogy with
Snort before and after updating rules andmodeling after removing redundancy honeypot
platform, the efficiency results are shown in Table 8.

Table 8. Snort and honeypot performance results table

State Snort efficiency (detection
rate)

Honeypot efficiency (memory
ratio)

No update, no redundancy 97% 60%

Update, no redundancy 98% 65%

Update, eliminate redundancy 98% 52%

As can be seen from Table 8, Snort detection efficiency is improved after the Snort
rules are updated, but the honeypot memory consumption is increased due to the data
redundancy processing is not removed. After data redundancy is removed, honeypot
memory ratio is lower than the initial state. It can be seen that the method proposed in
this paper can improve the attack detection rate, reduce the system load, and meet the
requirements of HIGH accuracy and low load of APT detection.

Acknowledgement. This paper analyzes the development of honeypot and the advantages and
disadvantages of the current honeypot technology, and proposes a multi-honeypot platform based
on Snort and OpenFlow as a general host intrusion method. In combination with the ATT&CK
model in the initial access and execution stage, the response scheme is proposed. In order to reduce
the system load, tF-IDF algorithm is used to extract the characteristics of the traffic and conduct
modeling analysis.
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Abstract. The StateGrid Enterprise PublicDataModel (SG-CIM4.0) is a seman-
tically unified data model that can be provided for smart grid business applica-
tions. The model is based on a standard table to find similar entities in the physical
model for consistency checking. The standard table entities and physical model
entities contain both continuous attributes and discrete attributes. How to accu-
rately calculate the similarity of these different attributes and fuse them into a
unique similarity, which can be used to efficiently and accurately mine the entity
pairs with the highest similarity, are problems to be solved. In order to solve the
above problems and make this similarity calculation and fusion method scalable,
this paper calculates the syntactic similarity of continuous attributes, semantic
similarity, and discrete attribute similarity to the content of different attributes
in the entity and introduces a NAS (Neural Architecture Search) based on these
similarities Similarity Fusion Neural Network automatically designed a method
to achieve the fusion of similarity, which will be called SFNAS (Similarity Fusion
NAS). The neural network fusion similarity calculated using SFNAS is better than
the traditional linear weighted average similarity in terms of entity pair match-
ing hit rate. This paper can provide useful references for subsequent research on
SG-CIM models.

Keywords: Knowledge graph · Natural language processing · Language
identification · Similarity fusion · Neural Architecture Search

1 Introduction

Big data research [1–3] had become a hot research area due to the fast advance in
computer and network technologies [4–6]. SG-CIM 4.0 data model [7] specifies the
management requirements of the data standard, data quality, data sharing, and data
demand, which are related to many aspects such as model design and control, model
standard application and management, data application, and quality governance [8].
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However, the SG-CIM 4.0 data model, as a comprehensive abstraction of the company’s
enterprise-level data, contains physical model tables and data standard tables that are
not fully aligned with each other. Therefore, to realize the unification and practical
application of the SG-CIM data model, the alignment matching task between physical
table entities and standard table entities needs to be completed efficiently.

In order to achieve entity alignment and unification between physical and standard
tables, multiple similarity calculation methods are used to calculate multiple different
similarities. Based on multiple similarity values from different sources, the following
problem arises:

(1) The difficulty of fusion between similarities from multiple different sources makes
it difficult to effectively use multiple similarity values to accurately determine
consistency between physical table entities and standard table entities.

(2) There are still limitations in using the linear weighting method to integrate multiple
similarities.

To address the above two problems, this paper proposes an automatic design method
of Similarity Fusion Neural Network based on SG-CIM model, which can solve the
above problems from the following two aspects:

(1) Effectively fuse multiple similarity values and obtain accurate matching of physical
table entities and standard table entities.

(2) The design and training of neural networks capture the deep nonlinear, and logi-
cal relationships between multiple similarities, breaking through the limitations of
linear methods.

In the first part of this paper, the background and the problem is introduced and a
Similarity Fusion Neural Network automatic design method is proposed. The second
part introduces the relevant domain technologies used in this Similarity Fusion Neural
Network automatic design method. The third part describes the architecture and imple-
mentation process of the Similarity Fusion Neural Network automatic design method in
detail. In the fourth part, experiments are designed and conducted to compare the per-
formance of the linear method and the fusion neural network automatic design method;
in the fifth part, based on the description of the fusion neural network automatic design
method and the results of the experiments in the previous section, a conclusion is drawn.

2 Related Work

2.1 SG-CIM Public Data Model

The SG-CIM Public Data Model is an enterprise public data model built by State
Grid with reference to international standards (IEC 61970/61968/62325) [9, 10] and
industry best practices (SAP/ERP) [11], combined with the company’s core business
requirements, data dictionaries of in-operation systems, etc.
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2.2 Similarity Related Technologies

2.2.1 Levenshtein Distance

The Levenshtein distance, is also known as the Minimum Edit Distance (MED) [12,
13]. Specifically, the Minimum Edit Distance refers to the minimum number of single-
character edit operations required to convert from one word to another between two
words. There are only three single-character editing operations defined here: Insertion,
Deletion, and Substitution.

2.2.2 BERT Similarity

In 2018, Google proposed the BERT model, fully known as Bidirectional Encoder Rep-
resentation from Transformer [14]. Its architecture is mainly based on the Encoder
part of the Transformer [15]. BERT can solve the sentence-level modeling problem
well. This class of problems belongs to Sentence Pair Classification Task, and BERT
gives Fine-tuning scheme to handle sentence pair classification and similarity calculation
problems.

2.2.3 Jaccard Index

Jaccard Index [16], also known as Intersection over Union and Jaccard similarity coeffi-
cient, is a statistical measure used to compare the similarity and diversity of sample sets.
The Jaccard coefficient measures the similarity of a finite set of samples and is defined
as the ratio between the size of the intersection of two sets and the size of the concurrent
set.

2.3 Neural Architecture Search

Neural Architecture Search (NAS for short) [17] is a technique for automatically design-
ing neural networks, allowing algorithms to automatically design high-performance
network structures based on sample sets.

The principle of NAS is that given a set of candidate neural network structures called
search space, the optimal network structure is searched from it using some strategy. The
merit of the neural network structure, i.e., the performance, is measured by certain
metrics such as accuracy and speed, called performance evaluation.

2.3.1 Search Space

Search Space defines the types of neural networks that can be searched by the NAS
algorithmand also defines how to describe the neural network structure. The computation
implemented by a neural network can be abstracted as a directed acyclic graph (DAG)
with no isolated nodes.

2.3.2 Search Strategy

The search strategy defines how to find the optimal network structure, which is usually an
iterative optimization process and is essentially a hyperparameter optimization problem.
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Currently, the known search methods are random search, Bayesian optimization, genetic
algorithms, reinforcement learning, and gradient-based algorithms. The main search
algorithms used today are reinforcement learning, genetic learning, and gradient-based
optimization [18–20].

2.3.3 Performance Evaluation

The goal of the search strategy is to find a neural network structure that maximizes
some performance metrics, such as accuracy on previously unseen datasets. To guide
the search process, the NAS algorithm needs to estimate the performance of a given
neural network structure, which is called a performance evaluation strategy.

3 Solution Exploration and Implementation of Similarity Fusion
Neural Network Automatic Design Based on SG-CIM Model

3.1 Similarity Matrix Acquisition Between Physical and Standard Tables

In order to solve the problem of incomplete alignment between the physical model table
and data standard table in the SG-CIM4.0 data model, alignment matching between
physical table entities and standard table entities is needed, which is mainly based on
similarity. In this paper, we use the method of multiple similarity calculation to calculate
and obtain four similarity matrices [21–23]. These include the English name similar-
ity matrix, Chinese name similarity matrix, Description information similarity matrix,
Fields similarity matrix. The process of obtaining the above four similarity matrices is
shown in Fig. 1.

Fig. 1. The process of obtaining the four similarity matrices

3.2 Find the Corresponding Entities in the Standard Table and Physical Table
Based on the Fused Similarity Matrix

The four similarity fusions of English name similarity, Chinese name similarity, descrip-
tion similarity, and fields similarity are combined into a unified fusion similarity matrix.
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Based on this similarity, we can quickly find which entity is the same entity in the stan-
dard table model entity and the physical model entity. In this way, we are able to fully
combine the continuity features and discrete features in the entities for the similarity
calculation. As shown in Fig. 2, the method of finding the corresponding entities in the
standard table and the physical table is based on the fused similarity matrix.

Fig. 2. The method of finding the corresponding entities in the standard table and physical table
based on the fused similarity matrix

3.3 Similarity Fusion Method Based on the Linear Weighted Average

The next problem we need to face is how to fuse the four similarities - English name
similarity, Chinese name similarity, description similarity, and fields similarity - into a
unified similarity. Based on the existing integrated learning knowledge and intuition, we
first think of the similarity fusion method based on the linear weighted average [24]. As
shown in Fig. 3.

Fig. 3. Similarity fusion method based on the linear weighted average

However, the linear weighting method still has limitations in dealing with the above
multiple similarities: first, it can only capture the linear relationship between variables,
but not the nonlinear relationship structure; second, the linearweightingmethod can only
obtain the correlation between variables, ignoring the deep logical relationship between
variables, which is not conducive to the accuracy of the final results.

3.4 NAS-Based Similarity Fusion Neural Network Automatic Design Framework

We introduced a neural network approach to achieve similarity fusion to address the lim-
itations imposed by linear weighted averaging methods. The deep learning model can
automatically learn useful features, moving away from the reliance on feature engineer-
ing. It achieves results beyond other algorithms on tasks such as images and speech [25].
Its effectiveness is due in large part to the emergence of new neural network structures.

In this paper,we design aNAS framework that can achieve similarity fusion and name
it SF-NAS (Similarity Fusion NAS) framework. The network generated based on this



An Automatic Design Method of Similarity Fusion Neural Network 357

framework is SF-NASNet, which is able to unify English name similarity, Chinese name
similarity, description similarity, and fields similarity fusion into a unified similarity
matrix.Wename it SF-NASNet similaritymatrix.AsFig. 4 shows the calculationprocess
of similarity fusion by the SF-NAS framework. The specific design of the SF-NAS
framework is described in detail next.

Fig. 4. Calculation flow of similarity fusion by SF-NAS framework

3.4.1 Search Space Design of SF-NAS Frame

Similarity Fusion Neural Network mainly consists of three parts: layer neural network,
activation function, and Dropout layer. Meanwhile, in order to achieve the function of
weight sharing, we design each part of the search unit to correspond to a dictionary to
store the parameters obtained so far by its training after selection by the controller. All
cells in the search space form a supernet, which we can view as a directed acyclic graph
(DAG), where nodes can be viewed as pre-set search cells and edges can be viewed as
the flow of information predicted by the controller.

3.4.2 Search Controller Design for SF-NAS Frame

In order to realize the automated design and construction of the Similarity Fusion Neural
Network, the design of the controller is particularly important. In the SF-NAS frame,
the search controller is designed based on a recurrent neural network, where we use the
LSTM algorithm [26] for the recurrent neural network. As shown in Fig. 5, the search
controller design for the NAS frame is shown.

Fig. 5. Search controller design for SF-NAS frame
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3.4.3 Training and Network Generation Steps of SF-NAS Frame

Next, the training and network generation steps about the SF-NAS frame will be intro-
duced. For the overall SF-NAS frame, the overall module composition and training steps
are shown in Fig. 6:

Fig. 6. Module composition and training steps of the overall SF-NAS frame

In the first step, a sequence of modules of sub-networks is predicted based on the
LSTM recurrent neural network. In the early stage of network generation, the prediction
results of each module are randomly initialized, and a Sequential neural network of
length 8 is generated based on this setting.

In the second step, the neural network is trained for this through-order generation,
the training data are four similarity matrices, and the output is the fused similarity
matrix. Also, the training is based on a binary cross-entropy loss function for gradient
descent backpropagation, which predicts that each position of the fused matrix can be
considered as a binary classification problem. Then the first step is repeated according
to the Controller Training Epoch Numbers set in advance. Repeatedly train Subnet and
controller until convergence.

In the third step, after completing the Controller Train step, the final network is
called SF-NAS Net [26]. We need to perform the final Fine-tuning according to the final
Fine-tuning epoch set for the final training of the overall network for the dataset.

3.5 Parameter Optimization of SF-NAS Frame

3.5.1 Training Weights Share Subnet’s Parameters

In this section, we first fix the controller’s policy π(m; θ), and for the parameter opti-
mization of Subnet, we choose to perform SGD stochastic gradient descent [27, 28]
on the cross-entropy loss function. Where the cross-entropy loss function we label as
L(m;ω), the gradient we use the Monte Carlo approximation estimation (Monte Carlo)
estimate [29–31].

∇ωEm∼π(m;θ)[L(m;ω)] ≈ 1

M

M∑

i=1

∇ωL(mi, ω) (1)
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Where M represents the number of subnetworks sampled at one time and mi =
π(m; θ) represents the number of subnetworks sampled by mi. Finally, we save the
trained ω as values in the subnetwork dictionary.

3.5.2 Training Controller Policy Parameters

In this section, we fix the Subnet parameter ω and update the policy parameter θ at the
same time to maximize the desired reward.

Em∼π(m;θ)[R(m,ω)] (2)

Adam optimizer, for which the gradient is computed using REINFORCE, with a
moving average baseline to reduce variance.

We need to note that the reward function R(m, ω) is computed on the validation
set, allowing the SF-NAS frame to choose the parameters that best fit the validation set
rather than overfitting on the training set.

4 Experiments

4.1 Experimental Results of Similarity Fusion Based on the Linear Weighted
Average

This part of the experiment focuses on the four similarities of English name similarity,
Chinese name similarity, description similarity, and fields similarity, which are fused into
a unified similarity matrix by using a linear weighted average method. The hit accuracy
is calculated based on this fused similarity matrix. The parameter matrix with the highest
accuracy in the mission is finally found as the final parameter.

(1) Experimental results of rough tuning stage:
Images are plotted for the accuracy of the different parameter matrices during

the fixed step descent. As can be seen from the images, the parametermatrix interval
that makes the highest model accuracy lies around [0.05, 0.2, 0.25, 0.5]. The highest
standard table entitymatching hit accuracywith the physicalmodel entity is 83.89%
(Fig. 7).

Fig. 7. Schematic diagram of the experimental results of the rough tuning stage
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(2) Fine-tuning stage experimental results:
Reinitialize the parameter matrix to [0.05, 0.2, 0.25, 0.5]. Adjust the learning

rate to 0.01 to continue the fine-tuning phase of training (Fig. 8).

Fig. 8. Schematic diagram of the experimental results of the fine-tuning stage

The accuracy of different parameter matrices for the fine-tuning step descent
process is plotted. The images show that the parameter matrices that make the
highest model accuracy are [0.05, 0.20, 0.24, 0.51]. The highest standard table
entity matching hit accuracy with the physical model entity is 86.35%.

4.2 Experimental Results of Similarity Fusion Based on SF-NAS Net

This part of the experiment focuses on four similarities, namely English name similarity,
Chinese name similarity, description similarity, and fields similarity, which are fused into
a unified similarity matrix using SF-NAS Net. The hit accuracy is calculated based on
this fused similarity matrix (Tables 1 and 2).

Table 1. Subnet module setting specific type and content

Module type Specific values

Layer neural network Number of layer neurons: [2, 4, 8, 16, 32, 64, 128]

Activation function Activation function type: [sigmoid, tanh, ReLU, ELU]

Dropout layer Dropout rate: [0.2]

We can find some interesting phenomena through observation. The Subnet module
predicts almost randomly in the early stage, and the effect is not very good. For example,
two random dropouts appear, which have a great impact on the similarity. As the neural
network continues to train deeper and deeper, learning to add dropout after more neurons
can effectively improve the accuracy of the model. Another example is learning to get
tend to add a wider neural network in the middle layer is beneficial to the training of the
model, a lot of use of relu activation function, and so on.
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Table 2. Experimental results of similarity fusion based on SF-NAS Net

Controller epoch Neural network structure Accuracy on SG-CIM

1 (128, ‘sigmoid’), (4, ‘sigmoid’), (dropout), (128,
‘relu’), (8, ‘tanh’), (16, ‘sigmoid’), (dropout), (1,
‘sigmoid’)

45.41%

2 (32, ‘sigmoid’), (4, ‘relu’), (32, ‘elu’), (128,
‘relu’), (dropout), (8, ‘sigmoid’), (16, ‘elu’), (1,
‘sigmoid’)

65.32%

5 (4, ‘elu’), (16, ‘relu’), (32, ‘elu’), (64, ‘relu’),
(128, ‘sigmoid’), (dropout), (64, ‘elu’), (1,
‘sigmoid’)

81.67%

10 (2, ‘elu’), (16, ‘relu’), (32, ‘relu’), (128,
‘sigmoid’), (dropout), (64, ‘relu’), (8, ‘elu’), (1,
‘sigmoid’)

90.41%

5 Conclusion

In order to accomplish the task of alignmentmatching between physicalmodel tables and
standard tables in SG-CIM 4.0, this paper proposed a new method to compute multiple
similarity matrices between physical tables and standard tables in an impermissible
manner and provides an automated fusion neural network based on Neural Architecture
Search design scheme based on Neural Architecture Search. An automatically designed
fusion neural network achieves the effective fusion between several different similarity
matrices mentioned above. The scheme substantially improves the alignment effect and
matching accuracy between physical and standard table entities based on this similarity
fusion matrix. The solution improves the alignment matching process between physical
and standard tables and introduces an automatic design fusion neural network method
based onmultiple similarity matrix. It helps to improve the intelligence of State Grid and
realize the unification of physical model tables and data standard tables in SG-CIM4.0.
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Grid Corporation of China under Grant No.: 5211DS21000T.
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Abstract. In recent years, Named Data Networking (NDN) has become a hot
topic of research as an emerging network architecture. In particular, the security of
NDN has received widespread attention, because NDN networks could resist most
of the denial-of-service attacks under the current TCP/IP architecture. However,
with the continuous evolution of attack models, the security of NDN networks has
been greatly threatened. At present, a new type of attack I-CIFA poses a threat to
NDN network. This paper proposes new detection features and sets up sample sets
with different detection granularity to improve detection accuracy. And combine
Random Forest algorithm for real-time detection of I-CIFA attacks. Experiments
show that the scheme could detect I-CIFA attacks more rapidly and has a higher
detection rate than other detection schemes. The experiment result show that the
detection performance of this scheme is better than other schemes. The detection
probability is 97.5%, false negative probability is 1.2% and the error rate is 3.0%.

Keywords: Named Data Networking · Collusive interest flooding attack ·
Random Forest algorithm

1 Introduction

With the development of computer and networks, security and privacy [1–3] protection
become a critical issue in various applications [4, 5].Named data networking (NDN) [6]
is an Information Centric Networking (ICN) implementation scheme, which retains the
thin waist architecture of TCP/IP and ensures that each routing node can transmit infor-
mation securely and efficiently with diverse and flexible routing strategies. Each NDN
routing node includes three modules: Content Store (CS), Pending Interest Table (PIT)
and Forwarding Information Base (FIB). This data structure, combined with the unique
“flow balancing” mechanism of the NDN network, is resistant to most of theDistributed
Denial of Service (DDoS) attacks that occur under the current TCP/IP architecture.

In recent years, with the continuous optimization of attack forms against NDN net-
work, the security of NDN environment has been greatly threatened. Flood of Interest
Attack (IFA) [7] has the most serious impact on the network environment due to its
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high packet transmission rate, but it is easy to be detected. CIFA [8] attack is based on
the Low-rate Denial of Service (LDoS) in the traditional TCP/IP network structure [9,
10]. Its low rate and high concealment make it difficult to detect hidden malicious traffic
among a large number of legitimate traffic. As the initiator of CIFA attack does not know
the actual PIT capacity of downstream routing node Ra, the size of attack traffic cannot
be determined, which reduces the effectiveness of the attack.

By analyzing the shortcomings of existingCIFA attacks, an improvedCIFA (I-CIFA)
attack method was proposed [11]. The added detection method can better detect the PIT
capacity of downstream bottleneck routing nodes and reduce the attack cost of attackers.
By improving the packet sending mode of an attacker, the cooperation between attackers
can be improved, thus increasing the impact range and effectiveness of attacks on the
network topology.

Based on the traffic impact of I-CIFA attacks on the network, this paper proposes
two new features to improve the detection of such attacks and combines Random Forest
algorithm to determine the security state of the network by real-time detection of various
detection indicators of routing nodes through machine learning. The experiment results
show that the scheme has a high detection rate against I-CIFA attack.

The remaining part of the paper is organized as follows. The current research status
of NDN network security is summarized. Then, the scheme based on random forest
algorithm for detecting I-CIFA is proposed in Sect. 3. In Sect. 4, the experiments verify
that the scheme has the better detection effect than other existing schemes. In the end,
this article discusses and summarizes the detection schemes such attacks in the future.

2 Related Works

To further the development of new network architectures, many researchers have shown
great interest in the security of NDN networks. To reduce the impact of DDoS on NDN,
researchers have proposed many feasible detection and mitigation schemes.

Gasti et al. [12] proposed Interest Flooding Attacks against PIT and proposed cor-
responding countermeasure strategies but did not provide a corresponding assessment
of its performance. Alexander et al. [7] proposed satisfaction-based defense scheme for
resisting IFA attacks. Experimental simulations showed that this scheme has the ability
to mitigate the impact of CIFA attacks. Dai et al. [13] evaluated the danger of IFA and
proposed the interest packet backtracking method. This scheme determines whether the
network is under attack by detecting the number of PIT entries. The drawback to this
method is that it might misconstrue a sudden increase in legitimate interest packets in
a short period of time as an attack, and cause damage to legitimate users. Xin et al.
[14] proposed a detection scheme based on accumulated entropy for interest flooding
packets and proposed a method for identifying malicious prefixes through the theory of
relative entropy. The idea of this method is novel, but the detection is time-consuming,
which affects the detection performance. Lou et al. [15] proposed a detection and defense
mechanism for IFA based on the Gini coefficient, which used Gini impurity to measure
the dispersion of the interest packets’ names requested in NDN routers. Hani et al. [16]
proposed a central control framework called Common that exploits the topology feature.
The Common framework designates certain nodes in the topology as routing nodes for
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content monitoring and forces most traffic to pass through these nodes. However, the
location of a particular router usually cannot be changed. In the real world, the status
of the network is constantly changing, which exposes the limitations of the framework.
Jing et al. [17] proposed an isolation forest (iForest) based IFA detection mechanism and
provided a countermeasure. Simulation results show that the proposed mechanism can
effectively increase the number of data packets received by consumers, thus mitigating
IFA attack.

Alberto et al. [18] proposed a mitigation strategy called Poseidon, whose goal is to
identify anomalous traffic due to IFA attacks on a specific interface and mitigate their
impact.However, thismethod relies onmutual collaboration among routing nodes,which
may lead to complete failure if an attacker maliciously coerces a routing node. Guang
et al. [19] proposed a mechanism to detect the sophisticated IFA from the network-
wide view. The experimental results validated that our mechanism can timely detect and
mitigate the sophisticated IFAwithout throttling requests from legitimate consumers.We
have studied the detection method in the early stage. By analyzing the impact of CIFA
attacks on network traffic and related attributes of PIT entries, the detection scheme
based on combination of rolling time window algorithm and confidence interval was
proposed [20].

Most existing detection schemes in the NDNnetwork have one or all of the following
three drawbacks.

(1) In the specific detection algorithm, the importance of the selected features is not
verified.

(2) Existing detection schemes, due to their own limitations, mostly judge the sta-
tus of the network by a small number of detection features, which causes high
misjudgment rate and omission rate in the face of complex network attacks.

To solve the abovementioned problems, this paper proposes a detection scheme
for I-CIFA attacks based on deep learning. We establish a sample set by extracting
detection features of different granularity on key routing nodes and finally incorporate a
Random Forest algorithm to detect I-CIFA attacks in real time. This paper clarifies the
nodes of feature extraction, demonstrates the reliability of the proposed method through
experiments. Finally, experiments demonstrate that the scheme has a precision and a low
error rate. By classify a large amount of network traffic in the NDN network using deep
learning, the status of the network can be detected in time.

3 Proposed Method

3.1 New Network Features

The method of network feature extraction is often used for network anomaly detection.
It can reflect the network behavior by extracting the dynamic characteristics of the
features and enhances network security in attack detection and access control. Additional
periodic malicious traffic could severely impact network performance and significantly
destabilize the network.This suggests that network traffic is a good indicator for assessing
the state of the network. For example, throughput, satisfaction of interest packets and



A Detection Method for I-CIFA Attack in NDN Network 367

other indicators have been used as important network indicators to judge the state of
the network [7, 8]. When malicious network traffic is injected into an NDN network,
these network indicators will change to different degrees. In this paper, we analyze the
characteristics of network traffic in the normal network status and use detection features
with different detection granularities for more accurate detection of CIFA-type attacks.
The network features selected in this paper are shown in Table 1.

Table 1. The extracted detection features and their meanings

Detect feature Character description

T i
j LifeTime In each sampling period τ , the average existence time of the PIT

entries generated from the incoming interest packets from ith
interfaces of the jth routing node is recorded

CSij the numbers of entry In each sampling period τ , the number of items in CS increases
when the incoming interest packets from the ith interface of the
jth routing node pass through the routing node in real time

Numi
j in-interest In each sampling period τ, the number of interest packets

incoming from ith interfaces of the jth routing node is recorded

Numi
j out-interest In each sampling period τ, the number of interest packets

outgoing from ith interfaces of the jth routing node is recorded

Numi
j in-data In each sampling period τ , the number of incoming packets from

ith interfaces of the jth routing node is recorded

Numi
j out-data In each sampling period τ , the number of packets outgoing from

ith interfaces of the jth routing node is recorded

We extract the above network features according to the negative effects of CIFA-
type attacks on the network, where T i

j LifeTime, CS
i
j the numbers of entry are feature

extraction for different functions of different modules within the routing nodes, which
are coarse-grained detection features. The calculation method is:

T i
j LifeTime =

Existence time of each PIT entry during the sampling cycle

Number of PIT entries generated by route node j during the sampling cycle
(1)

CSij the number of entry =Number of CS entries generated during the (i + 1)th sampling cycle

− number of CS entries generated during the ith sampling cycle (2)

Numi
j in-interest, Num

i
j out-interest, Num

i
j in-data, Num

i
j out-data are the statistics

of the forwarding of interest packets and data packets for different interfaces of the
routing nodes in the sampling interval. They are a type of fine-grained detection feature.
Such detection features are collected through the tracer file designed in the ndnSIM
experimental platform, and the collection module is ndn::L3RaterTracer. This module
counts the data of InInterests, OutInterests, InData, and OutData of each interface on
the routing nodes in the network topology in real time.
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3.2 Detection Model

The Random Forests (RF) algorithm is a classification and prediction algorithm pro-
posed by Breiman [21], which improves the prediction accuracy without significantly
increasing the amount of computation. This section selects network characteristics based
on the adverse impact of I-CIFA attacks on the network. The random forest model is
established by establishing sample training set for anomaly detection.

m samples

Sampling with 
replacement

m samples m samples m samples

Sample set

……

 Learning
tree 

Strong learning

Output

Fig. 1. Flowchart for random forest establishment process

The flowchart for its process is shown in Fig. 1, in which m samples are randomly
selected from the sample set. Then a randomly selected indefinite number of detection
features from multiple detection features are used to build independent decision trees.

The pseudocode of the random forest algorithm training process on a training set is
shown in Table 2.

3.3 Evaluation Indicators

We evaluate the detection model of random forest through confusion matrix, also known
as error matrix, which is a standard format for precision evaluation and mainly includes
four cases: true positive case, false positive case, true negative case and false negative
case. Let TP, FP, TN and FN respectively denote the number of corresponding sam-
ples. TP represents the rational behavior marked correctly, FP represents the rational
behavior marked incorrectly, TN represents the irrational behavior marked correctly, and
FN represents the irrational behavior marked incorrectly. The evaluation indicators we
choose is detection probability, false negative probability and false positive probability.
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Table 2. The process of random forest algorithm

Algorithm: Random forest algorithm

Input: Training set D: a set of d training tuples;
k The number of models of classification decision tree;
G Gini coefficient or information entropy algorithm
X test set sample
N leaf node contained amount of data
nmin Minimum amount of data contained in a leaf node

Output: Random forest model constituted by classification decision tree 1{ }k
bT

The B classification decision tree is ( )bC x
Process

1. For i=1 to k
2.   The sample size of Bootstrap sample Z* obtained from the random repeated sampling 

of the original training data D is d;
3.   Parameter optimization;
4.   While n != nmin do
5.   Repeat the following steps recursively for each end node of the decision tree with

sample Z*;
6.  Randomly select m features from Z features;
7.   Select the optimal feature from m according to G;
8.   Divide the node into two child nodes;
9.   End While;
10. End For
11. Generate random forest 1{ }k

bT ;
12. Test set sample x as input value;

13. Determine the network status as 1( )  { ( )}
k k
rf bC x majority vote C x ;

4 Experiment and Verification

4.1 Experimental Environment

The ndnSIM 1.0 platform implements the NDN protocol stack of the NS-3 network
(http://www.nsnam.org/) [9], which can simulate and run various network topologies
and scenarios. The large-scale network topology is more in line with the actual net-
work environment, so we conduct an experimental simulation under an internet service
provider (ISP)-like topology. Spring et al. [22] used Rocketfuel to collect maps from 10
ISPs and published them to the community. These 10 ISPs were implemented by NDN
developers in ndnSIM.

Due to the different locations of each routing node, the selected network parameters
have different ranges of values, which can simulate the network environment more
realistically. The experimental parameters of the specific network topology are shown
in Table 3.

The other important experiment parament we set include Packet size (1100 Bytes),
the lifetime of the PIT entry (5 s), package rate for legitimate users (20/s), the simulation

http://www.nsnam.org/
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Table 3. Network parameter

Link type Network delay Bandwidth

Backbone node - Backbone node 5–10 ms 40–100 Mbps

Gateway Node - Backbone node
Gateway Node - Gateway node

5–10 ms 10–20 Mbps

User node - Gateway node 10–70 ms 1–3 Mbps

time CS capacity (300000), the size of attack samples (400), the size of legal samples
(800), etc.

4.2 Performance Evaluation

In this paper, when an attack occurs, routing nodes at different locations in the network
topology are classified considering the degree of influence of attack on different nodes
and the importance of detection. Finally, the changes of detection features on different
nodes are verified. The classification standard is that routing nodes with 1-hop distance
from the producer are classified as type A; routing nodes with 2-hop distance are classi-
fied as type B and the rest are classified into class C. When an I-CIFA attack occurs, the
collusive interest packets are injected into the network. The features selected in this paper
(existence time of PIT entries, cache changes of CS table) will significantly change. The
variation in the existence time of PIT entries is shown in Fig. 2.

Fig. 2. Average existence time of PIT entries of routing nodes

The existence times of PIT entries in the three types of network nodes are counted
separately in this paper. Under normal circumstances, legitimate interest packets could
be replied to quickly by legitimate producers, and the PIT in the three types of routing
nodes would have a shorter existence time. When an I-CIFA attack occurs, the existence
time of the PIT entries in the routing nodes is prolonged because the PIT entries generated
by collusive interest packets experience a delay in the replies by the collusive producers.
Under normal circumstances, the network traffic tends to have a stable value. However,
when a I-CIFA attack occurs, the subsequent packet cache is further unbalanced because
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the PIT entries corresponding to the collusive interest packets intermittently stay among
the bottleneck routing nodes. The results are shown in Fig. 3.

Fig. 3. Changes in CS cache entries of routing nodes

In the normal network states, the variation in the growth of the cache of the routing
nodes at each level tends to have a stable value. Since the downstream bottleneck routing
node will receive interest packets sent by multiple users from upstream. We assume that
the cache of the CS table is large enough, the closer the downstream routing node, the
faster the growth rate of the local cache. When the I-CIFA attack occurs, the network
traffic balance is broken. This further results in the CS table not caching the data packet,
that is, the number of CS entries does not grow from 0 to 6 s, as shown in Fig. 3.

Table 4. Comparison of detection schemes

Detection algorithm Detection probability False negative
probability

False positive
probability

Detection scheme in this
paper

97.5% 1.2% 3.0%

Detection scheme based
on rolling time window
and confidence interval
[20]

91.9% 4.0% 9.0%

Detection scheme based
on wavelet analysis [8]

82.6% 9.3% 12%

Finally, the detection model was compared with the existing detection scheme. The
comparison results are shown in Table 4. In large network topologies, the detection
scheme proposed in this paper outperforms existing detection schemes against CIFA
attacks. It has a higher precision rate and a lower error rate, mainly because this scheme
solves the problem of detection scheme based on wavelet analysis having fewer nodes.
Different from detection scheme based on rolling time window and confidence interval,
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this scheme extracts detection features of different granularity and combines machine
learning algorithm, which saves time and improves the detection performance.

5 Conclusion

In this paper, we proposed a detection method based on random forest model for I-CIFA
attack in NDN network. On the basis of network simulation, we extracted detection
features of different granularity and create data sets. Then the random forest detection
modelwas used to detect the network state, and the detection performance is improved by
machine learning model. This paper focused on the accurate detection of I-CIFA attacks
in NDN, and proposed a random forest model-based detection method of DDoS attacks
inNDN. Simulation results show that the detection scheme can distinguish normal traffic
from attack traffic more accurately. In addition, compared with other detection schemes,
the random forest-based I-CIFA detection model had higher accuracy and lower error
rate.

Acknowledgment. This work was supported in part by the National Natural Science Foundation
of China (No. 62172418,No.U1933108,No. 61802276), the ScientificResearch Project of Tianjin
Municipal Education Commission (No. 2019KJ117) and the Fundamental Research Funds for the
Central Universities of CAUC (No. 3122020076).

References

1. Zhang, Z.,Wu, J., et al.: JammingACK attack towireless networks and amitigation approach.
In: IEEE GLOBECOM Conference, pp. 1–5 (2008)

2. Thakur, K., Qiu, M., Gai, K., Ali, M.: An investigation on cyber security threats and security
models. In: IEEE CSCloud (2015)

3. Qiu, H., Qiu, M., Memmi, G., Ming, Z., Liu, M.: A dynamic scalable blockchain based
communication architecture for IoT. In: Qiu, M. (ed.) SmartBlock 2018. LNCS, vol. 11373,
pp. 159–166. Springer, Cham (2018). https://doi.org/10.1007/978-3-030-05764-0_17

4. Gai, K., Qiu, M., Sun, X., Zhao, H.: Security and privacy issues: a survey on FinTech. In:
Qiu, M. (ed.) Smart Computing and Communication, pp. 236–247. Springer, Cham (2017).
https://doi.org/10.1007/978-3-319-52015-5_24

5. Gai, K., Qiu, M., Elnagdy, S.: A novel secure big data cyber incident analytics framework for
cloud-based cybersecurity insurance. In: IEEE BigDataSecurity (2016)

6. Matthew, S., et al.: Named data networking. Int. J. Eng. Res 6(7), 371–372 (2017)
7. Alexander, A., et al.: Interest flooding attack and countermeasures in named data networking.

In: IFIP Networking Conference, pp. 1–9. IEEE (2013)
8. Xin, Y., et al.: Detection of collusive interest flooding attacks in named data networking

using wavelet analysis. In: 2017 IEEE Military Communications Conference (MILCOM),
pp. 557–562. IEEE (2017)

9. Dan, T., et al.: MF-Adaboost: LDoS attack detection based on multi-features and improved
Adaboost. Futur. Gener. Comput. Syst. 106, 347–359 (2020)

10. Ye, F., et al.: FR-RED: fractal residual based real-time detection of the LDoS attack. IEEE
Trans. Reliab. 70, 1–15 (2020)

11. Wu,Z., et al.: I-CIFA: an improved collusive interest flooding attack in nameddata networking.
J. Inf. Secur. Appl. 61, 102912 (2021)

https://doi.org/10.1007/978-3-030-05764-0_17
https://doi.org/10.1007/978-3-319-52015-5_24


A Detection Method for I-CIFA Attack in NDN Network 373

12. Gasti, P., et al.: DoS & DDoS in named-data networking. In: 2013 IEEE Conference on
Computer Communication and Networks (ICCCN), pp. 1–7. IEEE (2013)

13. Dai, H., et al.: Mitigate DDoS attacks in NDN by interest traceback. In: 2013 IEEE Confer-
ence on Computer Communications Workshops (INFOCOMWKSHPS), pp. 381–386. IEEE
(2013)

14. Xin, Y., et al.: A novel interest flooding attacks detection and countermeasure scheme in
NDN. In: 2016 IEEE Global Communications Conference, pp. 1–7. IEEE (2016)

15. Zhi, T., Luo, H., Liu, Y.: AGini impurity-based interest flooding attack defence mechanism in
NDN. IEEE Commun. Lett. 22(3), 538–541 (2018). https://doi.org/10.1109/LCOMM.2018.
2789896

16. Hani, S., et al.: Lightweight coordinated defence against interest flooding attacks in NDN. In:
2015 IEEE Conference on Computer Communications Workshops (INFOCOMWorkshops),
pp. 103–104. IEEE (2015)

17. Jing, C., et al.: Isolation forest based interest flooding at-tack detection mechanism in NDN.
In: 2019 2nd International Conference on Hot Information-Centric Networking (HotICN),
pp. 58–62 (2019)

18. Alberto, C., et al.: Poseidon: mitigating interest flooding DDoS attacks in named data net-
working. In: 38th Annual IEEE Conference on Local Computer Networks, Sydney, Australia,
October 2013, pp. 630–638. IEEE (2013)

19. Guang, C., et al.: Detecting and mitigating a sophisticated interest flooding attack in NDN
from the network-wide view. In: 2019 IEEE First International Workshop on Network Meets
Intelligent Computations (NMIC), pp. 7–9. IEEE (2019)

20. Wu, Z., et al.: Mitigation measures of collusive interest flooding attacks in named data
networking. Comput. Secur. 97, 101971 (2020)

21. Leo, B.: Random Forests. Mach. Learn. 45(1), 5–32 (2001)
22. Neil, S., et al.: Measuring ISP Topologies with Rocketfuel. CCR (2002)

https://doi.org/10.1109/LCOMM.2018.2789896


InterGridSim: A Broker-Overlay Based
Inter-Grid Simulator

Abdulrahman Azab(B)

Division of Research Computing, University Center for Information Technology,
University of Oslo, Oslo, Norway

azab@uio.no

Abstract. Large scale Grid computing systems are often organized as
an inter-Grid architecture, where multiple Grid domains are intercon-
nected through their local broker. In this context, the main challenge is
to devise appropriate job scheduling policies that can satisfy goals such
as global load balancing together with maintaining the local policies of
the different Grids. This paper presents InterGridSim, a simulator for
scalable resource discovery and job scheduling technique in broker based
interconnected Grid domains. Inter-Grid scheduling decisions are han-
dled jointly by brokers in a broker overlay network. A Broker periodically
exchanges its local domain’s resource information with its neighboring
brokers. InterGridSim offers several network structures and workload
allocation techniques for Tier-1 and Tier-0 networks and large workload
capacity. The paper presents sample simulations for throughput, utilisa-
tion, and load balancing in a network of 512 brokers and 50k nodes.

1 Introduction

Grid computing is based on coordinated resource sharing in a dynamic environ-
ment of multi-institutional virtual organizations, VOs [1]. The target of com-
putational Grid, which is our main focus, is to aggregate many Grid compute
resources as one powerful unit on which computational intensive applications
can run and produce results with low latency. Computational Grid Model is
mainly composed of three components: (i) worker/ executor, to which compu-
tational jobs are submitted and where they are executed, (ii) client/ user, from
which jobs are submitted and by which the Grid is consumed, and (iii) broker/
scheduler, which is responsible of allocating submitted jobs by clients to suitable
workers [2]. The InterGrid concept [3] has been evolved due to the dramatic
increase in the resource demands of Grid application together with the submis-
sion rate. The idea of resource sharing between different domains is already in
use in the network level and known as peering [4–6]. The interconnection of Grid
domains may be implemented in one of three levels:

Client level where the client/user machine can have access to multiple Grid
domains using associated access rights [7,8]. This can be implemented either by
granting multiple access rights to each Grid client [7], or by installing multiple
Grid clients on the same user machine to access multiple domains with different
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Qiu et al. (Eds.): SmartCom 2021, LNCS 13202, pp. 374–383, 2022.
https://doi.org/10.1007/978-3-030-97774-0_34
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architectures [8]. This alternative is not scalable, since it is not applicable to
grant access to hundreds of domains to thousands of clients which may result in
a massive number of contentions.

Worker level where worker/executer nodes could have the task executors
of multiple Grid domains installed so that it become available for submission
requests from either of those domains [9]. Based on our experience [10], this
alternative would negatively influence the capacity of the worker machine which
would in turn have a negative result on the resource capacity in each of the
interconnected domains.

Broker level where the interconnection is to be carried out through Local
Resource Brokers, LRB. Two methodologies have been implemented in this direc-
tion: (i) Central meta-scheduler, and (ii) Grid federation. The role of a central
meta-scheduler [11] to manage and control the interGrid submission requests
allocating each to a LRB with matching resource requirements on its domain.
This methodology is implemented by Condor-G [12] where the Condor-G meta-
scheduler can exchange submission requests between Condor pools and Globus
VOs. A similar mechanism is implemented by Nimrod-G [13]. This method-
ology suffers from the centralization problem where the meta-scheduler may
be overloaded with inter-Grid requests, in addition to single point of failure.
Grid federation is to establish the interconnection between LRBs in an overlay,
giving equal rights to all connected brokers to participate in the interconnec-
tion task allocation decision. Such a federation of Grid domains [3] would avoid
the limitations of the central meta-scheduler methodology. This methodology is
implemented in condor-flock-p2p [14] through the establishment of a pastry [15]
based p2p overlay between brokers. A little different mechanism is adopted by
the InterGrid project [3,16] where LRBs are responsible only for local brokering
while the interconnection and management of interGrid submission requests are
carried out by fixing a dedicated gateway in each domain.

This paper presents InterGridSim [17], a simulator for Inter-Grid resource
management. Different techniques can be implemented in InterGridSim from
fully centralised to peer-to-peer. The main technique promoted in InterGrid-
Sim is Slick [18–20] which is built on a hybrid peer-to-peer overlay network [21].
Slick aims at reducing the overall complexity of the system, enabling transpar-
ent access to regular participants, while ensuring efficient resource utilization,
load balancing and failure handling. The underlying idea of the architecture is
that each participating node may offer or claim computational resources as neces-
sary for their application. This technique is suitable for interconnected domains,
each with one broker node responsible for local resource management within its
virtual organization. The broker receives requests for resources from participat-
ing nodes, compare the requirements in each request with available resources at
nodes in the network, and forwards the requests to suitable nodes. Each node
interacts only with its attached broker, and both regular node and broker fail-
ures are handled. Brokers associated with the different domains take part in an
overlay network of brokers that are responsible for global resource management
and task deployment throughout the network.
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InterGridSim has been implemented in the PeerSim simulation environ-
ment [22], and has been evaluated experimentally for various load conditions,
network sizes, and topologies. The results show that the architecture is able
to allocate compute tasks quickly and efficiently for different broker overlay
topologies.

2 The Inter-grid Architecture

The Inter-Grid architecture in InterGridSim is based on global resource shar-
ing and collaboration of Grid domains. Each domain consists of one domain
controller (i.e. Broker), and a collection of regular nodes. Components of the
grid system are:

Job in InterGridSim refers to a computational job. It has five execution param-
eters: 1) Required CPU, the computational power required for running the job.
2) Required Memory, the memory size required for running the job. 3) Expira-
tion Time, the amount of time to wait for allocation. 4) Creation Time, the time
at which the job is created for allocation. 5) Allocation attempts, the maximum
number of attempts to deploy the job before it is expired.
Regular node refers to each non-broker node in the Grid. Each regular node can
be a member of one domain, and can submit and/or run a job. A regular node is
also responsible for periodically sending information about the current available
resource state of the node to its broker. Each regular node has two resource
parameters: 1) Available CPU, which refers to the available computational power
in the node, and 2) Available Memory space. Regular is equivalent to Peer in
HIMAN, which contains two components: Worker (W), which is responsible for
task execution, and Client (C), which is responsible for task submission [23,24].
Broker is a node which works as a domain controller, can also work as a regular
node in case of lack of available regular nodes. It is responsible for: 1) Allocating
jobs to suitable nodes. A suitable node for a job is elected by performing a
matchmaking process between the job requirements and the available resources
of attached Grid nodes [2]. 2) Storing the current resource state for local nodes
(i.e. in the same domain) as well as global nodes (i.e. in other domains).
Grid Domain (Virtual Organization) is an overlay of nodes, which can be allo-
cated in different regions and be members of several organizations. Each domain
is composed of one broker and regular nodes and is structured as a star logical
topology, so that; communication is between the broker and regular nodes. There
is no direct communication between regular nodes within the same domain.
Broker overlay is a network of brokers through which communication and data
exchange between different Grid domains is performed.

InterGridSim simulates resource discovery and global job scheduling for
interconnected Grid domains. InterGridSim supports several architecture of
the broker overlay. One is structured-p2p [15] that each broker has a nodeID and
a routing table, and the routing table of each broker is filled with nodeIDs of
brokers which share different prefixes with the current broker’s nodeID. Another



InterGridSim 377

example is gossip [25] where each broker has a set of neighbors, and resource
information is distributed through periodically exchanging data with a neighbor
broker. Slick, implements the first architecture where each broker must be
holding a routing table in which the addresses of its neighboring brokers are
stored. InterGridSim gateway broker is designed to work on the top of the
local broker of the Grid domain as three layers architecture. The different layers
and components of Slick are described in the main Slick paper [18].

Fault Tolerance: InterGridSim mainly manages Broker failures, where worker
and client failures are managed internally by the broker in each Grid domain.
Each regular node has direct communication with its broker. Periodically, each
node sends its resource information to the broker to update its associated
resource-information record to the current state. Each node holds a list of infor-
mation about all existing brokers in the broker overlay. This information is
retrieved and updated periodically from its local broker. A regular detects its
local broker failure when it attempts to send its resource information to the
broker. In case of broker failure, all regular nodes in the domain are detached
from the Grid, and each node sends a membership request to the first broker in
the list. If the request is granted, the regular node sets the new broker as the
attached broker; otherwise the request is repeated to the next broker in the list.

3 Simulation Model

InterGridSim is designed using PeerSim [22]; a Java-based simulation-engine
designed to help protocol designers in simulating their P2P protocols. The simu-
lation model is based on cycle-based simulation. Input parameters for the simula-
tion engine are read from a configuration text file. In cycle-based simulation, each
simulation cycle is considered as one time unit. Four main Interfaces are used:
Node, Linkable, CDProtocol, and Control. The overlay network is a collection
of Node objects. Before starting simulation, a collection of Initializer objects,
specified in the configuration file, are created and execute initialization functions.
All Initializer objects must implement Control Interface This initialization
process includes constructing the network by connecting Node objects together
based on the specified topology. Pointers to all neighboring nodes are stored in
a Linkable Protocol object attached to each Node object. Any other initial-
izations can be included. The default Linkable Protocol is the IdleProtocol.
Each node object is attached to a collection of CDProtocol (i.e. cycle driven pro-
tocol) objects. Each CDProtocol object is responsible for simulating one commu-
nication protocol in the attached node with identical objects in other nodes. This
is carried out by calling a nextCycle() method in each CDProtocol object by the
simulation engine each simulation cycle. Each simulation cycle, the simulation
engine calls a collection of execute() methods in Control objects. Control
objects are created to carry out all control operations needed for the simula-
tion, including modification of simulation parameters. Another role of Control



378 A. Azab

objects is the observation and recording of data related to simulation environ-
ment state each simulation cycle. All Control objects must implement Control
Interface.

In this model, a GridNode class implements the Node Interface is built.
GridDeployer, and GridFailureControl class objects are included as a
Control object for performing job deployment and failure handling. Three CD
Protocols as CDProtocol classes are built:

Grid CD Protocol. This protocol is included in each regular node and responsible
for communicating with the attached broker and sends the resource information
each simulation cycle.

Deployment Protocol. This protocol is included in each regular node. It is respon-
sible for responding to the deployment requests from the broker by one of two
responses: Deployed, if the job deployment is successful, and Failed, if the local
resources are not enough for deploying the job.

Grid Broker Protocol. This protocol is included in broker nodes and responsible
for: 1) Receiving jobs from the job deployer and append them to the job queue.
2) Receiving resource information from attached regular nodes and replaces the
current stored blocks in the resource information data set with the new ones. 3)
Picking one job each cycle from the job queue and invoking the job deployment
algorithm. 4) Exchanging resource information with one neighbor broker each
cycle by invoking the resource information exchange algorithm.

Figure 1 describes the Grid simulation model and the communication
between different protocols. GridNode class is a reference for node objects.
GridAllocator and GridFailureControl classes are included as references for
Control objects which simulate job allocation and failure handling. Three cycle-
driven Protocol classes are also built: 1) Grid CD Protocol, included in each

Fig. 1. Simulation model
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regular node and is responsible for communicating with the attached broker
and sends the resource information in each simulation cycle. 2) Allocation
Protocol, included in each regular node and is responsible for responding to
the Allocation requests from the broker. 3) Grid Broker Protocol, included in
each broker node for performing the tasks associated with the broker (described
in the previous sections). The Idle Protocol is in the main PeerSim package
and is included in each node to be responsible for establishing communication
with neighboring nodes.

4 Simulation Results

We present the results of simulating a large number of domains with Inter-
GridSim inter-Grid simulator using Slick workload management technique. We
simulate a system of 50,000 nodes in 512 interconnected domains. The domains
are connected through local brokers in a HyperCube logical topology, i.e. in case
of a network size of N , each broker will have k neighbours in its routing table
where k = lnN

ln 2 . In case of 512 brokers, each broker will have 9 neighbors. Slick
is tested against the centralised meta-scheduling technique where we implement
logical star topology between an orchestrator and the brokers in the broker over-
lay. Compute node specifications are of two groups which are different in four
static attributes: [group1: 2 CPU slots, 4 GB Memory, Windows OS, No java sup-
port] and [group2: 4 CPU slots, 8 GB Memory, Linux OS, Java support] Nodes
are divided equally between the two groups, 25,000 each, but scattered among
the domains. We create a load of total 80,000 synthetic jobs divided into 100
sequences. Each sequence is assigned to one broker. Using a random frequency
50 < f < 100 time instance, a random number of jobs 50 < j < 100 is submitted
periodically by each sequence. Job resource requirements are randomly set. The
process continues until all the 80,000 jobs are submitted. The total simulation
time of the experiment is set to 2000 time instances. Each time instance, the
local scheduler processes one job from the local queue, and the gateway sched-
uler processes one job from the gateway queue. Each time instance each broker
synchronizes the resource information database with one neighbor broker.

We use three benchmarks: Job allocation throughput, resource utilisation,
and Load balancing. Job allocation throughput is measured by reading the total
number of waiting jobs in the system/time, Fig. 2(a), and number of job allo-
cations/time Fig. 2(b). It is clear that Slick is achieving higher throughput.
Slick manages to reach a steady state were all jobs are allocated, within 1344
time instances, while in other systems, a bottleneck case happens. This can be
described that in case of centralized allocation, there is only the central meta-
scheduler to carryout the interconnections, which in case of cross-domain sub-
missions allocates only one job per time instance. The breakdown both cases is
after ≈ 800 time instances is because all job sequences complete their submis-
sions by that time. We made this in purpose in order to validate the system
performance when job allocation is carried out only inter-domain and not intra-
domain. Resource utilisation is measured by reading the number of saturated
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Fig. 2. System throughput: overall job allocation ratio

domains/time, e.g. those domains which workers are fully saturated with jobs.
Figure 3(a) shows that Slick in the time of high load ≈ 500 time instances,
is achieving larger utilisation. Load balancing is measured by calculating for
brokers, throughout the simulation: How long did it take to allocate all jobs
owned by the domain of each broker, and what is the average waiting time. In
Fig. 3(b), it is clear that for Slick, the total allocation time never exceeded 1500
time instances and the maximum average waiting time is below 800. For cen-
tralized allocation, none of the domains got all of its jobs allocated during the
2000 time. The value of 2000 for both total allocation time and average waiting
time indicates that this broker’s jobs were not totally allocated.
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Fig. 3. Broker overlay coordination with 100 domains

Fault Tolerance: This experiment demonstrates how the broker overlay based
architecture is tolerant to broker failures. Broker failures are injected during the
simulation. With the existence of broker failures, it is expected that the deviation
of the reading time values of the stored resource information from the current
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cycle will increase due to failure. The reason is that resource information of the
regular nodes which have been attached to the failed broker, will remain old and
not updated until they are attached to other brokers and start sending resource
information blocks. In the following experiments, a new parameter is taken into
account: Data Age, which is the maximum age in cycles of resource information
in a broker resource data set. In each simulation cycle, the broker protocol checks
the reading time of each block in the resource information data set. If the reading
time of a block is ≤ (Currenttime−DataAge), then, this block is removed from
the data set. If a new block for the same node is received later, in an exchange
operation, it is added to the data set. The following experiments are performed
by varying the value of Data Age.

Four topologies are used: ring, fully connected, and Wire-k-Out (k = 60), and
hyper-cube. The network size is fixed to N = 500, and M = 100. The number of
simulation cycles is 300. The experiment is performed with varying the number
of broker failures: The data age is fixed to 10 cycles with 4 and 8 injected broker
failures, depicted in Fig. 4.
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In Fig. 4, it is clear that for fully connected, wire-k-out, and hyper-cube
topologies, the system can recover from failures and return to stable state. But
When Data Age = 30, the system stability is not settled because of the exis-
tence of old data. In case of ring topology, the deviation has terrible and unstable
variation with failures. This can be described that, because of the lack of possible
direct communications between brokers, it takes time for a broker to reach data
stored in non-neighbor brokers.

5 Conclusions and Acknowledgments

This paper presented InterGridSim, a simulator for interconnected Grid
domains. The key feature of InterGridSim is that both resource state and hard-
ware specifications of each domain are stored in small datasets which enables
the exchange of resource information among brokers. Using this information
in matchmaking, cross-scheduling decisions are made accurate in most cases.
InterGridSim offers several network structures and workload allocation tech-
niques and large workload capacity. The paper presented sample simulations for
throughput, utilisation, and load balancing in a network of 512 brokers and 50k
nodes.

InterGridSim development has been partially funded by NeIC (Nordic e-
Infrastructure Collaboration) [26] for supporting the development of Nordic Tier-
1 activity [27]. InterGridSim has also been developed as part of WP5 in the
EOSC-Nordic project [28]. EOSC-Nordic has received funding from the Euro-
pean Union’s Horizon 2020 research and innovation programme under grant
agreement No 857652.
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Abstract. Satellites have been integrated into the terrestrial mobile network to
meet the 5G requirements of providing connectivity regardless of time and loca-
tion. The user terminal needs to switch between the satellite and base station,
known as vertical handover, to achieve continuous and high-quality communica-
tion. The credit method avoids frequent network state measurement. However, it
requires the status of all networks for credit calculation, which may lead to incom-
plete and delayed data acquisition. Therefore, a handover decision method based
on time-space attribute reputation is proposed in this study. The proposed method
takes the user’s location and time factors into account. Considering the changes
of the network topology caused by satellite and user mobility, the target network
is selected according to the overall reputation of candidates and the user’s current
location. The early untrusted network information is eliminated in time to obtain
an effective and accurate result. Moreover, since uplink vertical handover has an
undesirably high propagation delay during protocol implementation, this study
optimizes the existing execution process and proposes an early access strategy to
reduce the handover delay. Both designs have been tested and are proved to be
effective.

Keywords: Vertical handover · Decision-making · Spacio-temporal Factor ·
Protocol process · Random access · Delay

1 Introduction

Internet assess [1, 2] becomes an essential need for human society due to the fast advance
in computer [3, 4], software [5, 6], and communication techniques [7–9]. Like electricity
and water, to access information freely turns out to be a fundamental need. However,
it is difficult to construct terrestrial networks that rely on base stations in harsh regions
and are vulnerable to damage in natural disasters. There has been an upsurge in efforts
to achieve global coverage through a low earth orbit constellation. However, high main-
tenance overhead [10], high latency [11], low capacity [12], and low security [13–15],
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are problems that need to be overcome. Accordingly, integrating terrestrial network and
satellite network is an inevitable trend [16]. Vertical handover technology is required
when the user terminal switches between the twonetworks.However, the communication
latency and inconsistent mobility are likely to present difficulties. This study focuses on
the handover decision and execution stages that directly determine the communication
experience of the user. This will also provide the potential to improve network security
[17, 18] and big data processing capabilities [19, 20].

During the handover decision stage, the commonly adopted traditional credit algo-
rithm [21] can store the service conditions of each network in a previous time period as
the reference for the current handover. However, the network with the highest credit may
not be available to the user, and the early network states become increasingly unreli-
able over time. Therefore, considering the spatio-temporal factors is indispensable. The
handover execution stage refers to the disconnection from the original network and con-
nection to the target. The long-distance satellite-ground link is likely to further increase
the signaling transmission delay, resulting in poor handover experience. This problem
can only be solved by adjusting the ordinary protocol process.

In this study, Sect. 2 primarily introduces some commonmethods in vertical handover
and analyzes their defects. Section 3 introduces the proposed decision and execution
methods in detail. Section 4 presents the results of testing both designs, which are
proved to be effective. Lastly, a conclusion summarizes the study.

2 Related Work

The Third Generation Partnership Project (3GPP) has considered multiple application
scenarios with satellites in “5G New Gaps for Non-Terrestrial Networks” [22]. Scholars
have proposed a variety of decision methods for the vertical handover in the satellite-
ground fusion network. The decision algorithm based on received signal strength (RSS)
always selects the network with the highest signal strength as the target access [23,
24] while neglecting other states, such as delay and jitter. The multi-attribute decision-
making (MADM) method and game theory algorithm need to acquire large amounts
of real-time network information [25, 26] for comprehensive results. In addition, both
methods occupy significant satellite bandwidth resources and are too time-consuming
to be applied in practice.

The reputation-based algorithm can reduce the overhead and delay caused by
repeated calculation and make a fast and appropriate network selection by selecting the
network with the highest credit based on the historical service information. T. Bi et al.
applied the reputation-based network selection algorithm to maintain the best video
transmission by considering the movement of users [27]. S. Radouche et al. adopted
the utility function and credits to achieve better network indicators than those obtained
using the originalMADMmethod [28]. C.Desogus et al. proposed a reputation algorithm
based on business types, which significantly improved the network access performance
of different services. However, all the above methods ignored the effect of time lapse
and user’s location on the reputation. Therefore, this study proposes a handover decision
method based on time-space attribute reputation (HD-TSR) to eliminate the earliest data
promptly and make decisions based on the position of the user.
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The handover process can be executed after calculating the reputation and selecting
the target satellite. Upon receiving the reconfiguration command, the terminal must
disconnect the current channel and initiate a random access request. Consequently, there
is a service outage time. Therefore, it is critical to design a suitable switching scheme
to reduce the interval time, particularly when a satellite-ground link exists.

The advanced synchronization strategy is suitable for scenarios involving satellites.
It can reduce the overall interruption time by ensuring synchronization before the random
access process. The advanced synchronization strategy can be easily applied if the base
station is in sync with the satellite. This study proposes an early access strategy by
optimizing the current execution process. The proposed strategy is applied when the
base station is out of sync with the satellite. Since the handover target is predictable, the
terminal is designed to request the random access process in advance, parallel with the
handover request step executed by the base station.

3 Handover Decision and Execution Design

Based on the description in Sect. 2, the implementation of the vertical switching method
involves two fundamental steps: handover decision and handover execution. Compared
with the original reputation algorithm, the first section illustrates the proposed HD-TSR
method in detail and shows its advantages. Subsequently, the second section introduces
the protocol process of the early access strategy.

3.1 Handover Decision Based on Time-Space Attribute Reputation

In the satellite-ground fusion network discussed in this study, the user is within the
coverage of the ground base station and simultaneously available to multiple satellites.
Based on the historical evaluation of communication services by other terminals of the
same type, the access expectation of the entire candidate networks can be evaluated.
However, the fluctuation of the network reduces the credibility of the user’s evaluation
over time, and the user’s specific service report is related to the location. Therefore, the
study adopts an evaluation mechanism with time and space attributes to enhance the
timeliness and efficacy of credit to improve the traditional credit algorithm.

Users,multiple access networks, and the core network are the basic components of the
vertical handover scenario. The decision based on the credit algorithm is directly related
to the network reputation, including delay, jitter, and other Quality of Service (QoS)
indicators, and an attribute weight is set for each using the analytic hierarchy process
[29] (AHP). The user terminal can evaluate the states of the network it is connecting with
and adopt the sigmoid function to normalize the attributes before sending out the report
[30, 31]. Once the access network receives the evaluation report, it calculates the credit
and sends the result to the core network. The core network collects and distributes the
credit records to all the access networks periodically. As a result, all the access networks
can have the credit information of others. After receiving the measurement report from
the user again, the access network screens the candidate networks according to the credit
and selects the one with the maximum credit as the handover target.
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In the proposed method, the access network records the time to prioritize the receival
of measurement reports. The network selects the reports in the latest L time points for
credit calculation. Subsequently, a vector V is defined to store all the time weights. The
time degree [32] λ is used to control the increase or decrease in the weight of the early
data, and the entropy of the timeweight vector can be calculated.While the entropy refers
to the ability to absorb objective information, the relative proximity degree between the
time weight vector V and ideal series considers the preferences of the decision-maker.
The parametersmentioned above can be combinedwith the single-objective optimization
model as follows. If the parameter α is small, the decider determines the weight based
more on objective information. If the parameter α is large, the decider’s subjective
judgement is more significant.

⎧
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In the following expression, Qi represents all the existing measurements and Mi

represents the user aggregation served by the network i. The reputation of the network
Ei is calculated by the temporary credit value ei.

Ei(t) =
L∑

l=0

v(l)ei(t − l), ei(t) = Qi(t)

Mi(t)
=

∑

m∈Mi(t)
Qm,i(t)

Mi(t)
(2)

The distance of the user from the satellite and base station has a significant effect
on the communication quality. The coverage of the network can be classified into a
few regions with different radii. Each region has an Id and users are required to send
their Id with the reports. Although the number of available networks remains the same,
the evaluation reports needed for credit calculation is declined for a specific user. The
complete expression of credit calculation is obtained by incorporating the space factor
into Eq. 2.

Ed
i (t) =

L∑

l=0

v(l)edi (t − l) =
L∑

l=0

∑

m∈Md
i (t−l)

Qd
m,i(t − l)v(l)

Md
i (t − l)

(3)

In summary, the timeweight only serves as theweighting coefficient of the evaluation
report, and has no effect on the calculation method of the report. Moreover, the location
of the user can be sent along with the measurement report without affecting each other.
In addition to retaining the superiority of the traditional credit method, the HD-TSR
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algorithm also enhances the computational efficiency and accuracy. Considering that
all networks are respectively separated into R regions, each user’s report eventually
influences the handover results of the other users in the same region. As a result, the
time complexity tc of the scale of n users can be expressed as follows.

tc = n ∗ n

R
= o(n2) (4)

3.2 Early Access Strategy and Handover Scheme Design

Vertical handover can be classified into two types: downlink and uplink. In downlink
handover, the random access process causes a low transmission delay. Thus, retaining the
original handover implementation mechanism is acceptable. In uplink handover, satel-
lites exhibit high transmission delay. Therefore, it is necessary to adopt a corresponding
strategy to shorten the interruption time. If the satellite and ground network are syn-
chronous, the terminal can get synchronized with the satellite before the access process
by calculating the time difference between the two networks relative to its own location
[33]. However, if the ground network and satellite are asynchronous, the early access
strategy to optimize the uplink vertical switching procedure is proposed, as shown in
Fig. 1.

Fig. 1. Protocol process of the uplink vertical handover based on the early access strategy.

Based on the credits received by the base station, it triggers the vertical handover
process when better choices are available for the user. Subsequently, the user terminal
uses up an idle time slot to make a random access request to its target in advance.
Because the random access process is initiated before the redistribution command, it is
conducted concurrently with steps 2 and 3. After synchronizing to the target network,
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the terminal waits for a random access response message within a specific time window.
After receiving the message or at the end of the time window, the terminal resumes the
connection with the original base station, waiting for reconfiguration instructions. If the
random access process is completed in advance, the target network is directly connected
after the arrival of the reconfiguration command. If the redistribution command arrives
first, the user needs to wait for the random access acknowledgement, and then connects
to the target network to complete the process.

4 Simulation and Analysis

Although all users have the ability to send measurement reports, only the target user is
focused on while switching. The network parameters listed in Table 1 were used in the
Starlink [34] satellite model to perform the simulation.

Table 1. Simulation parameters.

Parameter Value

User uplink and downlink band (GHz) 2.3–2.35

Antenna power (dBm) 32

Channel bandwidth (MHz) 20

Antenna height (m) 1–50

Fig. 2. Diagrams of delay and loss rate.

Initially, the target user connects with the ground base station and moves randomly
under its coverage. The coverage of the satellite is divided into three areas based on
the distance to the sub-satellite point. In this study, the classic RSS handover algorithm
and traffic type-based differentiated reputation (TYDER) method were used as the con-
trast object. When compared with the HD-TSR decision method that ignores the space
attribute (HD-TR), the simulation results are as follows, as shown in Fig. 2. The delay
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and loss rate are determined to represent the states of the network that the target user
accesses.

At time point t1, there is an increase in the number of users and services connected
to the ground network. Because the classic RSS algorithm only considers the signal
strength, it does not trigger the vertical handover. Consequently, several business indi-
cators worsen and an increasing amount of data is lost due to congestion. The TYDER
method considers the business indicator. Therefore, the ground network credit gradually
reduces and becomes lower than that of a satellite until the simulation time of 15.5 s.
The HD-TR method considers the instantaneity of user evaluations. Consequently, the
ground network reputation significantly declines with the update of the time-weighted
credit. Then the target user switches to a satellite at 13.5 s and the QoS indicators recover.
At point t2, there exists a decrease in the user scale and business volume. In the RSS
algorithm, the business indicators immediately rise and return to normal at 20 s, primar-
ily owing to the continuous connection with the base station. Meanwhile, the TYDER
method accumulates a large amount of historical data and becomes insensitive to new
information. Until the simulation time of 32 s, the credit of the base station eventually
exceeds that of a satellite. However, the HD-TR decision method achieves a rapid rep-
utation update. It switches back to the base station at 25 s and the states return to the
initial level. The simulation results after considering the space factor are as follows, as
shown in Fig. 3.

Fig. 3. Diagrams of delay and loss rate including the HD-TSR method.

The proposed HD-TSR and HD-TR decision-making methods demonstrate similar
trends.However, the amplitudes of the longitudinal axis data differ after the key handover
time point. The HD-TSR method improves the precision of credit calculation. Thus, the
user may choose another satellite with the highest credit relative to its location. It is
evident that the delay and packet loss rate are lowest when the HD-TSR method is
adopted.

In another scenario, the regions of satellite coverage are named as the center, transi-
tion, and edge. In each region, the target user initiates uplink vertical handover at random
positions. The simulation results are shown below, as shown in Fig. 4.
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Fig. 4. Statistics of the handover delay in different regions.

As shown in Fig. 4, the interruption time of the switching is significantly different
when the target user is in different regions of satellite coverage. As the distance from the
sub-satellite point increases, the handover delay also increases, which is caused by the
increase in propagation delay. When the target user adopts the optimized upstream verti-
cal switching strategy, the synchronization process is completed in advance,which avoids
transmission in user links. As a result, the service interruption time can be reduced. The
further away the user is from the sub-satellite point, the more obvious the optimization
effect of the handover delay is, with a maximum reduction of more than 34%.

5 Conclusion

This study proposed a handover decision method based on space and time factors and
optimized the uplink vertical handover scheme for a specific satellite-ground fusion net-
work architecture. The simulation results indicated that the proposed HD-TSR decision
method exhibited the best response to network states and had the best QoS indicators.
Moreover, the early access strategy significantly shortened the service handover delay
by 34%.

Acknowledgement. This work was funded by the 54th Research Institute of China Electron-
ics Technology Group Corporation in “The Manned Space Advanced Research Project under
Grant [060501]” and “The Civil Aerospace Technology Advance Research Project under Grant
[B0105].”

References

1. Zhao, H., Chen, M., et al.: A novel pre-cache schema for high performance Android system.
Futur. Gener. Comput. Syst. 56, 766–772 (2016)

2. Qiu, L., Gai, K., Qiu, M.: Optimal big data sharing approach for tele-health in cloud
computing. In: IEEE SmartCloud, pp. 184–189 (2016)

3. Qiu, M., Khisamutdinov, E., et al.: RNA nanotechnology for computer design and in vivo
computation. Philos. Trans. R. Soc. A 371, 20120310 (2013)



392 Y. Liu et al.

4. Guo,Y., Zhuge,Q.,Hu, J., et al.:Optimal data allocation for scratch-padmemory on embedded
multi-core systems. In: IEEE ICPP Conference, pp. 464–471 (2011)

5. Zhang, L., Qiu, M., Tseng, W., Sha, E.: Variable partitioning and scheduling for MPSoC with
virtually shared scratch pad memory. J. Sig. Process. Syst. 58(2), 247–265 (2010). https://
doi.org/10.1007/s11265-009-0362-3

6. Qiu, M., Liu, J., et al.: A novel energy-aware fault tolerance mechanism for wireless sensor
networks. In: IEEE/ACM Conference on Green Computing and Communications (2011)

7. Qiu, M., Cao, D., Su, H., Gai, K.: Data transfer minimization for financial derivative pricing
usingMonte Carlo simulationwith GPU in 5G. Int’l J. Comm. Sys. 29(16), 2364–2374 (2016)

8. Lu, Z., Wang, N., Wu, J., Qiu, M.: IoTDeM: An IoT Big Data-oriented MapReduce perfor-
mance prediction extended model in multiple edge clouds. J. Parallel Distrib. Comput. 118,
316–327 (2018)

9. Qiu, H., Qiu, M., Lu, Z.: Selective encryption on ECG data in body sensor network based on
supervised machine learning. Inf. Fusion 55, 59–67 (2020)

10. Qiu, M., Chen, Z., Liu, M.: Low-power low-latency data allocation for hybrid scratch-pad
memory. IEEE Embed. Syst. Lett. 6(4), 69–72 (2014)

11. Gao, Y., Iqbal, S., et al.: Performance and power analysis of high-density multi-GPGPU
architectures: a preliminary case study. In: IEEE 17th HPCC (2015)

12. Qiu, M., Xue, C., Shao, Z., Sha, E.: Energy minimization with soft real-time and DVS for
uniprocessor and multiprocessor embedded systems. In: IEEE DATE Conference, pp. 1–6
(2007)

13. Gai, K., Qiu, M., Elnagdy, S.: A novel secure big data cyber incident analytics framework for
cloud-based cybersecurity insurance. In: IEEE BigDataSecurity (2016)

14. Thakur, K., Qiu, M., Gai, K., Ali, M.: An investigation on cyber security threats and security
models. In: IEEE CSCloud (2015)

15. Gai, K., Qiu, M., Sun, X., Zhao, H.: Security and privacy issues: a survey on FinTech. In: Qiu,
M. (ed.) SmartCom 2016. LNCS, vol. 10135, pp. 236–247. Springer, Cham (2017). https://
doi.org/10.1007/978-3-319-52015-5_24

16. Giambene, G., Kota, S., Pillai, P.: Satellite-5G integration: a network perspective. IEEE
Network 32(5), 25–31 (2018)

17. Zhang, Z.,Wu, J., et al.: JammingACK attack towireless networks and amitigation approach.
In: IEEE GLOBECOM Conference, pp. 1–5 (2008)

18. Qiu, H., Qiu, M., Memmi, G., Ming, Z., Liu, M.: A dynamic scalable blockchain based
communication architecture for IoT. In: SmartBlock, pp. 159–166 (2018)

19. Lu, R., Jin, X., Zhang, S., Qiu, M., Wu, X.: A study on big knowledge and its engineering
issues. IEEE Trans. Knowl. Data Eng. 31(9), 1630–1644 (2018)

20. Liu, M., Zhang, S., et al.: H infinite state estimation for discrete-time chaotic systems based
on a unified model. IEEE Trans. Syst. Man, Cybern. (B) (2012)

21. Desogus, C., Anedda, M., Murroni, M., et al.: A traffic type-based differentiated reputa-
tion algorithm for radio resource allocation during multi-service content delivery in 5G
heterogeneous scenarios. IEEE Access 7, 27720–27735 (2019)

22. 3GPP. Study on New Radio (NR) to support non-terrestrial networks[S]. 2019
23. Ahuja, K., Singh, B., Khanna, R.: Network selection algorithm based on link quality

parameters for heterogeneous wireless networks. Optik 125(14), 3657–3662 (2014)
24. Rahman, M.A., Salih, Q.M., Asyhari, A.T., et al.: Traveling distance estimation to mitigate

unnecessary handoff inmobilewireless networks.Ann. Telecommun. 74(11), 717–726 (2019)
25. Lahby, M., Attioui, A., Sekkaki, A.: An improved policy for network selection decision based

on enhanced-topsis and utility function. In: 2017 13th InternationalWireless Communications
and Mobile Computing Conference (IWCMC), pp. 2175–2180. IEEE (2017)

26. Zhu, Y., Li, J., Huang, Q., et al.: Game theoretic approach for network access control in
heterogeneous networks. IEEE Trans. Veh. Technol. 67(10), 9856–9866 (2018)

https://doi.org/10.1007/s11265-009-0362-3
https://doi.org/10.1007/978-3-319-52015-5_24


Vertical Handover of Satellite-Ground Fusion Network 393

27. Bi, T., Zou, L., Chen, S., et al.: RA3D: reputation-based adaptive 3D video delivery in
heterogeneous wireless networks. In: 2019 International Conference on High Performance
Computing and Simulation (HPCS), pp. 48–54. IEEE (2019)

28. Radouche, S., Leghris, C., Adib, A.: MADM methods based on utility function and repu-
tation for access network selection in a multi-access mobile network environment. In: 2017
International Conference on Wireless Networks and Mobile Communications (WINCOM),
pp. 1–6. IEEE (2017)

29. Goyal, R.K., Kaushal, S.: Network selection using AHP for fast moving vehicles in heteroge-
neous networks. In: Chaki, R., Cortesi, A., Saeed, K., Chaki, N. (eds.) Advanced Computing
and Systems for Security. AISC, vol. 395, pp. 235–243. Springer, New Delhi (2016). https://
doi.org/10.1007/978-81-322-2650-5_15

30. Goutam, S., Unnikrishnan, S., Karandikar, A.: Algorithm for handover decision based on
TOPSIS. In: 2020 International Conference on UK-China Emerging Technologies (UCET),
pp. 1–4. IEEE (2020)

31. Jiang, D., Huo, L., Lv, Z., et al.: A joint multi-criteria utility-based network selection approach
for vehicle-to-infrastructure networking. IEEE Trans. Intell. Transp. Syst. 19(10), 3305–3319
(2018)

32. Yang, Z., Li, J., Huang, L., et al.: Developing dynamic intuitionistic normal fuzzy aggregation
operators for multi-attribute decision-making with time sequence preference. Ex-pert Syst.
Appl. 82, 344–356 (2017)

33. Li,K., Li,Y.,Qiu, Z., et al.:Handover procedure design and performance optimization strategy
in leo-hap system. In: 2019 11th International Conference on Wireless Communications and
Signal Processing (WCSP), pp. 1–7. IEEE (2019)

34. Cakaj, S.: The parameters comparison of the “Starlink” LEO satellites constellation for
different orbital shells. Front. Commun. Networks (2021)

https://doi.org/10.1007/978-81-322-2650-5_15


Research on Graph Structure Data
Adversarial Examples Based on Graph

Theory Metrics

Wenyong He1, Mingming Lu1(B), Yiji Zheng1, and Neal N. Xiong2

1 School of Computer Science and Engineering, Central South University,
Changsha 410083, Hunan, China

mingminglu@csu.edu.cn
2 Department of Computer Science and Mathematics, Sul Ross State University,

Alpine, USA

Abstract. Graph neural networks can learn graph structure data
directly and mine its information, which can be used in drug research
and development, financial fraud prevention, and other fields. The exist-
ing research shows that the graph neural network is lacking robustness
and is vulnerable to attack by adversarial examples. At present, there are
two problems in the generation of confrontation examples for graph neu-
ral networks. One is that the properties of graph structure are not fully
used to describe the antagonistic examples, the other is that the gradient
calculation is linked with the loss function and not directly linked with
the properties of graph structure, which leads to excessive search space.
To solve these two problems, this paper proposes a graph structure data
confrontation example generation scheme based on graph theory mea-
surement. In this paper, the average distance and clustering coefficient
is used as the basis for each step of disturbance, and the counterexam-
ples are generated under the premise of keeping the data characteristics.
Experimental results on small-world networks and random graphs show
that, compared with the previous methods, the proposed method makes
full use of the nature of graph structure, does not need complex deriva-
tion, and takes less time to generate confrontation examples, which can
meet the needs of iterative development.

Keywords: Adversarial examples · Graph convolutional network ·
Graph theory metrics

1 Introduction

The graph structure data is filled of our life, such as citation network data,
autonomous systems structure data, road networks data, and so on. Especially,
the wireless network is a natural graph structure data, While classical deep
learning models (e.g., Convolutional Neural Networks(CNN) [1] and Recurrent
Neural Networks(RNN) [2]) cannot directly use the graph structure data as
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input. However, Graph Neural Networks(GNN) [3] can take graph structure
data as input and can efficiently extract their features. In addition, GNN have
been widely used in areas such as traffic flow prediction [4,5], recommender
systems [6], and financial fraud prevention [7].

Recent studies have shown that deep learning models are extremely vulnera-
ble to attacks. The attacker misclassifies the model by making small changes to
the data, and the misclassified data are called adversarial samples. Through gen-
erating the adversarial samples to find model weaknesses, and further improving
model robustness has become an important- research direction. The study of
adversarial samples originated in the field of computer vision. In generally, it is
easy to obtain an adversarial sample by updating each pixel in the input image
with the opposite direction. The adversarial samples can be used as the train-
ing set to continue training the CNN, so that the classification accuracy of the
model for the adversarial samples is improved, i.e., adversarial training. Adver-
sarial training improves the robustness of the neural network and is equivalent
to performing regularization [8]. In the image domain, it is common practice to
use matrix parametrization to measure the perturbation size.

However, compared to regularized image data, the more general graph struc-
ture data is non-Euclidean data. It contains extremely rich information, and
using only matrix parametric as a measure of perturbation size is not sufficient.
Besides, Node degree distribution, inter-node accessibility, and clustering are
three typical geometric properties of graph-structured data [9], which are three
fundamental properties and properties of the structural statistical properties of
graph data [10,11]. It is not sufficient to consider only the node degree distri-
bution as a judgment of the perturbation size generated by adversarial samples
to graph-structured data. Therefore, in this paper, we propose to use the mean
distance and clustering coefficient, which are well established in graph theory, to
measure the perturbation size and generate adversarial samples based on these
two metrics.

2 Related Work

A lot of works [12–23] in wireless Network does not consider this feature, thus it
limits the overall performance. Goodfellow et al. [24] proposed a gradient-based
adversarial sample generation method Fast Gradient Sign Method (abbreviated
as FGSM uses an infinite number of parameters to measure the size of the
perturbation, while Papernot et al. [25] use 0-parameters to measure the size of
the perturbation instead. Baluja [26] introduces the idea of adversarial learning
to design a feedforward neural network to generate adversarial samples. Moosavi-
Dezfooli [27] finds that adversarial samples are constructed specifically for a
particular model (e.g., deep residual networks) and that specially constructed
adversarial samples are portable and can work by attacking other models.

Compared with image data, the adversarial samples for generating graph-
structured data have special characteristics, namely, how to reasonably measure
the size of the applied perturbation and the structure of the graph is discrete. To
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address these two difficulties, Zugner [28] proposed that the adversarial samples
obtained by adding/removing a small number of edges to the original data should
have a nodal degree distribution close to that of the original data. The likeli-
hood function is used as the basis to generate the adversarial samples, and the
operation of adding/removing edges is discrete. To mine deeper information in
the data, Bojchevski [29] uses DeepWalk [30] to select nodes and edges, and the
selection process yields an approximate solution by singular value decomposition,
which is equivalent to limiting the Frobenius norm value of the perturbation.
Gaitonde [31] and Tran [32] argue that the perturbation changes the spectrum
corresponding to the graph structure data, so the spectrum The inter-spectral
difference value can be used to measure the magnitude of the perturbation.

Dai [33] treated the applied perturbation as a Markov Decision Process
(MDP) and used reinforcement learning to learn the process and stop when the
number of added and deleted edges reached a threshold. Tang et al. [34] used the
attention coefficient to calculate the contribution of edges to the classification
performance of the model. Related schemes also include self-coding graph struc-
tures [35] and doing graph embedding based on genetic algorithms [36]. However,
the above-mentioned works do not fully utilize the graph structure-property, and
the use of gradient methods cannot be directly linked to the graph property,
which is prone to the problem of excessive search space.

In order to solve the above problems, this paper starts from the inherent
nature of graphs, and in each step of applying perturbation, nodes and edges
are first selected based on the average distance and clustering coefficients, and
perturbation is applied on this basis until the changes of the two measures reach
a threshold value, and then the perturbed data are taken out to verify whether
they are adversarial samples. Therefore, the scheme in this paper is more relevant
in the graph structure data scenario and makes full use of the nature of the graph
structure data itself, which is conducive to the fast convergence of the training
process.

3 Method

3.1 Adversarial Sample Generation Scheme

Overall Process. This paper uses two basic graph-theoretic measures, namely,
clustering coefficient and mean distance, instead of gradient information as the
basis for applying perturbation. Thus, the applied perturbation can be linked to
the properties of the graph structure data and the graph structure properties can
be fully utilized. The adversarial sample generation scheme can be the following:

(1) Pre-training GCN models to a high level of accuracy, which can ensure that
the attack is meaningful.

(2) Calculating two graph-theoretic measures of the original data: the values
of the average distance and the clustering coefficients, which are utilized to
determine the perturbation threshold.
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(3) Inputting the perturbed data into the pre-trained model to perform node-
classification test. If the model is incorrect, the attack is successful and the
perturbed data is a qualified adversarial sample.

3.2 The Calculation of Graph Theory Metrics

This paper calculates the average distance and the clustering coefficient to deter-
mine the threshold of perturbation.

Fig. 1. The graph structure data (left) and the corresponding adjacency matrix (right).

Firstly, We can calculate the average distance by finding the shortest distance
value between pairs of nodes in the graph using Dijkstra’s algorithm. Figure 1
shows the diagram of graph structure data, and the corresponding adjacency
matrix. Dijkstra’s algorithm starts from any node i and searches for the value
of row i of the adjacency matrix. Thus it stores the position of the element with
value 1 in the dictionary, Dic, and marking node i as searched. Then we iterate
the dictionary Dic and search for the new directly reachable node. If the new
reachable node has already been searched and the path is shorter, update the
position in the dictionary Dic. This iterates until all nodes in the graph are
labeled.

3.3 Impose Disturbance

Again, the graph structure data in the left panel of Fig. 1 is used as an example
to illustrate the calculation of clustering coefficients. The neighboring nodes of
node 1 are node 2/node 6/node 7, and there are 2 edges inside the set of nodes
composed of these three nodes: 2–6, 6–7. The total number of possible edges
of these three nodes is C(3,2) = 3, so the clustering coefficient of node 1 is 2/3.
Obviously, the clustering coefficient is less than or equal to 1, and the closer a
node is to 1, the stronger the clustering of nodes around that node. The clustering
coefficient of the graph is the average of the clustering coefficients of all nodes,
and the closer it is to 1, the stronger the mutual clustering of the nodes in the
graph structure.

The formal formulation of the perturbation that makes the average distance
smaller is shown in Algorithm 1, and the perturbation that makes the average
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Algorithm 1. Average distance perturbation
1: Input: the range of perturbation Gs, Adjacency matrix AS ∈ {0, 1}n∗n, n is the

number of nodes in the perturbation range, m is the number of nodes in the rest
of the original map.

2: Input: Gs shortest distance matrix Ms, its constituent elements are the shortest
distance between node pairs Shortest distance matrix, L̄s is the average distance
of Gs, L′

s is the average distance of Gs after each round of perturbation, the initial
value L̄s

′ = L̄s.
3: Input: threshold Δ, the number of edges added per perturbation ζ, Average distance

from the original map L̄.

4: while n2−n
(m+n)(m+n−1)

LS−LS
′

L̄
< Δ do

5: Find and record the node pair corresponding to the first ζ large elements of Ms.

6: Set the corresponding position elements of the above node pairs to 1 collectively
in AS , update Gs, Ms, L̄s

′.
7: end while
8: Collectively set 0 in the position of the last round of setting 1 in step 6 in AS , and

update Gs, Ms, L̄s
′.

9: Output: AS , MS , L̄S
′.

distance larger can be followed in this way. The perturbation that makes the
clustering coefficient smaller can be formally formulated as Algorithm 2, while
the perturbation that makes the clustering coefficient larger can be formulated
in the same way.

Algorithm 2. Clustering coefficient perturbation
1: Input: the range of perturbation Gs, Adjacency matrix AS ∈ {0, 1}n∗n, n is the

number of nodes, m is the number of nodes in the rest of the original map.
2: Input: GS Clustering coefficient vector Cs ∈ Rn∗1, its component elements are the

clustering coefficients of the nodes, GS Clustering coefficient C̄s, C̄′
s is the clustering

coefficient of Gs after each round of perturbation, the initial value C̄s
′ = C̄s.

3: Input: threshold Δ, the number of points deleted per perturbation ζ, the clustering
coefficient of original map L̄.

4: while n
n+m

Cs−−→
Cs

′
c̄

< Δ do
5: sorting the nodes corresponding to Gs, finding and recording the nodes corre-

sponding to the top ζ̄ large clustering coefficients.
6: delete the above node from the row in As, update Gs, Cs, C̄

′
s.

7: end while
8: Restoring the last deleted row in step 6 in AS , update Gs, Cs, C̄

′
s.

9: Output: AS , CS , C̄S
′.
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4 Result

4.1 The Overview of Experimental Data

We conduct experiments with five datasets, which are named Cora, Citeseer,
Polblogs, Synthie, and Synthetic. This paper limits the disturbance range to the
node-set composed of neighbor nodes within 3 hops of each node. To ensure
that the disturbance space is large enough, the number of nodes included in
the disturbance range accounts for more than 1% of the total number of nodes
in the original graph. At the same time, to eliminate the error interference of
the dataset itself, this paper randomly selects 500 different nodes in the same
dataset as the nodes to be attacked. On this basis, using them as the central
node to delimit the perturbation range and then impose perturbation, 500 pieces
of perturbed data can be obtained. Among them, the data that makes the GCN
node classification model misjudge is a qualified adversarial sample. Table 1 is
an overview of some randomly selected node information in different datasets.

Table 1. The examples of node information for each dataset

Dataset Sequence number Perturbation node counts Perturbation proportion Category

Cora 88 231 8.5% Rule Learning

Citeseer 37 380 8.0% AI

Polblogs 39 275 1.4% Liberal

Synthie 176 1698 1.1% Class 2

Synthetic 701 1403 1.2% Class 3

4.2 The Analysis of Attack Effect

The Effectiveness of Analysis of Small Datasets. Node 88 in the Cora
dataset, which was selected as the attacked node, is used as an example for
the illustration of perturbation. This node belongs to Class 2 (Rule Learning).
As shown in the left panel of Fig. 2, the probability of classifying this node to
the correct class using the pre-trained GCN (shown in the yellow column) is
93%. Since this value is already greater than the probability value that the GCN
considers the node to belong to other classes, the GCN classification result is
correct. Figure 2 on the right shows the result of using GCN to classify this
node after getting the data after applying a mean distance perturbation with
a threshold Δ of 2%. The probability of deciding that this node belongs to the
correct Class 2 is 20%, which is less than the probability of being classified
as Class 4, 38%, so the GCN produces a misclassification and the data is an
adversarial sample, and the method of this paper is successfully attacked.

The left panel of Fig. 3 is consistent with the left panel of Fig. 2, it also
shows the probability value of the pre-trained model to classify this node. The
right panel of Fig. 3 represents the results of the data obtained after applying



400 W. He et al.

Fig. 2. Node classification average distance results in Cora dataset.

a perturbation of the clustering coefficient with a threshold Δ of 2% to classify
this node using GCN. The probability of determining that the node belongs to
the correct Class 2 is 10%, which is less than the probability of classifying it as
Class 1, 43%. Therefore, the GCN determines that the node belongs to Class 1,
the model produces a misjudgment, the data is an adversarial sample, and the
attack of this paper’s method is successful.

Fig. 3. Node classification clustering coefficient results in Cora dataset.

The time spent on generating adversarial samples includes the sum of the
time spent on calculating the graph theory metric, applying perturbations, and
testing the data to make the model misspecify respectively, and the less time
spent, the less computational cost required. Therefore, this paper counts the
average time spent on generating adversarial samples as an important index to
consider the adversarial sample generation scheme. For the small-world network
dataset, this paper uses them as the original data to generate perturbation sam-
ples, and summarizes the relevant parameter settings and experimental results
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as shown in Tables 2. The scale of the perturbation range of the Polblogs dataset
is small in the original graph, so only two graph-theoretic metric perturbations
with a threshold of 1% are imposed.

Table 2. The result of adversarial samples attack in three datasets.

Dataset Configurations Adversarial
sample
proportion

Average
generation
time

Cora Average distance perturbation Δ = 1%/2%
Clustering coefficient perturbation Δ = 1%/2%
Power-law distribution perturbation ε = 0.04
RL-S2V

41.2%/79.0%
40.8%/80.8%
79.4%
82.6%

20.2 s/42.0 s
27.1 s/43.1 s
45.3 s
51.2 s

Citeseer Average distance perturbation Δ = 1%/2%
Clustering coefficient perturbation Δ = 1%/2%
Power-law distribution perturbation ε = 0.04
RL-S2V

35.2%/75.0%
36.8%/77.2%
75.6%
79.2%

24.8 s/41.3 s
23.4 s/41.4 s
50.3 s
55.0 s

Polblogs Average distance perturbation Δ = 1%
Clustering coefficient perturbation Δ = 1%
Power-law distribution perturbation ε = 0.04
RL-S2V

41.0%
40.4%
60.8%
63.2%

53.5 s
50.4 s
70.5 s
60.2 s

Cora et al.’s three citation network datasets belong to small-world net-
works [37], for which the adversarial sample scheme proposed in this paper
attacks the GCN model successfully. Except for the Polblogs dataset, this paper
obtains an approximate attack effect with less time cost than previous methods.
With the same threshold value, the clustering coefficient perturbation generates
a larger proportion of adversarial samples and takes a long time on average than
the average distance perturbation on the Cora dataset. Therefore, the adversar-
ial sample generation method proposed in this paper has advantages in practical
attack and defense scenarios, such as face recognition and biometric fingerprint
generation, and can quickly obtain adversarial samples to advance subsequent
research work.

5 Conclusion

In this paper, we use the average distance and the clustering coefficient as the
basis for selecting perturbation locations to generate adversarial samples. (2)
The time consumption of this paper’s scheme to generate adversarial samples in
those datasets are less than previous methods. On the premise of guaranteeing
the success of the attack model, the adversarial sample generation scheme in
this paper takes less time and shows its advantages in fast attack and defense
scenarios, which has better prospects for promotion.
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Abstract. Mobile edge computing has been provisioned as a promis-
ing paradigm to provide User Equipment (UE) with powerful computing
capabilities while maintaining low task latency, by offloading computing
tasks from UE to the Edge Server (ES) deployed in the edge of networks.
Due to ESs’ limited computing resources, dynamic network conditions
and various UEs task requirements, computation offloading should be
carefully designed, so that satisfactory task performances and low UE
energy consumption can both be achieved. Since the scheduling objective
function and constraints are typically non-linear, the scheduling of com-
putation offloading is generally NP-hard and difficult to obtain optimal
solutions. To address the issue, this paper combines deep learning and
reinforcement learning, namely deep reinforcement learning, to approxi-
mate the computation offloading policy using neural networks and with-
out the need of labeling data. In addition, we integrate Multi-agent Deep
Deterministic Policy Gradient (MADDPG) with the federated learning
algorithm to improve the generalization performance of the trained neu-
ral network model. According to our simulation results, the proposed
approach can converge within 10 thousand steps, which is equivalent to
the method based on MADDPG. In addition, the proposed approach can
obtain lower cost and better QoS performance than the approach based
only on MADDPG.

Keywords: Deep reinforcement learning · Multi-agent deep
deterministic policy gradient · Federated learning · Mobile edge
computing

1 Introduction

Mobile Edge Computing (MEC) [1,2] already showed great potential in future
development due to the fast advance in computer [3,4] and network technolo-
gies [5,6]. It can greatly improve QoS and reducing latency by offloading some
computation-intensive jobs to a nearby Access Point (AP) integrated with a
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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MEC server (MES) [7]. How to optimize the two key technologies–computation
offloading and wireless resource allocations–has draw extensive interests of
researchers [8].

Reinforcement Learning (RL) is concerned with how agents ought to take
certain actions in an environment to maximize reward. The agents gets either
rewards or penalties for the actions it performs. It selects the next action accord-
ing to the feedbacks to increase the probability of receiving a positive reward [9].
Markov Decision Processes (MDP) decision making in discrete, stochastic situ-
ations, which involves actions [10]. It serves as a basic theoretical tool for rein-
forcement learning.

Researchers have proposed plenty of approaches about computational offload-
ing and resource allocation in recent years. Someone designed a DQN algorithm
for multiple base stations [11]. This paper proposed an optimization framework
for offloading from a single mobile device to multiple edge devices. [12] Unfortu-
nately, these approaches are poorly suited to multi-agent domains.

There are other studies that have focused on dynamic downlink power con-
trol for maximum rate sum in multi-user wireless cellular networks. A multi-
agent DRL framework is proposed. [13] Wireless channels have been proposed
for multiple user equipment (UE) to transfer the computation tasks to the MEC
servers [14]. Qiu and Gai [15] proposed a novel wireless reinforcement learning
approach. Also, MEC resource allocation optimization framework was proposed
in [16]. These studies are helpful for computation offloading decision making in
multi-user environments.

Multi-agent Deep Deterministic Policy Gradient (MADDPG) has been rec-
ognized as an effective solution in better offloading computation tasks and allo-
cating resources in dynamic system. The MADDPG algorithm, an improvement
of a Deep Deterministic Policy Gradient (DDPG), enables all agents to maxi-
mize the performance of a collaborative planning task. In MADDPG, each agent
has a DDPG network, and each agent’s critic network is given access to the
observations and actions of all the agents. That is to say, we propose central-
ized training with Distributed Execution (CTDE). MADDPG optimize the set
of strategies trained by each agent’s DDPG network to improve the algorithm’s
stability.

Federated learning is a machine learning technique that trains an algorithm
across multiple decentralized edge devices or servers. It enables multiple actors
to build a common, robust machine learning model which can be updated in
servers [17,18]. Since each agent has its reward function in MADDPG, we merged
the reward functions.

In this paper, we aimed to explore the minimum cost of the computation
offloading and resource allocation in the multi-agent MEC environment. Inspired
by existing researches, we use MADDPG algorithm to achieve the goal. To avoid
the possible over-fitting of the reward functions, we adopted the model merging
mechanism of federated learning to improve the model performance. The main
contributions of this work are as follows:
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– By using model fusion of the federated learning, the trained models on each
agent generate a new model, which is optimized via DDPG algorithm with
experiment data from the experience pool.

– The proposed distributed algorithm is based on MADDPG, which optimizes
the overall effect of strategies on all agents during evolution, improving the
stability and robustness of the algorithm to fit the non-stationarity of the
wireless environment.

The rest of this paper is organized as follows. Section 2 presents system mod-
els, which include models of MEC, task and computing. Section 3 presents the
needs to optimize the computation offloading and resources allocation. In Sect.
4, we developed a MADDPG and federated learning algorithm to solve the issues
related to Sect. 3. In Sect. 5, we obtained simulation results to evaluate the per-
formance of the proposed algorithm. Section 6 serves as the conclusion part of
the paper.

2 System Model

In this section, we first introduce the MEC network structure diagram and build
the multi-agent deep deterministic policy gradient model and computing model.

2.1 Network Model

We first create a MEC domain with multi-agent cellular network randomly dis-
tributed by UEs, as shown in Fig. 1. Each agent generates computation tasks
with different latency tolerance and computation resource requirements. Their
individual conditions determine whether the tasks are allowed to be offloaded to
the MEC server.

Base Station

MEC Server

User Equirement

Fig. 1. An illustration of the multi-agent model
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2.2 Task Model

We consider a MADDPG model for multi-agent environment training. Each UE
n has its task Bn � (Dn,Mn, σn). These tasks can be executed either with the
MEC or locally. Dn is the size of the data for each task. Mn is the number of CPU
cycles, or computing resources, required to complete a task. Maximum tolerance
delay of task Bn is expressed as σn. It means that the delay of each user cannot
exceed σn. Maximum tolerance delay is a constraint of optimization. These three
parameters are closely related to the application and can be randomly set in task
configuration.

2.3 Computation Model

When UE n tasks are executed locally, we set UE transmitting power and BS
computing ability to 0. If UE n tasks are executed by offloading on MEC server.
we set UE transmitting power and BS computational capacity to the values of
transmitting power and BS computational capacity contained in the action in
the environment. When UE n tasks are executed locally, that is, when offloading
is not selected, we define fn as the computational capacity assigned to task Bn,
then the delay Tn required for tasks Bn to execute locally is:

T l
n =

Mn

fn
. (1)

The energy consumption corresponding to task Bn is Gn, which is expressed
as:

Gl
n = 10−27 × fn

2 × Mn . (2)

According to the practical measurement, we set 10−27f2
n as the amount of

energy consumed in one CPU cycle to complete a task Bn .
We define H l

n as the cost of our local computation, that is, local cost, which
is expressed as:

H l
n = Lt

n × T l
n + Lg

n × Gl
n . (3)

Here Lt
n and Lg

n represent energy cost weight and time cost weight respec-
tively, which of the two optimization objectives is more important, Their range
is (0, 1), and add up to 1. We set them to stay at 0.5 this paper.

If UE n tasks are executed by offloading on MEC server, we should calculate
the offloading uplink time first, and define it as Un:

Uo
n =

Mn

rn
; (4)

where rn indicates the data transmission rate of UE n on the network.
According to the above calculation results, we can get offloading uplink

energy, which is defined as:

Go
n,u = Pn × Uo

n ; (5)
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where Pn is the transmission power of UE n transmits data to MEC server.
Then we need to calculate the MEC server processing time for incoming data,

which can defined as:

Ro
n =

Mn

fn
; (6)

where fn is defined as the CPU cycles per second by the MEC server to complete
task Bn, which is the allocated computational resource.

Since the resources of the entire MEC server are limited, the total amount of
resources that can be allocated cannot exceed the resources of the entire MEC
server. As a result, some UEs are idle. The power in the idle state is defined as
P i

n, and the power consumption in the idle state is:

Go
n,c = P i

n × Ro
n . (7)

According to (4) and (6), the overall time delay of UE n can be expressed as
follows:

T o
n = Uo

n + Ro
n . (8)

According to (5) and (7), the overall energy consumption of offloading of UE
n can be expressed as follows:

Go
n = Go

n,u + Go
n,c . (9)

According to (8) and (9), we can obtain the cost of computation offloading
in the same way as the cost obtained when the task is executed locally. Ho

n is
defined as the total cost of computation offloading, which is expressed as:

Ho
n = Lt

n × T o
n + Lg

n × Eo
n . (10)

According to the cost obtained in the local and MEC server above, we can
calculate the cost value of all UE, defined as Hall :

Hall =
N∑

n=1

αn × Ho
n + (1 − αn) × H l

n ; (11)

where αn is the offloading decision of UE n, it∈ {0, 1}, if UE n tasks are offloaded
on the MEC server, αn= 1, otherwise, αn= 0.

3 Problem Formulation

In this section, our goal is to optimize the computational offloading and resource
allocation of the MEC system. That is to say, we need to minimize the weighted
sum of execution delay and energy consumption of all users in the MEC system.
The problem is described under the following constraints:
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min
A,f

N∑

n=1

αnHo
n + (1 − αn)H l

n ;

C1 : αn ∈ {0, 1},∀n ∈ N ;

C2 : (1 − αn)H l
n + αnHo

n <= σn,∀n ∈ N ;

C3 :
N∑

n=1

αnfn <= F,∀n ∈ N .

(12)

In the formula above, A represents the set of decisions about whether to
offload the task to the MEC server, A = [α1, α2, ..., αn]. f is the set of allocation
of computing resources, f = [f1, f2, ..., fn]. Here are a few constraints:

C1: It expresses UE n selects whether to offload the task to the MEC server
or to execute the task locally.
C2: Delay cannot exceed preset maximum tolerance delay, whether the task
is offloaded to the MEC server executed locally.
C3: The sum of the number of computing resources allocated to all tasks
cannot exceed available sum of the entire system.

As the environment become increasingly complex with more active agents,
the problem becomes more challenging. Instead of the NP, reinforcement learning
is an effective way to optimize A and f. Here in this multi-agent environment,
we use MADDPG instead of traditional reinforcement learning methods learn
methods to solve the problem.

4 Problem Solution

In this section, we first introduce the three key elements of RL in detail: state,
action, and reward, then MADDPG in detail. In order to reduce cost, we propose
to integrate MADDPG and federated learning, which will result in a new model
by merging the policy network of each agent in MADDPG.

4.1 Three Key Elements of RL

– state: State consists of five parts: s = (Dn,Mn, σn, e, c), Dn represents
the size of the data for each task, Mn represents computing resources,
σnrepresents the maximum tolerance delay, e represents residual energy, and
c represents the channel gain to the base station.

– action: Action consists of two parts, namely the set of computation offloading
decision A and the set of resource allocation f for each UE.

– reward: Every step an agent executes an action in a state, it will get a reward.
Because the purpose of RL is to maximize reward, while the objective function
proposed, and our purpose is to minimize cost in this paper. So reward is
negatively correlated with the objective function.
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Fig. 2. An illustration of MADDPG

It’s challenging for traditional RL to apply to the multi-agent environment.
The main reason is the strategies of all agent are continuously changing in the
training process, resulting in the environment being very unstable from the per-
spective of each agent. After denying of other unfitting methods, we chose MAD-
DPG to solve the problem.

4.2 MADDPG Method

MADDPG as a whole is basically similar to DDPG that still adopts the struc-
ture of actor-critic, but adds information of other agents in the critic part. A
total of four networks are used, actor, target actor, critic, target critic. For a
deterministic policy, its gradient can be expressed as:

∇θi
J ≈ 1

S

∑

j

∇θi
πi(s

j
i )∇ai

Qπ
i (uj , aj

1, ..., a
j
i , aj

N )|ai=πi(u
j
i )

; (13)

where J(θ) is the cumulative expected reward of the ith agent, si is the observa-
tion of the ith agent and X = [s1, s2, ..., si] express state. Qπ

i is critic network.
We use this gradient to update the actor network.

L(θi) =
1
S

∑

j

(qj − Qπ
i (uj , aj

1, ..., a
j
N ))2. (14)

For critic network, we need to calculate its mean square error with the target
network as loss to update the parameter.

qj = rj
i + γQπ

′

i (1 − dj)(u
′j , a

′
1, ..., a

′
N )|a′

k=π
′
k(u

j
k)

. (15)
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Algorithm 1 Multi-Agent Deep Deterministic Policy Gradient for N agents
1: for episode = 1 to T do
2: Initialize process N to explore action;
3: Receive initial state x;
4: for t = 1 to maxepisode do
5: Each agent i needs to choose action ai = πθi

(ui) + Nt write the current
strategy and exploration;

6: Execute set of actions a=(a1,...aN )and get new state u
′
and reward r;

7: Store(u, a, r, u
′
, d)in experience replay buffer D ;

8: u ← u
′
;

9: for agenti to N do
10: A minibatch of S samples are randomly from the experience replay

buffer;
11: (uj , aj , rj , u

′j , dj)from D ;
12: qj = rj

i + γQπ
′

i (1 − dj)(u
′j , a

′
1, ..., a

′
N )|a′

k=π
′
k(u

j
k)

;
13: Critic is updated by minibatch the loss :
14: L(θi) = 1

S

∑
j(q

j − Qπ
i (uj , aj

1, ..., a
j
N ))2 ;

15: Actor is updated using the sampled policy gradient:
16: ∇θi

J ≈ 1
S

∑
j ∇θi

πi(s
j
i )∇ai

Qπ
i (uj , aj

1, ..., a
j
i , aj

N )|ai=πi(u
j
i )

;
17: end for
18: For each agent i, target network parameters are updated:
19: θ

′
i ← τθi + (1 − τ)θ

′
i ;

20: For each agent i, critic network parameters are updated:
21: π

′
i ← τπi + (1 − τ)π

′
i ;

22: end for
23: end for

In order to adapt to multi-agent environment, DDPG algorithm is improved.
The most important part is that the critic part of each agent can access to the
actions of all other agents for realizing centralized training and decentralized
execution.

4.3 Model Fusion Method

According to MADDPG, we get a target policy for each agent. As shown in Fig.
3, by using the method of weighted model fusion, we fuse the target policy of
each agent into a final target policy. In this paper, we set the weight to 0.008;
that is, the weight of each new model, when fused into the final target policy, is
0.008, and the weight of the final target policy is 0.992. After obtaining the final
Target policy, we trained the final target policy to get a better model.
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Fig. 3. An illustration of model fusion

We define the final target policy is ρfinal after model fusion, which is
expressed as:

ρfinal = (1 − ω)ρfinal−1 + ωρn;
ρfinal−1 = (1 − ω)ρfinal−2 + ωρn−1.

(16)

Table 1. Configurations

Config number Five Configurations
Number of UEs bs computational capacity Bandwidth

1 10 10000000000.0 10000000.0
2 20 20000000000.0 20000000.0
3 30 30000000000.0 30000000.0
4 40 40000000000.0 40000000.0
5 50 50000000000.0 50000000.0

5 Simulation Result

In this section, the results of simulation experiments are presented to assess
the performance of the proposed method. In the simulation experiments, we
consider using a hexagon network with a base station that contains the server
in the center and UE randomly distributed within 2 km from the base station in
the center. Assuming the computational capacity of each UE is 1 GHz, the data
size of offloaded Dn(kbits) is distributed between (400, 500), and the number of
CPU cycles Mn(megacycles) is distributed between (800, 900). The transmission
power is Pn = 500mW and idle power is P i

n = 100mW . For simplicity, we set
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the decision weight to 0.5, that is, Lt
n = Lg

n = 0.5. We set up five different
configurations as shown in Table 1.

Figure 4 shows that the total cost of the MEC system changes with con-
figurations. In general, when the three configuration resources are too small
or too large, the model fusion algorithm performs better than the MADDPG.
And, when the number of user equipment increase with the growth of base sta-
tion computational capacity and bandwidth, the cost will decrease continuously.
When the number of user equipment is {30, 40}, The model fusion algorithm
perform similarly as the MADDPG algorithm.

In Fig. 5, We compare the cost values of MADDPG and model fusion algo-
rithms in the same configuration. The value is config No. 5, which is number
of user equipment = 50, Base station computational capacity = 50 GHz, and
bandwidth = 50 Mbps. As shown in Fig. 5, the proposed model fusion method
has a better effect, faster convergence speed, and smaller cost.

Fig. 4. Cost of MADDPG and model fusion algorithm in different configurations

Fig. 5. Cost of MADDPG and model fusion algorithm in No. 5 configuration
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6 Conclusion

This paper proposed a model fusion algorithm based MADDPG and federated
learning. It’s used to solve computation offloading decision and resource alloca-
tion problems in a multi-agent environment. First, we compared the proposed
algorithm with the classic MADDPG under different configuration. Then, we
compared the two algorithms’ convergence speed and objective function value
under the same configuration condition. Simulation results showed that com-
pared with traditional MADDPG, under different configuration the scheme has
better performance, faster convergence speed, stronger stability and robustness
in a complex environment.
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Abstract. Due to its high maneuverability and flexibility, there have
been a growing popularity to adopt Unmanned Aerial Vehicles (UAVs)
on Mobile Edge Computing (MEC), serving as edge platforms in
infrastructure- unavailable scenarios, e.g., disaster rescue, field operation.
Owing to the weak workload, UAVs are typically equipped with limited
computing and energy resources. Hence, it is crucial to design efficient
edge computation offloading algorithms which could achieve high edge
computing performance while keeping low energy consumption. A vari-
ety of UAV assisted computation offloading algorithms have been pro-
posed, most of which focus on the scheduling of computation offloading
in a centralized way and could become infeasible when the network size
increases greatly. To address the issue, we propose a semi-distributed
computation offloading framework based on Multi-Agent Twin Delayed
(MATD3) deep deterministic policy gradient to minimize the average
system cost of the MEC network. We adopt the actor-critic reinforce-
ment learning framework to learn an offloading decision model for each
User Equipment (UE), so that each UE could make near-optimal com-
putation offloading decisions by its own and does not suffer from the
booming of the network size. Extensive experiments are carried out via
numerical simulation and the experimental results verify the effectiveness
of the proposed algorithm.

Keywords: Mobile edge computing · Deep reinforcement learning ·
Unmanned aerial vehicle · Computation offloading · Resource allocation

1 Introduction

With high maneuverability and flexibility, unmanned aerial vehicles (UAVs) [1]
can serve as communication reply stations to improve communication and net-
work [2,3] performance in specific scenarios, such as disaster rescue and field
operation, where network infrastructures are unavailable or limited. Meanwhile,
mobile edge computing (MEC) [4–6] is a promising paradigm in cloud radio
access network (CRAN), which can improve the computation performance of
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Qiu et al. (Eds.): SmartCom 2021, LNCS 13202, pp. 416–426, 2022.
https://doi.org/10.1007/978-3-030-97774-0_38
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mobile networks by deploying high-performance edge servers in proximity to end
users. UAV-assisted MEC has drawn extensive attention from both academia and
industries. As a result, UAV can now be used as an edge computing platform
with higher computing and energy [7–9] resources than the resource-constraint
user equipment (UE) and support to execute the computation-intensive and
latency-sensitive tasks offloaded by the UE.

Recent researches have focused on UAV serving as aerial base stations to
enhance communication and computing services [10,11] for the ground users to
reduce latency [12], enhance computation ability [13], improve efficiency [14] and
maximize confidentiality [15]. In the researches aimed to maximize the energy
efficiency of ground user equipment, [16] proposed to achieve the goal by plan-
ning UAV trajectory and allocating task data and computing resources. In the
researches aimed to minimize UAV energy consumption, [17] designed a scheme
synthesizing computation offloading, resource allocation, and UAV trajectory to
minimize UAV energy and time consumption. Meanwhile, a Pareto’s optimal
solution for the tradeoff between UAV energy and time consumption is also pre-
sented. In the researches aimed to minimize the total energy consumption of
UAVs and ground equipment, [18] studied the UAV-assisted MEC system based
on non-orthogonal Multiple Access (NOMA), and reviewed the weighted energy
consumption of UAVs and ground equipments. However, paper [18] did not con-
sider the delay constraint to deal with offloaded data by UAV, thus the energy
consumption model cannot be applied extensively.

This paper investigates the computation offloading in UAV-assisted MEC,
which includes one drone with high computing capacity and multiple user equip-
ments. In particular, we design a computation offloading framework supported
by multi-agent twin-delayed deep deterministic policy gradient(MATD3) [19]
algorithm. To start with, we establish the system model, communication model
and calculation model of the MEC network. Then we propose to minimize the
average cost of the system through joint optimization of computing resources
and transmission power. We further formulate the joint optimization problem
as a Markov decision process [20] and apply the deep reinforcement learning
algorithm to optimize the offloading policy. Finally, simulation results verify the
performance of the MATD3 algorithm.

2 System Model

2.1 UAV Assisted MEC System Model

In this paper, we design a UAV-assisted MEC system model, which consists of
multiple user equipment and one drone carrying a Micro Base Station (MBS), as
shown in Fig. 1. MBS is deployed with an edge server, whose computing capacity
and energy budget are represented as Fmbs and Embs. Let U = {1, 2, . . . ,U}
denote the set of UEs, where U is the number of UEs. The system time is evenly
divided into T intervals and denoted by the set T = {1, 2, ...,T}. Besides, the
region of space is described by tree-dimensional coordinates, with which the
positions of the UE u at time slot t and MBS are denoted by Pt

u = (xt
u , yt

u , ztu)
and Pmbs =

(
xmbs, ymbs, zmbs

)
.
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Fig. 1. UAV assisted MEC system model.

In the begining of each interval t , one task arrives UE u is denoted by
Jtu = (Bt

u ,Ft
u ,Dt

u), where Bt
u is the task data size (measured in bits), Ft

u is
the required number of CPU frequency to complete a bit the task data, and Dt

u

is the maximum tolerance task delay. In this paper, we adopt a binary offload-
ing decision strategy, where each task is executed either locally or remotely.
The offloading decision of each task Jtu is represented by a offloading variable
ot

u = {0, 1}.

2.2 Communication Model

This paper adopts a wireless interference model and the offloading transmission
rate is calculated as

rt
u = Wlog2

(

1 +
pt

ugt
u

σ2 +
∑U

k �=u,o(k)=1 pt
kgt

k

)

(1)

where W represents the transmitting bandwidth, pt
u represents the transmitting

power of UE u at time slot t , σ2 represents the background noise power (without
loss of generality, we assumed the same value for all UEs), and gt

u represents the
channel gain between the MBS and UE u at time slot t .

Following the LTE standard [21], the path-loss is modeled by

gt
u = 128.1 + 37.6 ∗ log10

(
dt

u

)
, u ∈ U, t ∈ T (2)

where dt
u =

∥
∥Pt

u − Pmbs
∥
∥ is the Euclidean distance (measured in km) between

the MBS and UE u at time slot t .
Supposing the maximum transmitting power of UEs is pmax, the allocated

transmitting power should not exceed the maximum, as follow
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pt
u ≤ pmax, u ∈ U, t ∈ T (3)

Given the above, we can calculate the time and energy cost to offload the
task Jtu from UE u to the MBS by

t̃tu =
Bt

u

rt
u

(4)

and

ẽt
u = pt

ut̃tu =
Bt

upt
u

rt
u

(5)

Due to the results of most tasks being smaller than the uploaded task size,
the time and energy to download the edge computing result from the MBS are
ignored.

2.3 Computation Model

When the offloading variable ot
u = 0, i.e., the task Jtu is executed locally on the

arrived UE u, the task execution latency of Jtu can be given by

ťtu =
Bt

uF t
u

f t
u

, u ∈ U, t ∈ T (6)

where f t
u represents the allocated computing capacity by UE u at t time slot

and should satisfies
f t

u ≤ fu
max,∀u ∈ U, t ∈ T (7)

where fu
max represents the maximal available computing capacity of UE u. the

consumed energy can be given by

ět
u = κu

(
f t

u

)vu Bt
uF t

u

f t
u

, u ∈ U, t ∈ T (8)

where κu and vu are the energy consumption cofficients [22] that are related to
the chip architecture of UE u.

When the offloading variable ot
u = 0, i.e., the task Jtu is offloaded and executed

on the MBS, the task execution latency of Jtu can be given by

t̂tu =
Bt

uF t
u

f t
mbs,u

, u ∈ U, t ∈ T (9)

where f t
mbs,u represents the allocated computing capacity from the MBS to UE

u at t time slot and should satisfies

U∑

u=1

f t
mbs,u ≤ Fmbs,∀t ∈ T (10)
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The consumed energy can be given by

êt
u = p̂mbst̂tu =

p̂mbsBt
uF t

u

f t
mbs,u

(11)

where p̂mbs is the power of MBS when it works.

3 Problem Formulation

At each time slot t , the system costs of the task latency and the energy con-
sumption of Jtu of UE u can be given by

Čt
u =

(
1 − ot

u

)
ťtu + ot

u

(
t̃tu + t̂tu

)
(12)

and
Ĉt

u =
(
1 − ot

u

)
ět
u + ot

u

(
ẽt
u + êt

u

)
(13)

respectively. Therefore, under the goal of minimizing both taks execution latency
and enery consumption of UE, the weighted cost of UE u at t can be defined as

Ct
u = μČt

u + (1 − μ) Ĉt
u (14)

where μ is the weigth of execution latency. The average system cost for all UEs
during T is defined as

Csys =
1
T

T∑

t=1

U∑

u=1

Ct
u (15)

Our aim to reduce both task execution latency and energy consumption of
all UEs can be formulated to minimizing the average system cost Csys by jointly
optimizing the variables under certain constraints:

P : min
(ot

u,ft
u,ft

mbs,u,pt
u)

Csys (16)

st.∀u ∈ U, t ∈ T, C1 : ot
u = {0, 1}, C2 : pt

u ≤ pmax, C3 : f t
u ≤ fu

max,

C4 :
U∑

u=1

f t
mbs,u ≤ Fmbs, C5 :

(
1 − ot

u

)
ťtu + ot

u

(
t̃tu + t̂tu

) ≤ Dt
u ,

C6 :
ṫ∑

t=1

(
1 − ot

u

)
ět
u + ot

uẽt
u ≤ Eu,∀ṫ ∈ T, C7 :

ṫ∑

t=1

ot
uêt

u ≤ Embs,∀ṫ ∈ T.

4 MATD3-Based Computation Offloading Framework

This section first briefly introduces the essential elements of our DRL-based
offloading optimization framework, then describes the structure and the execu-
tion process of the MATD3 algorithm.
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4.1 Essential Elements of DRL

In deep reinforcement learning, the agent (i.e., the UE) interacts with the envi-
ronment (i.e., the UAV-assisted MEC network) by generating actions and receiv-
ing rewards from the environment under the current state, and observing next
states. Here, the essential elements–state, action, and reward adopted in this
paper for MATD3 offloading optimization framework are defined as follows:

1) State. Owing to the need of decentralized offloading for the UAV assisted
MEC network, the UE only observe limited state information from environ-
ment, which includes its current position, lastest arrived task, current bat-
tery capacity. Therefore, the state st

u of UE u at time slot t is denoted by
st

u = (gtu , Jtu ,Et
u), where channel gain gtu is calculated by its current position

Pt
u , Et

u can be computed as Et
u = Eu − ∑t−1

i=1 ((1 − ot
u) ět

u + ot
uẽt

u).
2) Action. Similarly, the UE could only make its own offloading decision since

the decentralized offloading constraint. According to the offloading optimiza-
tion problem formulation, the action at

u of the UE u at time slot t is denoted
by at

u =
(
otu , f̂ t

u , ptu

)
.we combine f t

u and f t
mbs,u into one new variable f̂ t

u for
simplify, which can be given by

f̂ t
u =

{
f t
u otu = 0,

f t
mbs,u otu = 1.

(17)

3) Reward. Since we hope to minimize the average system cost in terms of the
offloading problem P , the reward Rt

u of UE u at time slot t and the UE
current cost should be inverserly correlated. Therefore, we define reward as
rt
u = −Ct

u. According to the Bellman Equation, Q value Qt
u can be denoted

by

Qt
u = rt

u + δrt+1
u = rt

u + δ1rt+1
u + δ2rt+2

u + . . . (18)

where δ represents the discount factor of future reward, and it should satisfy

0 ≤ δ ≤ 1 (19)

owing to the definitions of the three essential elements, the optimization problem
P can be transformed into a new problem P̂ , which is denoted by

P̂ : max
π

Qt
u (20)

where π is the neural network, input is state rt
u, output is the action at

u. Our
target is to attain the optimal network parameters to maximize Q value.

4.2 Network Structure of MATD3

As shown in Fig. 2, the MATD3 network structure mainly includes execution
and training.During the execution phrase, each UE has an individual actor net-
work πu built using deep neural network with parameters ωu , which interacts
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with the UAV assisted MEC network relying on its own current state. Spe-
cially, the UE u observes the own current state st

u at time slot t, makes its own
offloading decision variable at

u obtained by the its actor network at
u = πu(st

u),
and receives the immediate reward rt

u from environment and own next state
st+1

u . Then the all UEs generated experience tuple (St, At, St+1, Rt) is put into
reply buffer at time slot t, where St = {st

1, s
t
2, · · · , st

U}, At = {at
1, a

t
2, · · · , at

U},
St+1 =

{
st+1
1 , st+1

2 , · · · , st+1
U

}
, Rt = {rt

1, r
t
2, · · · , rt

U}. When the reply buffer is
full, the algorithm starts the train part.

Fig. 2. MATD3 network structure.

During training phrase, we firstly random sample a mini-batch experience
tuple from

(
S,A, Ŝ,R

)
from replay buffer M . Then, We take the next state

st+1
u of the corresponding UE u in the tuple and feed it to the respective target

network π̂uto get the next action at+1
u . We next feed the next state st+1

u and the
next action at+1

u to target critic1 and target critic2 to get Target Q̂1 and Target
Q̂2, respectively. We take the smaller of Q̂1 and Q̂2 as y. Meanwhile, we feed
the current state st

u and the current action at
u to critic1 and critic2 to get cur-

rent Q1 and current Q2, respectively. Afterward, We calculate the loss function
and backpropagation update critic1 and critic2 network parameters θ1 and θ2.
Finally, we update the actor network of each UE at delay update frequency. At
the same time, we also soft update the target actor network of each UE and two
target critic network parameters. The detailed execution process of the MATD3
algorithm, as shown in Algorithm 1.



Multi-agent Computation Offloading in UAV 423

Algorithm 1. Multi-Agent Twin Delayed Deep Deterministic Policy Gradient
Algorithm
1: Create actor neural network πu for each UE u by using random parameters ωu .
2: Create two critic networks Q1, Q2 by using random parameters θ1 and θ2.
3: Initialize target actor network for each UE u, ω̂u ←− ωu .
4: Initialize two target critic networks Q̂1, Q̂2, θ̂1 ←− θ1, θ̂2 ←− θ2.
5: Initialize replay buffer M , replay buffer sizes = 0.
6: for episode i = 1 to episodes max do
7: Generate randomly noise for finding actions, and acquire original state S0, attain

each UEs’s observations through state S0 =
{
s01, s

0
2, · · · , s0U

}
.

8: for step t = 1 to max steps do
9: for each UE u = 1 to U do

10: Select actions at−1
u from own observation st−1

u and deterministic policy by
adding noise εa, at−1

u = clip
(
πu

(
st−1

u

)
+ N (εa) , amin, amax

)
.

11: end for
12: Excute action At−1 and obtain new state St and reward Rt−1.
13: Store exprience tuple (St−1, At−1, St, Rt−1) into replay buffer M ,

replay buffer sizes+ = 1.
14: end for
15: end for
16: if replay buffer sizes > max buffer sizes then

17: Random sample a mini-batch experience tuple
(
S,A, Ŝ,R

)
from replay buffer.

18: Calculate target critic Q value:

19: y = R + min Q̂1,2
((

Ŝ1, Â1
)

, . . . ,
(
ŜU , ÂU

))

20:
21: θ1,2 ← argminθ1,2

∑U
u=1

(
Q1,2 (S, A) − y

)2

22: if i mod delay update frequency then
23: Update all the policies
24: ∇ωuJ (πu) =
25: EO,A∼D

[∇ωuπu (Au | Su) ∇AuQπ

(
S1,A1

)]

26: Soft update target networks’ parameters:
27: π̂u ← λπu + (1 − λ) π̂u

28: θ̂1,2 ← λθ1,2 + (1 − λ) θ̂1,2

29: end if
30: end if

5 Simulation Results

In this section, the performance of the MATD3 algorithm is evaluated via
numerical simulation with the following settings. A MBS with the position
Pmbs = (0, 0, 20m) and coverage 1000×1000 m2 is considered, where the deploy-
ing edge server is equipped with 1×104 MHz computation capacity. The channel
bandwidth and the noise power δ2 is set 10 MHz and –100 dBm, respectively.
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The task size Bt
u and Ft

u are sampled from [400000, 500000] bit and [800, 900]
cycles, respectively. The CPU frequency of each UE is 1 × 103 MHz computa-
tion capacity. Moreover, the critic networks are composed of four hidden layers
1024 × 512 × 256 × 128, and the actor networks are composed of two hidden
layers 128 × 128. The activation function of actor and critic networks is ReLU,
and the learning rates of the actor and critic are 10−3 and 10−4, respectively.
The mini-batch size is 64, the discount factor for future reward is 0.98. the action
noise is normal distribution, which mean is 0 and variance is 1.

Fig. 3. Average cost comparison between MADDPG and MATD3 w.r.t. different UE
numbers

We evaluate the performance of MADDPG and MATD3 with different num-
bers of UE, as shown in Fig. 3. It can be noticed that the MADDPG algorithm
is unstable and has significant fluctuations, which could result formulate the
reason that It is easier for the MADDPG to dramatically overestimate Q values,
which leads to policy breaking because it exploits the errors in the Q-function. In
contrast, the MATD3 algorithm is more robust. As the number of UE increases,
so does the cost of the system.

Fig. 4. Average cost comparison between MADDPG and MATD3 w.r.t. different MBS
computation capacity
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We evaluate the performance of MADDPG and MATD3 with different MBS
computation capacities, as shown in Fig. 4. It can be noticed that the MADDPG
algorithm curve firstly rise and then fall, which could result formulate the rea-
son that multiple agents compete with each other when the MBS computation
capacity increases. In contrast, the MATD3 algorithm is more robust. As the
MBS computation capacity MBS increases, the cost of the system reduces.

6 Conclusion

This paper concentrates on studying a MATD3 computation offloading algo-
rithm for UAV-assisted MEC networks. Given the high complexity of solving
multiply closely coupled offloading decision variables for the MEC using conven-
tional numerical optimization methods, The old optimization problem was firstly
formulated into an MDP problem which can be handled via deep reinforcement
learning. Three essential elements of deep reinforcement learning were defined:
state, action, and reward. Then, the network structure and execution process of
the MATD3 algorithm were illustrated in detail. Next, we adopt the actor-critic
reinforcement learning framework to generate the offloading decision model and
implement the framework in an uncentralized way, where each UE has an indi-
vidual actor. Finally, we train the model by using the collected experience and
update the model cyclically to all UE. In this way, we can effectively relieve
the overestimation of the Q value. Simulation results have demonstrated per-
formance experienced notable improvements compared with other distributed
offloading approaches.
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Abstract. The Traveling Salesman Problem (TSP), a classic problem in com-
binatorial optimization, is a well-known NP-hard problem with a wide range of
real-world applications. Dynamic TSP is a further upgrade of TSP. Its dynamic
change information leads to the greater complexity of the problem. Over the years,
numerous excellent algorithms have been proposed by researchers to solve this
problem, from the early exact algorithms to approximate algorithms, heuristics,
and more recently, machine learning algorithms. However, these algorithms either
only work with static TSP or have an unacceptable time consumption. To this end,
we propose an optimized pointer network for approximate solution of dynamic
TSP, which guarantees a high-quality approximate solution with very low time
consumption. We introduce an attention mechanism in our model to fuse the
dynamically changing edge information and the statically invariant node coordi-
nate information anduse reinforcement learning to enhance the decision-makingof
the model. Finally, the superior performance for dynamic TSP with low time-cost
is verified on comparison experiments.

Keywords: Dynamic TSP · Pointer networks · Attention · Reinforcement
learning

1 Introduction

TheTravelingSalesmanProblem (TSP) problem is a classic problem in the combinatorial
optimization domain [1, 2]. In graph theory, the TSP problem can be defined as that, in an
undirected weighted complete graph, we randomly choose a node as the starting point,
then visit all other nodes in turn once, and finally return to the starting point. The goal is to
find the traversal path with a minimumweight sum of edges on the path. Many problems
in real life can be regarded as TSP problems or their variants, such as electrical wiring,
vehicle routing planning, logistics planning, pipeline laying and processing schedules
and other issues [3]. Therefore, solving the TSP problem effectively is of great practical
significance in real life.

Since the feasible solution of TSP which is an NP-hard problem [4, 5] is the com-
plete arrangement of all vertices, the possible combinations grow explosively with the
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increasing of vertices number. Early researchers used precise algorithms to solve the
problem, including [6–10]. Precise algorithms can obtain the exact optimal solution, but
it is accompanied by a high time complexity, making it suitable only for very small-scale
cases. Therefore, in subsequent research, researchers focus on approximation algorithms
and heuristic algorithms for TSP,which have faster-running speedwith ensuring the solu-
tion quality, including [11–20]. In addition to the above traditional methods, scholars
have also introduced deep learning to solve the TSP problem in recent years, such as
[21–24].

The number and weight of the vertices and edges of the graph in the above TSP will
not change, so it is also called the static TSP. However, in real life, the problems we
may encounter are more likely to be dynamic TSP [25], that is, changes in the weight of
edges between nodes or in the number of nodes in the graph, and so on. Many practical
problems such as real-time vehicle deployment and resource dynamic dispatch can be
approximated as dynamicTSP.Comparedwith static TSP, dynamicTSPhas dynamically
changing information, which increases the difficulty of solving the problem, but at the
same time, it has greater practical application value. Therefore, an effective solution for
dynamic TSP in a short time has more important practical value. The time consumption
for finding an accurate solution of dynamic TSP is unbearable. Therefore, it is necessary
to find an approximate algorithm with lower complexity but still meets the requirements
in the case that finding an accurate solution in a limited time is not feasible. In the
solution based on traditional methods, [29] combined several traditional methods into a
method that can solve the dynamic TSP problem. The heuristic-based methods include
[26–30]. Although the dynamic TSP problem can be approximated by these methods, it
takes a lot of time.

To address the limitations of the above methods, we consider the quality of the
approximate solution as well as to ensure that the computation time is not too long.
Therefore, we adopt a deep learning approach in an approximate solution to the dynamic
TSP problem. More specifically,we propose to use the pointer network model to find an
approximate solution to the dynamic TSP problem. We have improved the architecture
of the pointer network and introduced an attention mechanism to fuse the dynamically
changing edges information and the static node coordinate information in the dynamic
TSP problem.We also use reinforcement learning to enhance the decision-making ability
of our model. We summarized our main contributions as follows:

1. We first apply the pointer network model to the dynamic TSP problem.
2. We introduce attention to analyzing dynamic edge weights in dynamic TSP to

improve the pointer network, which improves the model’s decision-making ability.
3. We use reinforcement learning methods to improve the accuracy of the approximate

solution of the model.
4. We have conducted extensive experiments comparing multiple baseline methods to

demonstrate the effectiveness and low time consumption of our model.

The rest of this paper is organized as follows. First,wediscuss relatedworks inSect. 2.
We then describe the dynamic TSP problem and the methodologies implementation in
Sect. 3. Next, we present experimental settings and evaluation results in Sect. 4. Finally,
we make conclusions for ours work in Sect. 5.
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2 Related Works

2.1 RNN

In the last decade, the application of Recurrent Neural Network (RNN) has becomemore
and more extensive, and it has become one of the most classic time series models [31],
because of its memory function to remember distant information. Although RNN can
process part of the historical information, when the time series is too long, the problem
of “long-term dependence” occurs. To solve this problem, researchers have proposed
many improvements on the basis of the RNN model. The most widely used variants are
the long short-term memory model (LSTM) [32] and GRU model [33], both of which
can well alleviate the long-term dependency limitation.

The Seq2Seq [34] model is based on the Encoder-Decoder framework, which can
handle the problem of unequal length of input and output sequences. It can be used to
assist RNN. [35] propose an attention mechanism to further optimize Seq2Seq model.
The output length of the Seq2Seq model is fixed, which makes it impossible to use
it in dynamic TSP. To solve the problem of “heavy dependence of output on input”,
researchers have proposed a pointer network [21] based on the attention mechanism.

2.2 Reinforcement Learning

Reinforcement learning [36], also known as evaluation learning or augmented learning.
It is widely used in various interaction scenarios in which an intelligence agent with a
transformed environment to learn a learning strategy that maximizes the total reward or
achieves a particular goal through single interaction rewards [37, 38]. Reinforcement
learning can be divided into Value-Based algorithms [39] and Policy-Based algorithms
[40]. The famous DQN [41] algorithm is one of the Value-Based algorithms, which uses
CNN [42] to approximate the value function.

3 PN-DTSP Model

3.1 Definition

In a graph G = (V ,E), there are |V | nodes and |E| edges, where V = {v1, v2 . . . vn}
is the set of nodes and E = {

e1, e2 . . . en×(n−1)
}
is the set of edges. The attributes of

each node in graph G consist of horizontal coordinate x and vertical coordinate y. For
any two nodes va and vb distance l(va, vb) in the graph, the distance can be calculated
according to Eq. (1)

l(va, vb)(t) =
√(

xva − xvb
)2 + (

yva − yvb
)2 + dab(t), (1)

where
√(

xva − xvb
)2 + (

yva − yvb
)2 is the Euclidean distance, dab(t) is a function

of time t, which represents the changes of edge weights in dynamic TSP. The problem
is suitably simplified in our study. The edge distance matrix of the graph corresponding
to the dynamic TSP problem changes over time, but the number of nodes in the graph
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does not change, and the distance of the edges in the graph only changes with each new
node reached during the traversal. Thus, in a dynamic TSP problem with n nodes, the
full graph changes n times.

The dynamic TSP can be described as that we choose any node in the graph as the
starting point. Then, we traverse each other nodes in turn and finally return to the starting
point with the goal to minimize the sum of edge weights on the traversed paths. The
optimization objective of dynamic TSP can be described as Eq. (2)

Min(d(T (t))) = min

(
∑n(t)

i=1
dTi,Ti+1(t)

)

, (2)

where D = {
dij(t)

}
denotes the edge weight matrix of the corresponding graph and

dij(t) denotes the weights of nodes vi and vj at the edge at time t.

3.2 OPN-STSP

In a graph G = (V ,E,D), we first construct the input
{
xi = (

si, di
)}

for the pointer
network, where si is the two-dimensional coordinate of node i, which belongs to the
static part, not changing with moments. di is the dynamic part, which represents the
change value of the edges from node i to other nodes at all moments. The expression of
di is given in Eq. (3)

di =
[
di
0; di

1; . . . ; di
T−1

]
, (3)

where the symbol ; represents the splicing operation of vectors, and T represents the
number of times, which is the same as the number of nodes.

Our optimized pointer network (OPN-DTSP) has two modules: Encoder and
Decoder. Different from Encoder in the original pointer network [21] by using RNN, the
Encoder module encodes the input

{
xi = (

si, di
)}

as a multidimensional vector by using
one-dimensional convolution with 1 × 1 kernel size. We calculate the static part and the
dynamic part separately with different parameters. The Encoder module uses GRU [33]
at each decoding step to point to input. We provide the static information as input to the
decoder network. For each input, the decoder network will output the probability of each
node being selected as the next hop, and select the node with the highest probability,
and so on until all the nodes are traversed and returned to the starting point. Then the
solution of the dynamic TSP problem is completed.

The architecture of OPN-DTSP is shown in Fig. 1, the dynamic information is a
stitching of the amount of edge changes at each moment of the node and we use the
attention for the processing of dynamic elements. In step i of the decoder, we use the
context-based attention to extract relevant information by vector at , where the role of
attention is to determine the input in the next moment t. The attention vector at can be
calculated according to Eq. (2) and Eq. (3)

at = at
(
xit, ht

)
= softmax(ut), (4)

uit = vTa tanh
(
Wa

[
xit; ht

])
, (5)
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where ht ∈ RD is the memory unit of GRU at moment t, ; represents the splicing of
two vectors. Then the obtained attention is added to the input to obtain the vector with
attention ct

ct =
M∑

i=1

aitx
i
t (6)

After obtaining the attention vector, the values are normalized by the decoding part
and using the softmax function according to Eq. (7)

P(yt+1|Yt,Xt) = softmax
(
vTc tanh

(
Wc

[
xit; ct

]))
(7)

The va, vc,Wa,Wc in Eq. (9) and (10) are hyperparameters for learning.
In decoding, assuming that, in moment t, when making decisions, the information

of edge weight changes before moment t already has an impact on the encoding vectors,
so it is only necessary to consider the information of edge weight changes afterward. At
the moment of decoding moment t, the dynamic part information of node i is updated
in this paper as shown in Eq. (8)

di =
[
0; 0; . . . , di

t . . . ; di
T−1

]
(8)

Fig. 1. The architecture of OPN

The detailed algorithm is shown in Algorithm 1. Since the dynamic TSP problem
is more complex than the static TSP problem, it is difficult to obtain the exact solution
of the problem in a short period of time, and therefore it is more difficult to obtain
labeling information for training in a supervised manner. For this reason, we use the
reinforcement learning approach Actor-Critic to learn the dynamic TSP problem.



432 Z. Xiao et al.

Algorithm 1. Pointer Networks for Approximate Solution of dynamic TSP
Input Node coordinates Dynamic edge weight matrix
S norm(S)
ENCODER static_encoder Conv1d
ENCODER dynamic_encoder Conv1d
xi =[static_encoder ; dynamic_encoder]
DECODER in time t : dyna
GRU hidden:
Attention:
While terminating condition!=True

Encoder With Attention
The Probability of Each Node at t+1

Pred=max(p(t+1))
Return

4 Experiment

4.1 Dataset and Experiment Settings

In this paper, we consider the case where the change weights of edges are discrete.
Specifically, the time required to travel from any node to another is a one-time unit,
and the weights of all edges change once for each time unit elapsed. The optimization
objective of the dynamic TSP is to minimize the sum of the edge weights on the path.

The graph data used for the experiments in this paper are randomly generated. We
define four types of graphs with the number of nodes 10, 20, 50 and 100. 100000 graphs
are generated for each type, where the training set : test set : validation set = 7 : 2 : 1.
In each graph, the coordinates of the nodes are initialized with random values, and the
node coordinates take values range from (0, 0) to (1, 1). Then the side weight variable
dij(t) is a function of time, and the range of variation is set between (−0.1,+0.1) (Table
1).

Table 1. Description of the data in the dataset for OPN-DTSP

Variable Type Description

x Float Horizontal coordinate of node

y Float Vertical coordinate of node

id Int Node ID

dij(t) Float weights of edge eij at t time

We mainly compared the approximate solutions of the traditional methods in our
experiments. We also compare the exact solution based on dynamic programming, but



OPN-DTSP: Optimized Pointer Networks for Approximate Solution 433

the complexity of the dynamic programming method is high and cannot be computed
when the number of nodes is too large. We set the learning rate to 0.1.

We conduct experiments to investigate the appropriate number of hidden layers in
the dataset with 20 nodes. The number of hidden layers is set to 32, 64, 128, 256, 512
and 1024, respectively. We select the parameter with the smallest loss value as the best
parameter. The experimental results are shown in Fig. 2(a). It can be seen that the best
hidden layers are around 256 and 512. Although the 512 layers is slightly better than
256, but the decline is smaller. In order to reduce the time cost, we finally choose the
256 hidden layers. To explore the appropriate dropout values, we conducted experiments
in a data set with 20 nodes. The dropout values were set to 0.0, 0.1, 0.2, 0.3, 0.4 and
0.5, respectively. The parameter with the smallest loss value was selected as the best
parameter. The experimental results are shown in Fig. 2(b). It can be seen that the loss
value is the smallest when the dropout value is 0.1.

4.2 Performance on Static Graph

To verify that OPN-DTSP model can effectively utilize the dynamic edge weight infor-
mation of the dynamic graph, we compare the original pointer network model on the
static graph. We visualize several solutions from the test results of the static model and
the dynamic model, respectively. Figure 3 presents the partial solution of the static graph
in the static model, as well as the partial solution of our model. The same node coordi-
nate data is used for both parts, and the difference is that the graph edge weights used in
Fig. 2(a) are statically invariant. It is observed that the two partial decompositions are
generally similar, but in terms of details, there are still differences, which indicates that
the dynamic model makes different decisions from the static model after considering the
dynamically changing edge weights.

Fig. 2. The impact of the number of hidden layers and dropout
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Fig. 3. Paths for TSP

4.3 Performance Comparison on Dynamic TSP

To verifyOPN-DTSP performance of the dynamic TSP problem approximation solution,
we compared with other traditional approximation algorithms, including genetic algo-
rithm [25], NS-ACO [26] and dynamic programming violence methods (DP), respec-
tively. A comparison experiment was made on four types of graphs with the number
of nodes 10,20,50,100 respectively. Because of the unbearable time consumption on 50
and 100 nodes, we did not calculate these graphs by DP.

From the experimental results in Table 2, we know that the effect of OPN-DTSP is
optimal relative to other approximation algorithms in all three data sets of 20, 50 and
100 nodes. It is only slightly inferior to the NS-ACO method in the data set with 10
nodes, but the difference is very small.

Table 2. Sum of solution paths of different methods on datasets

Nodes in graph 10 20 50 100

OPN-DTSP(Ours) 2.623 3.882 5.997 8.890

Genetic algorithm 2.756 4.125 6.224 9.250

NS-ACO 2.603 4.021 6.125 8.993

DP 2.493 3.773 ~ ~

4.4 Comparison of Time Consumption

To verify the time-consuming performance of the OPN-DTSP, we compared it with
other traditional approximation algorithms, which are the same as Sect. 4.3. The time-
consuming comparison experiment is the total time in seconds to compute 256 test
cases. For the deep learning-based approach proposed in this paper, only the training
phase takes a long time, and once the model is trained, the testing phase does not take
very long, and, since it can be accelerated with the GPU, it takes less and less time. The
results are shown in Table 3 and Fig. 4.
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Table 3. Time consumption of baseline methods

Nodes in graph 10 20 50 100

OPN-DTSP (Ours) 0.026 0.126 1.569 8.265

Genetic algorithm 0.089 1.658 17.326 235.326

NS-ACO 0.076 1.459 16.592 210.469

DP 0.189 268.326 ~ ~

From the results, it can be seen that the time consumption of our OPN-DTSP is
much shorter than the enumeration-based DP method and the approximate solution of
the dynamic TSP problem based on traditional methods. The time consumption of our
model grows flatter as the size of the graph becomes larger.

Fig. 4. Comparison of time consumption in different models

5 Conclusion

Themain purpose of our work is to solve the problem that the dynamic TSP is unsolvable
in polynomial time, and the brute force search and traditional approximation methods
take too long. Our solution is OPN-DTSP model, which fuse the dynamically changing
edge information and the static node coordinate information, to handle the dynamic TSP.
Our work is based on the following two premises: (1) deep learning has a strong fitting
ability for dynamic TSP, a relatively satisfactory approximate solution can be obtained
within an affordable time; (2) when looking for a path in a dynamic TSP, we need to con-
sider the edgeweight changes of the unselected nodes to achieve good results. Finally, we
verify that our model is better than traditional algorithms based on comparative exper-
iments. With the increasing of nodes, the time consumption of traditional algorithms
becomes unbearable. In contrast, the computational time consumption of OPN-DTSP
increases at a slower rate.
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Abstract. Federated learning is one computation paradigm used to address pri-
vacy preservation and efficient collaboration computing nowadays. Especially, in
the environment where edge devices are facing different data scenarios, it is a chal-
lenge to enhance the prediction model accuracy. Since the data distributions on
different edge devices might not be independent identical distributions, and also
due to the communication obstacles existing in the modern complicated wireless
world, it is an essential problem to sample which client devices to contribute to the
server learning model. In this paper, instead of making the assumption on uniform
distributed data sources, we assume the agnostic data distribution presumption.
One indicator called client reward is defined applicable on the proposed client sam-
pling algorithm. Combing with the redefined loss functions on the agnostic data
distribution, a novel client sampling scheme is proposed and tested on real world
datasets. The experiment results show that the client sampling scheme improves
prediction accuracy on unbalanced data sources from different edge devices and
achieves reasonable computing efficiency.

Keywords: Edge computing · Internet of Things · Machine learning ·
Supervised learning

1 Introduction

The federated learning is suitable for addressing learning problems faced in a distributed
system. It is natural and common to see that over billions wired and wireless devices are
connected sharing some categorical features, which produce data from different sources
in real world. For the devices on the edge, there is not enough computing facilities [1]
and power [2] to support a sophisticated enough learning model. Think about the sensors
attached to solar panels across remote rural areas, where the power supply and wireless
connections are not as good as in the cities [3, 3]. On the contrary, the central devices,
which might be located in a computing center or servers supported with continuous and
stable power supply and with state-of-the-art computing facilities, may not have rich
enough data sources to train the prediction model [5, 5].

There are many challenges in federated learning, such as how to determine which
data sources are selected in participating in the model training, how to sample client
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devices to have fairly good representations of different data sources and how to design
the orchestration of server and client devices to mitigate the negative impact caused by
unstable communication channels.

A lot of interests have been inspired recently, whose sampling schemes are usually
unfit for non-independent identical distributed training data. To improve communication
efficiency, the data transferred are compressed through the channels between server and
client devices. The lossy compression [7], the structured and sketched updates [8], and
FEDBOOST [9] were proposed. Their work is primarily focused on the communication
efficiency and try to reduce data transferred under limited bandwidth. FedAvg [10] was
proposed to select clients randomly and average themodel parameters on server. FedPAQ
[11] adapted quantizer operator to compress the model parameters. However, these
proposals have not addressed the problem that how to sample client devices to contribute
to themodel trainingwhen the underlying data distributions are not independent identical
distributed.

In this paper, we handle the tough condition that the underlying distributions are not
independent identical distributed and the target whole distribution is not simple uniform
union of all the client distributions. Instead, the proposed client sampling scheme is able
to work with the condition that the target distribution is unknown. In order to evaluate
which clients to be selected, one metric called client reward is defined as the indicator.
Furthermore, after defining loss functions by setting up updated weighted factors, the
scheme tries to find alignment between the client rewards with the weighted factors to
determine which devices to be sampled on the run.

The contributions of the paper can be summarized as follows:

(1) A novel client sampling scheme is proposed to handle the tough condition that the
underlying distributions are not independent identical distributed.

(2) The sampling scheme is improved by incorporating the condition that the target
whole distribution is not simple uniform union of all the client distributions.

(3) Extensive experiments are conducted to validate the scheme we proposed.

This paper is organized as follows. The Sect. 2 is the brief introduction on related
work and discussion on the contributions. The Sect. 3 is the client sampling scheme
description and explanations on what is going on under the hood. The Sect. 4 is the
experiment part, where EMNIST dataset is used to show the scheme testing accuracy
results and the comparisons with the baselines. The Sect. 5 is the conclusion which talks
about the application areas and possible further work.

2 Related Work

The related work on addressing challenges under federated learning can be grouped as
two sets. One is improving the communication efficiency, and the other is improving the
model prediction accuracy and learning fairness.

With the advance of computing software [12, 12], networks [14, 14], and algo-
rithm design [16], lager amounts of data [17] need to be transferred and processed effi-
ciently and securely [18, 19]. Communication efficiency can be improved by reducing
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the communication frequency between clients and server. Qiu et al. proposed an optimal
resource allocation using reinforcement learning for IoT content-centric services and
communication [20]. One way to reduce the communication frequency is to arrange
more model training on the client devices. Federated Proximal [21] suggests that during
one communication round, only part of the clients would be sampled and updated. The
calculation epochs on client devices can be adjusted dynamically, and it is not required
that all clients have the same calculation epochs. Federated Proximal is more suitable
for non-independent identical distributions compared with FedAvg. Overlap Federated
Averaging [22] is trying to utilize client cluster computing power to expedite the feder-
ated learning process, which is a trade-off between the number of clients participating in
each round and the communication frequency. Another way to improve the communica-
tion efficiency is compressing the updated model being transferred between clients and
server. One example is random sparsification, which is using sparse matrices to describe
the updated local model and for each client, the sparse matrix is generated indepen-
dently. Flexible Sparsification [23] allows only part of the gradients with significance
to be uploaded to the server. Another example is quantification, which may use weight
factors assigned to the local model parameters and lower the precision of gradients in
order to reduce the communication cost. Multiple Access Channel based gradient sens-
ing quantification [24] suggests that parameters optimization could be based on both the
client gradients and the underlying channel conditions. Multiple Access Channel based
quantification could take more advantage of the communication channels than uniform
quantification.

Besides communication frequency reduction and model compression, client sam-
pling is a popular technique for improving communication efficiency and model pre-
diction accuracy. Federated Client Selection [25] selected the clients to participate in
the update based on Cumulative Effective Participation. Yet Federated Client Selection
performs not well under complicated network structure and non-independent identical
distributions. To handle non-independent identical distribution situation, Hybrid Fed-
erated Learning [26] makes the server to sample clients in order to build a dataset
locally with quasi-independent identical distribution for training. However, compared
with FedAvg and Federated Client Selection, Hybrid Federated Learning achieves better
accuracy at the cost of the communication efficiency.

The client sampling related work barely considered what the true target distribution
is. Normally one combined uniform distribution is assumed across all clients in these
proposals. In this paper, the sampling client scheme is proposed with unknown target
distribution, which is natural and reasonable in real world. Since not all clients are
sampled during each round, the scheme improves communication efficiency and suitable
for some cases when local power supply is limited and sometimes not possible for the
server to talk to all the clients.

3 Sampling Scheme

There are two major reasons to sample clients instead of poll all clients. One is that
not all clients are available at all times. For instance, when the server is polling, some
clients might be short of power or shut down. Another reason is that not all clients have
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access to the data distribution similar with the underlying global data distribution. The
lack of similarity between distributions of some clients and the global one would cause
the learning process converge slowly or even diverge at some point. Let’s imagine that
the underlying global distributions is Dg , and the data on some of the clients are with
distributions similar toDg . However, someof the other clientsmay have access to the data
with distributions very distant from the Dg . If the client device k is polled, whose data
distributionDk shares little commonness with the global distributionDg , the contributed
model parameters by device k might cause the global model to underperform. Since the
local parameters trained by the client device k may overfit to the local biased data source
or data set.

Practically, the underlying global distribution is not the simple uniform union of
distributions from all client, and it should be unknown. This gives inspiration that it
would be helpful to first find out one global distribution which could make the total
loss maximize and then find out the model wights Wg which could make the total loss
minimize [27]. Once the global distribution with maximum loss being found out, the
clients with the closest data distribution compared with the global one can be sampled
to be contributing to the model updating. There are several steps in the whole process,
which would be outlined below. Before that, let’s define the data distribution which
would be used in the following.

The data distribution is defined as the data class distribution, which means that two
client devices are said to have the same data distribution if they have access to the same
data classes with equal data samples for each class. Assume there are totally p classes.

3.1 Initialization

At time t, each client receives the global model weights Wt
g to assign to its own model

weights, for client k, there is

Wt
k = Wt

g · (1)

Each client computes the loss and the gradients with the newly assigned model
weights. Especially, the gradients correspondingwith every class is computed as follows,
which is named as Gt

k ,

Gt
k =

[
�Lk1

(
Wt),�Lk2

(
Wt), · · · ,�Lkp

(
Wt)]· (2)

In (2), L is the loss function and each element of Gt
k is the gradient for the corre-

sponding class. For instance, �Lkp
(
Wt

)
is the gradient for class p on client k at time

t.

3.2 Estimate the Class Distributions for Clients

What being transferred from clients to the server are the model weights, loss and gra-
dients. Due to the privacy and communication concerns, the raw data are not known to
the server. To estimate the class distributions, the gradients for different classes can be
harnessed [28]. Let’s define the expectations of gradients squared norms for class 1 and
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class 2 asE
∥∥�Lk1

(
Wt

)∥∥2 andE∥∥�Lk2
(
Wt

)∥∥2 at time t for client k. The class distributions
of data accessed by client k can be obtained by the following, where n21 and n22 are the
squared of the quantities of samples for class 1 and class 2,

E
∥∥�Lk1

(
Wt

)∥∥2

E
∥∥�Lk2(W

t)
∥∥2 ≈ n21

n22
· (3)

By (3), the class distribution Dt
k on client k at time t can be estimated as,

Dt
k =

⎡
⎢⎣ E

∥∥�Lk1
(
Wt

)∥∥2
∑p

i=1 E
∥∥�Lki (W

t)
∥∥2 , · · · ,

E
∥∥∥�Lkp

(
Wt

)∥∥∥
2

∑p
i=1 E

∥∥�Lki (W
t)

∥∥2

⎤
⎥⎦· (4)

3.3 Estimate the Global Class Distribution by Maximizing Loss

Since the underlying global class distribution is unknown, it is shown to model the
minimizing loss process by quasi two-party game theory [27]. To model the estimation
of the global class distribution, it can be constructed by first retrieving the unknow
global distribution which makes the global loss max, and then using the weighted factors
realized for each client to estimate the global distribution. Assume the class distribution
for client k at time t is Dt

k , and global class distribution Dt
g is

∑K
j=1 βjDt

j for totally
K clients, where βj’s are the weighted factors. The pseudocode for computing βj’s is
shown in Fig. 1. The global class distribution can be estimated as,

Dt
g =

⎡
⎢⎣

K∑
j=1

βj

E
∥∥∥�Lj1

(
Wt

)∥∥∥
2

∑p
i=1 E

∥∥∥�Lji(W
t)

∥∥∥
2 , · · · ,

K∑
j=1

βj

E
∥∥∥�Ljp

(
Wt

)∥∥∥
2

∑p
i=1 E

∥∥∥�Lji(W
t)

∥∥∥
2

⎤
⎥⎦· (5)

3.4 Define the Rewards for Client Selection

Now the individual class distribution and global distribution are estimated. The rewards
for selection can be defined to rank the clients, the top ones of which would be sampled
to take part in the model updating. Let’s define the primary reward Rt

k for client k at time
t as Cosine-based Similarity between client and global distribution as follows,

Rt
k = Dt

k · Dt
g∥∥Dt

k

∥∥∥∥∥Dt
g

∥∥∥
. (6)

After the primary rewards Rt
k ’s being obtained, the clients can be ranked from top to

bottom. The clients ranked topwould be likely to have themost similar class distributions
as the estimated global distribution. It is reasonable to say that if the model updates are
applied to the clientswith the similar distributionwith the global one, the learning process
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might improve on convergency and the accuracy would improve on average, especially
on the worst cases under traditional uniform distribution assumption. However, since
the distributions are made by estimators, it would be helpful to add one adjusted term to
the primary rewards generated. This term would be related to the reward itself and can
have counter effect on the ranking, which we define as follows,

Radjtk = γ log
∥∥Rt

k

∥∥−1· (7)

In (7), γ ∈ (0, 1) and can be tuned in runtime. Furthermore, to prevent the situation
that the same set of clients are selected over and over again, one regulation term related
how many times one client being selected should be included. First, define the times
client k has been selected as Tk at time t. The regulation term for client balancing is
defined as below,

Rregtk = η
t

Tk
. (8)

In (8), η ∈ (0, 1) and can be tuned in the sampling process. Now let’s put (6), (7)
and (8) together, the reward is as below,

Rclienttk = Dt
k · Dt

g∥∥Dt
k

∥∥∥∥∥Dt
g

∥∥∥
+ γ log

∥∥Rt
k

∥∥−1 + η
t

Tk
· (9)

3.5 Update the Model with Sampled Clients

The updated model from the server can be retrieved as shown in the pseudocode in
Fig. 1. Since the weighted factors βj’s are computed by the assumption that the global

loss Lg =
K∑
j

βjLj can be maximized under this set of βj’s, the combined maximum

loss can be used to get the model parameters W on the server by argmin
W

Lg [26]. After

the sampled clients receive the updated model parameters, they would train the model
locally and get the new gradients, which can be uploaded to the server for the next round.
However, even though every client receives the updated model parameters every round,
not all clients participate in the local model training except for the sampled ones. At first
glance, one would like to make all client devices compute the model parameter gradients
and upload them to the server every round.

However, there is a trade-off to do so. Local client devices are usually facing power
supply and computing resource challenges. The communication environment may also
not allow too much data transfer for many clients. It is not practical to poll every client
and make everyone compute the gradients each round. Therefore, one hyper-parameter
M can be set to determine after how many rounds the server would poll all clients and
make them upload the gradients computed locally. It should be pointed out that for each
round the server still would broadcast the updated model parameters to every client
device. The pseudocode of updating process is shown in Fig. 2.
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Algorithm to Find the Client Rewards

Initialization: 
Client weighted factors 
Model parameters 

Hyper-parameters: 
, , , 

For : 
Uniform randomly select from , is the total number of clients
Uniform randomly select from , is the total number of data samples on client 

for , else , where is the loss corresponding to 
sample on client 

, where is the gradient vector whose element is the single 
data gradient uniform randomly sampled from the dataset on all clients 

, such that and 

Update weighted factors:

Update model parameters: 
Calculate based on by (5)
Calculate reward for client  based on (9)
Rank ’s for 

Fig. 1. Pseudocode for Client Rewards.

Algorithm to Update the Model and Client Sampling

Initialization: 
Client weighted factors ,  
Model parameters 

Hyper-parameters: 
,  

, which is the Number of Clients Sampled 
While True:

Broadcast model parameters
Poll all clients and update model

Rank all clients by the algorithm as in Fig. 1
Sample top clients ranked by rewards
For rounds:
Broadcast model parameters
Update model by clients sampled

Fig. 2. Pseudocode for Updating Process.
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4 Experiments

The experiments to be shown are focused on the feasibility of the proposed scheme.
Two aspects of the scheme were inspected, the accuracy of the predictions and the
communication efficiency. One natural thought for the general learning experiments is
to seek prediction accuracy as good as possible. However, there are some details under
the accuracy achievement which might be worth looking into further. Assume there are
some cases where the underlying distributions are similar on most of the edge or client
devices. The uniform aggregated global model would be similar with the local client
models trained on individual data sources. Compared with local models’ prediction
accuracy, the client sampling effect would be relatively not that significant. Therefore,
if the local models are set with intensively training, the global model would converge to
the best fit eventually [29]. Even though the client sampling could have contributed a lot
under other cases, it would show little effect here. Considering the problem mentioned
above, the experiments are designed to include comparatively intensive local training
and light training for imbalanced data sources.

The data set used for the experiments is CIFAR-10. The data set contains 10 classes
and 6 thousand images per class. There are 50 thousand training images and 10 thousand
test images.

Fig. 3. Accuracy curve by baseline. (X axis: number of communication rounds, Y axis: accuracy
in percentage).

The baseline adopted intensive local computing on client devices. The experiments
showed that it took about 30 rounds to get 30% accuracy, and more than 2200 rounds to
make the accuracy behave stably as shown in Fig. 3.

The experiments with batch size of 20 in Fig. 4 showed that the convergency looks
better compared with baseline curve. There was 30% accuracy achieved less than 10
rounds. On top of the curve where it showed that within 400 rounds the accuracy reached
the stable status. There are several good points to have these features. First of all, it will
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Fig. 4. Accuracy curve with small batch size.

be helpful to achieve a reasonable accuracy level soon, which would make the local
applications suitable for certain scenarios, such as environment in which communi-
cation requirements are really demanding. Second, it will be preferred over absolute
accuracy to have the stable accuracy level achieved sooner. For example, for some out-
door cases where the local devices just need the tools to do tasks within limited time
frame. Thirdly, it would give people edge to reach the stable accuracy level under power
critical environments where the applications could be adjusted quickly to adapt to the
changing outside surroundings.

Fig. 5. Accuracy curve with medium batch size.
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Fig. 6. Accuracy curve with large batch size.

To compare the results with different training batch sizes, the experiments with batch
size 50 and 150 were introduced in Fig. 5 and Fig. 6. It can be concluded that with more
batch sizes, the overall accuracy improved over 10%, and the convergency advantage
was still kept. It took less than 150 rounds to get 50% accuracy compared with more
than 400 rounds from the baseline. However, there was not much change with larger
batch size loaded. It can be seen that there were some jitters.

5 Conclusions

In this paper, we designed a client sampling scheme for federated learning scenario. It is
assumed that the unknown global distribution fits the real world. Based on the modeling
of the underlying distributions, the important or available client devices are selected
by corresponding rewards. The experiment results showed that the proposed scheme
performs well on imbalanced client data sources. The communication efficiency and
model prediction accuracy can be balanced on the number of clients being selected each
round. The convergency of global model training can be balanced with local devices
training and the aggregations on server. Furthermore, there are interesting topics to be
covered next step, such as applying the global distributions to various domains other
than different single client device.
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Abstract. In recent years, automatic speaker verification (ASV) has been widely
used in speech biometrics. The ASV systems are vulnerable to various spoofing
attacks, such as synthesized speech (SS), voice conversion (VC), replay attacks,
twin attacks, and simulation attacks. The research to ensure the application of
voice biometric systems in various security fields has attracted more and more
researchers’ interest. The combination of credibility and voice is particularly
important in this period when biometric systems are widely used. We propose
a novel secure speech biometric protection method. This article also summarizes
previous research on spoofing attacks, focusing on SS, VC, and replay, as well
as recent efforts to improve security and develop countermeasures for spoofing
speech detection (SSD) tasks. At the same time, it pointed out the limitations and
challenges of SSD tasks.

Keywords: Automatic speaker verification · Voice deception · Synthesized
voice · Voice conversion · Spoofing detection · Deep learning

1 Introduction

With the development of information technology [1–3] and network technology [4–6],
big data processing and transferring [7, 8] become a common way for various applica-
tions. However, how to protect the security and privacy [9, 10] of various applications
emerges as a critical problem [11, 12]. For example, speech-based biometrics is already
a mature technology that has been commercially applied and promoted. This technology
is used in fields that are closely related to information, such as access control, appli-
cation monitoring, and forensics. However, the unprotected ASV system is extremely
vulnerable to various spoofing attacks [13]. Using voice spoofing technology, an attacker
can easily and illegally enter the relevant system to steal information or perform various
damages, which is extremely harmful.

Speaker recognition usually refers to speaker recognition and speaker verification.
The speaker recognition system recognizeswho is the speaker, and the automatic speaker
verification (ASV) system determines whether the identity statement is true or false.
The former is a multi-class classification problem, and the latter is a hypothesis test.
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M. Qiu et al. (Eds.): SmartCom 2021, LNCS 13202, pp. 450–459, 2022.
https://doi.org/10.1007/978-3-030-97774-0_41

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-97774-0_41&domain=pdf
https://doi.org/10.1007/978-3-030-97774-0_41


A Novel Secure Speech Biometric Protection Method 451

A general ASV system is robust to common imitation substitution attacks, but it is
somewhat powerless against more complex attacks. This kind of vulnerability is one of
the security issues of the ASV system.

Fig. 1. Biometric recognition and spoofing technology for fingerprints, iris, face, and voice

Since a person’s biological characteristics are easily obtained, deception attacks
using related technologies are always unavoidable. Figure 1 shows some examples of
how different techniques can be used to deceive the original biometric pattern. In this
article, we only focus on voice-based deception and anti-spoofing technologies for ASV
systems. Spoofed speech samples can be obtained through speech synthesis, speech
conversion, or replay of recorded speech. According to how the spoofed samples are
presented to the ASV system, attacks are roughly divided into two categories, namely
direct attacks and indirect attacks. In a direct attack, the sample is applied to the ASV
system through the sensor as an input, that is, the attack is carried out at the microphone
and transmission level. In indirect attacks, samples involve attacks through sensors,
namely the ASV system software process, access during feature extraction, interference
models, and decision-making or score calculations [14], as shown in Fig. 2.

Fig. 2. Brief description of the automatic speaker verification (ASV) system

In the initial stage of the rise of this research field, many scholars usedmany different
data sets and different indicators for research work, which made the relevant results
impossible to compare horizontally. In order to gather a community with a standard
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database and performance indicators, a series of anti-spoofing competitions were born,
for example, the Automated Speaker Verification Spoof and Countermeasures (ASV
Spoof) challenge, as the challenge of the INTERSPEECH special conferences in 2013,
2015, 2017 and 2019. ASV Spoof 2013 aims to raise this serious deception problem, but
does not propose a specific or appropriate solution. ASV Spoof 2015 focuses on speech
synthesis and speech conversion, called logical access conditions (LA), while in 2017
ASV Spoof aims to develop countermeasures that can distinguish between real audio
and replayed audio, called physical access conditions (PA). The equal error rate (EER)
is a common metric shared by them. ASV Spoof 2019 covers LA and PA, but is divided
into two independent subtasks.

This article next introduces various voice spoofing attacks, and then discusses differ-
ent spoofingdetectionmethods in the third section, dedicated to building a credible voice-
based biometric system, and the fourth section describes future technical challenges and
research prospects.

2 Voice Spoofing

In many research documents, voice spoofing attacks can be roughly divided into four
types: Impersonation, Synthetic speech, Voice conversion, and Replay.

2.1 Imitate

Although human voice is independent, it can also be imitated. Professional imitators
or some special twins can imitate part of the target’s biological characteristics with-
out any technical background or machinery. However, some studies have found that
professional voice imitators intend to imitate the prosody, accent, pronunciation, vocab-
ulary, and other advanced speaker characteristics of the claimed speaker. This imitation
may mislead human perception, however, it is less efficient when attacking speaker
verification systems, because most speaker verification systems make decisions based
on spectral characteristics. Just like the twin attack, in the imitation attack, the system
presents natural human speech, which has no attack effect on the system that detects
non-natural language.

Because imitation requires special training, and spectral analysis is used to identify
the speaker’s voice. Even if professional imitators can be very similar in senses, therewill
be great differences in the mode, tone contour, formant contour and spectrum diagram
of speech signal. The speaker verification system has also been proven to be more secure
than personal identification numbers, passwords and memorized phrases.

2.2 Speech Synthesis

Speech synthesis is also called from text to speech. Input text, you can output a voice
signal. It uses a variety of methods to imitate the human voice system, which is a
highly threatening deception method. In recent years, considerable progress has been
made in unit selection [15], statistical parameters [16], hybrid [17] and DNN-based TTS
methods. Speech synthesis technology can now produce high-quality speech. Recently,
technologies based on deep learning, such as Generative Adversarial Networks (GAN)
[18], Tacotron [19], Wavenet [20], etc. It can produce a very natural sound and rhythm
on the timbre. Speech synthesis technology uses the attributes of the speaker’s voice
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characteristics and the frequency spectrum of natural speech as clues, which is a very
effective speech deception technology.

2.3 Voice Conversion

Voice conversion is the process of converting the voice of the source speaker into a voice
similar to the voice of the target speaker. The evaluation criteria of voice conversion
mainly focus on the converted voice quality and the similarity with the target speaker.
Early researchmainly used statisticalmethods, such asGaussianMixtureModel (GMM)
[21], Hidden Markov Model (HMM) [22], Unit Selection [23], Principal Component
Analysis (PCA) [24], VC task Non-negative matrix factorization (NMF) [25]. These
methods usually require fixed identities of the source and target speakers, the algorithm
has poor versatility, and requires frame-level aligned training data.

In recent years, there have been many newmethods that go beyond the limitations of
traditional technologies, such as DNN [26], WaveNet [20], etc. in addition to surpassing
the traditional methods in terms of sound quality and similarity, the more important
achievement of these methods is to break the limitation that training data needs frame
level alignment, and some of them also break the limitation of fixed speaker identity.
Figure 3 shows the general process of voice conversion:

Fig. 3. The general flow of the voice conversion spoofing method

2.4 Replay Attack

The replay attack is one of the easiest ways to implement voice deception. The attacker
replays the pre-recorded voice from the target speaker to the system to gain access. This
attack is only meaningful for speaker verification systems that rely on text. Use high-
quality recording and playback audio equipment, the replayed voice is highly similar
to the original voice, and the spectrum content will slightly change due to the impulse
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response of the device. Therefore, replay is a serious threat to text-dependent speaker
verification systems.

An important part of replay attack detection is the feature representation process.
In order to obtain the distinguishing information between the natural speech signal and
the reproduced speech signal, people should pay attention to the spectral characteristics
of the information representing the intermediate device. Figure 4 shows the spectrum
analysis of natural speech and replayed speech signals extracted from the ASV spoof
2017 challenge database. It can be seen that there is a slight difference in time and
frequency spectrum between the natural voice signal and the reproduced voice signal.

Fig. 4. The spectrum of natural speech and replayed speech signals extracted from the ASV spoof
2017 challenge database

3 Voice Spoofing Detection Method

Voice spoofing detection is to detect various spoofed voices input to the ASV system,
protect the ASV system from illegal users, and improve the security of the ASV system.
Since the technical application of voice spoofing detection is not yet very mature, and is
limited by the data set of voice spoofing detection, there is no more universal spoofing
detection technology. Most voice spoofing detection methods only detect specific types
of spoofing methods. These methods can be roughly divided into speech deception
detection based on traditional acoustic features and speech deception detection based on
deep neural networks.

3.1 Voice Deception Detection Based on Traditional Acoustic Features

In the research based on traditional acoustic characteristics, Md Sahidulla has made a lot
of achievements [27]. He based on the ASVspoofing2015 dataset, compared the MEL
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frequency inverted spectrum coefficient, linear frequency inverted spectrum coefficient,
inverted MEL frequency inverted spectrum coefficient, rectangular filter inverted spec-
trum coefficient, linear prediction inverted spectrum coefficient, correction group and
the delay. The discovery of the difference between natural speech and attacking speech
in the above-mentioned traditional acoustic characteristics is of great significance to the
detection of deceptive speech.

The field of traditional acoustic characteristic collar research is derived from signal
processing methods, and many researchers have proposed effective detection methods
and systems in this regard. Massimilliano Todisco transplanted the method in the field of
vocal music, and proposed the constant Q cepstral coefficient feature [28], Suthokumar
proposed a feature based on the centroid frequency of the modulation spectrum [29],
andGunendradasan proposed a frequencymodulation feature based onLinear Predictive
Coefficients (LPC).

3.2 Speech Deception Detection Based on Deep Learning

With the rapid development of deep learning, researchers combine research methods in
the fields of speech recognition and voiceprint recognition to apply it to speech deception
detection.

The advantage of being able to distinguish between nonlinear features gives deep
neural networks impressive results in speech deception detection. The application of
deep learning in speech deception detection can be roughly divided into three categories:
the speech deception detection algorithm based on feedforward fully connected neural
network [30], the speech deception detection algorithm based on convolutional neural
network [31] and the speech deception detection algorithm based on recurrent neural
network [32]. Soni et al. proposed the sub-band autoencoder feature, using the amplitude
spectrum as the input and training label of the autoencoder, and finally output the features
of the bottleneck layer. Hardik proposed a convolutional RBM to learn the parameters
of the filter set and then extract the amplitude and frequency modulation information
of the sound signal. Francis Tom built two neural networks based on residual networks,
using the input of the first network as the group delay feature, and outputting two labels
corresponding to real speech and fake speech, and taking the output of the last hidden
layer of the first network as input to the second network. They both finished well at the
ASV Spoof Challenge.

In general, most researches are still biased towards feature extraction and detec-
tion. The speech deception detection method and its improvement based on Generative
Adversarial Neural Network (GAN) is a hot research direction recently.

3.3 Comparison of Results of Various Methods

To effectively compare the algorithms, we need standard databases and general evalu-
ation metrics. The following method uses the ASV Spoof2017 dataset, and the perfor-
mance of the relevant system is described by the equal error rate (EER), which is the
Eval item in Table 1.
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Table 1. Comparison of the results of the ASV spoof 2017 Challenge (in terms of EER)
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4 Discussion

The paper discussed some research results and methods in the field of voice deception
detection This is an area to be studied, from the creation of the ASV Spoof Challenge
in 2015 to the present, Voice spoofing detection has achieved significant results.

In terms of establishing a standard voice spoofing detection data set and attracting
many research institutions and giant technology companies to participate in the competi-
tion, ASV Spoof is of great significance to the development of voice spoofing detection.
Today’s speech deception detection algorithms have been able to achieve very high
accuracy, but they still need further development and research in terms of versatility and
practicability.

In terms of multi-data source speech spoofing detection, the current database still
does not support the research and application of this aspect. In the future, the construction
of a full-covered spoofing speech database is an urgent problem to be solved. In addition,
in the detection of various types of spoofed voices, there is still no algorithm that can
detect and recognize most types of fake voices. The mainstream method is to build
a process-based framework, and the implementation of each method is formed into a
streaming voice. Fraud detection framework. The signal mixed with the deceptive voice
will enter from the input terminal, and will be identified and filtered by various detection
algorithms, and finally a credible voice will be output to the target position we want.

While the deceptive speech detection algorithm based on deep learning has achieved
good results, it will also bring about interpretability problems. The signal processing
method of speech is not easy to understand. The application of deep learning is more
like a black box. It is difficult for humans to understand the meaning of the nonlinear
model composed of hundreds of parameters. This is also based on depth at this stage.
The problem that the learned speech deception detection algorithm needs to solve.

5 Conclusion

This paper first introduced the background of voice spoofing and explains the importance
of research on voice spoofing detection and explained why we need to build a trusted
voice detection and recognition system. Then it introduced four different voice deception
methods and their implementation principles in detail. Finally, the paper sorted out some
research results and methods in the field of voice deception detection.
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Abstract. Thunderstorm is a kind of severe weather with strong sudden and
destructive ability. It is still difficult to warn and forecast accurately in the mete-
orological industry. In this paper, a neural network model of encoder decoding
structure -- PRDsNET is constructed, which includes a LSTM variant structure
Causal LSTM unit, high-speed characteristic channel GHU (Gradient Highway
Units) and DenseBlock module in dense connection. 11 SA/SB Doppler radars
and lightning data from 2017 to 2020 in Hunan province were used to verify the
effect of thunderstorm recognition. In addition, multiple groups of network archi-
tectures with different encoding and decoding and multiple loss functions and
optimizers were selected for cross-comparison experiments. Experimental results
show that the model has an average hit rate of 95% and an average false alarm
rate of 5%. The results are satisfactory and have broad application scenarios in
the future meteorological automation work.

Keywords: Thunderstorm · Doppler Radar · Neural Network · DenseBlock

1 Introduction

Thunderstorms are generally strong convective weather systems generated by strong
convective cumulonimbus clouds, often accompanied by strong turbulence, ice accu-
mulation, lightning and strong winds, and sometimes hail, tornado and downburst and
other dangerous weather phenomena, with characteristics of small horizontal scale and
short life cycle [1]. At present, the near forecast and early warning technologies of severe
convective weather mainly focus on extrapolation forecast, empirical forecast and statis-
tical forecast [2], probability prediction [3] and other traditional methods, the proximity
technology for severe convective weather identification still has many deficiencies [4].
The accuracy of operational forecasting services is also low. Therefore, it is of great sig-
nificance to use the new method to carry out the research on severe convective weather
prediction and early warning, and to enhance the service effect of disaster prevention
and mitigation.
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In recent years, there aremany researches on severe convectiveweather identification
and prediction based on machine learning/deep learning [5, 18–20]. Authors of [5–7]
developed automatic recognition algorithms for thunderstorm gale and hail respectively
by using fuzzy logic method. Recently, Liu Xinwei classified and identified three types
of severe convective weather, including hail, thunderstorm gale and short-time heavy
precipitation, based on LightGBM (Light Gradient Boosting Machine) algorithm [18–
20]. Although this kind of algorithm has high efficiency and low memory consumption,
the calculation is relatively rough, and the feature rules need to be formulated manually.
The performance of the algorithm depends on the accuracy of the extracted feature [8,
21–23].

Deep learning is a method based on data representation learning in machine learn-
ing [33–35]. Its advantage is to replace manual feature acquisition with unsupervised
or semi-supervised feature learning and hierarchical feature extraction algorithms [24–
26]. Meikang Qiu et al. proposed a novel selective encryption method on ECG data
in body sensor network based on supervised machine learning [36]. Zheng Yue used
two convolutional neural network models, Faster R-CNN and SSD, to identify precip-
itation, regions generated by thunderstorm weather and precipitation intensity in radar
images, and verified the applicability and feasibility of using convolutional neural net-
work to identify weather radar image products [9, 27–30]. [10] applied the lightning
proximity prediction method based on convolutional neural network structure in com-
bination with radar products and lightning data of multiple time series. Lstm-rnn(Long
short-termmemory-Recurrent neural network) has the characteristics of long-term infor-
mation dependence in learning [11, 31]. Shi et al. defined precipitation near prediction
as a spatio-temporal series prediction problem, and proposed ConvLSTMmodel, which
had convolution structure in input and state transition, and extended LSTM to realize
synchronous feature extraction in space and time [12]. The forecast accuracy has been
improved significantly [13–15].

In this paper, the cyclic neural network with Causal LSTM (cascade operation of
temporal and spatial memory units) was used as the encoder [16], and the temporal
and spatial low-dimensional mapping information was taken as intermediate features.
Dimensionality reduction was performed twice after feature fusion and the dense con-
nection networkwithDenseBlockmodulewas input for decoding and classification [17],
i.e. PRDsNETmodel. Then, 11 SA/SB Doppler radar and lightning data modeling train-
ing in Hunan province from 2017 to 2020 were selected. Finally, the model is compared
with other network structure algorithms, and then evaluated according to meteorological
indicators to comprehensively evaluate whether the model can be used to judge whether
there are thunderstorms in a certain area and whether it is reasonable and feasible.

2 Materials and Methods

2.1 Information Description

In this experiment, the problem of thunderstorm identification and tracking is trans-
formed into the main idea of judging whether there are thunderstorms in the surrounding
area centered on the site, and the radar sample data set centered on the site is established.
The data used were 11 SA/SB Doppler radar and lightning location data from 2017 to
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2020 in Hunan Province. Doppler radar data used VCP21 mode, 6 min per individual
sweep, reflectivity range library length of 1000 m, maximum range database number
of 460. The speed and spectral width range library is 250 m long, and the maximum
range library number is 920. Lightning location data is obtained at an interval of 1 h. The
lightning location data is used to determine the reflectance data of the nearest radar with
the detection range of 50–200 km from the automatic station in 3400+ area of Hunan as
the center. If the station is not within the detection range of 50–200 km from the nearest
radar, the radar data with the second closest distance is selected, and so on. If all radars
do not meet the requirements, the sample will be removed.

Six elevation angles, such as 0.5°, 1.45°, 2.40°, 3.35°, 4.30° and 6.00°, were selected
for the radar reflectivity of each sample. The range of interception was centered on the
site (θ, j), and 48 libraries (J ± 48) were selected from the radial upward to the inward
and outward, and 16° (θ ± 16°) were selected from the left and right azimuths (Fig. 1).
After data interception, data of each elevation layer is formed into a data matrix with
azimuth Angle as abscis and radial distance library number as ordinate. Then 6 elevation
data matrices at the same time are stacked, and finally a 6 * 32 * 96 sample data is built
and saved as a.npy file. Since the timing network is used for training in this experiment,
the data input into the network should be a continuous timing data. The experiment takes
06 min, 12 min, 18 min, 24 min, 30 min, 36 min, 42 min, 48 min, 54 min,00 min within
1 h. A total of 10 landmine radar data were used as a sample of the dataset.

Fig. 1. Interception range of echo data of single-layer elevation radar. Point a is the radar station
and point B is the observation station, θ Is the azimuth of the observation point relative to the radar
station, and j is the radial library length from the observation station to the radar station. The cut
area is exactly the area contained by the four small gray dots.

2.2 PRDsNET Model

Because a thunderstorm is a convective cell that is constantly moving and evolving,
the identification and tracking of a thunderstorm cell should be based on the spatio-
temporal variation of radar echo intensity and characteristics in a certain area. The neural
network needs to judge whether there is thunderstorm in the time series according to the
distribution law of radar reflectance factor in different time periods. The key point is not
only to record the spatial distribution of the current radar reflectivity factors but also to
obtain the memory of part of the preorder neural network. Causal LSTM structure will
have the ability to obtain spatial correlation and short-term dynamic modeling, both the
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time memory module, also has a spatial memory module transmission route, strengthen
the spatial information at different levels and different time of neurons in the spread,
and on the basis of the level, add more nonlinear operation, makes the characteristics of
the amplifier, Suitable for dealing with short-term dynamic changes and emergencies.
At the same time, in order to solve the problem of Gradient disappearance caused by
too long network transmission, that is, strong echo features may be lost, GHU (Gradient
Highway Units) is built, which is similar to a Highway in time. It directly connects the
history and the future without going through the time memory unit and zigzag spatial
memory transmission route. Ensure the transmission of radar echo characteristics of
the time series. The feature information of radar echoes in different time series can be
extracted effectively, and then selected and fused into the decoder.

And decoder, namely reduction figure characteristics of the task, select the populated
with DenseBlock module to connect to the Internet, in the network, has a direct connec-
tion between any two layers, namely the network input of each layer are all previous
output layer, and set the layer directly to study the characteristics of the figure will be
passed on to the behind all layers as input, However, the network channel is relatively
large, so the number of output feature map of each convolutional layer of DenseBlock is
set to be relatively small. This method can not only reduce the dimension and computa-
tion, but also integrate the radar echo distribution characteristics of each channel, which
further improves the classification effect. This paper designs this group of encoding and
decoding network (Fig. 2) - PRDsNETmodel. Through iterative training of a large num-
ber of radar sample data sets, the model learns the characteristics of radar reflectivity
factors at different scales and their evolution rules on the time line.

Causal LSTM Unit Calculation: The Causal LSTM unit is actually an extension of
THE LSTM unit. In the warning and prediction based on radar data, the advantage of
the Causal LSTM unit compared with LSTM is reflected in the addition of convolution
operation, which can obtain the radar echo distribution characteristics of different time
series. Aswell as its added spatial memorymodule, it contributes to the deep propagation
of radar echo value information between different dimensions in the network. The time
memory of k layer of Causal LSTM is Ck

t and the spatial memory isMk
t , the twomemory

modules have three gate structures respectively, the forgetting gate ft, the f′t controls the
memory content to be forgotten in the module, the input gate it, i′t determines the content
to be remembered by the module at the current time and the output gate gt, g′

t determines
the output of the hidden layer, and each gate is determined by X and H and C. Hk

t is the
output result of layer K. The operation formula of the cell block is as follows.

Here * is the convolution operation, ⊗ is the multiplication of elements, σ is the
Sigmoid function, square brackets denote series of tensors, parentheses denote systemsof
equations.W1–5 are convolution filters, amongwhichW3 andW5 are 1× 1 convolution
filters used to change the number of filters. The final output H is determined by the dual
memory states M and C.
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Fig. 2. PRDsNETmodel.input ten consecutive radar data sets, enter the three-layer causal LSTM
network on the left, then extract and fuse the features, input one-layer convolution network, and
enter the dense connection network for decoding and classification.

ckt = ft ⊗ ckt−1 + it ⊗ gt (2)
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3 Experimental Results and Analysis

3.1 Experimental

The experimental training in this paper uses the sample radar data set processed in
Section 0. In order to improve the quality of the dataset, the dataset is further screened
and filtered. If themaximum value of radar echo in the non-thunderstorm data is less than
35 dbz, the data will be retained. On the contrary, the data with the highest radar echo
value greater than or equal to 35 dbZ should be retained for the data with thunderstorms.
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The data are labeled as lightning strikes within a radius of 30 km from the center of the
site in the first hour. According to the analysis of visual echo value distribution of clipped
data (Fig. 3), the echo intensity of non-lightning is generally lower than 35 dbZ, the radar
echo intensity of lightning less than 10 times is mostly concentrated in 30–45 dbz, and
the radar echo intensity of lightning more than 10 times is concentrated in 50–65 dbz.

Fig. 3. Shows the distribution of visual radar reflectance values of elevation clipping data of each
layer with a 6-min interval of body scanning within one hour. The left one shows the distribution of
echo data without lightning, and the right figure shows the distribution of echo data with lightning.
The color bar in the middle represents the radar echo value, in DBZ (Color figure online).

On this basis, this experiment tested two groups of classification experiments with
the model: the first group was a binary classification experiment, that is, according to the
number of lightning to determine whether there is a thunderstorm; The second groupwas
a three-classification experiment. No lightningwas judged as no thunderstorm according
to the number of lightning. The number of lightning less than 10 times was considered
as weak thunderstorm, and the number of lightning more than 10 times was considered
as strong thunderstorm. Ten input data are labeled and then put into PRDsNET network
model training. At the same time, in order to verify the feasibility of the technical
route of determining the occurrence of thunderstorms according to the radar emissibility
value of the model in this paper, several groups of comparison experiments of different
model architectures are added, as well as the combined cross experiments of PRDsNET
network, multiple loss functions and optimizers. Then POD and FAR were used to
evaluate the identification results.

3.2 Test Results

As can be seen from Table 2, POD and FAR results of binary classification and triple
classification experiments of PRDsNET model are better than those of other network
models. This indicates that simultaneously obtaining radar echo distribution characteris-
tics of different time series and radar echo value information of different dimensions can
greatly improve the identification effect of thunderstorm occurrence, that is, the impor-
tance of the combination of time series and space. It also reflects the good encoding and
decoding model collocation architecture, which can better retain the main features with
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and without thunderstorms to the maximum and reduce the value of FAR. 2 results show
that the model and table after fine-tuning, can further enhance the network model gen-
eralization ability, first adjust the loss function, Yao et al. (2019) based on multi-source
windy weather convolution neural network used in Centerloss loss function (center)
[32], experimental think between the kinds of clustering effect is very good, can not
only narrow the differences inside the class. And it can amplify differences between
classes. However, due to the similar characteristics of the second classification and the
third classification of thunderstorms, the classification effect of thunderstorms identifi-
cation is poor. The Cross Entropy Loss reduces the gap between the categories of total
probability and 0 probability and other categories, improves the confidence of other
categories, and thus reduces the false alarm rate of other categories. Then the optimizer
SGD and Adam were selected to carry out cross experiments with the loss function.
SGD was difficult to select learning rate, which was easy to cause over-fitting of exper-
iments. Adam designed independent adaptive learning rate for different parameters by
calculating the first-order moment estimation and second-order moment estimation of
the gradient, which could better ensure the training effect. The final results show that
the model in this paper, combined with cross entropy loss function and Adam optimizer,
can obtain the optimal result of identifying whether there is a thunderstorm (Table 1).

Fig. 4. 0.5° elevation radar echo of Changsha station (left: 01:00, middle: 01:29, right: 01:58)

In terms of individual cases, taking a thunderstorm and strong wind in Yueyang city
on the night of May 4, 2020 as an example, from the actual weather records, there were
479 records of thunder and lightning from 01st to 02nd on The 5th at Pingjiang Station
(Station No. 57682), and a maximum wind of 20.1m/s appeared at 02nd. According
to the radar chart, the strong echo was still on the left of Pingjiang station (marked by
black box in Fig. 4) at 1:30, and moved above Pingjiang station at 1:30, and moved out
of Pingjiang station after 2:00. PRDsNET model algorithm was used to identify radar
echoes of Pingjiang station from 0:00 to 0200 on 5th, and the results showed that there
were thunderstorms, and the thunderstormswere strong. It was confirmed that PRDsNET
model algorithm could correctly classify and identify thunderstorms by comparing the
elevation echo intensity of each layer.
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Table 1. The hit rate and false alarm rate of two classification and three classification experiments
of each network model are compared

Category\Network lstm Predrnn++ Predrnn++
resnet18

Predrnn++
resnet50

PRDsNET

Three way
classification

No
thundestorm

0.44/0.61 0.62/0.44 0.64/0.43 0.62/0.40 0.65/0.35

Weak
thundestorm

0/0 0.50/0.50 0.48/0.50 0.17/0.65 0.60/0.40

Strong
thudestorms

0/0 0.70/0.36 0.55/0.35 0.49/0.50 0.75/0.33

Dichotomy No
thundestorm

0.51/0.55 0.89/0.10 0.89/0.08 0.97/0.08 0.98/0.06

Thundestorm 0.78/0.32 0.88/0.10 0.92/0.08 0.83/0.10 0.95/0.05

Table 2. Cross experimental results of prdsnet model with loss function and optimizer

Category\loss function +
optimizer

CrossEntropyLoss
+ Adam

CrossEntropyLoss
+ SGD

Centerloss
+ Adam

Centerloss
+ SGD

Three way
classification

No
thunderstorm

0.65/0.35 0.60/0.38 0.58/0.44 0.54/0.64

Weak
thunderstorm

0.60/0.40 0.58/0.50 0.40/0.70 0.38/0.20

Strong
thunderstorms

0.75/0.33 0.68/0.40 0.49/0.48 0.45/0.57

Dichotomy No
thunderstorm

0.98/0.06 0.97/0.06 0.87/0.12 0.85/0.12

Thunderstorm 0.95/0.05 0.92/0.05 0.89/0.12 0.89/0.12

4 Conclusion

In this paper, the neural network model -- PRDsNET is introduced in detail, and the
effect of thunderstorm identification is tested by using 11 SA/SB Doppler radar and
lightning data from 2017 to 2020 in Hunan Province, and compared with other network
structure algorithm models. A thunderstorm windy weather in Yueyang City is taken as
an example to verify. The main conclusions are as follows: (1) The PRDsNET model
architecture is composed of the Causal LSTM. (2) Evaluation of model identification
results shows that the average hit rate of determining whether there are thunderstorms
or not. (3) The case test shows that PRDsNET model has an accurate ability to identify
thunderstorms.
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Abstract. In the development stage of vehicle applications, ensuring the safety of
the vehicle is always a key condition. However, the current automotive functional
safety design is challenged by a variety of factors, such as the complexity of
the new generation of automotive electrical and electronic (E/E) architecture, the
continuous update of the automotive functional safety standard ISO26262, and the
new AUTOSAR adaptive platform standard. The release of different types of cost
increases. This paper summarizes the latest developments of vehicle functional
safety designmethods through analysis, design, optimization and operation stages:
1) functional safety analysis; 2) functional safety assurance; 3) safety perception
cost optimization; 4) safety-critical multi-functional dispatch. It then provides the
future trend of functional safety design methods, which will be directly oriented
to automatic vehicles.

Keywords: Vehicle · Design · Functional safety · Cost optimization · Analysis

1 Introduction

1.1 Background

At present, people generally tend to buy cars with stronger applicability, lower fuel
consumption and better driving experience [1]. However, in the process of achieving
the above goals, ensuring safety is always a prerequisite [2, 3]. From the earliest seat
belts to later airbags and anti-lock braking systems, various safety measures have greatly
improved the safety performance of the car Even so, in the United States alone, about
40,000 people die in car accidents and 3 million are injured every year.

In order to enable different automotive software/hardware developers to follow the
same safety development principles, the International Organization for Standardization
(ISO) officially released the road vehicle functional safety standard ISO26262 in 2011.
In order to further strengthen the development of security, a compressed version was
released in December 2018. In addition to ISO26262, the Japanese Automotive Soft-
ware Platform and Architecture Company was established in September 2004, aimed
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to standardizing the electronic control systems and software of automotive networks,
so as to jointly realize the efficient development of the entire automotive industry and
improve reliability.

1.2 Purpose

In order to meet the functional safety requirements of safe automotive applications,
such as brake-by-wire, electronic stability control, emergency brake assist, adaptive
cruise control, airbags, etc. It is necessary to reduce the risks caused by potential safety
hazards at the beginning of the development life cycle, so as to further avoid hazards or
accidents.

Paper [4] has already discussed the latest developments and future trends of automo-
tive embedded systems. Nardi and Armato [5] briefly introduced the functional safety
design methods of automotive applications, including functional safety basics, func-
tional safety analysis, functional safety requirements and design procedures, and briefly
discussed the functional safety assessment and design of reliable automotive applica-
tions. However, the vehicle functional safety design method still faces the following
severe challenges.

1) The architecture of the vehicle has evolved into an integrated architecture. In the past,
the automotive industry used experimental measurement methods to obtain response
times. Due to the inconsistent results under various measurement conditions, the
experimental measurement method is not suitable for the real-time communication
of the electrical and electronic structure of the newgeneration of automobiles. Recent
developments have begun to perform real-time analysis of central gateway and cross-
gateway messages to obtain consistent response times.

2) The trend of cost growth is one of the important indicators of the design quality
of automotive embedded systems. In view of the cost sensitivity of the automotive
industry, it is necessary to optimize costs to improve design quality while meeting
functional safety requirements. However, the cost of automotive embedded systems
is affected by various complex factors.

3) The first version of the AUTOSAR adaptive platform standard released in 2017 pro-
vides a foundation for the dynamic and flexible operation of automotive embedded
systems. The AUTOSAR adaptive platform standard requires automotive embedded
systems to execute adaptively at runtime. Therefore, it is necessary to propose an
adaptive dynamic scheduling algorithm suitable for automotive embedded systems.

In view of the above challenges, vehicle functional safety design has been challenged
by many factors. These challenges show that although ISO26262 provides many safety
design specifications to guide the design and development of automotive embedded
systems, it is not enough to design and develop systems in accordance with ISO26262
standards.

1.3 Contributions and Summary

In order to meet the above challenges, this paper proposes the latest developments
in vehicle functional safety design methods, which are described through analysis,
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design, optimization and operation phases: 1) functional safety analysis; 2) functional
safety assurance; 3) safety perception cost optimization; 4) Safety-criticalmulti-function
scheduling.

Both recent developments and future trends involve the actual automotive industry, as
well as scientific and engineering literature. However, functional safety design methods
are extensive and go far beyond the scope outlined above in this article. For example,
design processes, design patterns, product and service processes, and manufacturing
processes all affect functional safety.

2 Functional Safety Summary

2.1 Fault Classification

In ISO26262, failure behavior may be caused by system failures or random hardware
failures. System failures are related to a cause in a deterministic way. Therefore, system
failures can be eliminated by changing the design or changing themanufacturing process,
operating procedures, documents or other related factors. For real-time system design,
missing the real-time requirements of safety-critical automotive applications, namely
deadlines, response time requirements or delays, and waiting time requirements, are
typical system failures; random hardware failures are caused by embedded radiation
and flash memory characteristics, etc. Caused by hardware (such as ECU) bit flip. This
failure occurs unpredictably during the life of the hardware component, but the failure
rate can be predicted with reasonable accuracy because random hardware failures obey
a probability distribution. Through Table 1, the differences and relationships between
these terms are easy to understand.

Table. 1. ISO 26262’s terms such as failure, failure, failure behavior, hazard, dangerous event,
damage and risk

2.2 Determination of Automotive Safety Integrity Level (ASIL)

In ISO26262, Automotive Safety Integrity Level (ASIL) is a risk classification scheme
that helps define functional safety requirements. ISO26262 has determined four levels
of ASIL: ASIL A, ASIL B, ASIL C and ASIL D, where ASIL A and ASIL D represent
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the lowest and highest levels respectively. ASIL reflects the degree of risk. The higher
the ASIL, the greater the risk and the more effort required to reduce the risk. In addition
to these four basic factors, classified quality management (QM) is used, which shows
that the quality process is sufficient to manage the identified risks without having to
consider safety-related design.

ASIL integrates severity, exposure and controllability. Exposure represents the prob-
ability of causing injury; severity represents the degree of injury; controllability repre-
sents the ability to avoid injury through the driver’s timely response. Table 2 shows the
ASIL formed by the combination of severity, exposure and controllability in ISO26262.

Table. 2. ASIL combines the severity, exposure and controllability of ISO26262

3 Functional Safety Analysis

The lack of real-time requirements is a typical system failure, which is related to the
severity of the risk classification,while low reliability is caused by high randomhardware
failures and is related to the exposure of the risk classification. Therefore, functional
safety analysis is an important measure before functional safety assurance. Its purpose
is to ensure safety at the beginning of the development life cycle, avoid injuries or
accidents, and avoid design defects.

3.1 Real-Time Analysis of In-Vehicle Network

Compared with the United Automobile system structure, the biggest feature of the inte-
grated system structure is the introduction of a central gateway, through which multiple
subsystems can be integrated and connected. In addition, gateway delay has become a
bottleneck in system communication, and real-time analysis has also become a necessary
process for the central gateway.

In recent years, references [6–8] have studied the time analysis of the multi-domain
CAN system integrated by the central gateway and its worst response time. In recent
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years, some important progress has been made in the real-time analysis of the CAN bus.
The first type is used for end-to-end messages in the CAN bus, and the second type is
used for message processing tasks in the central gateway.

For end-to-end messages on the CAN bus, Azketa et al. [9] first considered the
streamlining of information packets in the gateway and studied real-time analysis meth-
ods. Different from the traditional real-time analysis of CAN messages, the difficulty of
real-time analysis of end-to-end CAN messages lies in the interaction between source-
end messages and destination-end messages. Xie et al. [10] proposed a busy sequence
to help analyze the real-time nature of end-to-end CAN messages. In order to reduce
the pessimism of the real-time analysis method in paper [10], Xie et al. proposed an
exploratory real-time analysis method to obtain a stricter WCRT by checking the actual
arrival sequence of the gateway messages. If the message encounters WCRT on the
source side, the probability of encountering WCRT on the target side is extremely low.
The reason is that the information of different terminals interferes and affects each other.
Develop a holistic method that combines source and target messages, which essentially
reduces the pessimism of real-time analysis, but there is no significant progress on this
issue.

3.2 System Theory Analysis

There aremany types of faults, including safety faults, single-point faults, residual faults,
multiple-point faults, delayed faults, detectable faults, etc. The combination of these
failures increases the difficulty of reliability analysis. ISO26262 proposes the two most
common reliability analysis techniques: Fault Tree Analysis (FTA) and Failure Mode
and Effect Analysis (FMEA).

FTA and FMEA are only applicable to the safety analysis of random hardware fail-
ures. However, in potential scenarios without random hardware failures, hazards will
still occur due to unsafe and accidental interactions between components (including
humans, hardware, and software). In order to analyze the hazards caused by the interac-
tion between components, a new hazard analysis method based on system theory rather
than reliability theory called System Theory Process Analysis (STPA) appeared.

4 Functional Safety Guarantee

One of the purposes of functional safety standards is to ensure that the risks of developed
automotive applications are within acceptable limits. After a car manufacturer takes a
series of measures for an automotive application, the application will be certified by a
third-party functional safety certification agency.

4.1 Functional Safety Verification

After analyzing the real-time and reliability of automotive applications, functional safety
verification can be carried out. Functional safety verification is to determine whether an
application program meets its functional safety requirements.
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Real-time and reliability are two important functional safety features in automotive
applications. However, for distributed applications, this is a conflict process between
maximizing reliability (that is, minimizing exposure) and minimizing response time.
Real-time and reliability coverage is a two-criteria optimization problem, as shown in
Fig. 1. Each point is the dual-criteria minimization solution in Fig. 1. Among them,
x1, x2, x3, x4, x5 represent Pareto optimal solutions, and a Pareto curve is constructed:
1) x1, x5 represent weak optimal solutions; and 2) x2, x3, x4 represent strong optimal
solutions untie. Paper [11] proposed a two-criteria scheduling heuristic algorithm (BSH)
to obtain an approximate Pareto curve. Considering that each point has a response value
(y coordinate in Fig. 1) and a reliability value (x coordinate in Fig. 1), the carrying value
of each point can be used as a verification input to verify functional safety; The point can
meet the reliability and real-time requirements at the same time, and the functional safety
verification is passed. However, BSH has a high time complexity. In addition, the number
of ECUs in automobiles will further increase in the future. Due to the cost sensitivity
of the automotive industry, shortening the verification time during the development life
cycle is critical.

Fig. 1. Two-criteria optimization problem between minimizing response time and maximizing
reliability.

4.2 Functional Safety Enhancement

Safety issues run through the entire life cycle of vehicle development, so the maximum
possible safety value should be known in the early design stage to help control the risks
in the actual development process. Increasing the safety value, for example, reducing the
exposure level by increasing the reliability value, is required for risk control. Consider-
ing that real-time requirements cannot be changed, improving reliability is a common
practice to improve security.

ISO2626 provides a variety of security enhancement technologies, including anti-
jamming, static recoverymechanism, fault weakening, homogeneous redundancy, diver-
sified redundancy, data error correction code, access authority management, etc. Among
these technologies, static recovery mechanisms have recently been used to enhance the
security of distributed automotive applications.
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4.3 Functional Safety Guarantee

Functional safety assurance means that the safety requirements are sufficient and a
sufficient level of integrity has been reached on the basis of inspection and testing.

In recent years, through the introduction of reliability pre-allocation strategies, in-
depth research has been carried out on vehicle functional safety verification methods. In
reference [12], a reliability target-based resourceminimization algorithmcalledMRCRG
is proposed, and a reliability requirement verification method that assigns the maximum
reliability value to unallocated tasks in advance is proposed. However, MRCRG is a
pessimistic reliability pre-allocation, which leads to an imbalance in the use of reliability
among tasks. In order to make the distribution of reliability requirements more uniform,
Xie et al. [13] introduced geometric mean and proposed a non-fault-tolerant reliability
pre-allocationmethod calledGMNRPbased on geometricmean. The above twomethods
are non-fault-tolerant methods. Due to the lack of replication, it is difficult to verify their
high reliability requirements. Therefore, for high reliability requirements, fault tolerance
methods are required.

There are two types of fault-tolerant redundancy in ISO26262: homogeneous and
heterogeneous. Homogeneous redundancy is the duplication of elements, while het-
erogeneous redundancy is a combination of hardware equipment and software tasks.
As pointed out in the second edition of ISO26262, the homogeneous redundancy in
the design phase mainly focuses on controlling the impact of random failures on the
hardware (Table 3).

Table. 3. The latest developments in functional safety verification, enhancement and assurance.

5 Security Perception Cost Optimization

In the fierce market competition, automakers and component suppliers must pursue high
profits, and rising costs are an urgent problem to be solved. After achieving the safety
guarantee for automotive applications, it is necessary to optimize costs and improve
design quality while ensuring functional safety requirements. However, the cost types
of automotive embedded systems are more complex and can be roughly divided into
two categories: hardware cost and development cost (software cost): 1) hardware cost
refers to the price of ECU and other hardware equipment such as wiring harness; 2)
development cost Refers to the programmer’s labor when developing applications.
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5.1 Hardware Cost Optimization

In order to optimize hardware costs, as long as the correct execution of the applica-
tion is not affected, some additional ECUs can be deleted. In recent years, significant
progress has been made in hardware cost optimization methods. Gu et al. studied the
Mixed Integer Linear Programming (MILP) method and a heuristic algorithm based on
the divide-and-conquer method to optimize the hardware cost of distributed automo-
tive applications while meeting real-time and safety requirements. However, focus on
safety requirements from the perspective of functional safety, while ignoring reliability
requirements. While meeting functional safety requirements, Xie proposes exploratory
hardware cost optimization (EHCO) for distributed applications, gradually enhances
EHCO (EEHCO), and simplifies the EEHCO algorithm. In addition to the above hard-
ware cost optimization methods, part of the hardware can be replaced with software
through ASIL-certified virtualization technology to optimize hardware costs.

5.2 Development Cost Optimization

Due to the use of the ISO26262 standard, the development process of safety-critical
automotive applications is a highly structured and systematic process. This standard
increases development costs because of the additional process and complexity in the
development and testing of automotive applications, as well as software and hardware
redundancy solutions. When decomposing a high ASIL task into a low ASIL task,
the development cost can be reduced by 25–100%. Therefore, ASIL decomposition is
usually used for development cost optimization.

Xie proposed a reliability target development cost minimization (MDCRG) algo-
rithm based on ASIL decomposition to optimize the development cost of distributed
automotive applications while meeting its reliability requirements. In addition to devel-
opment cost optimization, ASIL decomposition is also used for safety-critical GPU
design. Table 4 lists the latest developments in cost optimization for security awareness.

Table. 4. The latest progress in cost optimization of automotive embedded systems.

6 Safety-Critical Multi-function Dispatch

In automotive embedded systems, multiple application programs are executed on one
ECU, and one application program is distributed on multiple ECUs. Currently, more
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than 800 functions have been implemented in high-end cars, and this scenario requires
an efficient scheduling strategy.

6.1 Safety-Critical Multi-function Static Dispatch

Multifunctional static scheduling means the release of multiple applications at the same
time. Papers [14] and [15] study the scheduling problem of multi-cycle applications,
while [14] is for time-triggered (TT) automotive embedded systems, and [15] is for TT
avionics application systems. Generally speaking, there are three types of applications
in automotive embedded systems: active safety, passive safety and non-safety applica-
tions. This application classification has produced the concept ofmixed criticality. Active
safety applications are usually high-critical applications, and passive safety applications
are usually low-critical applications. In ISO26262, high-critical (such as ASIL D) appli-
cations have a higher risk than low-critical (such as ASIL A) applications, and greater
efforts are required to reduce the risk.

6.2 Safety-Critical Multi-function Dynamic Scheduling

In order to allow the same software or applications to be executed in different hardware
devices developed by component manufacturers, the first version of the AUTOSAR
classic platform standard was released in 2003. The runtime environment introduced by
the AUTOSAR classic platform shields the internal details related to hardware devices,
thereby improving the efficiency of automotive software development. At present, the
AUTOSAR classic platform is usually used to deploy functional safety solutions, espe-
cially those in the automotive industry that have obtained ASIL C/D certification.
Research work in recent years has made some important attempts and explorations on
multi-functional dynamic scheduling. Xie et al. developed a multifunctional dynamic
scheduling algorithm for scheduling trade-offs between high performance and lowDMR.
They further developed an adaptive dynamic scheduling algorithm to solve some of the
problems in the AUTOSAR adaptive platform.

7 Summarize

This article introduces the latest developments and future trends of vehicle functional
safety design, including automotive E/E architecture, standards, cost and AUTOSAR,
and summarizes the research progress in recent years from four aspects: 1) Functional
safety analysis, including real-time analysis and Reliability analysis method; 2) Func-
tional safety assurance, including functional safety verification, enhancement and verifi-
cation; 3) Safety perception cost optimization, including optimization of hardware cost
and development cost; 4) Safety-critical multi-function scheduling, including multi-
function static scheduling And multifunctional dynamic scheduling. Finally, the future
trend of functional safety design methods directly oriented to autonomous vehicles is
discussed. As the source of designmethodology, functional safety analysis lays the foun-
dation for building a functional safety-driven design paradigm; functional safety assur-
ance is a timely remedy for failed functional safety analysis results. Safety perception
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cost optimization is a useful supplement to improve system design. Safety-critical multi-
function dispatching is the guarantee of functional safety during the operation phase.
The above four aspects support each other and jointly build the latest development of
the automotive embedded system functional safety design methodology.
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Abstract. This paper proposes to use AR technology to design and develop simu-
lation software based on theTorricelli experiment ofAR. In the physics experiment
teaching, Torricelli experiment clearly confirmed the existence of atmospheric
pressure with simple devices and easy-to-understand principles and measured that
the size of a standard atmospheric pressure is about 760 mm Hg. However, due to
the possibility of causing mercury hazards and other problems during the experi-
ment, it is not recommended to demonstrate the actual operation of the Torricelli
experiment. This paper first uses smartphones to scan device pictures to obtain
virtual three-dimensionalmodels, and to conduct interactive learning on the screen
of the mobile phone, so as to ensure the personal safety of teachers and students
and the premise of environmental safety. Next, we improve students’ learning
motivation and mastery of physics knowledge. In the development process of this
system, Unity3d software is used as the main development tool, Vuforia is used
technically to realize AR recognition, and the current mainstream development
language C# is selected for programming.

Keywords: AR · Torricelli experiment · Simulation software · Software design
and development

1 Introduction

AR (Augmented Reality) is one of the virtual and real fusion modes, based on the real
world, on which three-dimensional virtual objects are presented [1]. In recent years,
with the improvement of mobile phone CPU performance [2–4] and big data process-
ing and transferring capability [5–7], the popularization of high-definition dual-camera
cameras have created a foundation for the realization of AR technology on the mobile
terminal. Compared with traditional virtual experiments, AR-based virtual experiments
have obvious advantages in terms of interactivity, realism, and immersion [8]. The focus
of virtual experiments based on AR is to show the experimental principles that are
not easy to describe in traditional real physics experiments, or unobvious and invisible
experimental phenomena, through AR technology, simplify the experimental operating
environment, improve student participation, and help students have good grasp of the
physical principles [9].
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This subject is based on the.NET Framework and built the physical model required
for the “Torricelli experiment” on Unity3D. Using the idea of equivalent substitution,
a standard atmospheric pressure was calculated by the height of the mercury column
under the action of the external atmospheric pressure, and a comparative experiment was
designed., Proved that the experimental results have nothing to do with the thickness of
the glass tube, and completed the exploration of a standard atmospheric pressure and
the design and development of simulation software [10].

The organization of this paper is as follows. Section 2 focuses on the traditional
Torricelli experiment and its existing hazards and problems, thus proving the significance
of the realization of the subject. Then, the design process and operation process of the
simulation software based on the Torricelli experiment of AR are mainly described in
Sect. 3. Section 4 shows the realization results of the system. Finally, the conclusions
are drawn in Sect. 5.

2 Requirements Elaboration

2.1 Traditional Torricelli Experiment

The Torricelli experiment clearly confirmed the existence of atmospheric pressure with
simple devices and easy-to-understand principles and measured a standard atmospheric
pressure of about 760 mm mercury column or 10.3 m water column, which can be
described as an outstanding classic experiment in the history of physics [11].

2.2 The Harm and Existing Problems of Traditional Torricelli Experiment

Hazard of Mercury. Mercury is the only metal that exists in liquid form under normal
atmospheric pressure and room temperature. The liquid characteristics of mercury deter-
mine its not easy to store characteristics. Mercury is easy to evaporate into the air and
cause harm. Scientific research shows that after 1 g of mercury is completely evaporated,
it can make a 15 square meter large and 3 m high indoor mercury concentration reach
22.2 mg/cubic meter. In a room with a mercury concentration of 1–3 mg/m3, ordinary
people can cause headache, fever, abdominal cramps, dyspnea and other symptoms in
just two hours. Not only that, the respiratory tract and lung tissue of the poisoned person
may be affected. In severe cases, it may even die of respiratory failure. So far, scientists
have not found an effective remedy for mercury pollution.

In summary, mercury is volatile, and mercury vapor is toxic. Once a house, such as
a classroom, is contaminated by mercury vapor, it is difficult to treat and the treatment
takes a long time. The Torricelli experiment uses hundreds of grams of mercury at a
time, and the laboratory area is only one hundred and eighty square meters. In the face
of dozens of students, once a spillage accident causes mercury pollution, the adverse
effects are difficult to save.

Existing Problems of Traditional Torricelli Experiment. It is difficult for one person
to operate during the experiment, and untrained students cannot assist in completing it;
Slender glass tube is easy to break; Although some improved experimental devices do
not need to be filled with mercury, they are complicated in structure, which affects
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the understanding of physical concepts, and are costly. They are difficult to operate and
inconvenient to carry; For a long time, theTorricelli experimental device has been lacking
a better solution, which makes it difficult to conduct experiments in the classroom.

3 Software Design

The main goal of this system is to design and develop an AR-based Torricelli exper-
iment. The entire program needs to use Unity3D software and Vuforia toolkit. First,
analyze the physics experiment to understand the principles and operation steps of the
physics experiment. On this basis, outline the functions that the software needs to achieve
[12]; second, design the data organization structure of the program; finally, set up the
experimental scene in Unity3D and realize augmented reality effects through Vuforia
[13].

3.1 Feature Design

In Terms of Service Objects. This project will design and develop AR-based Torri-
celli experimental simulation software based on physics experiment courses, mainly for
students studying physics experiments.

In Terms of Learners’ Starting Level. Considering the rapid popularization of
informatization in today’s society, most students already have a certain understand-
ing of information technology equipment (especially household digital equipment), and
have the basis for innovative experimental teaching based on new technologies.

In Terms of Operating Interaction. Due to thewidespread popularity of smart phones
in recent years, most students are already familiar with the techniques of scanning QR
code images with cameras and conventional touch operations. Therefore, this software
introduces AR technology, scans and recognizes the designated floor plan, zooms and
conventionally touches the acquired 3D model, and clicks to switch between the 3D
model and the experimental scene.

In Terms of Functional Design. It specifically includes:
Realize the function of pouring the mercury in the beaker into the glass tube. In

the process of pouring the mercury, it is necessary to consider the situation of fullness,
underfilling, overflow, etc.; 1). To realize the function of blocking the glass tube nozzle by
hand, consider blocking the glass tube opening and not blocking the glass tube opening;
Note: collision detection is required; in 3D mode, a plug can be used instead of hand;
2). Realize the function of inverting the glass tube and inserting it into the mercury tank;
3). Realize the function that mercury in the glass tube drops to a certain height after
releasing the finger; 4). Realize the function of measuring the height difference between
the mercury surface in the mercury tank and the mercury in the glass tube; 5). Realize
the function of tilting left and right and moving the glass tube up and down without
changing the height of mercury; 6). Realize the function of using glass tubes of different
thicknesses and lengths to complete the comparative test.
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3.2 Data Structure Design

The overall program framework [14] is shown in Fig. 1:

Fig. 1. Overall framework diagram

When the function of pouring themercury in the beaker into the glass tube is realized,
the data structure diagram when considering the situation of full, under-filled, overflow,
etc. in the process of pouring mercury is as follows: (Fig. 2)

3.3 Interface Design

For the setting of the experimental interface, plug-in UGUI is mainly used. Because it is
directly integrated in the Unity editor, it has the advantages of high efficiency, easy use
and expansion. Under Canvas, directly click GameObject→UI→Button→Text, where
Button and Text are the parent-child relationship, and then edit the buttons and text
in the Inspector view. After the interface is generated, if you want to implement some
functions, you also need code assistance.

Inject Mercury. By clicking this button, you can inject mercury into the test tube; Test
tube inversion. To achieve inverted glass tube; Pull out the cork. When the inverted
glass tube is immersed in the mercury tank, the cork is pulled out so that the mercury in
the test tube can flow out.
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Fig. 2. The data structure diagram of pouring mercury

3.4 Software Operation Process

The structure of the software is mainly divided into two parts: AR image recognition
and Unity response operation. The operation process is shown in Fig. 3, where the image
acquisition of the camerawill be the first step of the software. The user opens the software
to automatically start the camera, and the AR camera automatically runs and recognizes
the plane image within the lens range. When it meets the matching characteristics, it will
display a specific 3D model at the specified location. This part of the work is mainly
undertaken by AR technology.

The trigger display of the 3D model and the browsing of the associated media are
the next steps in the process. After the AR camera recognizes the image, the user can
zoom in on the 3Dmodel that appears on the screen, adjust the visual effect of the model
according to the real environment, and make it at a better viewing angle to enhance the
experience.

The three-dimensional models in the program are modeled and designed in accor-
dancewith real equipment to complement the teaching content of the physics experiment
course. The plan view and the three-dimensional model used in the recognition are also
matched, and the selection is based on the popular digital equipment data from the current
society.

3.5 Software Development Process

Software development is mainly divided into three-dimensional modeling and program
development. The former is based on themodeling softwareMaya, and the latter is based
on the Unity engine.
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3D Modeling. UseMaya to import the plan view of the device as a modeling reference,
set the surface features of the object at the point level, use selection tools, multi-cutting
tools, extrusion tools, chamfering tools, etc. for wiring modification, and use geometric
tools to draw linear feature objects at the surface level, Combine objects with different
physical signs, and use the material editor to set a shader with the characteristics of a
digital device, apply a bitmap to the model, and finally export it to an Fbx format file
through the export menu. After the Maya modeling is completed, use Unity to import
the created Fbx file, create a device model preset in the Scene view, use the editing tool
to adjust the scale and coordinates, enter the 2D view and add the necessary Button,
Image and other components as user operations Use the Button component to set the
click monitoring, use the Text component to set the string information of the device, and
use the Image to set the icon prompt.

Fig. 3. Software operation flow chart

4 Achieved Results

4.1 3D Scene Realization Results

Step 1. Fill the glass tube with mercury, as follows:
Take out the glass tube;
Take out the measuring cup with mercury (be careful not to touch the ruler or the

mercury trough, the measuring cup will fly);
Click the right mouse button on the measuring cup to inject mercury into the glass

tube (there will be a prompt, “full”, “not full” and “overflow”) (Fig. 4).
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Fig. 4. (a) glass tube and measuring cup filled with mercury; (b) prompt “full”; (c) prompt “not
full”; (d) prompt “overflow”

Step 2. Drag the mouse to place the measuring cup on the table (Fig. 5);

Fig. 5. Put the measuring cup back on the table

Step 3. Drag the mouse to place the glass tube filled with mercury into the mercury
tank (note: the current test tube is upright);

Step 4. Click the right mouse button on the glass tube and turn the glass tube upside
down. Click the middle button of the mouse on the inverted glass tube to remove the
stopper on the test tube, so as to realize the downward flow of mercury:

Step 5. View the results, the specific operations are as follows:
Adjust the position of the magnifying glass to see that the height of mercury in the

glass tube is 13.6 cm;
Adjust the position of the magnifying glass to see that the height of the mercury in

the mercury tank is 6 cm;
The vertical height difference between the height of mercury in the glass tube and

the height of mercury in the mercury tank is 7.6 cm, that is, the experimental result: the



488 Y. Hui et al.

size of 1 standard atmosphere is equal to the pressure produced by a mercury column
about 760 mm high (Figs. 6, 7 and 8).

Fig. 6. Put the glass tube into the mercury tank

Fig. 7. The glass tube is upside down, mercury flows down

Fig. 8. (a) The height of mercury in the glass tube; (b) The height of mercury in the mercury tank

4.2 AR Scene Display

As shown in Fig. 9, after the user uses the camera of the Android phone to recognize a
specific floor plan [15], a virtual test tube can appear on the screen, and the test tube can



Design and Development of Simulation Software 489

be operated virtual by touch to adjust its proportion, and click the test tube to switch to
Experimental scene (Fig. 10).

Fig. 9. The rendering after scanning the floor plan

Fig. 10. Experimental scene

5 Conclusions

In this paper, aiming at the problems of low safety and difficulty of operation in traditional
Torricelli experiment, we designed and developed an AR-based Torricelli experiment
simulation software. This article first analyzes and designs the system in detail, then
explains the feasible implementation process, and demonstrates the results of the imple-
mentation. It is foreseeable that with the development of technology, AR will become
more and more perfect, providing a new way and concept for teaching.
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Abstract. The open university is carrying out various types of academic and
non-academic education to serve the city’s citizens and usually has gained a good
reputation in the local area. However, previously, due to its inadequate hardware
system, fragmented information system, and incomplete data collection, it carried
out various operations more by empirical judgment and lacked objective data sup-
port, thusmaking it impossible to promote the development of a lifelong education
system accurately. By collecting, integrating, and analyzing these lifelong educa-
tion projects, converting them into lifelong education big data, and establishing
various lifelong education data visualization and analysis models, we can pro-
mote the transformation of life-long education from discrete demand to education
big data precision-driven development mode, provide support for the supply-side
structural reform of lifelong education, and at the same time improve the leading
role of the open university in the construction of lifelong education system, thus
promoting the high-quality development of lifelong education for citizens.

Keywords: Lifelong education · Analysis model · Big data

1 Background and Significance

How to play the leading role of grass-roots open universities in building a lifelong edu-
cation system [1] is an important research topic nowadays. By collecting, integrating,
and analyzing education projects, converging into lifelong education big data, and estab-
lishing various lifelong education data visualization and analysis models, it is important
to promote the high-quality development of regional lifelong education.

(1) Big Data Research on Lifelong Education Can Improve the Quality of Grass-roots
Open Universities and Accelerate Their Transformation and Development. As an
important support for building a lifelong education system and forming a learning
society, the Open University (Liu Yandong, a member of the Political Bureau of
the CPC Central Committee and State Councilor, inaugurated the National Open
University and delivered a speech entitled “Striving to Run an Open University
with Chinese Characteristics”) has served local economic development for many
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years and accumulated a large amount of lifelong education data, which can be inte-
grated and analyzed to more clearly identify the problems in the process of running
schools and explore better solutions. After integration and analysis, we can identify
problems in the process of education and find better solutions, and finally realize
the cycle of “discovering problems -> improving problems -> improving quality
-> discovering problems again” through the support of big data, and accelerate the
transformation and development of the grass-roots open university.

(2) The Organization and Governance of Lifelong Education Big Data Can Promote
the Transformation of Lifelong Education to Big Data Development Mode and
Provide New Support for Promoting the Supply-side Structural Reform of Lifelong
Education. With the advent of the big data era for various applications [16–18], big
data in education [2, 3] is innovating the model of education in an unprecedented
way. In the field of lifelong education, how to solve the following urgent problems
through the organization and governance of big data: firstly, to help establish a
lifelong education visualization model and application path; secondly, to innovate
lifelong learning public services and talent training models; thirdly, to promote the
transformation of lifelong education into a big data development model; fourthly,
to enhance the service capacity and supply level of lifelong education; fifthly, to
provide a scientific basis for promoting scientificmanagement of lifelong education
Sixth, to provide new support for promoting the supply-side structural reform of
lifelong education; Seventh, to achieve large-scale applicable education and thus
continuously innovate the talent cultivation mode.

(3) Through the Construction of Foshan Lifelong Education Digital Service Center and
the Integration of Foshan, Lifelong Education Big Data Can Provide the Experi-
ence that Can be Learned from the Construction of Lifelong Education System for
Open Universities around the World. According to the “Foshan Open University
Construction Program (2019–2021)” approved by Foshan Office Letter [2019] 229,
Foshan Government agrees to Foshan Open University to build a lifelong educa-
tion digital service center. By means of collecting, converging, integrating, mining,
and analyzing the data related to lifelong education in Foshan, it will establish a
lifelong education visualization data analysis model, explore the promotion and
application path, innovate public services for lifelong learning for all people, and
promote the transformation of lifelong education from discrete demand to an accu-
rate development mode driven by education big data, while providing solid and
powerful support for enhancing the local lifelong education capacity and improv-
ing the development level of lifelong education. The construction of this project
has important theoretical research significance and practical value.

This paper proposes a lifelong education big data, and then compares it with the
current situation at home and abroad, and then studies the content of the lifelong educa-
tion data governance framework, and then studies a lifelong education data governance
framework.
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2 Related Work

Lifelong education has been developed in foreign countries, especially in the United
States, Japan, and South Korea, where it has made great progress. The experiences and
practices of developed countries and regions have important significance for promoting
the legislation and development of lifelong education in China. Chinese scholars have
analyzed the legislation and implementation aspects of lifelong education in foreign
countries, thus making reliable suggestions for the development of lifelong education in
China. Scholar Sun Yi analyzed the reasons for and implementation process of foreign
legislation on lifelong education and proposed specific measures for implementation
and inspiration from foreign legislation on lifelong education in China. Huang Fusheng
andWu Zunming analyzed the characteristics, advantages, and shortcomings of lifelong
education laws in foreign developed countries and regions, as well as the inspiration
from them.

In the study of data governance, most foreign scholars have proposed a framework
for data governance to ensure the operability, logicality, and stringency of the data
governance process and enhance the value of data. The definitions proposed by foreign
authorities such as DAMA (The Data Management Association) and DGI (The Data
Governance Institute) are the most representative and authoritative. These governance
frameworks have their scope of application. Since there is no national-level specification
for the qualifications framework that the lifelong education system currently relies on,
and its data governance has needs and characteristics such as gradualness, complexity,
and scalability, this project proposes a set of data governance frameworks suitable for
the current lifelong education.

In 2014, Tsinghua University established the “Research Centre for Massive Online
Education.” The Centre used big data technology to analyze data on the learning behav-
iors left by many learners on the platform to discover which knowledge points were of
interest to learners and which learning tools and learning materials were used most fre-
quently so as to create amore adaptive and intelligent learning platform. In the same year,
Peking University joined the MOOC platform created by Edx, a U.S. company, which
provides free, independent and open access to courses from top universities around the
world for students [4]. In 2015, Fudan University also joined the US-based Coursera
platform to build a global online course network with Coursera, Inc. On this network,
learning services such as course selection, online videos, and online tests are provided
to learners around the world [5–9].

The advent of the big data era has provided an unprecedented and great opportunity
for theoretical innovation in lifelong education. In lifelong education, big data promotes
the development of education platforms from teaching and teaching management infor-
mation systems to big data applications. Undoubtedly, in the field of lifelong learning
[10], big data provides technical support for quantifiable learning outcomes of learners.

3 Research Content and Objective

3.1 Research Content

Construction of Data Governance Framework for Lifelong Education. Building a
data governance framework for lifelong education can provide theoretical guidance for
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specific practices and ensure the standardization, scalability, and security of lifelong
education data. Lifelong education data governance framework usually needs to consider
the following aspects: first, logical relationships and functions of components; second,
guidelines and objectives of data governance [11]; third, organizational structure and
division of responsibilities of data governance; fourth, data governance domain; fifth,
establishment of data governance evaluation mechanism and implementation methods
[12]. Through in-depth analysis and scientific refinement of the operational mechanism
and data characteristics of lifelong education, the data governance framework of lifelong
education is innovatively proposed.

Study on Data Specification of Lifelong Education Development. Lifelong educa-
tion data standardization is achieved, and data standards, code standards, interface spec-
ifications, and information standard specifications for platform access were developed.
Data integration for non-academic education such as academic education, vocational
education, and socialized training is realized. Lifelong education digital file bag man-
agement, lifelong education growth diagnosis report, display and analysis statistics of
lifelong education data, etc., are realized.

Study on Evaluation Indicators for Lifelong Education Growth. The lifelong edu-
cation growth evaluation indicators and personal learning portraits of citizens are pro-
posed. Themain functions of the lifelong education growth evaluation indicators include
development evaluation analysis, development data and statistics, development graphs,
and other personal growth evaluation management; the main functions of the personal
learning portrait include career development roadmap, independent career develop-
ment planning, professional learning community, benchmark model learning, career
development process management, and other citizen career development maps.

Evaluation and Analysis of Learning City. The learning city evaluation index is pro-
posed, and itsmain functions include learning city development evaluationmanagement,
visual model analysis and large screen display of the city’s lifelong education status, and
citizen education quality evaluation.

3.2 Research Objectives

Establish a Framework for Lifelong Education Data Governance. In order to
achieve the overall strategy and goals of data governance, we need to develop a data
governance framework for lifelong education that describes the basic components (e.g.,
principles, organizational structures, processes, and rules) and the logical relationships
between components (concepts) in the field of lifelong education data governance.

Develop a Set of Data Specification Standards for Lifelong Education. In order to
realize the standardized processing of lifelong education data, we need to develop a set
of data specification standards [13], so as to achieve the goal of ensuring the usability
and effectiveness of data management and guaranteeing stability and high value of the
data itself.
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Propose a Lifelong Education Growth Evaluation Model. In order to realize real-
time monitoring and dynamic analysis of lifelong education data, as well as to provide
a decision-making basis for lifelong education supervision and evaluation and building
learning cities, we need to establish a lifelong education visual data analysis display and
evaluation model bymeans of collecting, aggregating, integrating, mining and analyzing
lifelong education-related data.

4 Lifelong Education Data Governance Framework

The construction of a data governance framework for lifelong education (Fig. 1) can
provide theoretical guidance for specific practices and ensure the standardization, scal-
ability, and security of lifelong education data. The lifelong education data governance
framework usually requires the following considerations: first, the logical relationships
and the functions of components; second, the guidelines and the objectives of data gov-
ernance; third, the organizational structure and the division of responsibilities of data
governance; fourth, the data governance domain; and fifth, the establishment of data
governance evaluation mechanism and the implementation methods.

In terms of building smart learning communities, building a prior learning certifica-
tion database, and credit system that are currently popular on the market, the lifelong
education data governance framework proposed in this paper includes the content it pro-
poses, not just conducting research from one side, but research and design from a multi-
level, multi-dimensional, and rational perspective. Further promote the co-construction,
sharing, and public use of data, provide support for the supply-side structural reform
of lifelong education, realize large-scale applicability education, continue to innovate
talent training models, and ultimately promote the high-quality development of lifelong
education for citizens.

Fig. 1. Lifelong education data governance framework
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5 Lifelong Education Data Resource Sharing Mechanism

By integrating the lifelong education data resources of Foshan City, we build a data
resource sharing center [14] based on the data owner as of the core and the data owner’s
identification as the key value aswell as the sharing of data in the formofmicroservices to
provide common sharing. We can realize the separation organization of application sys-
tem and data, structured+ unstructured data storage model [15], and establish the visual
data analysis display and evaluation model of basic education. The lifelong education
data sharing mechanism is shown in Fig. 2.

Fig. 2. Data Sharing mechanism for lifelong education data

6 “Credit Database” in Lifelong Education Data Governance

The “credit database” is based on the concept of lifelong education data. As a guarantee
of the system, it will better improve the lifelong education system. “Credits database”
has the function of storing credits, especially the function of redeeming credits, which
is suitable for continuing learning under the condition that on-the-job adult education
does not affect work. For people who are busy at work, it also provides an intermittent
learningmode that accumulateswork-study alternate creditswhileworking and learning.
The construction of the “credit database” is based on the co-construction and sharing
of resources, and the mutual recognition of credits among various types of lifelong
education. At the beginning of the establishment of the Online Education Alliance of
Continuing Education, the goal was to explore the development model and operating
mechanism of innovative modern distance education with co-construction and sharing
of resources. Therefore, mutual recognition of credits is necessary and urgent, and it is
very urgent to explore various types of lifelong education. The promotion of the online
education alliance requires the active participation of the continuing education colleges
of various universities to take the lead. The practice objects will take the students of the
school as examples, further strengthen the joint construction and sharing of resources,
and implement the mutual recognition of various types of lifelong education credits.
Finally, promote the construction of the “credit database”.
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7 Summary

This paper detailed the research proposal and functions of lifelong education data orga-
nization and governance, which included lifelong education data governance framework
and lifelong education data resource sharing mechanism research, in order to promote
lifelong education from discrete demand to education big data precision-driven devel-
opment model and improve the leading role of the open university in the construction of
lifelong education system, and then promoted the high-quality development of lifelong
education in Foshan.
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Abstract. Distribution network is the most important part of power system, dis-
tribution network fault location technology can help power companies to find and
eliminate faults quickly, can provide reliable and continuous power supply plays
a very important role. Based on traveling wave detection principle, this paper puts
forward the corresponding solution of distribution network fault location system,
and gives different types of traveling wave fault location methods.

Keywords: Distribution network · Traveling wave · Fault location

1 Introduction

Thepurpose of the distribution system is to provide continuous quality power supply to all
endusers.However, the failure of the distribution line due to the influenceof environment,
external force or aging can lead to permanent power outage [1]. The existing fault location
methods in power distribution system can be divided into two types: impedance method
and traveling wave method [2, 3]. The fault location method based on impedance has
been proved to be unable to be used in the distribution network through research and
practice [2].

With the development of computer capability [4–6], networks [7, 8], and big data
processing techniques [9–11], the traveling wave method becomes the most impor-
tant research direction for finding distribution network fault locations [12]. Traveling
wave method can be divided into single-terminal method and double-terminal method.
The two-terminal method requires the installation of signal detection devices and GPS
(Global positioning system) time synchronization devices at both ends of the line. The
single-end system only needs to install signal detection device at one end of the line, and
does not need to install GPS clock synchronization device. Therefore, compared with
the two-ended system, the single-ended system has lower cost and simpler structure, but
its positioning accuracy is less affected by signal attenuation and distortion than that of
the two-ended system [13].

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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In the existing fault location techniques based on travelling wave, the transient wave
at fault elimination is used to replace the transient wave at fault occurrence. Moreover,
the single-terminal method based on the transient waveform of fault elimination is more
suitable for distribution system [14, 15].

2 Basic Principle of Traveling Wave Method

Traveling wave is the transient wave generated on transmission line or distribution line.
Most of the transient waves generated on transmission and distribution line are caused
by phase short circuit, single phase grounding and other faults. Once a fault occurs on a
line, the voltage and current transients it generates, known as transient waves, propagate
from the point of failure down the line in both directions [16, 17] (Fig. 1).

Fig. 1. Schematic diagram of fault traveling wave propagation

The accuracy of fault location method based on traveling wave in distribution system
depends on the correct calculation of wave velocity which is related to distribution line
parameters [18–20].

1) Type A traveling wave signal detection device: The detection device is installed at
one end of the line, and the fault location is carried out by single-end method.

2) B-type traveling wave signal detection device: The detection device is installed at
both ends of the line, and the double-end method is used to locate faults.

3) E-type traveling wave type detection device: The detection device is installed at one
end of the circuit and locates faults by detecting the transient waves generated by the
action of the circuit breaker, rather than the transient waves generated by the fault
[21–23].
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3 Fault Location Method

3.1 System Architecture

In this paper, the recommended method is to replace the fault transient wave generated
by the fault with the single terminal short fault elimination transient wave (E type), and
to apply the Clark transform to the three-phase voltage of the system. The three-phase
line contains electromagnetic signals coupled in each phase of the wire. The three-phase
voltage can be decomposed into a modal transformation [24].

Um = T−1 × Up

Im = T−1 × Ip

Here, U is the voltage, I is the current, M is the number of modes, P is the number
of phases and T is the transformation matrix.

In this paper, Clark transform is used to transfer the three - phase parameters into
the mode transform.
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After the phase component is transferred to the modal number, wavelet transform
is used to calculate the first, second and third received transient wave. The received
transient wave is used to find the fault section of cable or overhead line in the distribution
system. Since the αmode can simplify the analysis of the three-phase circuit, the αmode
component is used among the three modal components: 0, α and β. Figure 2 shows the
peak voltage transient wave generated by the breaker. In α mode, in order to calculate
the peak value, you need to calculate the threshold value, and then calculate the start and
end elements of the peak value. When the starting and ending elements are calculated,
the following formula can be used to calculate the maximum peak value [25]:

peak ≈ (start + end)/2
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X axis: Time (ms) Y axis: voltage (p.u) 

Fig. 2. Peak of α mode

The starting element is the first peak value of the initialwaveform, and the terminating
element is the last peak value of the initial waveform. After calculating the peak value,
use the following formula to calculate the distance between the two initial waveforms
(Distance) [25].

Distance ≈ (peaks(3) + peaks(2))/2

Fig. 3. Initial travelling wave coefficient

The above formula can be used to calculate the distance between the two initial
waveforms (as shown in Fig. 3), and then the single-ended method can be used to
calculate the position of the fault point relative to the signal detection device.
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As the line lengthens, the peak amplitude decreases correspondingly. For the over-
head and ground cable mixed line, the first, second and third initial traveling waves (as
shown in Fig. 2) are used to calculate the fault section, and the first, second and third
initial waves generated are shown in Fig. 4.

Fig. 4. Mixed line fault waveform propagation diagram

In Fig. 4, the first initial wave is transmitted from the signal detection device to the
point of failure and then back to the signal detection device from the point of failure. The
second initial wave is from the signal detection device to the overhead line and cable
line join point and back to the signal detection device. The third initial wave travels from
the signal detection device to the remote end and back to the signal detection device.

The wave velocity is calculated by the following formula [26]:

V = L

t

Where, V is the wave speed, L is the length of the distribution line, and T is the waveform
propagation time from the signal detection device to the far end of the line. When the
wave velocity is calculated, the exact location of the fault point relative to the signal
detection device can be calculated by using the following:

X ≈ V ∗ T

2

Where X is the distance between the measuring end and the fault point, V is the wave
speed, and T is the total time for the transient wave to travel from the circuit breaker to
the fault point and then back to the circuit breaker.

Traveling wave method can be applied to different types of faults and various types
of power lines [27, 28], including AC or DC transmission lines; Distribution line; Hybrid
overhead and underground cable lines. The single-ended method proposed in this paper
uses the transient waves generated by the circuit breaker rather than the transient waves
where the fault occurs. Compared with the two-terminal method and impedance method,
this method is simpler, cheaper and easier to implement. Since the length of distribution
lines is much smaller than transmission lines, this single-end method is more suitable
for distribution lines.
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4 Conclusion

This paper presented a travelingwave fault locationmethod based on single endmeasure-
ment for distribution network. The paper also introduced the basic principle of traveling
wave measurement and different kinds of signal detection devices based on traveling
wave principle.

Acknowledgement. The authors gratefully acknowledge the anonymous reviewers for their
helpful suggestions.
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Abstract. Linux containers, with the build-once-run-anywhere app-
roach, are becoming popular among scientific communities for software
packaging and sharing. Docker is the most popular and user friendly plat-
form for running and managing Linux containers. Unikernels are single-
application fully virtualised lightweight packages designed to run as vir-
tual machines. For some applications, unikernels can be alternative to
containers due to the benefits they provide in terms of performance and
security. presents an update for Socker, a wrapper for running Docker
containers on Slurm that enforces running unpriviliges containers within
Slurm jobs. The update to Socker includes: Improved security, MPI
support, and support for OSv unikernels.

1 Introduction

Sharing of software tools is an essential demand among scientists and researchers
in order to reproduce results. Virtual machines (VMs) are widely adopted as a
software packaging method for sharing collections of tools, e.g. BioLinux [1].
Each VM contains its own operating system. A VM monitor, also known as
hypervisor, is the platform for managing and monitoring VMs. VM technology
is suitable for packaging collections of tools that run independently or depen-
dently on the top of a specific OS platform, e.g. a GUI that runs python and
R tools on the top of Ubuntu Linux. VMs are also effective in cases where a
specific Linux kernel or Windows OS is needed, the cases in which, Linux con-
tainers cannot be used as a solution. Linux containerisation is an operating
system level virtualisation technology that offers lightweight virtualisation. An
application that runs as a container has its own root filesystem, but shares the
kernel with the host operating system. This has many advantages over virtual
machines. First, containers are much less resource consuming since there are no
guest OS. Second, a container process is visible on the host operating system,
which gives the opportunity to system administrators for monitoring and con-
trolling the behaviour of container processes. Linux containers are monitored
and managed by a container engine which is responsible for initiating, manag-
ing, and allocating containers. Docker [2] is the most popular platform among
users and IT centres for Linux containerisation. A software tool can be packaged
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
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as a Docker image and pushed to the Docker public repository, Docker hub, for
sharing. A Docker image can run as a container on any system that has a valid
Linux kernel. HPC targeted platforms, e.g. Singularity [3] and Sarus [4], make it
possible to use Docker containers in production for HPC systems. Unikernels are
lightweight single application operating systems developed for the cloud, edge
computing, Internet of Things, etc. They fit into small images, have low memory
foot-print, and boot in less than one second. They are known for accelerating the
execution of programs and improving throughput of network applications. This
technology has proven its qualities for these domains with numerous platforms
and publications [5–8]. Figure 1 describes an architectural comparison between
containers, traditional VMs and unikernels.

Fig. 1. Architectural view: containers vs traditionals VMs vs unikernels

This paper presents an update of Socker [9], a wrapper for running
lightweight virtualised workload on Slurm [10]. Socker has been initially devel-
oped as a secure wrapper for the Docker engine [2]. The new update resolves
security issues and enables running containerised workload as well as Unikernels.

2 Architecture

Socker is a wrapper that uses the underlying runtime to manage and run
lightweight virtualtised workloads on Slurm. It enforces running OCI [11] con-
tainers through the docker engine but as the actual user in addition to enforcing
the membership of a running container inside a SLURM job in the cgroups
assigned by SLURM to the job. Primary testing has been performed as a proof
of concept [9], and Socker introduces almost no additional overhead to con-
tainerised workloads.
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2.1 Security Improvements

During security evaluation of, the following attack surface has been found:

– Socker is a wrapper which runs with SUID privilege. Bugs in the code might
give root privileges to the user.

– Socker forces the container to run as the user, by enforcing the --user
option of the docker run command. This option will not prevent a vulnerable
image from attacking the system. A typical use case is a Docker image with
a section in the sudoers file to grant sudo rights to a specific UID

– On the other hand, Socker does its job well forcing the container to consume
only the CPU and memory resources assigned by Slurm to the container job.

To avoid the attack service, the following changes has been made to Socker
(and approved by the IT security group at the University of Oslo):

– Instead of running docker commands as root, Socker uses a system user
that has only one privilege, that is to run the docker command.

– To avoid the danger of vulnerable images, Socker drops all Linux privileges
in the docker run command, which makes the root user unable to use all root
privileges.

– As an additional layer of protection, Socker enforces the use of user names-
paces. In this way, the container root is no longer the host root, i.e. even if a
user manages to become root inside the container s/he doesn’t get any root
privileges on the host

– Implementing the above, running a container application with Socker on
the Docker engine becomes as secure as running a native application with
user privileges.

The new Socker architecture, depicted in Fig. 2, describe the support for
OCI containers as well as Osv unikernel applications.

2.2 MPI Support

Socker doesn’t offer implicit MPI support so far. It can be used with MPI by
doing the following:

– Install MPI (and IB drivers if any) on the host
– Use a Docker container with MPI supporting application (and the IB driver

installed if any)
– Run Socker with MPI as:

mpiexec -np <N> socker run -e LD LIBRARY PATH=/usr/lib <app>
<args>
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Fig. 2. Socker architecture

2.3 Unikernels Support

Similar to containers unikernels offer lightweight virtualization. In addition, they
offer advantages over containers:

– Reduced system-calls: Containers share the kernel with the host. In recent
Linux versions, There are more than 400 system calls [12], which respresent
a huge attack serface. System calls in unikernels become common function
calls. Unikernels reduces system call latency of two to three orders of magni-
tude [13].

– Reduced kernel noise: Since unikernels include only the necessary software in
addition to the application itself, i.e. no background software included, Kernel
noise is kept minimum [14].

As shown in Fig. 1 Socker supports running OSv [6] unikernel images via
the Capstan tool [15]. OSv is the versatile modular unikernel, developed from
scratch by Cloudius, and designed to run Linux applications on lightweight VMs.
is a libc-level binary-compatible unikernel that interfaces with the application
at runtime using the standard libc API level.

3 Conclusions

Socker is a wrapper that uses the underlying runtime to manage and run
lightweight virtualtised workloads on Slurm. It consumes the Docker engine
to enforce running unprivileged OCI containers. The paper presents several
improvements to Socker, including: security improvements reducing the attack
surface for running containers, support for MPI containers, and support for OSv
based unikernels.

Acknowledgements. This work was financially supported by the PRACE-6IP
project [16] funded in part by the EU’s Horizon 2020 Research and Innovation pro-
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