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Preface

This volume contains a collection of revised selected full-text papers presented at the
24th International Conference on Distributed Computer and Communication Networks
(DCCN 2021), held in Moscow, Russia, during September 20–24, 2021.

The conference is a continuation of the traditional international conferences of the
DCCN series, which have taken place in Sofia, Bulgaria (1995, 2005, 2006, 2008, 2009,
2014); Tel Aviv, Israel (1996, 1997, 1999, 2001); and Moscow, Russia (1998, 2000,
2003, 2007, 2010, 2011, 2013, 2015, 2016, 2017, 2018, 2019, 2020) in the last 24 years.
The main idea of the conference is to provide a platform and forum for researchers and
developers from academia and industry from various countries working in the area of
theory and applications of distributed computer and communication networks, mathe-
matical modeling, and methods of control and optimization of distributed systems, by
offering them a unique opportunity to share their views, discuss prospective develop-
ments, and pursue collaboration in this area. The content of this volume is related to the
following subjects:

1. Communication networks, algorithms, and protocols
2. Wireless and mobile networks
3. Computer and telecommunication networks control and management
4. Performance analysis, QoS/QoE evaluation, and network efficiency
5. Analytical modeling and simulation of communication systems
6. Evolution of wireless networks toward 5G
7. Internet of Things and fog computing
8. Cloud computing, distributed systems, and parallel systems
9. Machine learning, big data, and artificial intelligence
10. Probabilistic and statistical models in information systems
11. Queuing theory and reliability theory applications
12. High-altitude telecommunications platforms
13. Security in infocommunication systems

The DCCN 2021 conference gathered 151 submissions from authors from 26 dif-
ferent countries. From these, 105 high-quality papers in English were accepted and pre-
sented during the conference. The current volume contains 35 extended papers which
were recommended by session chairs and selected by the Program Committee for the
Springer post-proceedings. Thus, the acceptance rate is 33.3%.

All the papers selected for the post-proceedings volume are given in the form pre-
sented by the authors. These papers are of interest to everyone working in the field of
computer and communication networks.
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We thank all the authors for their interest in DCCN, the members of the Program
Committee for their contributions, and the reviewers for their peer-reviewing efforts.

September 2021 Vladimir M. Vishnevskiy
Konstantin E. Samouylov

Dmitry V. Kozyrev
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Multi Task Multi-UAV Computation
Offloading Enabled Mobile Edge

Computing Systems

Abbas Alzaghir(B) and Andrey Koucheryavy

The Bonch-Bruevich Saint-Petersburg State University of Telecommunications,
Pr. Bolshevikov, 22, St. Petersburg 193232, Russia

Abstract. Mobile edge computing (MEC) is a technology that has
found effective solutions in terms of ultra-low latency, low energy con-
sumption, high data rate and high reliability. MEC is become actual
appropriate for the devices that has a limited resource such IoT, UAVs
etc. In this paper, we consider an algorithm to improve and minimize the
energy consumption of Unmanned Aerial Vehicle by offloading and exe-
cution some tasks of UAV into nearby UAVs or into edge cloud server.
The proposed algorithm is based on dynamic programming that uses
a randomization and hamming distance termination to obtain approx-
imately optimal solution. The algorithm can minimize the energy con-
sumption of UAV and improving the total execution time by offload some
tasks to nearby UAVs or to edge cloud server when transmission data
rate of the network is high. The algorithm can find a nearly optimal
offloading decision within a few repetitions. The results show that the
proposed algorithm achieves a minimal energy while meeting energy and
time constraints.

Keywords: Unmanned Aerial Vehicle · Multi-UAV · Computation
Offloading · Mobile Edge Computing

1 Introduction

The advent of 5G technology is expected to contribute to connecting the whole
world by universal communication that links everybody and everything in all
times and by all means regardless of the services, devices, geographical existence
or networks. This will lead to the emergence of new use cases and also provide
new business opportunities for telecommunication operators [1]. Furthermore,
the performance criteria for low latency, enhanced reliability, high speed, peak
throughput per connection, system spectral efficiency, low power consumption,
connection and capacity density will be introduced by 5G technology.

This research is based on the Applied Scientific Research under the SPbSUT state
assignment 2021.

c© Springer Nature Switzerland AG 2022
V. M. Vishnevskiy et al. (Eds.): DCCN 2021, CCIS 1552, pp. 3–17, 2022.
https://doi.org/10.1007/978-3-030-97110-6_1
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Unmanned Aerial Vehicles are becoming an essential part of 5G and are likely
to play a major role in a further functional diversity for 5G networks. Because
it characterized by their ease of deployment and observable, it’s may be widely
deployed both in surveillance, disaster management, data gathering from Inter-
net of things (IoT), wireless sensor networks (WSN), and traffic management,
etc. where expects the number of UAVs will reach at least 3.2 million connecting
units by 2022 according to Federal Aviation Administration (FAA) [2].

However, the limited computing capability and energy storage of UAV termi-
nals cannot provide intensive computing and complete high-energy tasks. Cur-
rently, mobile edge computing (MEC) has become an important solution to solve
mentioned issues and to enhance transmission delay and transmission energy
consumption. Furthermore, the edge server is deployed on the wireless LAN side
in the edge server-based MEC solution, which shortens the distance between
servers and the end devices [3]. This solution can be use computing offload to
expand the service capabilities of UAVs, provide localized computing and stor-
age resources for UAVs nearby. In other word, a large number of tasks that can’t
be processed locally on the UAV need to be offloaded to the edge server through
wireless channel in order to implement the computation task at edge servers
this lead to reduce data transmission costs, to achieve low latency and enhance
energy efficiency and meet the needs of the fast and interactive response. There-
fore, the key technology of the MEC solution-based edge server is computing
offloading [3].

In this paper, an energy efficient computation offloading algorithm is pro-
posed for a multi-UAV enabled edge computing system. To implement the multi-
level offloading process, we have developed the dynamic programming with ham-
ming distance algorithm presented in [4]. Where the offloading process is either
to nearby UAVs or to edge cloud server.

The main contributions of this paper are minimizing the energy consump-
tion and total task execution time of UAV with consideration of the deadline
completion to accomplish the task and energy constraint.

The paper is organized as follows. In Sect. 2 we discussed the related work. In
Sect. 3 we introduce the system model and the problem statement. The energy-
efficient computation offloading algorithm presented in Sect. 4. And in Sect. 5,
evaluation experiments that implemented to validate our multilevel offloading
mode. Finally, the conclusion of this paper discussed in Sect. 6.

2 Related Works

In this section we introduce the literature review. The paper [5], in which the sum
power minimization problem for an UAV-enabled MEC network. They proposed
an algorithm to solve nonconvex sum power minimization problem by solving
three subproblems iteratively. The feasible solution for this iterative algorithm,
a fuzzy c-means clustering based algorithm is proposed.

The authors in paper [6] considers a decentralized optimization mechanism
between MEC servers and users. The assignment mechanism is employees to
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assistance heterogeneous users to select different MEC operators in a distributed
environment. They modeled an efficient mechanism for a computation offloading
scheme to optimize price and energy consumption under latency constraints.

Furthermore, Task caching and offloading strategy for MEC investigated in
paper [7] that decides which tasks should be cached and how much task should
be offloaded. The proposed algorithm is to minimize the total energy consumed
by mobile device while meet the users delay requirement.

The authors in [8] proposed an energy efficient computation offloading pro-
cedure for UAV-MEC systems, with an emphasis on physical-layer security. The
optimal results provided to the problems formulated are found for both active
and passive eavesdroppers.

The energy-and latency-aware algorithm proposed in paper [9] provides two
UAV offloading methods. The first method is the air-offloading, where a UAV
can offload its computing tasks to nearby UAVs that have available computing
and energy resources. The second offloading method is the ground-offloading,
which enables the offloading of tasks to an edge cloud server from the multi-
level edge cloud units connected to ground stations. The algorithm selects the
execution device and the offloading method based on the latency and energy
constraints. Moreover, a multi (UAVs) enabled mobile edge computing (MEC)
proposed in research [10] has been considered a several UAVs are deployed as
flying MEC platform to ensure computing resource to ground user equipment
(UEs). The authors formulate a mixed integer nonlinear programming to solve
two issues: first how to achieve the association between multiple UEs and UAVs,
second how to achieve the resource allocation from UAVs to UEs. Also, they
proposed a Reinforcement Learning (RL)-based user Association and resource
Allocation (RLAA) algorithm to tackle this problem efficiently and effectively.

3 System Model and Problem Statement

The system model consists of a multi-UAV network connected with a base station
by a wireless channel, as well as the base station is provided with edge computing
server as shown in Fig. 1. One of a UAVs has a set of N independent computation
tasks denoted as N = 1; 2;. . . ; N needed to be executed locally at UAV m
(UAV1; UAV2 ;. . . .; UAVm) or will be offloaded and executed either at one
of the neighboring UAVs or remotely at edge computing server. The scenario
considered that the UAV m remains unchanged during a computation offloading
period, whereas it can be moved to another location while different periods [5,8].

3.1 Communication Model and Scenario

The communication model proposed in this paper has a multi-UAV network con-
nected with a single base station through a wireless channel, as well as the base
station equipped with edge computing resources. The multi-UAV network consist
of a number of UAVs connected together wirelessly, one of them is considered as
UAV m has N independent computation tasks that needed to be completed. The
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scenario that has considered is a multilevel computational offloading mode, so we
considered two decision offloading variables denoted as βi and αi is a binary com-
putation offloading decisions, where βi = 1 indicates that the computation task
i of UAV m is assigned to be processed (at first level, no offloading) locally by
UAV m, whereas βi = 0 indicates that the computation task i of UAV m will be
offloaded and processed either at one of neighboring UAVs (second level) where
αi = 1 or remotely at edge cloud server (third level), where αi = 0. So, we have
βi = β1, β2, . . . ., βN as the offloading decision profile and αi = α1, α2, . . . ., αN

as remotely processing decision profile for the computation tasks of UAV m.

Fig. 1. System model

The maximum uplink data rate at which the computation task data can be
transmitted over the wireless channel can be calculated as [3]:

rm = BW ∗ log2(1 +
PmGm

σBW
) (1)

Where BW represent the channel bandwidth, Gm is the channel gain between
the UAVs and the base station, Pm denotes the transmission power of UAV m,
and σ is denoting to the density of noise power.

Because the output of data size is smaller than the input data size and also
the downlink data rate from the server is higher than the uplink data rate, the
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total overhead consumption of energy and time for transmitting output data size
is neglected in this paper [11].

3.2 Computation Model

In this subsection, the computation offloading model is introduced. Firstly, as
mentioned above, our model has a multi-UAV and N independent computation
tasks that needed to be completed. The task requirement for each computation
task i represented by a tuple (di, ci, Tmax

i ), where di represents the data size that
need to be transmitted, whereas ci represent the total number of CPU cycles,
and Tmax

i the completion deadline (time constraint) that required for task i.

3.2.1 Local Computation

For the local computation case where all the computation task i will be processed
locally by UAV m, the processing time and energy consumption can be calculated
locally as:

T local
i,m =

ci
f local
m

(2)

Elocal
i,m = ε(f local

m )2 ∗ ci (3)

Where f local
m denotes the computational capability of UAV m, and ε denotes

the energy consumption coefficient per CPU cycle [5]. We set ε = 10−25, as in
[6].

3.2.2 Nearby Computation

For the nearby computation case where the computation task i of UAV m will
be offloaded and processed at nearby UAVs. The UAV m looks for nearby UAVs
to check if has available resources to handle the task. For this purpose, the UAV
m starts a discovery process, with the objective of discovering the surrounding
field, whether it contains an UAV with available resources for task handling. The
offloading time for the computation task i of UAV m can be expressed as follow:

T offload
i,m =

di
rm

(4)

Where rm is the uplink data rate of UAV m in the wireless channel as men-
tioned in the communication model, the processing time for the computation
task i at nearby UAVs, can be expressed as follow:

Tnearby
i,m =

ci

fnearby
m

(5)

Where fnearby
m is denote to the computational capability of nearby UAVs.

From Eq. (4) and (5) we can calculate the total processing time at nearby UAVs
as:
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Tnearby−UAV
i,m = T offload

i,m + Tnearby
i,m (6)

Tnearby−UAV
i,m =

di
rm

+
ci

fnearby
m

(7)

Accordingly, the total energy consumption for offloading and processing the com-
putation task i of UAV m at nearby UAVs can be expressed as follow:

Enearby−UAV
i,m =

Pmdi
rm

+
ρci

fnearby
m

(8)

Where Pm is transmission power of UAV m, and ρ is the power consumption for
idle state [10].

3.2.3 Edge Computation

For the edge server computation case where the computation task i of UAV m
will be offloaded and processed at base station server. The processing time for
the computation task i of UAV m at edge server can be expressed as follow:

T process−BS
i,m =

ci
fedge

(9)

Where fedge is denote to the computational capability of edge server which
assigned to UAV m. Finally, the total computation for offloading and processing
time at edge server can be calculated by summation Eq. (4) and (9):

T edge
i,m =

di
rm

+
ci

fedge
(10)

And the energy consumption for offloading and processing the computation
task i of UAV m at edge server can be expressed as follow:

Eedge
i,m =

Pmdi
rm

+
ρci

fedge
(11)

The total overhead for processing the computation task i in terms of time
and energy can be respectively expressed as:

T total
i = βi T

local
i,m + (1 − βi )[αi T

nearby−UAV
i,m + (1 − αi )T

edge
i,m ] (12)

Etotal
i = βi E

local
i,m + (1 − βi )[αi E

nearby−UAV
i,m + (1 − αi )E

edge
i,m ] (13)
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3.3 Problem Statement

In this section, we consider the issue of achieving energy efficient computa-
tion offloading and for multi-UAV enabled edge computing systems. Regarding
the above communication and computation models, the computation offload-
ing problem is formulated as the following constrained optimization formulation
problem:

min
N∑

i=1

E
total
i (14)

s.t : Etotal
i ≤ Elocal

i,m (15)

T total
i ≤ Tmax

i (16)

βi&αi ∈ {0, 1} (17)

Our goal is to minimize the weighted sum of energy consumed by the UAV
through task offloading distributions. The constraints C1 and C2 are upper
bounds of energy and time consumption, respectively. Constraint C3 is guarantee
that the offloading decisions variables are binary values. In the next section we
introduce the proposed algorithm to solve our constraint optimization problem.

4 Energy-Efficient Computations Offloading Algorithm
Based on Dynamic Programming

The proposed algorithm is expansion to “Dynamic Programming with Hamming
Distance Termination (DPH) algorithm” proposed in [4]. The algorithm provides
a comprehensive process for finding the optimal computation offloading decisions
for a multi-UAV Enabled Mobile Edge Computing System. Initially, The UAV
m decides whether it task i should be processed locally or transferred either
to nearby UAVs or offloaded to the edge server. Denote this decision by the
computation offloading decisions βi and αi where (βi = 1), which indicates
local execution, while (βi = 0 and αi = 1) indicates nearby UAVs execution,
whereas (βi = 0 and αi = 0) indicates edge server execution. Because our system
has a multilevel offloading scenario and has two decision variables, so we have
developed the algorithm proposed in [4] and we use two N×N tables instead
of one table (where N is the number of tasks that need to be complete), first
table it is represent βi bit streams and another is to represent αi bit streams.
The tables are used to store a bit streams to ensure which tasks needed to be
executed locally, and which tasks needed to be offloaded and executed remotely.
The generated random bit streams are filled in the first table as the ones (1s) in
the next horizontal cell, and zeros (0s) in the next vertical cell where the first
cell always empty. If the first bit of the stream is 1, the starting cell is (1, 2) and
if the first bit of the stream is 0, the starting cell is (2, 1), whereas the second
table don’t depend on the value of the first bit but depends on distribution the
first table. This method will avoid additional computations for joint bit strings.
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Two 2D N*N tables are shown below. First table assigned to βi bit streams, to
simplify how to distribute the generated random bit stream, we assume that N
= 8 and the first random βi bit stream is 00110100 (black bits), and the second
random bit stream is 10101101 (red bits). The starting cell of the first stream is
(2, 1) since the first bit was 0, whereas the starting cell of the second stream was
(1, 2) where the first bit was 1. The second table is assigned to αi bit streams,
where the distribution of αi bit streams occur according to distribution of the
first table and regardless the first bit is 1 0r 0. For example, Assume the first
random αi bit stream is 11000110 (black bits) and the second random bit stream
is 01001011 (red bits). Although the first bit of first stream was 1 and the first bit
of second stream was 0, the distribution in the second table was according to the
first table and regardless the first bit is 1 0r 0. By following the aforementioned
rules to fill the tables, the resulting stream as shown in the Table 1(a) and (b).

Table 1. Random bit streams

From the tables we calculate the energy consumption and execution time of
each task by each cell has 1s in the first table (local execution) and each cell has
0s and 1s in the second table when a bit streams are randomly generated, since
the cells that has 0s in the first table means moved to the second table since
remotely executions. Additionally, the total energy and total execution time are
also calculated. Nevertheless, if a random bit streams which has some common
cells with an existing string in the table, we only calculate the total energy of
new string until the first common cell and then compare this new total energy
with the existing total energy at this cell [4]. If the new total energy at this
specific cell is less than the previous one, we keep the new sub-string and delete
the old sub-string, and replace the total-energy and cell-energy of this cell with
new amounts. We then update the energy and execution time of the remaining
cells for the existing bit stream, based on the new values at this common cell.
Otherwise, if the total energy of the existing bit stream is less than that of
the new bit stream at the common cell, we will perform the same procedure
while keeping the existing stream. Every time a new stream is generated, we
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keep tracking the arrangement of the stream in the tables, for details see [4].
The computation offloading algorithm based on dynamic programming tables
proposed in our paper as shown in the table below.

Algorithm 1. Proposed Algorithm
1: Initialize Energy and Time matrices and set the Completion deadline Tmax

i and
Transmission Rate and Max number of UAVs.

2: generate a task (randomly)
3: Loop iteration
4: generate a random bit stream
5: calculate energy and time for tasks (for all state: local, edge and nearby UAVs)
6: check the first bit to specify the starting cell in the first table
7: check the second table to specify the starting cell according to first table
8: loop i to N-1
9: if bit(i)== 1, in the second table then (nearby UAV)

10: if sum(Decision Matrix==1) then= Max number of UAVs
11: regenerate random bit (0 or 1)
12: end if
13: Put each bit of the bit stream in the correct position in tables
14: if this specific cell in tables is visited before then compare the new Total

Energy of this cell with the previous one
15: if the new Total Energy of the cell is less than the previous one then

Replace the total energy and time of this cell with the new calculated amounts.
16: Calculate the energy and time of the remaining bits of the new bit stream
17: else
18: Keep the previous total energy and time in the cell.
19: Calculate the Energy and time of the remaining cells of the new stream

based on the existing amount of this cell
20: end if
21: end if
22: end if
23: if Number of bits in tables = N and Etotal ≤ Emin and Ttotal ≤ Tmax then

return Etotal, Ttotal
24: end if
25: end loop

5 Evaluation and Results

In this section, the evaluation of the proposed Energy-Efficient Computation
Offloading algorithm based on dynamic programming table is evaluated for
multi-UAV network with MEC server connection.

5.1 Simulation Setup

The simulation of our work by MATLAB environment, for a multi-level offloading
system scenario that consists of multi-UAV network with processing and energy
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capabilities connected with a base station through wireless channel. Three sce-
narios are used, first the UAV m can execute the task i locally. Second scenario
the UAV m can offload the task i to nearby UAVs, where each UAV has con-
nected with nearby UAVs at maximum up to five UAV simultaneously. Third
scenario the UAV m can offload the task i to ground base station which equipped
with MEC server through a wireless channel. The parameters are setup as shown
in the Table 2.

Table 2. Simulation parameters

Parameter Value

Number of tasks N 15

Data size di [10–30] MB

CPU cycles ci 1900 Cycle/s

Time Constraint Tmax
i 0.002 s

Transmission data rate rm [3–9] Mbps

Bandwidth BW [1–5] MHz

Transmission power Pm 0.25 W

power consumption ρ 0.1 W

Computation capacity of UAV m f local
m 500 MHz

Computation capacity of nearby UAVs fnearby
m 500 MHz

Computation capacity of edge server fedge 1000 GHz

We set the number of tasks as N = 15 and the number of UAVs is 10, where
each UAV can transmit (offload) at maximum up to 5 nearby UAVs simulta-
neously, where the UAV m can select a nearby UAVs to offload the task i by
depending on the distances between them. The computing capabilities of the
UAVs 500 MHz, and the computing capability of MEC server is 1000 GHz. The
data size randomly increased from 10 to 30 Mb. The number of CPU cycles
required to accomplish the task i is 1900 cycle/s. We assume that the transmis-
sion bandwidth BW and transmitting power Pm of UAVs are [1 MHz–5 MHz]
and 0.25 W, respectively, and the density of noise power of channel σ is 10−5.
The wireless channel gain is modeled as Gm = 127 + 30 ∗ log(d) [7], where
d is the distance between UAVs and base station, and so on the transmission
data rates of UAVs randomly changed between 3 Mbps and 9 Mbps according
to the distances between them, in other word a shorter distance means a higher
transmission rate.

The Fig. 2 describes the energy consumption and time execution versus num-
ber of UAVs, where the UAV m can offload the tasks into 5 nearby UAVs at
maximum. as shown in the figure both energy consumption and time execu-
tion are decreases whenever the number of UAVs increases. Also, as shown in
the Fig. 3 the energy consumption and time execution are decreasing when the
transmission data rate increase.
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Fig. 2. Energy and time vs number of nearby UAVs

Fig. 3. Energy and time vs data rates
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Figure 4 describe the total execution time versus the transmission data rate
in case (i)local computing, (ii)nearby UAVs computing, and (iii)edge server com-
puting. As shown in the figure the total execution time decreased with increased
the transmission data rate when the UAV m has offloaded the tasks into the
edge server or into nearby UAVs while the execution time is stays constant in
case local execution.

Fig. 4. The time execution vs data rate in case local, nearby UAVs, and edge server.

Fig. 5. The energy consumption vs data rate in case local, nearby UAVs, edge server.
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Figure 5 shows transmission data rate vs the total energy consumption in case
(i) local execution, (ii) edge execution, and (iii) nearby execution. The energy
consumption is computed using objective function (14). Since the proposed algo-
rithm it finds an offloading decision according to the wireless transmission rate.
As shown in figure the total energy minimized when the tasks are offloaded and
executed remotely at nearby UAVs or at edge server, whereas in case local exe-
cution the energy consumption is constant, since for high transmission rates, the
energy consumption in case edge server execution is extremely decreased and
less than the energy consumption of local and nearby executions, as well as the
energy consumption of nearby UAVs is also decreased gradually with increase
the transmission data rates. Figure 6 and 7 are describes the energy consump-
tion and time execution versus the number of tasks in case all tasks are in: (1)
local execution, (2) nearby UAVs execution, (3) edge server execution, where
in all cases the energy consumption and time execution are approximately lin-
early increased with increase the number of tasks. In case edge server execution
both energy consumption and time execution are much less than the energy con-
sumption and time execution in case locally and nearby UAVs executions this
is because the capability of edge server for data processing is much higher than
the capability of UAVs.

Fig. 6. Energy consumption vs number of tasks.
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Fig. 7. Time execution vs number of tasks.

6 Conclusion

In this research, we proposed a multilevel computation offloading algorithm
based on dynamic programming paradigm with randomization and hamming
distance to solve optimization problem. The algorithm offloads the tasks dynam-
ically as possible as to achieve optimal solutions, where the offloading process
implements when the bandwidth of the network is high. We conclude that the
algorithm reached nearly optimal solutions, where the simulation results shows
that a minimal energy achieved while meeting time and energy constraints.

Acknowledgement. This research is based on the Applied Scientific Research under
the SPbSUT state assignment 2021.
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1 Introduction

Earlier developed standards for serving multiservice traffic streams followed the
“one size fits all” paradigm. The main idea behind this approach is to provide
communication services to a shared resource without taking into account some
specific features of the traffic being served. Because of high level of diversity in
traffic parameters and quality of service indicators such approach is not suitable
for upcoming 5G era. This follows from the fact that implementation of such
scenario leads to uncontrolled allocation of transmission resources in favor of
traffic flows with relatively small data rate requirements.

This conclusion is intuitively clear and is illustrated numerically in Fig. 1 and
Fig. 2, where performance measures of conjoint servicing of n = 3 Poissonian
flows of requests are shown vs ρ the intensity of offered load per resource unit
(r.u.). In order to show the negative effect of uncontrolled allocation of resource,
the case of serving heterogeneous traffic is considered with resource requirement
bk for kth flow defined as follows b1 = 1 r.u., b2 = 10 r.u., b3 = 20 r.u. Total
number of resource units is v = 200. Offered load expressed in resource units
is chosen as follows a1b1 = a2b2 = a3b3, where ak is intensity of offered load of
kth flow expressed in Erlangs. It can be seen clearly that calculated performance
measures i.e. the ratios of lost requests (Fig. 1) and the mean values of resource
usage (Fig. 2) are explicitly dependent on the values of resource requirement.
This property manifests itself for moderate values of offered load when ρ ≤ 1

ππ ππ

ρρρρ

Fig. 1. The portions of lost requests vs
ρ.

ρρρρ

Fig. 2. The mean values of resource
usage vs ρ.
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and especially evident in case of overload when ρ > 1. In the last case, requests
for “heavy” traffic transmission can be replaced while servicing by requests for
“light” traffic transmission.

To overcome mentioned such challenges and create conditions for differenti-
ated servicing of heterogeneous traffic, the concept of network slicing has been
introduced. This technique gives the rules to realize distribution of transmission
resources in the form of separate logical network group (slice) of traffic streams
with close resource requirements [1–3,5]. Grouping of the traffic streams can
also be based on the achievement of certain indicators of economic efficiency
and in some cases the “slice per service” procedure may be applied, e.g. when
a service requires special quality of servicing or uses unique scheme of charging
by the CSP (Communications Service Provider) [4]. Another realization of the
concept “slice per service” takes place when a couple of similar service instances
are associated with the same service model created by the CSP during the ser-
vice design phase. In this case a slice can be reserved per service but will serve
many similar service instances. The choice depends on the technical policy of an
operator and degree of heterogeneousness of traffic flows. Today the concept of
network slicing is considered as forward-looking policy, especially for upcoming
5G era. It worth to mention that principles of network slicing are also applicable
to LTE and LTE-A networks.

The implementation of network slicing is based on the concepts of software-
defined networking (SDN) and network function virtualization (NFV) that gives
the rules for creating flexible and scalable network slices over a common under-
laying network infrastructure. Principles of SDN and NFV allows rapid creation
and configuration of network slices based on the parameters of incoming requests
and their requirements for the quality of service. The time interval required to
create a network slice depends on the capacity and complexity of the network
and lies between several milliseconds and a couple of hours.

The main task of the network slicing is to create the conditions for differenti-
ated servicing of heterogeneous traffic streams. The simplest allocation scenario
is the static allocation, when available resource capacity is divided between slices
in advance and distributed in certain proportions for different types of services.
The proportions are subject of current technical policy of operator and may be
based on the willingness to equalize the losses of requests on the given volume
of resource. It may also based on finding the volume of resource sufficient to
serve the traffic streams with prescribed level of losses for each traffic stream.
The calculation of proportions for resources allocation are usually done during
the network planning phase. The slices are established over the network after
activating the services [6–13].

Positive features of static scenario are easy to notice. Firstly, a complete
separation of network slices simplifies the procedure of slice configuration for the
flow of requests of a specific type. Secondly, instances such as failures, overloads
and network attacks that affects one slice will not affect the functionality of
others. And thirdly, the static allocation of resources is a subject of relatively
simple mathematical analysis. Negative features of static scenario are also easily
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predicted. Main among them is inefficient use of the resources reserved for each
slice, which cannot be reallocated to other slices because of the principles of
static allocation scenario [1–3,5,10,11,13].

In contrast to static distribution of resources is dynamic scenario. In dynamic
allocation, available transmission resources are given to incoming traffic flows
without taking into account traffic requirements and performance indicators.
This approach increases the efficiency of resource usage but at the expense of bad
losses of requests for “heavy” traffic transmission (see, Fig. 1 and 2). To combine
positive features of static and dynamic scenarios various forms of dynamic allo-
cation procedures with restricted access have already been suggested [7,10,13].
These procedures are based on the idea to allocate some part of the available
capacity for common use, and distribute the remaining part of the resources
between chosen slices. This form of resource distribution requires more complex
mathematical modeling, but such scenarios have more efficient form of utiliza-
tion of network resources. Another positive feature of partly dynamic allocation
procedures lies in the fact that they make the network more robust to handle
fluctuations of incoming traffic [10,13].

It is necessary to emphasize that despite of the fact that network slicing pro-
cedures has potential to create conditions for differentiated servicing of hetero-
geneous traffic there are numerous challenges in network slicing implementation.
Presently known ETSI standards (e.g., TS 138.913 [1], TS 123.501 [2], etc.) give
only definitions and key principles of corresponding architecture. This situation
makes usage of such a promising concept complicated and proprietary. All these
points highlights the importance of mathematical study of network slicing pro-
cedures for developing efficient instruments for their implementation in network
planning.

In this paper we have constructed and analyzed an analytical framework to
model the resource allocation procedures for transmission of multiservice traf-
fic. The model consists of arbitrary number of traffic streams created by variety
of real time applications. All random variables used in the model have expo-
nential distribution with corresponding mean values. Two scenarios of resource
sharing has been considered for incoming traffic streams, these are: Network
Slicing when resources are strictly divided among incoming traffic streams, and
Filtering, when the access to resource is restricted depending on the amount
of resource occupied by all traffic streams. The proposed model generalizes the
results of [10,13] by considering more efficient procedure of creating conditions
for differentiated servicing of heterogeneous traffic.

The rest of the paper is organized as follows. In Sect. 2 the mathematical
description of the model used for realization of Network Slicing procedure will
be presented. The model’s performance measures are introduced and recursive
algorithm of characteristics calculation is formulated. It will be shown how model
can be used to create the conditions for differentiated servicing of heteroge-
neous traffic. In Sect. 3 the differentiated servicing will be obtained by Filtering
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incoming requests arriving for servicing depending on the amount of resource
occupied by all traffic streams. Numerical assessment of the suggested resource
sharing scenarios is performed in Sect. 4. Finally, conclusions are drawn in the
last section.

2 Differentiated Servicing Based on the Network Slicing

Let us represent an access node of telecommunication network as transmission
link with a fixed capacity C Mbps. Requests belonging to n service classes
are arriving according to Poisson process with intensity λ. With probability
pk incoming call belongs to kth class and requires link’s transmission capacity
in size ck Mbps. The employed Call admission control (CAC) follows complete
sharing policy, that means an incoming call is accepted if

∑n
s=1 iscs + ck ≤ C,

where is is the number of served calls belonging to sth class at the moment of
incoming call, s = 1, . . . , n. The functional model of the link is shown in Fig. 3.

Fig. 3. The functional model of a link with a complete sharing policy.

The estimation of ck play an important role in planning link capacity [14].
Let us consider the main approaching entities and start by taking fixed networks
into consideration. Let us denote by m—the mean rate of the source expressed
in bps, and by h we denote its peak rate. Let us use m and h as a capacity
requirement for a chosen class of services, which provides two limiting solutions
of the problem. Choosing m leads to overloading the link capacity, while h leads
to underestimation of capacity. In practical applications capacity requirements
are calculated in form of effective rate of source. Therefore, in our case this
effective rate is denoted by d and its value expressed in bps. The correct choice
of d allows to calculate maximum possible number of connection of a chosen



The Increasing of Efficiency in Network Slicing Implementation 23

class for fixed value of lost packets. It is clear that m ≤ d ≤ h. For some
mathematically defined sources effective rate d(s, t) can be found from relation
[14]

d(s, t) =
1
st

log10 M
{

esX(t)
}

, s > 0, t < ∞,

where s, t—are source parameters and X(t) random process defining the number
of packets arrived in time interval [0, t]. In other cases empirical relations are
used. Example one of such relation is as follows [14,15]

d =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

k2 m

(

1 + 3 k1
(
1 − m

h

)
)

, if 3 k1 ≤ min(3, h
m );

k2 m

(

1 + 3 k2
1

(
1 − m

h

)
)

, if 3 < 3 k2
1 ≤ h

m ;

k2 h in other cases,

where k1 = − 2h
C log Ploss; k2 = 1 − 1

50 log Ploss and Ploss—the ratio of lost
packets.

After analyzing above given considerations, we can comprehend that resource
units are easily defined for fixed networks. On resource unit (or virtual channel)
is a part of link’s capacity (expressed in bps) chosen after analysis of information
rate associated with serving request. For mobile networks based on LTE tech-
nology and its progressive development in form of 5G and beyond, the definition
of resource unit in mathematical modeling of resource allocation is more compli-
cated. In these networks, the transmission facilities in radio interface domain are
represented in the form of resource blocks. Some part of these resource blocks
is used to provide transmission speed required to serve the arriving call with
given values of performance indicators. It is necessary to say that there is no
linear relationship between number of allocated blocks and obtained value of
transmission speed. Corresponding functionality has complicated character and
depends on number of factors such as chosen coding scheme, acting algorithm
of packet scheduling, the usage of MIMO, distance to base station, number of
simultaneously served requests and their classes and so on. In this situation, the
resource unit in form of transmission speed shall be determined after simulation
and subsequent calibration of the obtained results with help of field measure-
ments.

To construct a mathematical model it is necessary to convert transmission
capacity into the format of resource units (r.u.). One resource unit c corresponds
to the minimal capacity requirement of incoming calls. The value of c can also
be calculated as greatest common divisor (gcd(·)) of ck, k = 1, . . . , n. So we have
c = gcd(c1, . . . , cn). The model’s structure parameters are as follows

v =
⌊

C

c

⌋

, bk =
⌈ck

c

⌉
, k = 1, . . . , n.

Results of above considerations suggests that the mathematical model of
access node can be represented as a pool of v r.u. that are used for servicing n
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incoming Poisson flows of requests with intensities ak, k = 1, . . . , n. Here ak is
intensity of offered load for class k calls expressed in Erlangs. A request from kth
flow uses bk r.u. for the time of connection. Without loss of generality we shall
assume that all the holding times are exponentially distributed with the same
mean value chosen to one. However, it should be also known that the model
under consideration is insensitive to the distribution of the holding time, and
each flow may furthermore have individual mean holding times [14].

Let ik(t) denote the number of calls from the kth flow served at time t.
The model is described by n-dimensional markovian process of the type r(t) =
(i1(t), . . . , in(t)) with state space S consisting of vectors (i1, . . . , in), where ik is
the number of calls from the kth flow being served by the link under stationary
conditions. The state space S is defined as follows: (i1, . . . , in) ∈ S, ik ≥ 0 , k =
1, . . . , n ,

∑n
k=1 ikbk ≤ v. Let us by P (i1, . . . , in) denote the unnormalised values

of stationary probabilities of r(t). After normalisation the value p(i1, . . . , in)
denotes the mean proportion of time when exactly i1, . . . , in connections are
established. Later we will use upper case letters for denoting the unnormalised
values of characteristics and lower case letters for denoting the normalised values
of characteristics. Assume that for state (i1, . . . , in) the value i denotes the total
number of occupied r.u. i = i1b1 + · · · + inbn.

The process of transmission of kth flow, k = 1, . . . , n, is described by πk the
ratio of lost requests. Formal definition of πk through values of state probabilities
are as follows (here and further, summations are for all states (i1, . . . , in) ∈ S
satisfying formulated condition):

πk =
∑

i+bk>v

p(i1, . . . , in). (1)

Let us denote by mk the mean number of r.u. occupied by kth flow requests.
From Little’s formula we obtain mk = akbk(1 − πk).

The most efficient calculation scheme for the model introduced is the recur-
rence algorithm first obtained in [16] and later also derived in [17,18]. The recur-
rence follows from the reversibility of r(t). It gives the relations of detailed bal-
ance for state (i1, . . . , in) in the form

p(i1, . . . , ik, . . . , in)ik = p(i1, . . . , ik − 1, . . . , in)ak. (2)

Let
p(i) =

∑

i1b1+···+inbn=i

p(i1, . . . , in) .

It is clear that

πk =
v∑

i=v−bk+1

p(i), i = 1, . . . , v. (3)

After summing (2) for (i1, . . . , in) ∈ S such as i1 b1+. . .+in bn = i, subsequent
multiplication on bk and summation over k = 1, 2, . . . , n we obtain

p(i) i =
n∑

k=1

ak bk p(i − bk)I(i − bk ≥ 0), i = 1, . . . , v, (4)
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where function I(·) equals one if the formulated condition is fulfilled else equals
zero. Consistent implementation of (4) gives values of p(i), i = 0, 1, . . . , v and
performance measures πk, mk of kth traffic stream, k = 1, . . . , n.

The model and algorithms developed on this basis will be used for analysis of
conditions for differentiated servicing of heterogeneous traffic on a common pool
of resource units. To simplify the investigation we limit our analysis to the case
of conjoint servicing of n = 2 traffic streams. Traffic flows have fixed parameters
of offered load ak and required number of r.u. bk, k = 1, 2. It is supposed that
b1 � b2. It means that the first flow forms traffic stream with “light” requests,
the second—traffic stream with “heavy” requests. As seen in Fig 1 and 2, conjoint
servicing of “light” and “heavy” requests leads to the uncontrolled allocation of
r.u. in favor of “light” requests. Let us implement the Network Slicing concept to
create conditions for differentiated servicing. We are considering three problem
settings.

1. For given pool of v (i.e. resource units r.u.), find the division of the resource
into slices by equalizing the rate of losses of both flows.

2. Find the minimum value of v and the division of the common resource v into
slices by equalizing the rate of losses of both flows at the prescribed level π.

3. Find the minimum value of v and the division of the common resource v into
slices by providing the rate of losses for the first flow at the level π∗

1 and for
the second flow at the level π∗

2 .

The solution of formulated problems are presented in Fig. 4 (the first task), in
Fig. 5 (the second task), in Fig. 6 (the third task). The model input parameters
are as follows: v = 200 r.u., n = 2, b1 = 1 r.u., b2 = 10 r.u., a1 = 100 Erl;
a2 = 10 Erl. Let us denote by v1 the number of r.u. in the first slice. The
performance measures are calculated with the help of recursion (4). Numerical
results show the possibility of using the Network Slicing concept for solving
the formulated problems but later we will show that more efficient solution for
differentiated servicing can be obtained by filtering the input flows. This results
will be presented in Sect. 3.

3 Differentiated Servicing Based on the Filtering
of the Input Flows

Let us consider the model of multiservice access node discussed in Sect. 2 and
limit the access to servicing of requests from kth flow by integer number θk.
The access restriction is based on the overall resource occupancy level and is
implemented as follows. Let us denote by i the total number of occupied r.u.
at the moment of call coming. If i ≤ θk, then arriving request from kth flow
is accepted else it’s is refused and is not resumed for servicing. It is clear that
θk satisfies inequalities 0 ≤ θk ≤ v − bk. Let us call this procedure as Filtering
of requests from kth flow. By choosing the value of θk, the operator limits the
access of requests from kth flow. If the node is in a state where occupied resource
range from θk + 1 to v − bk, then requests from kth flow are refused and the
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π

π

Fig. 4. The results of division of the common resource into slices equalizing the rate
of losses of both flows for given value of v.

Fig. 5. The results of finding the minimum value of v and the division of the common
resource into slices equalizing the rate of losses of both flows at prescribed level π =
0,05.

available free resources are used by the other call flows with different numbers as
that of k. In this manner, the considered model realizes the preferential services
of these requests. The level of priority in servicing is estimated by the value of
rk = v − bk − θk, the number of r.u. allotted for common use to the requests
whose numbers are different as that of k. If θk = v − bk, then Filtering will not
happening. Figure 7 shows the rules of acceptance of requests of kth flow when
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Fig. 6. The results of finding the minimum value of v and the division of the common
resource into slices providing the rate of losses for the first flow at level π∗

1 = 0,01 and
the second flow at level π∗

2 = 0,001.

the procedure of Filtering is used to create conditions for preferential service of
requests with numbers different from k.

Let us describe the Filtering procedure in a more generalized way by the
function fk(i) that denotes the probability of acceptance of the request from kth
flow. These requests are expected to be in a state where they are occupying i
resource units (r.u.). The procedure of acceptance of the request from kth flow
is shown in the Fig. 7 and it can be described by choosing the following filtering
function fk(i) = 1, i ≤ θk and fk(i) = 0, i > θk. Let us denote for requests from
kth flow by λk the intensity of incoming calls, by 1/μk the mean time of call
servicing and by bk the number of r.u. required for servicing of one call. Let us
suppose that all random variables used for model description have exponential
distributions with corresponding mean values.

The model functioning is described by n-dimensional markovian process
r(t) = (i1(t), . . . , in(t)) where ik(t) is the number of requests from the kth flow
served at time t. The state space S depends on the choice of filtering func-
tions but for any choice the model states (i1, . . . , in) should satisfy the inequal-
ity

∑n
k=1 ikbk ≤ v. Let us denote by P (i1, . . . , in), the unnormalized values

of stationary probabilities of r(t). After normalization the values p(i1, . . . , in)
can be used for estimation of performance measures of kth flow: the portion
of lost calls πk and the mean number of occupied resource units mk. Assume
that for state (i1, . . . , in) the value i denotes the total number of occupied r.u.
i = i1b1 + · · · + inbn. The values πk and mk are defined as follows

πk =
∑

(i1,...,in)∈S

p(i1, . . . , in) (1 − fk(i)), mk = λkbk(1 − πk)/μk. (5)
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Fig. 7. The rules of acceptance of requests from kth flow when the procedure of Fil-
tering is used for to create conditions for preferential service of requests with numbers
different from k.

Because of filtering the markovian process r(t) does not have a reversibility
property that simplified the estimation of performance measures of the model
introduced in Sect. 2. The values of p(i1, . . . , in) can be found after normalizing
the solution of the system of state equations by using Gauss-Zeidel iteration
algorithm

P (i1, . . . , in)
n∑

k=1

(λk fk(i) + ik μk) (6)

=
n∑

k=1

P (i1, . . . , ik − 1, . . . , in)λk fk(i − bk) I(ik > 0)

+
n∑

k=1

P (i1, . . . , ik + 1, . . . , in) (ik + 1)μk I(i + bk ≤ v).

Another way to estimate πk and mk is to use the approximate procedure.
Such algorithm can be constructed if we suppose that reversibility property is
valid for r(t). We get the following relation (mark ˆ means the approximate
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character of result)

p̂(i1, . . . , ik, . . . , in) ik μk = p̂(i1, . . . , ik − 1, . . . , in)λk fk(i − bk). (7)

These relations are similar to the detailed balance relations (2) obtained in
Sect. 2. By using the ideas that produced the recursive formula (4) we can get
the same type of recursion for model with filtering.

Let us sum (7) over (i1, . . . , in) ∈ S so that i1b1 + . . . + inbn = i. Summation
gives recursive relations for P̂ (i), i = 1, . . . , v

P̂ (i) =
1
i

×
n∑

k=1

λk bkP̂ (i − bk) fk(i − bk)/μk, (8)

here
p̂(i) =

∑

i1b1+...+inbn=i

p̂(i1, . . . , in), i = 0, 1, . . . , v.

After realizing the recursions (8) and subsequent normalization, the values p̂(i),
i = 0, 1, . . . , v can be used to estimate π̂k and m̂k

π̂k =
v∑

i=0

p̂(i) (1 − fk(i)), m̂k = λkbk(1 − π̂k)/μk. (9)

The model of access node with filtering will be used to analyze the process
of differentiated servicing of heterogeneous traffic on a common pool of r.u. In
order to simplify the calculation and create conditions for comparison of results
with the analogous results obtained in Sect. 2 (using Network Slicing), we can
perform calculation in a similar fashion here and can use same input parameter
values that were presented in Fig. 4, 5 and 6.

The model has two input flows of “light” and “heavy” traffic streams. The
procedure of Filtering will be applied only to “light” traffic. The system of state
Eq. (6) for this particular case is: (for state (i1, i2) the value of parameter i is
calculated from expression i = i1b1 + i2b2)

P (i1, i2)
(
λ1 f1(i) + λ2 I(i + b2 ≤ v) + i1 μ1 + i2 μ2

)
(10)

= P (i1 − 1, i2)λ1 f1(i − b1) I(i1 > 0) + P (i1, i2 − 1)λ2 I(i2 > 0)
+P (i1 + 1, i2) (i1 + 1)μ1 I(i + b1 ≤ v) + P (i1, i2 + 1) (i2 + 1)μ2 I(i + b2 ≤ v).

To obtain all equations of (10) it is sufficient to organize cycle over i1 and i2 in
the form i1 = 0, 1, . . . , � v

b1
�, i2 = 0, 1, . . . , � v−i1 b1

b2
� and put values of i1 and i2

into (10).
Let us denote by P (s)(i1, i2) the approximation number s for unnormalised

value of P (i1, i2) obtained by Gauss-Zeidel iteration algorithm. The recursive
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formula that relates consecutive approximations is given as

P (s+1)(i1, i2) =
1

(
λ1 f1(i) + λ2 I(i + b2 ≤ v) + i1 μ1 + i2 μ2

) (11)

×
(

P (s,s+1)(i1 − 1, i2)λ1 f1(i − b1) I(i1 > 0)

+P (s,s+1)(i1, i2 − 1)λ2 I(i2 > 0)
+P (s,s+1)(i1 + 1, i2) (i1 + 1)μ1 I(i + b1 ≤ v)

+P (s,s+1)(i1, i2 + 1) (i2 + 1)μ2 I(i + b2 ≤ v)

)

, s = 1, . . . ,

Symbols (s, s + 1) means the usage of the last obtained approximation for the
corresponding probability. Convergence is checked by analyzing the closeness of
successful approximations.

The problem related to resource planning that were formulated in Sect. 2 to
create the conditions for differentiated servicing were initially solved by using
Network Slicing and the obtained results are presented in Fig. 4, 5 and 6. Now
we will solve these problems by applying the Filtering procedure to the input
flows. The results are presented in Fig. 8 (for the first task), in Fig. 9 (for the
second task), in Fig. 10 (for the third task). The model input parameters are as
follows: v = 200 r.u., b1 = 1 r.u., b2 = 10 r.u., λ1 = 100, λ2 = 10, μ1 = 1, μ2 = 1.
As time-unit is chosen the mean time of call servicing. In the considered model
by applying the Filtering procedure, we can regulate the priority of servicing for
the requests of second (“heavy”) stream by varying the value of r1 the number
of reserved r.u. in favor of requests of second flow. This will be done by choosing
f1(i) as follows: f1(i) = 0, i ≤ v − b1 − r1; f1(i) = 1, i > v − b1 − r1. The value
of r1 varies from 0 (no reservation) to some value that will give the right answer
to the task under study. The performance measures are calculated with help of
recursions (11).

Numerical results show that by using Filtering we can solve the formulated
problems more efficiently in contrast to the Network slicing. This can be easily
concluded by comparing the data presented in Fig. 4 and Fig. 8, where we can
see that the Filtering equalize the rate of losses on a given volume of r.u. at lesser
level than Network Slicing (0,161 for Slicing and 0,142 for Filtering). The same
conclusion follows by comparing the data presented in Fig. 5, 6 and Fig. 9, 10,
where we can see that by using Filtering we provide conditions for differentiated
servicing at 5–10 % lesser volume of resource than by using Network Slicing (255
and 327 r.u. for Slicing and 238 and 297 r.u. for Filtering correspondingly). In
Section 4 we consider other aspects of comparison for both the procedures by
providing conditions for differentiated servicing.

The results presented in Fig. 4, 5 and 6 and Fig. 8, 9 and10 are obtained for
two conjoint traffic streams. The same ideas can be used in the case when n > 2.
In this instance we can divide incoming flows into two groups with similar QoS
indicators or used more complicated optimizing procedures.
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π π

Fig. 8. The results of using the Filtering procedure to equalize the rate of losses of
both the flows for a given value of v.

π

π

Fig. 9. The results of using the Filtering procedure to find the minimum value of v
that equalize the rate of losses of both flows at prescribed level π = 0,05.

4 Analysis of Effectiveness of Filtering vs Network Slicing

Let us consider two examples. The dependence of effectiveness of Filtering vs
Network Slicing is shown in Table 1. The model input parameters are as follows.
The total offered load A is fixed, A = 200 r.u. The distribution of offered traffic
among different flows is given by λ1 = γA, λ2 = (1 − γ)A, where γ varies from
0,2 to 0,8 as shown in the Table 1. Other parameters b1 = 1 r.u., b2 = 10 r.u.,
μ1 = 1, μ2 = 1. In the Table 1 are presented the values of γ, λ1, λ2 and
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π

π

Fig. 10. The results of using the Filtering procedure to find the minimum value of v
that provide the rate of losses for the first flow at level π∗

1 = 0,01 and the second flow
at level π∗

2 = 0,001.

corresponding values of slices v1, v2 providing the minimum value of common
resource vs = v1 + v2 equalizes the rate of losses for both the flows at level
π = 0,05. The same problem is solved with Filtering. The answer is given by
value vf . The last column is difference vd = vs − vf , showing the effectiveness
of Filtering vs Network Slicing. The gain in required number of r.u. can be
estimated as 5-10%.

Table 1. The dependence of effectiveness of Filtering vs Network Slicing on distribution
of offered traffic among flows.

γ λ1 λ2 v1 v2 vs vf vd

0,2 40 16 46 209 255 249 6

0,3 60 14 66 190 256 245 11

0,4 80 12 86 170 256 242 14

0,5 100 10 105 150 255 238 17

0,6 120 8 125 130 255 233 22

0,7 140 6 144 100 244 229 15

0,8 160 4 163 80 243 223 20

Another positive feature of partly dynamic allocation procedures such as
Filtering lies in the fact that they make networks more robust to handle the
fluctuations of incoming traffic. We can demonstrate this fact with the help of
a numerical example. Let us consider the distribution of v = 327 r.u. in two
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slices v1 = 117 r.u., v2 = 210 r.u. by providing the value of losses for traffic
streams with parameters b1 = 1 r.u., b2 = 10 r.u., λ1 = 100 Erl; λ2 = 10 Erl.,
μ1 = μ2 = 1 at level 0,01 (see Fig. 6). Let us consider the situation of overloading
by increasing λ1 from 100 to 200.

The results of estimation of increasing the rate of losses for requests forming
the first flow π1 and the mean usage of r.u. δ = m1+m2

v by both the flows are
shown in the Fig. 11 and Fig. 12 respectively. The same scenario of overload is
considered for the model by applying the Filtering procedure for the requests of
the first flow. The input parameters are the same except the total amount v of r.u.
that is equals v = 297 r.u. For this number of r.u. the choice r1 = 24 r.u. provide
the value of losses at level 0,01 (see Fig. 10). The results of estimation of π1 and
δ = m1+m2

v with increasing the values of λ1 are shown in the Fig. 11 and Fig. 12
respectively. We can see that to create the conditions for differentiated servicing
by employing Filtering procedure is more robust to handle the fluctuations of
the incoming traffic in contrast to the Network Slicing procedure.

Fig. 11. The portions of lost requests
vs λ1.

Fig. 12. The mean values of resource
usage vs λ1.

5 Conclusion

An analytical framework for to model the resource allocation procedures for
transmission of multiservice traffic has been constructed and analyzed. The
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model consists of arbitrary number of traffic streams created by variety of real
time applications. All random variables used in the model have exponential dis-
tribution with corresponding mean values. Two scenarios of resource sharing
for incoming traffic streams are considered: Network Slicing when resources are
strictly divided among incoming traffic streams, and Filtering, when the access
to resource is restricted depending on the amount of resource occupied by all
traffic streams. The mathematical description of the models used for realiza-
tion of Network Slicing and Filtering procedures are presented. The model’s
performance measures are defined and recursive algorithm of characteristics cal-
culation is formulated. It is shown how to use the model to create conditions for
differentiated servicing of heterogeneous traffic.

The numerical assessment showed that simplest for implementation Network
Slicing scenario where the available resources are strictly divided among incom-
ing traffic streams has a number of drawbacks. The main drawback is additional
requirement for number of resource units to serve incoming traffic flows with
the required quality in contrast to the Filtering scenario where shared resources
are not divided in separate slices. Also Network Slicing is highly sensitive to the
change in the values of the offered load. The procedure of resource allocation
based on Filtering is recommended for implementation over 5G mobile networks
for servicing heterogeneous traffic flows.

The constructed analytical framework additionally offers the possibility to
find the volume of resource units and access control parameters required for
serving incoming traffic with given values of performance indicators. Proposed
model can be further developed to include the scenarios such as addition of a
generalized model based on a varied input flow from different sources, possibility
of addition of group arrivals or other disciplines of resource sharing based on
processor sharing [19–24].
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Abstract. 5G networks slicing technology, recognized as one of the pos-
sible solutions to radio resources scarcity and networks inflexibility prob-
lems, is getting the most attention from researchers and standard orga-
nizations around the world. This situation was expected since slicing
capabilities are very well suited for mobile networks operators allowing
significant changes in their range of services and daily operations. In
addition, some researches showed that priority-based scheduling mecha-
nisms can be implemented within slicing framework. This paper analyzes
the performance measures of a wireless network implementing priority-
based scheduling mechanism within slicing framework and described as
queueing system with buffer and retrial queue.

Keywords: 5G · Network · Slicing · Retrial queue · Non-preemptive ·
Priority · Scheduling · Numerical solution

1 Introduction

In recent years, new digital industries and businesses have been facing problems
to be supplied with highly flexible and very controlled critical network connectiv-
ity [3,7,13]. To solution that need, leading standards organizations in the domain
of modern wireless telecommunication networks developed the brand new 5G
wireless networks with their main feature – slicing technology [1,9,10]. As defined
by 3GPP standard, slicing allows mobile operators to provide users with cus-
tomized networks called “slices” with different quality of service (QoS) capa-
bilities [2]. Last year has seen slicing technology being intensively implemented
around the globe [20,21], situation making researchers focus on investigating
and proposing methods for efficient utilization of available radio resources within
its framework [14,19,24]. Measuring key performance indicators (KPIs) is very
essential for mobile operators, allowing them to monitor services performance,
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sustain QoS and effectively support further required improvements [11,15,22].
This essentially aims at avoiding or reducing considerably service interruption,
which could be materially done with introduction of the mathematical methods
in retrial queueing theory [6,12]. Slicing could be implemented alongside priority-
based scheduling mechanisms, i.e. non-preemptive and preemptive scheduling
methods [8,23].

2 Mathematical Model

Let us consider a queueing system model with buffer and retrial queue derived
from the already investigated M/M/1/∞ retrial queueing system model [5,6],
the main differences being the joint operation with a buffer and the implemen-
tation of a priority scheduling mechanism. We assume that two request types
arrive in system according to Poisson law with rates λ1 and λ2 respectively. Both
request types are serviced according to exponential law with parameters μ1 and
μ2.

We suppose that services of first type requests have priority over services of
second type requests. First type requests can only access server and buffer, while
second type requests can access server and retrial queue.

Fig. 1. Scheme model of considered queueing system with unlimited buffer and retrial
queue

Radio admission control mechanism is organized as follows. For first type
requests: (i) if server is idle, incoming request is immediately serviced and leaves
system; (ii) otherwise, it awaits server idleness in buffer with FIFO service disci-
pline. As for second type requests: (i) if server is idle and buffer – empty, incoming
request is immediately serviced and leaves system; (ii) otherwise, it can either
quit system with probability π or join retrial queue with probability η = 1 − π.
A second type request that chooses to join retrial queue becomes a retrial second
type request. Retrial second type requests, as the name suggests, retry each to
get service after some random time. The number of retrials is unlimited and
the time interval between two consecutive is exponentially distributed with rate
α−1.
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The scheme model of considered queueing system with unlimited buffer and
retrial queue is given in Fig. 1.

We describe system’ behavior using a three-dimensional vector (n1, n2, s) over
state space X = {(n1, n2, s) : n1 ≥ 0, n2 ≥ 0, s = 0, 1, 2}, where n1 represents
the current quantity of first type requests in buffer, n2 – the current quantity of
second type requests in retrial queue, and s – the current state of server (i.e.,
s = 0 means server is idle, s = 1 – server is busy with first type request, and s = 2
– server is busy with second type request). The corresponding state transition
diagram is shown in Fig. 2. Fig. 3 clarifies the central state transition diagram
of the system.

Fig. 2. State transition diagram of considered queueing system model with unlimited
buffer and retrial queue under non-preemptive priority scheduling of first type requests

According to central state transition diagram (Fig. 3), the discussed Markov
process of system states is described by the equilibrium equations system (1):

[λ1 + λ2η + μsI{s �= 0} + n2α (I{s = 0, n1 = 0} + πI{s �= 0, n2 > 0})]
× p(n1, n2, s) = λ1I{s = 1, n1 = 0} · p(n1, n2, s − 1)

+ λ1I{s �= 0, n1 > 0} · p(n1 − 1, n2, s) + λ2ηI{s = 2, n1 = 0} · p(n1, n2, s − 2)
+ λ2ηI{s �= 0, n2 > 0} · p(n1, n2 − 1, s) + μ1I{s = 0, n1 = 0} · p(n1, n2, s + 1)

+ μ1I{s = 1} · p(n1 + 1, n2, s) + μ2I{s = 0, n1 = 0} · p(n1, n2, s + 2)
+ μ2I{s = 1} · p(n1 + 1, n2, s + 1) + (n2 + 1)αI{s = 2, n1 = 0}

× p(n1, n2 + 1, s − 2) + (n2 + 1)απI{s �= 0} · p(n1, n2 + 1, s),
(1)

where p(n1, n2, s), (n1, n2, s) ∈ X represents the stationary probability distri-
bution and I – the function indicator equaling 1 when condition is met and 0
otherwise.
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Fig. 3. Central state transition diagram of considered queueing system model with
unlimited buffer and retrial queue under non-preemptive priority scheduling of first
type requests

3 Stationary Probability Distribution

As already known the stationary probability distribution of the M/M/1/∞
retrial queueing system model can be computed through a generating function
based approach [6]. As for our model this approach is showing some difficulties
related to the two request types in presence and the priority scheduling mecha-
nism for accessing the server. The approach used in [16–18] seems to work with
our particular queueing system model but is very laborious and currently under
development.

Note that aside generating function based approach, the stationary probabil-
ity distribution can also be computed through a numerical solution of equilibrium
equations system by first fixing or setting the storage capacities to maximum
values as shown in [4]. Therefore, the buffer’ maximum storage capacity is set
to N1 and the retrial’ queue to N2.

The process describing considered system is not a reversible Markov pro-
cess. Therefore, considering implemented non-preemptive priority scheduling
discipline, one can compute system’ stationary probability distribution using
a numerical solution of equilibrium equations system p · A = 0,p · 1−1 = 1,
where p = p(n1, n2, s)(n1,n2,s)∈X and A represents the infinitesimal generator of
Markov process, elements a((n1, n2, s)(n̂1, n̂2, ŝ)) of which are defined in (2):
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⎧
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λ1, if n̂1 = n1 + 1, n̂2 = n2, ŝ = s,

with n1 = 0, ..., N1 − 1, n2 = 0, ..., N2, s = 1, 2,

or n̂1 = n1, n̂2 = n2, ŝ = s + 1,

with n1 = 0, n2 = 0, ..., N2, s = 0,

λ2η, if n̂1 = n1, n̂2 = n2 + 1, ŝ = s,

with n1 = 0, ..., N1, n2 = 0, ..., N2 − 1, s = 1, 2,

or n̂1 = n1, n̂2 = n2, ŝ = s + 2,

with n1 = 0, n2 = 0, ..., N2, s = 0,

μ1, if n̂1 = n1 − 1, n̂2 = n2, ŝ = s,

with n1 = 1, ..., N1, n2 = 0, ..., N2, s = 1,

or n̂1 = n1, n̂2 = n2, ŝ = s − 1,

with n1 = 0, n2 = 0, ..., N2, s = 1,

μ2, if n̂1 = n1 − 1, n̂2 = n2, ŝ = s − 1,

with n1 = 1, ..., N1, n2 = 0, ..., N2, s = 2,

or n̂1 = n1, n̂2 = n2, ŝ = s − 2,

with n1 = 0, n2 = 0, ..., N2, s = 2,

n2α, if n̂1 = n1, n̂2 = n2 − 1, ŝ = s + 2,

with n1 = 0, n2 = 1, ..., N2, s = 0,

n2απ, if n̂1 = n1, n̂2 = n2 − 1, ŝ = s,

with n1 = 0, ..., N1, n2 = 1, ..., N2, s = 1, 2,

ψ, if n̂1 = n1, n̂2 = n2, ŝ = s,

with n1 = 0, ..., N1, n2 = 0, ..., N2, s = 0, 1, 2,

0, otherwise,
(2)

where ψ = −[
λ1I

{
n1 < N1, n2 ≤ N2, s = 1, 2 ‖ n1 = 0, n2 ≤ N2, s = 0

}
+

λ2ηI
{
n1 ≤ N1, n2 < N2, s = 1, 2 ‖ n1 = 0, n2 ≤ N2, s = 0

}
+ μ1I

{
n1 > 0, n2 ≤

N2, s = 1 ‖ n1 = 0, n2 ≤ N2, s = 1
}

+μ2I
{
n1 > 0, n2 ≤ N2, s = 2 ‖ n1 = 0, n2 ≤

N2, s = 2
}

+ n2αI
{
n1 = 0, n2 > 0, s = 0

}
+ n2απI

{
n1 ≤ N1, n2 > 0, s = 1, 2

}]
.

4 Performance Measures

Having computed the stationary probability distribution one can compute sys-
tem’ main performance measures. For that, are estimated the values that can
represent the limits of buffer’ and retrial’ queue maximum storage capacities as
these approach infinity. Below are listed some of the main performance measures:

– Mean number K1 of first type requests in buffer

K1 = lim
N1→∞

N1∑

n1=0

n1

(

lim
N2→∞

N2∑

n2=0

2∑

s=1

p(n1, n2, s)

)

; (3)
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– Mean number K2 of second type requests in retrial queue

K2 = lim
N2→∞

N2∑

n2=0

n2

(

p(0, n2, 0) + lim
N1→∞

N1∑

n1=0

2∑

s=1

p(n1, n2, s)

)

; (4)

– Immediate service probability Im1,2 of any new incoming type request (i.e.,
idleness probability of server)

Im1,2 = lim
N2→∞

N2∑

n2=0

p(0, n2, 0); (5)

– Immediate service probability Imre2 of retrial second type request

Imre2 = Im1,2 − p(0, 0, 0); (6)

– Emptiness probability Eb of buffer

Eb = lim
N2→∞

N2∑

n2=0

2∑

s=0

p(0, n2, s); (7)

– Emptiness probability Erq of retrial queue

Erq = p(0, 0, 0) + lim
N1→∞

N1∑

n1=0

2∑

s=1

p(n1, 0, s); (8)

– Busyness probability U1 of server by first type request

U1 = lim
N1,N2→∞

N1∑

n1=0

N2∑

n2=0

p(n1, n2, 1); (9)

– Busyness probability U2 of server by second type request

U2 = 1 − Im1,2 − U1; (10)

Let us analyze the behavior of computed main performance measures depend-
ing on system’ input parameters.

5 Numerical Example

A numerical example was conducted to illustrate the behavior of system’ main
performance measures – mean numbers of first type requests in buffer (3) and
second type requests in retrial queue (4), immediate service probabilities of any
new incoming type request (5) and retrial second type request (6), emptiness
probabilities of buffer (7) and retrial queue (8), busyness probabilities of server
by first type request (9) and by second type request (10) – depending on average
offered loads pair (ρ1, ρ2).
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Fig. 4. Mean numbers K1 of first type requests in buffer and K2 of second type requests
in retrial queue depending on average offered loads pair (ρ1, ρ2) for π = 0.01, μ1 =
μ2 = 5, α = ρ2μ2, limits of N1 and N2 as they approach infinity equaling 150 with ρ1

and ρ2 belonging to the interval (0, 1).

As illustrated in Fig. 4a the mean number K1 of first type requests in buffer
increases as their average offered load increases, and is not influenced by the
value of the second’ type requests average offered load. In contrary the mean
number K2 of second type requests in retrial queue increases as their average
offered load increases, and is greatly influenced by the value of the first’ type
requests average offered load (Fig. 4b). This is indeed explained by the non-
preemptive priority scheduling of first type requests over second type requests
in system.
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Fig. 5. Immediate service probabilities Im1,2 of any new incoming type request and
Imre2 of retrial second type request depending on average offered loads pair (ρ1, ρ2)
for π = 0.01, μ1 = μ2 = 5, α = ρ2μ2, limits of N1 and N2 as they approach infinity
equaling 150 with ρ1 and ρ2 belonging to the interval (0, 1).

As shown in Fig. 5a the immediate service probability Im1,2 of any new
incoming type request decreases as the average offered load of first or second type
requests increases. This is explained by the augmentation of first’ and second’
type requests quantity in system with increase of their average’ offered load
values. Thus, since retrial second type requests indefinitely retry to occupy server
and can quit system only with probability π after an unsuccessful attempt, it is
very likely that most of them will quit system at some time after several retries.
This can explain the increase of retrial’ second type request immediate service
probability Imre2 up to a certain maximum value and its sudden decrease in
Fig. 5b.
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Fig. 6. Emptiness probabilities Eb of buffer and Erq of retrial queue depending on
average offered loads pair (ρ1, ρ2) for π = 0.01, μ1 = μ2 = 5, α = ρ2μ2, limits of N1

and N2 as they approach infinity equaling 150 with ρ1 and ρ2 belonging to the interval
(0, 1).

As illustrated in Fig. 6a the emptiness probability Eb of buffer decreases
as the average offered load ρ1 of first type requests increases, and is slightly
affected by the value of second’ type requests average offered load ρ2. As for the
emptiness probability Erq of retrial queue, it decreases as the average offered
loads increase (Fig. 6b). This is also explained by the non-preemptive priority
scheduling mechanism implemented in system.
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Fig. 7. Busyness probabilities U1 of server by first type request and U2 of server by
second type request depending on average offered loads pair (ρ1, ρ2) for π = 0.01,
μ1 = μ2 = 5, α = ρ2μ2, limits of N1 and N2 as they approach infinity equaling 150
with ρ1 and ρ2 belonging to the interval (0, 1).

As shown in Fig. 7a the busyness probability U1 of server by first type request
increases as average offered load ρ1 increases, and is not affected by the value
of second’ type requests average offered load ρ2. As for the busyness probability
U2 of server by second type request, it increases as the average offered load ρ2 of
second type requests increases and decreases as the average offered load ρ1 of first
type requests increases (Fig. 7b). This can be explained by the non-preemptive
priority scheduling technique applied in system.
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6 Conclusion

We studied non-preemptive scheduling in queueing system with buffer and retrial
queue within 5G slicing framework. Numerical solution of the equilibrium equa-
tions system was obtained for computing stationary probability distribution. For-
mulas were proposed for calculating system’ main performance measures: mean
number of first type requests in buffer, mean number of second type requests
in retrial queue, idleness probability of server, immediate service probability of
retrial second type request, emptiness probability of buffer, emptiness probability
of retrial queue, busyness probability of server by first type request and busyness
probability of server by second type request. Analysis of the main performance
measures was given. Generating function-based approach will be implemented
in further investigations.
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Abstract. The substantial growth in the automobile industry led to the
exponential growth in wireless ad-hoc networks, especially, Vehicular Ad-
hoc Networks (VANETs). VANETs are generally used in urbanized envi-
ronments since they promote passenger safety in roads and prevent many
accidents. Hence, we developed a hybrid routing protocol on AODV, and
used clustering concept and cuckoo search algorithm to set up an effi-
cient, and stable path between the source and destination in VANET
network. This paper presented our proposed protocol, where we com-
bined between k-means algorithm to format clusters and cuckoo search
algorithm to choose a shorter and more stable path between all avail-
able paths. Further, we determined three weighted parameters in cuckoo
search algorithm as a fitness function to guarantee an efficient and stable
path. We performed the simulation with NS-3 simulator and Bonnmotion
to evaluate the performance of the proposed protocol KMCSA and the
results are compared with popular routing protocol AODV. The eval-
uation results show that our routing protocol KMCSA outperforms in
terms of packet delivery ratio, packet loss ratio, overhead, average delay
and throughput even in the case of black hole attacks.

Keywords: Routing protocols · K-means · Cuckoo search · Weighted
parameters · Hybrid method · And black hole attack

1 Introduction

In recent years, In recent years, with the remarkable growth in the number of
cars, many deaths were recorded due to road accidents and the driver’s lack
of interest in road hazards. This has led to increased interest in developing an
Intelligent Transportation System (ITS) to provide vehicle drivers with accu-
rate and timely data. Vehicular Ad hoc Network (VANET) is a new wireless
network which takes an important role in building ITS. Therefore, optimizing
VANETs is still having great consideration by most of the interest researchers.
VANETs are generally used in urbanized environments since they promote pas-
senger safety in roads and prevent many accidents. VANET is a subclass of
Ad-Hoc Networks as Mobile Ad-Hoc Networks (MANETs). It has also a lot of
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characteristics which are closed to features of MANETs such as finite band-
width, self-administration, and unstable network topology. On the other hand,
VANETs are better than MANETs in overcoming the energy constrained limi-
tations and high mobility that are predictable and road-restricted. Some of the
unique characteristics of VANETs are very high mobility, heterogeneous commu-
nication range, hard delay restrictions, frequently disconnected network. VANET
architecture has three types of communications: Vehicle to Vehicle (V2V), Vehi-
cle to Roadside (V2R) and Hybrid where it combines both V2V and V2R [1],
[2]. The main task VANET for establishing a connection between the vehicle for
the exchange of important data such as speed, location and road condition using
wireless channels to provide information about the road and avoid accidents. An
efficient routing technique of data packets could ensure delivering the warning
messages during collisions on-time and they also could avoid a larger number
of accidents [3]. To achieve this goal, we need to develop an efficient routing
protocol that take into account environmental characteristics such as the node
mobility, time restrictions and scalability of vehicle communications. Hence, an
efficient routing technique that is capable of swiftly delivering the data pack-
ets along with lesser packet loss is a demanding need to satisfy the objective.
This ensures vehicle security and promotes satisfaction to every user [4,5]. Fur-
ther, restrictions over the wireless resources, larger vehicle mobility and various
losses in wireless networks pose crucial challenges towards routing source nodes
to the target nodes via intermediate nodes. Various criteria decide an efficient
routing including wireless links that construct a route. These networks faced
various routing issues such as vehicle mobility continuously leading to topolog-
ical modifications [6], in addition, expansion of networks extensively results in
higher routing overheads [7,8]. There is a lot of research to improve routing in
VANET, and researchers have been interested in cluster-based solutions which
are able to enhance the scalability of the network. Clustering algorithm is a
type of an unsupervised machine learning technique. It is used to classify the
each node into a specific group (cluster) where the nodes which are in the same
cluster are more similar in some specific attributes than those in other clusters.
VANET Clustering can be classified into two types: dynamic depends on (V2V)
and static depends on (V2R) [9]. Clustering can be used as an important method
to enhance the reliability and scalability of routing algorithms in VANETs. In
this study, we identified K-means clustering and Cuckoo search algorithm (CSA)
to effectively solve the clustering issues. CSA is an effective method to deal with
optimization issues, specifically clustering issues. Similarly, k-means is another
useful technique that effectively solves clustering issues even in faster conver-
gence. Hence, we proposed new routing protocol based on k-means algorithm to
format clusters of nodes and cuckoo search algorithm to elect the cluster head of
each cluster to enhance the selecting of an optimal route among known routes.
We relied on, choosing a cluster head, three weight parameters (distance, angle
and road id) as a fitness function to ensure a short and stable route.
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2 Related Work

Routing remains as a greater challenge in VANETs as per our previous discus-
sions. Various protocols have been discussed in the literature but they failed
to fulfil the routing requirements in VANETs because of the dynamically vary-
ing nature of VANETs. In this section, we review the highly valuable attempts
in constructing an efficient routing algorithm for vehicular networks. Several
cluster-based studies were analysed for VANETs and MANETs [10]. Vehicular
clustering is a prospective technique that is capable of enhancing network scal-
ability in VANETs. The cluster heads (CHs) are responsible for route discovery
and route path maintenance in cluster-based routing techniques. This decreases
the control overheads extensively [11]. Because of the swift vehicle mobility,
periodical topology modifications occur. At this stage, the maintenance cost of
clusters will rapidly increase. Thus, constructing reliable clusters and maintain-
ing their reliability and stability in case of communication are crucial challenges
in the clustering protocols for VANETs. Several clustering techniques were pre-
sented on the basis of mobility parameters for the construction of clustering
mechanisms. Some mobility characteristics such as vehicle direction, location
and speed are considered as major features for the clustering algorithms in
VANETs. A passive clustering technique has been presented by Kayis et al.
in [12]. They ensured the reliability in V2V communications through cluster
formation. The vehicular nodes present in the cluster are recognized and allot-
ted some distinct tasks. The algorithm works using specific speed spells. The
vehicles in the networks are organized using the same speed spells as groups.
But, using the speed spell as a metric to evaluate any two vehicles moving at
the same speed within the specific spell may be classified into various clusters.
Distance based standard has been employed by Chen et al. [13] in cluster forma-
tion. They utilized a centralized server for managing the integration of clusters
and disintegrating occurrences. Affinity propagation, a data clustering method
is presented by Shea et al. [14]. This method is a distributed and mobility-based
clustering technique that utilizes parameters such as position of the vehicle and
mobility parameter in cluster formation by integrating the recent and upcom-
ing positions. Few clustering techniques were presented in VANET on the basis
of the sum of weighted values. A priority-based clustering technique has been
presented by Wang et al. [15] where the priority is computed on the basis of
predicted traveling time and varying speed. A clustering method on the basis
of lane is proposed by Almalag et al. [16] that chooses the vehicle with the
largest level of cluster head (CHL) will be recognized as the cluster head (CH).
CHL is a parameter that contains an integrated value of the relative position,
speed and traffic flow condition of the vehicle. A review of various bio-inspired
clustering techniques for routing has been presented for VANETs by Bitam et
al. [17]. These bio-inspired approaches are found to be highly robust and effec-
tively adapts to network disturbances hence ensuring effective delivery of data
packets with lesser complexity in VANETs. The bio-inspired routing techniques
are classified into three types such as swarm intelligence algorithm, evolutionary
algorithm and other bio-inspired approaches for VANET. Enhanced summary of
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every class in regard to scalability, complexity, Quality of Service (QoS) routing
performance, robustness and mobility model was proposed. A detailed evaluation
proved that these bio-inspired techniques increased the VANET routing perfor-
mance concerned to the respective computational parameters. Further, Liu et al.
[18] presents a survey of various position-based routing techniques. The authors
stated that because of the quick changes in the network topology of VANETs,
position-based routing techniques are ideal. But hybrid protocols are termed as
the optimal selection for VANET routing that is suitable in urban as well as
highway environments. Further, they aid in resolving the local maximum issue
that occurs due to erroneous positioning.

3 Routing Protocols in VANET

Routing protocols have a major role in computer networks in order to direct
data from the source to the target using the least possible network resources
available and in the least possible time by choosing the best path for this data.
Therefore, researchers continuously develop these protocols in order to reach the
network to the best possible performance because the development of protocols
do not require large costs and many work teams compared to the development
of the rest of the network products that require resources and specialized centers
in order to develop them. Therefore, many studies in this area seek to develop
routing protocols to meet the requirements of VANET networks and provide the
necessary services for vehicle safety applications and create a road safety system
[19]. Routing protocols can be broadly classified according to several criteria [20].
The popular classification standard for routing protocols are divided them into
three types : proactive, reactive and hybrid. The principle of proactive routing
protocols is to save the information about the nodes that make up the network
in the form of routing tables, and then each node sends its routing table inter-
mittently to its neighboring nodes, which makes all the associated nodes in the
network to obtain a complete map of the network and locations of distribution
associated nodes. After that, each node updates its routing table by sending
control messages to all associated nodes and then sending the updated sched-
ule to the rest of the nodes periodically and without a prior routing request,
which makes the routing tables present in all nodes updated continuously. Con-
tinual periodic updating routing tables nodes consumes network bandwidth, and
thus, the major drawback of proactive protocols is the large loads arising from
the need to flood the network management messages [21]. While reactive rout-
ing protocols have two features that differ from proactive method. Firstly, they
don’t store the information about the entire network but only keep the infor-
mation of the next node in the used route. the second feature that they don’t
start route discovery by themselves, until source node requires a rout to desti-
nation node [22]. Hybrid protocols are a type of routing protocol that combines
proactive and reactive routing protocols to gain their advantages and eliminate
their disadvantages. they aim to reduce the overhead of maintaining information
in proactive routing protocols and to reduce the initial path discovery latency
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in reactive routing protocols. In this paper, we studied the performance of the
most popular routing protocols(AODV, DSR, OLSR, DSDV) and selected the
best ones to work on developing it to suit the requirements of the VANET net-
works.The results we obtained in the results and discussion section show that
the AODV protocol outperforms the rest of the protocols, and it is the one that
will be used as a basis for building the proposed protocol.

4 Proposed Routing Protocol

4.1 Cluster Formation Algorithm

Clustering techniques are widely used in a variety of applications namely ad-
hoc networks such as MANETs and VANETs and they are also used in data
mining approaches. K-means clustering algorithm is one of the popular centroid
based methods. It has been extensively employed since they effectively manage
routing problems in ad-hoc networks. Because of the swift convergence and easy
implementation, they are generally preferred in VANETs. K-means algorithm is
an important type of flat clustering, uses the euclidean distance as measurement
to determine the centers of clusters [23]. To start with, k-means chooses initial
cluster centres, C. Let us assume c clusters are available in a data group. The
main focus is to ascertain c centroids where every centroid is owned by a cluster.
The centroids from a cluster have to be present to reduce the objective function
of the k-means algorithm. Hence, a squared error function defines an objective
function where the squared error function can be given as:

uj =
c∑

a=1

n∑

b=1

||m(b)
a − ub||2 (1)

where |m(b)
a − ub|2 refers to the distance among the location of the node m

(b)
a

from the center of the cluster ub. It further computed the overall distance of the
nodes location n from the corresponding cluster centres. The implementation of
k-means algorithm (Fig. 1) can be established as follows [23]:

1. Determine c which represents the number of clusters.
2. Randomly, initialize c nodes to use as the primary centroid group.
3. Each node is classified by computing the distance between that node and each

centroid, and then classifying the node to be in the cluster which contains
the nearest centroid..

4. Recompute the centroid by taking the mean of of each cluster as new centroid
5. Repeat the steps 3 and 4 for a set number of iterations or till the centroids

stop their movement.

4.2 Cluster Head Selection Algorithm

Cuckoo search algorithm (CSA) is a widely used bio-inspired algorithm proposed
by Yang et al. [24]. The algorithm functions on the basis of how the way of the
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Fig. 1. K-Means Cluster Formation Algorithm

life of cuckoo furnished ideas for various optimization techniques. To upraise the
babies of cuckoo, it lays eggs onto the other bird’s nest. They take out an egg
from the host birds nest and lay eggs by duplicating the eggs of the host bird. The
eggs that have close correspondence with the host egg will have highly probable
chances of hatching while the eggs identified by the host bird will be destroyed
[25]. In this algorithm, each egg in the nest if the host bird refers to a solution to
the capacity of what is calculated using few variables of adaptation function. If
a new solution is found to be better than the past one, it automatically replaces
the old one [24]. According to Yang and Suash [24], the CSA algorithm follows
three major rules (Fig. 2):

1. Once in a time every cuckoo lays only one egg and places that egg in an
arbitrarily selected host birds nest.

2. The finer nests that carry superior egg quality will be passed to the next
generation.

3. The quantity of the host birds nests is predetermined. The probability of
discovery that the host bird identifies cuckoos eggs is (0,1).

4.3 K-MCSA Proposed Routing Algorithm

The proposed algorithm (Fig. 3) is classified into two phases namely: (a) cluster
formation and (b) cluster head (CH) selection. We utilized k-means method to
format clusters and modified cuckoo search algorithm for cluster head selection.
The modified CS algorithm chooses the best reliable path through smart con-
figuration of the weights depending on the parameters namely distance factor,
angle factor and road factor . The modified CS algorithm discovers the best path
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Fig. 2. Cuckoo Search Algorithm

in a reasonable time period. The primary advantage of the CS algorithm namely
its faster convergence and improved speed of execution makes it further more
suitable in route discovery.

Fig. 3. Proposed Routing Protocol

We consider the node with the smallest value of the fitness function to be
CH, where:

1. DF(a,b,c) : It is the factor to choose route with shortest distance between
source and destination, namely distance factor. we used the mean value of
distance between three nodes to calculate it
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distance(a, b) = sqrt[((xb − xa)2) + ((yb − ya)2)] (2)

DF (a, b, c) = (distance(a, b) + distance(b, c) + distance(a, c))/3 (3)

2. AF(b,c): It is the factor to choose route more stable between source and
destination, where when two nodes move in the same direction, the connection
will be more stable than the connection between two nodes move in different
directions. we used the angle between two nodes to calculate angle factor as
follow:

AF (b, c) = cos (θ) =
−→
Vb − −→

bc

||−→Vb ||.||−→bc||
(4)

3. RF(b,c): It is the road factor to choose route more stable between source and
destination, where when two nodes move in the same road, the connection
will last longer than the connection between two nodes in different roads.

RF (b, c) =
{

0 if the vehicles are on the same road
+1 if the vehicles are in different roads

(5)

5 Modeling and Performance Evaluation

5.1 Modeling Scenario

Table 1. Simulation parameters

Parameters Description

Simulation program NS-3.23

Topology model Manhattan grid road network 5× 5 with 2000 m edge

Propagation Model Log Distance Propagation Loss Model

Number of nodes 50, 100, 150, 200, 250

Black Hole attacks 10

Packet size 512 bytes

Packet rate 2 Kb/s

Speed range 0–50 m/s

Transmission range 250 m

Type of Traffic CBR, UDP

topology generator Bonn Motion

Routing Protocol AODV, KMCSA

Mac layer 802.11 b

Simulation T ime 200 s
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The simulation is divided into two phases, the first to evaluate the performance
of the four protocols (AODV, DSR, OLSR, DSDV), and the second to evaluate
the performance of the proposed protocol. We simulated the behavior of our
routing protocol and popular routing protocol AODV under various conditions
of the number of nodes and 10 attacks of black hole to study the performance
of the protocols; Packet-to-Delivery Ratio (PDR), throughput, overhead, packet
loss rate and VANET latency. All simulations were carried out using the NS3
network simulator. We also used the Manhattan Grid mobility model using the
Bonnmotion tool, which is widely used to describe the mobility of VANET nodes.
The simulation parameters that we used in the scenario are shown in Table 1.

5.2 Performance Metrics

The following parameters are analysed in the simulation study [26]:

1. Packet Delivery Ratio (PDR): It is the number packets that are delivered
to the destination. The higher is the packet delivery ratio, the better is the
routing protocol.

PDR = (
c∑

a=1

rxdpacketsa/

c∑

a=1

txdpacketsa) × 100 (6)

where
txdpackets refers to the overall number of data packets transmitted.
rxdpackets refers to the overall number of data packets received.

2. Packet Loss Ratio (PLR): It is the number packets that are not received by
the destination. These packets are lost during transmission from source to
destination. The packet drop may be due to signal degradation, corrupted
packets or congestion, etc. The lower is the packet drop the better is the
routing protocol.

PDR =
∑c

a=1 txdpacketsa − ∑c
a=1 rxdpacketsa∑c

a=1 txdpacketsa)
× 100 (7)

3. Throughput: It is defined as the packets received at the destination out of total
number transmitted packets. The unit used is kbps. The routing protocols
with high throughput are more efficient.

Throughput =
∑c

a=1 numberofbytesreceived × 8
Starttime − Endtime

(8)

4. Average Delay: The total time for transmitting a packet from source to the
destination node is known as end to end delay. The delay performance metric
includes the delays due to route discovery, packet propagation and sending
time and the time of packet in queue.

AD =
∑c

a=1 SumDelaya∑c
a=1 rxdpacketsa

(9)

Where
SumDelay refers to the sum of the delay values
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5. Overhead: It represents the number of routing bytes required by the routing
protocols to construct and maintain its routes. This includes all routing packet
types (request, reply, error) in the network.

Overhead =
TotalNumberofRoutingPackets

TotalNumberofReceivedDataPackets
(10)

5.3 Results and Discussions

The simulations were performed using Network Simulator NS-3 to compare the
popular routing protocols in the first step and then to compare the proposed
K-MCSA protocol and popular protocol AODV in the second step , using the
simulation parameters discussed in modeling scenario section. We analyzed and
evaluated the performance of the protocols in VANET for various scenarios with
50, 100, 150, 200, 250 vehicles, once with 10 attacks by the black hole and once
without. We evaluated the performance by measuring the network performance
metrics such as Packet delivery ratio (PDR), Packet loss ratio(PLR), Average
delay, Overhead and Throughput of the entire system as a function of number
of vehicles considered. Our results are represented by the following figures from
4 to 14 . the results depict that the proposed protocol is extremely dependable
and scalable as the anticipated results were generated with the large number of
vehicles and even with black hole attacks (Fig. 4).

Fig. 4. Packet Delivery Ratio

We can clearly notice from Figures 5 and 7 that the K-MCSA protocol gave
better results than the popular AODV protocol, with regard to the number of
received packets and the number of lost packets, even with a black hole attack,
as in Figures 6 and 8. This improvement is due to the use of the Fitness function,
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Fig. 5. Packets Delivery Ratio Fig. 6. Packets Delivery Ratio with
attack

Fig. 7. Packets Loss Ratio Fig. 8. Packets Loss Ratio with attack

Fig. 9. Overhead Fig. 10. Overhead with attack

Fig. 11. Throughput Fig. 12. Throughput with attack
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Fig. 13. Average Delay Fig. 14. Throughput with attack

which used parameters such as distance, angle and road number and took them
into consideration in the path selection process, so the path consists of nodes
that represent cluster heads instead of the next hop as in the AODV protocol,
and this had a positive impact on the stability of the path with fewer failures,
which increases percentage of lost packets in the network.

The results of the throughput and overhead are illustrated in Fig. 9, 10, 11
and 12 They show that the increased throughput of the K-MCSA protocol was
due to the advantage of fast convergence rate with minimum control packets to
choose the best path and CH within a short time as shown in Figure 13 and 14.

6 Conclusions

VANET networks play an important role in the development of the intelligent
transportation system to transfer it to a good level that satisfies all users and
reduces accidents on the roads by exchanging messages between cars, especially
warning messages. VANET networks depend on routing protocols to exchange
data between nodes through wireless channels, so an effective protocol that pro-
vides data exchange in a short time with fewer packet losses will improve network
performance and thus improve the transmission system. This paper presented an
efficient routing protocol K-MCSA that depends on cluster concept (k-means)
and bio-inspired algorithm (cuckoo search ). The proposed K-MCSA protocol
formates cluster by k-means whereas selects cluster head(CH) by cuckoo search
algorithm . The CS algorithm is one of the efficient metaheuristic algorithms
particularly in higher searching space. The modified CSA identifies the opti-
mal route from the known routes by fitness function which calculates specific
weighted parameters which are distance, angle, and road. The protocols were
implemented using NS3, nodes traffic generation using Bonnmotion , and results
obtained using Flow Monitor. We can notice from the results that the proposed
K-MCSA protocol gave better results than the AODV protocol in network per-
formance metrics such as packet delivery ratio,packet loss ratio, average delay,
overhead and throughput. The weighted parameters that used in the CSA helps
to select the efficient route in short time. The proposed K-MCSA protocol was
better due to its special characteristics, specifically, the swift convergence rate
because of the utilization of Levy distribution function.
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Abstract. SDN imposes requirements on manufacturers of infocom-
munication equipment. It concerns new scenarios support relating to
network applications, for example, cloud technologies, the possibility of
transmitting large volumes of traffic over long distances. It leads to the
need of analyzing features of SDN networks operation, assessing their
performance both at design stage and operation process. Quality of ser-
vice (QoS) parameters in networks can be used as characteristics to assess
the quality of operation. In this work, analytical expressions are obtained
to estimate the average values of packet delay time in M/G/1 and G/G/1
systems for SDN. For M/G/1 system, solutions are given founded on two
approaches. To approximate arbitrary densities (G) in G/G/1 system, an
approach based on the use of hyperexponential distributions was used.
When analyzing G/G/1 system, it is assumed that there are mutual
independence of flows entering the system and the absence of correla-
tions within the sequences of time intervals between packets and packet
processing times. The paper presents the result of comparing the esti-
mates of the average values of packet delay time in M/G/1 and G/G/1
systems, where the truncated normal distribution is used as probability
density for service time intervals.

Keywords: Queue model · SDN · Quality of service ·
Hyperexponential distribution · Average package service time in the
system

1 Introduction

The development trends of modern infocommunication networks such as the
intensive growth of new network applications, the growth of number and types
of new network devices, lead to a significant increase in the volume of transmitted
traffic. In this case, there is a need to manage heterogeneous flows and provide the
required level of QoS while ensuring the security of processing data transmission
of flows. This leads to the fact that providers of large networks need to look for
new mechanisms for network management, with the ability to quickly configure
networks.
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Software-Defined Networking (SDN) and Network Function Virtualization
(NFV) technologies allow you to control network management using customiz-
able software, making management more intelligent and centralized. This makes
the network more flexible, programmable and innovative [1,2].

The introduction of SDN networks entails the need to develop adequate mod-
els that allow you to quickly obtain accurate estimates of QoS parameters, which
are necessary at the network design stage and further during operation to be able
to rapidly respond to changes in network requirements and modification of the
network topology [3].

It should be noted that issues of performance and scalability of SDNs are
still little studied in terms of constructing analytical models. Simulations and
experiments on real networks are of great importance and are widely used to
evaluate performance, whereas analytical modeling has its advantages.

Most of the works devoted to the study of SDN operation efficiency, are aimed
at developing simulation models and setting up experiments on real equipment.
In works [4]-[6] mathematical models are presented for evaluating the perfor-
mance of controllers and switches under overload conditions. The OpenFlow-
based SDN analytical model in [7,8] approximates the data plane as an open
Jackson network with a controller modeled as an M/M/1 queue. In [9], a model
of SDN performance based on the OpenFlow protocol with several OpenFlow
switches is presented, but this model was obtained under the assumption that
processed flows are the simplest, while the performance of processing incoming
messages of the SDN controller is calculated based on the M/G/1 model. How-
ever, it is known [10] that the flows generated by modern applications in the
network are not Poisson. That requires taking into account the real parameters
of traffic in the applied model.

The works [12,13] present mathematical models for systems that process
non-Poissonian flows. It should be noted that only functioning parameters of
individual SDN sections are considered, not the network as a whole. The devel-
opment of SDN analytical model as a G/G/1 system remains highly relevant.
The technique presented in [9] is convenient to use to expand the packet pro-
cessing model in the SDN when servicing non-Poisson flows based on the G/G/1
mathematical model.

The SDN analytical model based on the OpenFlow protocol is considered
below, since it is the most common. Such a model can be used as a basic one for
other communication protocols in the SDN. As processed streams, we consider
packet traffic generated in the form of bursts, which most closely corresponds to
the nature of modern streams formation [14].

Similar to the approach in [9], the process of packet arrival and the procedure
for forwarding packets to the switch and the OpenFlow controller are analyzed
separately. Then we studied the system for forwarding packets to SDN as a
whole. The M/M/1 system is considered first, followed by the G/G/1 system.
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2 Model of Queuing of OpenFlow Switches

In general, the SDN network can be represented in the form of a diagram shown
in Fig. 1.

All analytical models of OpenFlow networks, developed so far [9,12,13], are
based on the assumption that packet traffic to the SDN switch corresponds to
the Poisson distribution. At the same time, traffic studies in [10,15,16] showed
that the arrival of packets in infocommunication networks has a burst character
and differs from the Poisson flow [17].

Fig. 1. Typical OpenFlow Network Scenario.

The procedure of forwarding packets to the switch is illustrated in Fig. 2.
Each received packet is analyzed by the switch in order to identify a flow in
regard to find the assigned rule for its processing or forwarding in its tables. If
no forwarding entry is found for this stream, the switch sends a message contain-
ing the complete packet or its identifier to the SDN controller. The controller
analyzes the packet, sets the flow processing rule to which the packet belongs,
and sends the set rule to the switch to be added to its flow tables.

Since requests to the forwarding tables for all packets are independent of
each other, the packet processing time can be represented as a random variable
with an exponential distribution. Then, provided there is sufficient packet buffer
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capacity for all incoming queues in the switch, the packet forwarding queue
model in the OpenFlow switch can be represented as the model of the queue
type M/M/1 [9]. Further, this approach can be developed to the G/G/1 system.

To describe the queue in the OpenFlow switch, we introduce the following
notation: λ

(b)
i is the intensity of the arrival of the Poisson stream of packets

in a batch to the i-th OpenFlow switch, λ
(p)
i is intensity, characterizing the

Poisson distribution of the number of packets in a batch,) μ
(s)
i is the intensity

of processing the s-th packet by the switch (corresponds to the exponential
distribution).

Suppose that a burst of m packets arrives at the i-th (1 ≤ i ≤ k) OpenFlow
switch, where n packets are waiting for their turn for processing. The incoming
l-th packet must wait until n waiting packets in the buffer and the first (l–1)
packets from the same batch are processed. Based on these assumptions for the
M/M/1 system, we can obtain the ratio between the average queue length and
the average time spent by a packet in the queue [9].

L
(s)
i =

∞∑

n=0

npn = λ
(b)
i λ

(p)
i W

(s)
i . (1)

The average time of a packet’s stay in the switch is determined in a similar
way.

W
(s)
i =

λ
(p)
i + 1

2
(
μ
(s)
i − λ

(b)
i λ

(p)
i

) . (2)

And based on (1) and (2), you can write an expression to estimate the average
length of the switch queue

L
(s)
i =

λ
(b)
i λ

(p)
i

(
λ
(p)
i + 1

)

2
(
μ
(s)
i − λ

(b)
i λ

(p)
i

) . (3)

3 SDN Controller Queuing Model

Now let’s look at the procedure of forwarding packets to the OpenFlow con-
troller. Upon arrival of a new flow, the OpenFlow switch sends an incoming
packet message as a request to configure flow processing to its SDN controller
(request packet). In this regard, the incoming flow of messages from the switch
to its controller corresponds to the process of the flow entering the switch. In an
OpenFlow network, the controller is usually responsible for several switches and
receives a stream of incoming request packets from each of them.

Based on the assumption that the arrival process on the i-th switch is Poisson
with the parameter λ

(f)
i , and the processes on all k switches are independent of

each other, we can further conclude that the total flow of message packets to the
controller is also Poisson ...
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Fig. 2. SDN Controller Inbound Processing.

For an SDN controller responsible for k OpenFlow switches, the flow arriving
at the i-th (i = 0, 1, 2, ..., k) switch is a Poisson flow with the parameter λ

(f)
i ,

independent of messages on other switches, then all packets of incoming messages
from k switches to the controller correspond to the Poisson distribution with the
parameter λ(c).

λ(c) =
10∑

i=1

λ
(f)
i . (4)

Upon arrival of a request packet from the switch, the controller determines
the flow transfer rule to which the packet that has come from the switch belongs.
To do this, the controller processing unit reads the incoming packet message
from the queue after the last message has been processed. The incoming packet
message is then processed by looking up the forwarding information base (FIB).
The FIB entry contains routing information obtained using routing protocols or
manual programming. Finally, the controller encapsulates the found forwarding
rule in a packet message for the appropriate switch.

When processing an incoming packet-request from the switch by the SDN
controller, the processing time of the incoming packet message is mainly deter-
mined by FIB lookups, which are performed by matching the longest prefix. In
this regard, in [9,18], it was assumed that the search time in the FIB is consid-
ered to be distributed normally with the mean value 1/μ(c) and variance σ(c).
The parameter μ(c) is the average processing rate of incoming packet messages
in the controller, and the parameter σ(c) is the standard deviation. The queue
in the controller is organized according to the FIFO (First In - First Out) type,
and the arrival and processing of incoming message packets are independent of
each other.

In accordance with the assumptions made, it is possible to characterize the
processing of message packets by the SDN controller using the M/N/1 queuing
model, where the symbol N corresponds to a normal distribution.

To analyze a queue in a controller, it is convenient to use a semi-Markov
process as a model, in which state changes occur at the moment the packet
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leaves. For such moments, the nested Markov chain should be defined as the
number of claims present in the system at the moment the next serviced claim
leaves. In this case, you can use the approach shown in [19], which is based on
the application of the method of additional variables. It should be noted that
the same technique was used to analyze the queue in the SDN controller in [9].

The length of the packet message queue in the controller at time t is denoted
by L(t). For any fixed time t, if there is a processed packet message, the distribu-
tion of the remaining processing time does not depend on time t, and the queue
length L(t), t ≤ 0 no longer has the properties of a Markov stream. Suppose
that υn is the number of incoming message packets in the controller during the
processing time xn of the n-th message. Then {υn, n ≥ 1} is a built-in Markov
chain.

If tn is the required processing time of the (n+1)-th message, for any tn the
probability density function, in accordance with the above assumptions, can be
written as

f(x) =
1√

2πσ(c)
e
(x−1/μ(c))2

2σ(c)2 . (5)

Let us denote by ηn the number of new packets arriving at the controller
during processing of the (n+1)-th packet under the assumption that the arrival
process is Poisson. Then

P (ηn = k) = P (ηn = k|tn = x) f(x)dx =
∫ ∞

0

(λ(c)x)2

k!
e−λ(c)xf(x)dx, (6)

where P (ηn = k|tn = x) is the probability of one-step transition, k = 0, 1, 2, ....
We set that ak = P (ηn = k) > 0. Then {υn, n ≥ 1} constitutes a Markov

chain, the state change diagram of which is shown in Fig. 3, and the transition
matrix will have the following form [9,19]

P =

⎛

⎜⎜⎜⎜⎜⎝

a0 a1 a2 · · ·
a0 a1 a2 · · ·
0 a0 a1 · · ·
0 0 a1 · · ·
...

...
...

. . .

⎞

⎟⎟⎟⎟⎟⎠

Using the apparatus of generating functions for processing the sequences υn

and ηn, according to [9,19], for the average queue length of messages from the
switch to the controller in the M/G/1 system, we can obtain

L(c) = ρ(c) +
ρ(c)

2
+ λ(c)2σ(c)2

2(1 − ρ(c))
, (7)

where ρ(c) is the load factor of the controller.
For the average residence time of packet messages in the controller, the

expression will look like
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Fig. 3. Transition probability diagram for an embedded Markov chain of type M/G/1.

W (c) =
L(c)

λ(c)
=

1
μ(c)

+
ρ(c)

2
+ λ(c)2σ(c)2

2λ(c)(1 − ρ(c))
. (8)

4 SDN Network Queuing Model with OpenFlow

On OpenFlow networks, the switch maintains a queue for all packets arriving on
any ingress port and forwards them according to its internal flow tables. If there
is no entry in the tables corresponding to the packet, that is, the packet belongs
to a new flow, the switch will send a request for flow processing rules to its
SDN controller and, having received the corresponding rule from the controller,
sends the packets of this flow in accordance with this rule. At the same time, the
controller keeps a queue for all request packets from its slave switches. Using the
above analysis of the service process for OpenFlow switches and SDN controllers,
we can represent the packet processing model in OpenFlow networks as a queuing
system according to Fig. 2.

In Fig. 2, the i-th OpenFlow switch with rate μ(s) processes bursts of packets
arriving at rate λ(p)λ(p). Suppose that the incoming packet in the i-th switch
belongs to a new flow with probability qi, the switch sends a request packet at
a rate λ

(f)
i to its controller SDN. The controller receives request packets with

a rate λ(c) from k OpenFlow switches with a μ(c) and processes them. Replies
to request packets are sent back to forward and update the flow tables in the
corresponding switch at a rate

λ
(f)
i = qiλ

(b)
i λ

(p)
i . (9)

Let Wi be the time of packet forwarding through the i-th OpenFlow switch,
you can calculate it taking into account two possible processing cases: direct
forwarding and forwarding with the participation of the controller. The packet
forwarding time in the latter case consists of two parts: the packet sojourn time
in the switch W

(s)
i and the sojourn time of the corresponding packet transmission

message in the W (c) controller.

Wi =

{
W

(s)
i with probability 1 − qi

W
(s)
i + W (c) with probability qi.

(10)
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The average time to process a packet in SDN can be determined by the

average time to forward packets through the OpenFlow switch (W (s)
i ) according

to the diagram shown in Fig. 2.

5 Results for the System M/G/1

It can be shown [9] that the average time for forwarding packets through the
OpenFlow switch Wi, where the waiting times W

(s)
i and W (c) from (10) can

be obtained from expressions (6) and (8) respectively, finally they will have the
form

Wi = E [Wi] = (1 − qi) E
[
W

(s)
i

]
+ qi

(
E
[
W

(s)
i

]
+ E

[
W (c)

])

= W
(s)
i + qiW

(c)
i

= λ
(p)
i +1

2(μ
(s)
i )−λ

(p)
i λ

(c)
i

+ qi( 1
μi

(c) + ρ(c)2+λ(c)2σ(c)2

2λ(c)(1−ρ(c))
),

(11)

where δ
(s)
i and δ(c) are the service rates in the i-th switch and controller, respec-

tively.
The result for estimating the average packet processing time in SDN,

obtained in the form of formula (11), corresponds to the mathematical model
M/N/1.

Let us introduce the notation δ
(s)
i = 1/W

(s)
i for the i-th switch and δ(c) =

1/W (c) for the controller, where δ
(s)
i and δ(c) are the parameters, which are

defined as [19], ξ is the root of the equation ξ = ΛV (μ − μξ).
Here ΛV is the Laplace transform of the density fV (·), μ is the average

intensity of packet processing in the system, and δi
(s) and δ(c) are the parameters

of the density of the distribution of processing time in the queue in the i-th switch
and controller, respectively. The method for determining these parameters is well
described in [19–21].

Based on the above, more general results for the M/G/1 system can be
obtained. The expressions for the probability density of the packet processing
time S in the controller f(S)i(·) and the packet processing time C in the switch
f(C)(·) are represented in the form

f(S)i (u) = δ
(s)
i e−δ

(s)
i u, (12)

f(x) =
1√

2πσ(c)
e
− (u−1/δ(c))2

2σ(c)2 . (13)

Assuming that C and S are independent, and taking into account (12) and
(13) in expression (10), we obtain

w(S,C)i (u) = (1 − qi) f(S)i (u) + qi

[
f(S)i (u) � f(C) (u)

]
, (14)
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where � is the convolution symbol The second term in expression (14) can be
represented as

qi

∫ u

0

1√
2πσ(c)

e
− (x−1/δ(c))2

2σ(c)2 · δ
(s)
i · e−δ

(s)
i (u−x)dx. (15)

The upper limit of integration in (15) is u that is equal to infinity for the
normal distribution and is equal to some finite value (the maximum value of the
packet duration in the controller) for the truncated normal distribution.

For the M/G/1 system, where the normal distribution is used as an example
of an arbitrary distribution, that is, for the M/N/1 system, the expression for the
probability density of the packet processing time in the system can be written
as:

w(S,C)i (u) = (1 − qi) δ
(s)
i e−δ

(s)
i u

+qi
δi

(s)

2R e−δ
(s)
i ue

(( 1
δ(c) )

2)/2σ(c)2)+σ(c)2δ
(s)2
i −2δ

(s)
i

1
δ(c)

×[1 − Φ(σ(c)√
2

(δ(s)i − 1
δ(c)σ(c)2 ))],

(16)

where Φ(x) = 2√
π

∫ x

0
e−t2dt [22],

R = 1
2 [1 + Φ( 1√

2δ(c)σ(c) )] is normalizing constant, which is determined from

the condition
∫ T

0
f(u)du = 1. For a truncated normal distribution

R = 1
2Φ(

1
δ(c) σ(c)

√
2

)
Estimating the values of the integral function is associated with some dif-

ficulties that lead to the need to use various methods of approximation in the
form of infinite power series [21], infinite continued fractions [23], polynomials
of a special form [23] and empirical formulas [24]. In the case of expression (16),
the values of the function Φ(x) can be determined in a table.

Let us compare the time densities of packet processing in the H2/H2/1 system
according to (16) for different distribution parameters. The comparison result is
shown in Fig. 4.

From a comparison of the graphs shown in Fig. 4, it follows that for the values
of the distribution parameters δ

(s)
i = 1 and δ(c) = 1, the distribution degenerates

into an exponential, in other cases an insignificant peak appears.
The final expression for estimating the average packet processing time in the

M/N/1 system for SDN will have the form

W̄(S,C)i (u) = (1 − qi)
1

δ
(s)
i

+ qiM
1

δi
(s)2

, (17)

where M = δ
(s)
i

2R · e
(( 1

δ(c) )
2/2σ(c)2)+σ(c)2δ

(s)2
i −2δ

(s)
i

1
δ(c) [1−Φ(σ(c)√

2
(δ

(s)
i − 1

δ(c)σ(c)2 ))].
Taking into account formulas (1) and (17), the expression for estimating the

average queue length will be written in the form

L = λ
(b)
i λ

(p)
i · (1 − qi)

1

σ
(s)
i

+ qiM
1

σ
(s)
i

2 . (18)
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Fig. 4. Probability densities of packet processing times in SDN according to the formula
(16): f(t) – δ

(s)
i = 0, 2, σ(c) = 0, 5; f1(t) – δ

(s)
i = 1, σ(c) = 1; f2(t) – δ

(s)
i = 0, 2, σ(c) =

0, 8; f3(t) – δ
(s)
i = 0, 2, σ(c) = 0, 45.

This approach allows us to evaluate the performance of the SDN network and
the main parameters of the quality of service of traffic in the SDN network in
the case of processing Poisson streams. Given that modern applications generate
non-Poissonian traffic, queuing systems are better described by G/G/1 models.

6 SDN Network Queuing Model with OpenFlow

It is interesting to compare the values of the estimates of the SDN functioning
parameters obtained for the M/G/1 and G/G/1 systems. Obviously, for this,
one should use the result shown in (16), (17), and (18) for the M/N/1 system
and find an expression for the packet waiting time density in the G/G/1 system.
As an example of an arbitrary probability distribution for the query processing
time in the controller, similarly to the approach shown for the M/N/1 system,
we can use the normal distribution (for the random variable C) (15), and for
the random variable S, we can use the probability density as an approximation
by hyperexponential distribution:

f(S)i (u) = pδ
(s)
1i e−δ

(s)
1i u + (1 − p) δ

(s)
2i e−δ

(s)
2i u, (19)

where p, δ
(s)
1i , δ

(s)
2i is distribution parameters. Then the G/G/1 model will be

approximated by the H2/N/1 model, and expression (16) takes the form

w(S,C)i (u) = (1 − qi)
(
pδ

(s)
1i e−δ

(s)
1i u + (1 − p) δ

(s)
2i e−δ

(s)
2i u

)

+ qi

{
M1e

−δ
(s)
1i u + (1 − p) M2e

−δ
(s)
2i u

}
,

(20)

where M1 = δ
(s)
1i

2R · e
(( 1

δ(c) )
2/2σ(c)2)+σ(c)2δ

(s)2
1i −2δ

(s)
1i

1
δ(c) [1−Φ(σ(c)√

2
(δ

(s)
1i − 1

δ(c)σ(c)2 ))],

M2 = δ
(s)
2i

2R · e
(( 1

δ(c) )
2/2σ(c)2)+σ(c)2δ

(s)2
2i −2δ

(s)
2i

1
δ(c) [1−Φ(σ(c)√

2
(δ

(s)
2i − 1

δ(c)σ(c)2 ))].
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The value of the average packet processing time in the system when using the
approximation by the hyperexponential distribution of the distribution density
of the packet processing time in the switch can be written as:

W̄(S,C)i (u) = (1 − qi)

(
p

δ
(s)
1i

+
(1 − p)

δ
(s)
2i

)
+ qi

⎡

⎣M1
p

δ
(s)
1i

2 + M2
(1 − p)

δ
(s)
2i

2

⎤

⎦. (21)

Similar to that obtained in (18) and taking into account (19), the expression
for estimating the average queue length is written as:

L̄ = λ
(b)
i λ

(p)
i

{
(1 − qi)

(
p

δ
(s)
1i

+
(1 − p)

δ
(s)
2i

)
+ qi

[
M1

p

δ1i
(s)2

+ M2
(1 − p)

δ2i
(s)2

]}
.

(22)
To obtain a more general result, the approximation of arbitrary densities in

the G/G/1 system is preferable to be represented in the form of hyperexponen-
tial distributions for random variables S and C, that is, it is necessary to use
expression (19) for S, and for C

f(C) (u) = gδ
(c)
1 e−δ

(c)
1 u + (1 − g) δ

(c)
2 e−δ

(c)
2 , (23)

where g, δ
(c)
1 , δ

(c)
2 is packet processing time density parameters in the controller.

After such a replacement, the system G/G/1 will be approximated by the system
H2/H2/1.

At the same time, for the density of the packet processing time in the
H2/H2/1 system in the SDN network, one can obtain

f(x) =
1(√

2π
)
σ(c)

e
(x−1/μ(c)))2

2σ(c)2 , (24)

where A = pgδ
(s)
1i

δ
(s)
1i −δ

(c)
1

, B = (1−p)gδ
(s)
2i

δ
(s)
2i −δ

(c)
1

, L = p(1−g)δ
(s)
1i

δ
(s)
1i −δ

(c)
2

, D = (1−p)(1−g)δ2i

δ
(s)
2i −δ

(c)
2

.

Using (24), the analytical expression for the average packet processing time
in the H2/H2/1 system for the SDN network can be written as:

W̄(S,C)i (u) = (1 − qi)

[
p

δ
(s)
1i

+
(1 − p)

δ
(s)
2i

]
+ qi

[
(A + B)

δ
(c)
1

+
(L + D)

δ
(c)
2

]
. (25)

From (25), the value of the average queue length in the SDN is written as

L̄ = λ
(b)
i λ

(p)
i

{
(1 − qi)
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The delay variation can be determined taking into account (25) in the form
of the expression
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As a result, formulas were obtained for the density of distributions of packet
service times in the SDN network, if the queuing system is represented by the
G/G/1 model for two cases:

1) the distribution density of the packet processing time in the switch is approx-
imated by a hyperexponential distribution, the distribution density of the
packet processing time in the controller is estimated by a normal distribution
(the M/H2/1 system);

2) the distribution density of packet processing times in the switch and controller
is approximated by a hyperexponential distribution (the H2/H2/1 system).

7 Numerical Results

Formula (17) allows us to estimate the average packet processing time in the
G/N/1 system for the SDN network; earlier in [9], formula (11) was obtained
to approximate the average packet processing time in the M/N/1 system. To
determine the accuracy of the estimates obtained, it is necessary to compare the
values accepted for various models, including the results received for M/N/1 and
H2/N/1.

Let us compare the numerical estimates of the average processing times in the
M/N/1 system for these two approaches. We will accept the following conditions
for the operation of the network: λ

(b)
i λ

(p)
i = 0, 5, λ

(p)
i = 1, μ(c) = 1, σ(c) = 1

number of switches is 1.
The values of the functioning parameters - the average packet processing

time and the average queue length for SDN, are presented in the table (Table 1).
Figure 5 shows the dependence of the delay in the SDN network depending

on the network load factor for the cases considered.
Obviously, the average packet processing time in the SDN network is expected

to grow with the increase in the network load factor.

Table 1. The values of the functioning parameters.

Parameter values W̄(S,C)i, conditional units of time L̄, conditional units of time

System M/N/1 (11) 2.3 0,23

System M/N/1 (17) 2,9 0,29

System H2/N/1 (21) 1,5 0,15

System H2/H2/1 (25) 29,1 2.9
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Fig. 5. The graph of the dependence of the delay on the load factor in the SDN network.

8 Conclusion

In the process of designing, deploying and operating networks, it is necessary to
take into account the quality of service parameters of the flows processed in the
network. In this paper, a model of the SDN network functioning is built on the
basis of the mathematical apparatus of the queuing theory. As a result, analytical
expressions were obtained for evaluating the main parameters of traffic QoS in
SDN for the M/G/1 system and for the G/G/1 system, provided that the flows
entering the system are mutually independent and there are no correlations
within the sequences of time intervals between packets and processing times
packages.

In the development of this work, it is planned to build an SDN model for the
G/G/1 system when processing correlated streams. The problem of accounting
for correlations within flows will improve the accuracy of the analytical model,
which can further help in the development of accurate simulation models of the
functioning of SDN networks. This will make it possible to quickly analyze the
efficiency of the SDN network in real operating conditions.
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Abstract. Cloud services (CS) offer virtual, reliable, and flexible hard-
ware and software resources as part of the distant Cloud Computing (CC)
concept. The wide variety of products from different providers create the
necessity for users to collect data and define criteria for comparing alterna-
tives with reliable evaluation methods and techniques. This paper presents
a combined approach based on Analytical Hierarchy Process(AHP), Infor-
mation Entropy, and Multi-criteria decision making (MCDM) techniques.
The set of evaluation criteria is decomposed and logically structured in
a reasonable number of blocks which weights are computed more easily
and effectively with a reduced number of AHP pair-comparisons. With
the integration of Information Entropy, the weights of individual criteria
within each block are defined objectively on basis of real primary data for
quantitative and quantifiable parameters. This hybrid approach is applied
in a case study based on QoS and QoE criteria with popular evaluation
techniques like TOPSIS and MOORA.

Keywords: cloud computing · multi-criteria analysis · decision
making · quality of services · quality of experience · TOPSIS ·
MOORA · AHP

1 Introduction

The rapid development of information technologies and internet communications
opens large possibilities for distant Cloud Computing [1] with flexible, effective,
and reliable hardware and software resources in three main models: Software
as a Service (SaaS), Platform as a Service (PaaS), and Infrastructure as a Ser-
vice (IaaS) [2]. The wide variety of products and plans offered by Cloud Services
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Providers (CSPs) create the need to analyze and assess a large number of param-
eters from the point of view of different users and applications. The selection of
appropriate service has to consider diverse factors related to technical perfor-
mance, pricing schemes, levels of quality, security, and support [3]. These char-
acteristics are grouped in two main aspects Quality of Service (QoS) and Quality
of Experience (QoE) [4,5]. The problem of reconciling different preferences and
conflicting criteria is traditionally solved with the well-developed Multi-criteria
Decision Making (MCDCM) methods as part of the “Operation analysis” in fun-
damental and applied scientific research [6]. One of the most challenging tasks
in CS selection is the balanced aggregation of subjective expert judgements with
abundant and objective technical data. The intense competition of CS increases
the need to develop more accessible and effective approaches which will facilitate
the integration of users in the MCDM process [7–10].

Several reviews of CS selection literature reveal that due to the complexity
of cloud technologies the collected data and its analysis are mainly based on
benchmarking indicators of cloud performance provided by third parties and
less on real empiric data about QoS and QoE of cloud customers [11,12]. Ana-
lytical Hierarchy Process (AHP) is one of the most popular approaches for the
calculation of criteria weights, relying on subjective expert opinions and large
comparison matrix [13]. Unfortunately, the increasing number of criteria and
DMs/experts results in decreasing consistency of comparison judgements consis-
tency and requires additional computational and programming efforts.

To overcome such limitations this paper proposes improvements for struc-
turing the professional opinions of experts and optimizing the objectivity of
data-driven MDCM in the following directions:

– optimization of the conventional AHP approach by grouping the evaluation
criteria in a logically structured and limited number of blocks for reducing
the number of preference comparisons and their inconsistencies;

– application of Information Entropy (IE) concept of C. Shannon [14] for objec-
tive definition of criteria weights;

– flexible Integration of QoS and QoE assessments based on the combined
“Block AHP - Entropy” approach with some of the most popular evaluation
techniques (TOPSIS [15,16] and MOORA [17,18]).

The purpose of our findings is to improve the accessibility and efficiency of
the combination of AHP and IE methods for providing flexible, transparent,
and intuitive algorithms applicable for selections with multiple criteria in wide
number of areas.

2 Review of Literature and Previous Research

To address the complexity CS several conventional and combined approaches can
be applied to support the experts and Decision Makers (DM) in the selection pro-
cess. Most of them focus on aspects like trust and reputation [19–21]; QoS perspec-
tive or reviewing specific aspects of servicing information systems (IS) [22,23].
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Several reviews of CS selection literature reveal that due to the complexity of
cloud technologies the collection data and its analysis are mainly based on bench-
marking indicators of cloud performance provided by third parties and less atten-
tion to real empiric data about QoS and QoE of cloud customers [24,25]. From a
methodology point of view the Analytical Hierarchy Process (AHP) [26,27] app-
roach is one of the most popular ways for calculation of criteria weights, relying
on subjective expert opinions and large comparison matrix. Unfortunately, the
increasing of criteria number and DMs/experts results in decreasing consistency
of comparison judgements and requires additional computational and program-
ming efforts.

3 Decision Makers, Alternatives, Criteria

A preliminary step in any MCDM process is the constitution of the team of
decision-makers (DM) and experts.

STEP 1. For simplification, we presume that the evaluation of alternatives
is made based on individual or already integrated group judgements. This study
does not engage in the specifics of individual or group decisions, which are well
explored in several publications [28,29].

3.1 Selecting Target Alternatives.

The next step after the constitution of the decision making body is the definition
of alternatives.

STEP 2. The forming of the target alternatives’ set depends on the needs and
plans of decision-makers and in the majority of the non-complicated situations
can be made without preliminary review and selection. In the opposite case, a
pre-qualification step would be very helpful for improving the selection process.
In our experiment case, we use a dataset of a previous well structured very
detailed study [30] in which after the pre-qualification procedure selected nine
Pareto non-dominated alternatives [31] described without indicating the names
of CS providers as A1, A2, ..., A9. The tasks of the study and the profiles of target
alternatives Ai define the types of criteria to be used for their assessment. Taking
into account the limited volume of the current type of publications, the primary
information for 8 QoS and 8 QoE criteria from the original dataset is employed
shown in Table 1.

STEP 3. The target alternatives can be assessed with parameters that char-
acterize their qualities in technical, economical and other aspects which can be
classified in two main types of criteria - Benefit (Profit) and Non-Benefit (Cost),
depending on how they characterize the contribution or saving of resources. The
optimization for Benefit (Profit) criteria is expressed in the maximal the value,
and for Non-Benefit (Cost) criteria - in the minimal values of the observed param-
eters.
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Table 1. QoS and QoS criteria for CS selection

Quality of Service (QoS) Type Symbol Quality of experience (QoE) Type Symbol

CPU Speed (GHz) B SC1 Response time Bench (B) EC1

Core Concurrency B SC2 Accessability Bench (B) EC2

RAM bandwidth (Gb/s) B SC3 Features Bench (B) EC3

Disk rate (Mb/s) B SC4 Ease of Use Bench (B) EC4

Disk seeks (ops/s) B SC5 Tech. support Bench (B) EC5

Latency (ms) N-B SC6 Customer service Bench (B) EC6

Availability (SLA, %) B SC7 Security Bench (B) EC7

Price (cent/h) N-B SC8 Trust Bench (B) EC8

Legend: B - Benefit; N-B - Non-Benefit; SLA - Service Level Agreement

4 Collection and Normalization of Data

STEP 4. In this step the primary data for alternatives and criteria is prepared
for the selection process in the following sub-steps:

Step 4.1. Constructing of Basic Decision Matrix (BDM) comprising “m”
target alternatives (Ai) which are evaluated with “n” independent criteria (Cj):

BDMm×n = [xij ]m×n;where : i = 1, 2, ...,m; j = 1, 2, ..., n (1)

Usually, the primary data for the observed parameters and criteria are
expressed in different units and scales. To make the initial data comparable
and to combine it into a consistent evaluation process it has to be normalized in
a universal dimensionless format with linear or non-linear methods.

Step 4.2. Linear normalisation is achieved by calculating the proportions
of relative weights “ij” for each primary parameter value xij in all crite-
ria Cj(SCj ;ECj) and formation of Normalized Decision Matrix (NDM) with
Σn

i=1pij = 1:
pij = xij/Σm

i=1xij (2)

NDMm×n = [pij ]m×n (3)

Step 4.3. In addition to the linear normalisation several types of non-linear
normalization can be performed to obtain more differentiated and normalized
performance ratings (ratios) rij and construct the Normalized Performance
Matrix NPMm×n = [rij ]m×n. One of them is the following non-linear variant:

rij = pij/
√

(Σm
i=1(pij)2) (4)

Step 4.4. If necessary, another possible variant for normalization is related
with the maximum and minimum values for “Benefit” (Eq. 5) and “Non-Benefit”
(Eq. 6) criteria:

rij = xij/xmax
j (5)

rij = xmin
j /xij (6)
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5 Objective Weighting of Criteria with Information
Entropy

One of the most important aspects of any MDCM process is the definition of
criteria weights and a popular approach for this task is to assign equal weights to
all criteria. However, such a simplistic approach is not able to take into account
from an objective point of view (supply-side) neither the role and importance
of technical and economic factors nor, from a subjective point of view (demand-
side), the needs and preferences of users and DMs.

One traditional approach to overcome the insufficient knowledge of users is
the introduction of experts whose role is to translate the professional aspects
to users and DMs. The most popular approach in this context is AHP (Sect. 5,
above) which provides a transparent procedure to structure and quantify the
user’s preferences for different factors and criteria. Another also popular app-
roach is the concept of Information Entropy, which is based on objective and
real information about the technical, economic and other parameters available
target alternatives.

As already mentioned in Sect. 2, the conventional one-sided approaches are
usually not able to provide flexible and reliable methods for complex MCDM
problems while the combined approaches can propose more effective solutions in
specific cases [32,33].

Step 5. To ensure the objectivity of analysis this study employs the traditional
Shannon Entropy (SE) approach for definition of criteria weights which can be
integrated into the MCDM. The ”entropy transformation of primary data is
performed as follows:

Step 5.1. Calculating the values of individual Shannon Entropies “seij” for
relative weights pij Eq. (2) for the evaluation criteria in NDM Eq. (3):

seij = −pij × loga(pij) (7)

The individual entropies “seij” can be calculated in different formats depend-
ing on the logarithm basis “a” in Eq. (7). In fact, the different logarithmic for-
mats define only different scales for the transformation of primary data (pij).
Actually, after normalization to some selected level of maximum entropy the
results from all formats are equivalent. In this paper is used the binomial format
log2(pij) which is traditionally preferred in Information Theory and in the area
of Computer and Communication Science.

Step 5.2. Calculation of the total nominal Shannon Entropy for each criterion
“j” as a sum of “i” individual entropies for “m” target alternatives:

SEnomj = Σm
i=1sej = −Σm

i=1wij × log2(wij) (8)

Step 5.3. Calculation of maximal Shannon Entropy SEmax for the set of
“m” alternatives in which all elements have equal weights “pij = 1/m”:

SEmax(m) = −Σm
i=11/m × log2(1/m) = log2m (9)
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Step 5.4. Normalization of SEnomj by comparing it to SEmax(m):

SEnormj = SEnomj/SEmax(m) = ej = −(log2m)−1Σm
i=1pij × log2(pij) (10)

Step 5.5. Calculation of “real entropy criteria weights” recwj :

recwj = ej/Σm
i=1ej (11)

Step 5.6. Calculation of “differed entropy criteria weights” decwj . This trans-
formation is based on an additional data treatment aiming to substitute the
results from the genuine transformation of real empiric data. This treatment is
an attempt to enhance the difference between criteria through a so-called “diver-
gence value dj” which actually represents an arithmetic difference between the
normalized maximal entropy SEmax(m) expressed as “1” and the normalized
nominal entropy (SEnormj = ej):

dj = 1 − ej (12)

decwj = dj/Σm
i=1dj = (1 − ej)/Σm

i=1(1 − ej) (13)

Methodology Remark. According to Eq. (11) the criteria with higher nominal
entropy in Eq. (8) or normalized entropy in Eq. (10) receive higher relative
real weights “recwj” than criteria with lower entropy. In other words, criteria
with more even distribution of information about the resources are considered
formally as more important in the further steps of evaluation and ranking of
alternatives. In real terms and under conditions of free competition, the system
components (criteria) tend to have similar characteristics and similar relative
weights “pi” in the system. At this stage, the MCDM process arrives at a point
of uncertainty, and to overcome this situation there are two main possibilities:

Option 1. To remain in the concept of entropy and to treat the available
primary data for obtaining more “differed” results. Unfortunately, this option
has reduced mathematical capacity since the entropy assessments for different
system configurations produce the same result. Also, this approach continues
to compare the distribution of information within each criterion that may have
different priorities and importance in the overall performance of alternatives for
different users. It looks suspicious how in real life some residual value called
“differed entropy” could create more importance without taking into account
the needs and preferences of users. In our opinion, this approach is formalistic,
but as it is used in several studies we present it in Step 5.6 above and the study
case for comparing its behaviour and efficiency.

Option 2. To optimize the objectivity of entropy by structuring logically the
professional opinions of expert(s) and taking into account the needs and prefer-
ences of users. In our opinion, a logical choice for this option is to use the most
popular AHP concept for subjective criteria weighting as discussed in “Sect. 6”
below.
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Step 5.7. Calculation of normalised weighted values “vij” and forming the
Weighted Normalized Matrix (WNM):

vij = rij .cwj (14)

WNMm×n = [rij .cwj ]m×n = [vij ]m×n (15)

The “real normalized weighted values” and “differed normalized weighted
values” and the Real and Differed WNM are defined as:

rvij = rij .recwj (16)

dvij = rij .decwj (17)

RWNMm×n = [rij .recwj ]m×n = [rvij ]m×n (18)

DWNMm×n = [rij .dedwj ]m×n = [dvij ]m×n (19)

Here is the place to note that the transformation of the original objective
“real entropy criteria weights recwj” into another set of objective-like “differed
entropy criteria weights decwj” can produce very different outputs and distortion
of results. Due to this artificial treatment the distribution of weights between is
usually noticeably perturbed.

If such discussion is purely formal and theoretical, similar treatments might
be regarded as experiments. Yet, in any real selection, such artificially created
“differed reality” drastically transforms and reshuffles the importance of all cri-
teria distancing them far from the situation reflected in the genuine empiric
data. In practice, under the motivation for “data extraction” contained in Eqs.
(14–15) substantial parts of genuine information about some criteria are “expro-
priated” and granted without evident reason to other criteria. Usually, this is
one or two winners - the criteria which in reality have the lowest values of nom-
inal entropy “SEnomj” and its normalized entropy “SEnormj = ej”. In these
types of treatments, the initial big losers are magically transformed into final
big winners. Such perturbation in many cases may be regarded as “data treat-
ment”, but in our opinion, the concept of “extracting additional information”
from relative weights is elusive and non-justified. In our opinion, the decision
makers, experts, and scholars are not in a position to create, produce or invent
additional objective information about the material facts of the real world. For
that reason, in our studies we investigate the evaluations resul of alternatives in
both variants (recw and decw) to explore the difference between them. Based
on several previous experiments in tests in different areas, our preference is for
the variant of “real entropy” as its objectivity is positioned closer to the primary
information about the evaluation criteria parameters. This is confirmed by the
experiments in the “case study” part of this study.
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6 Subjective Weighting of Criteria: Classical
AHP & AHP in Blocks

One of the most popular method for structuring and quantification of experts’
preferences and defining criteria weights is the AHP which combines intuitive
logic and accessible instruments for the calculation of results.

6.1 AHP Classic: Integral Set of Criteria

The classical AHP allows to structure the preferences of experts(users) under the
form of “hierarchy pair-comparisons” whose total number is defined as n(n−1)/2
(Table 2).

Step 6A. To define subjectively the criteria weights (as an opposite app-
roach to the objective criteria weighing in Step 5(1-7) a quadratic Hierarchy
Preference Matrix HPMn×n is constructed in which a hierarchy preference “hp”
values reflect the preference judgement of experts or DMs expressed in the tradi-
tional AHP scale. The values of “1-3-5-7-9” correspond to the verbal assessments
labels“equal importance - moderate importance - strong importance - very strong
importance - top importance”. The interim values “2-4-6-8” are also available
and can be used for more precise definition of hp. In addition, the problem of
criteria weighting in the standard variant of AHP becomes even more compli-
cated if in the selection participate a group of experts or DMs and each of them
expresses an opinion on every “pair-comparison”. Formally, the number of com-
parisons will be multiplied by the number of experts/DMs, but even in small
groups, this will evoke a problem of increasing inconsistency and complicated
reconciliation of their opinions. The rising of number of criteria and experts
increases exponentially the number of comparisons and the size of HPMn×n, as
shown in Table 4.

Table 2. Criteria, experts/DMs and comparisons in AHP

Number of criteria or blocks 2 3 4 5 6 8 10 20 25

Number of comparisons for 1 DM:
n(n− 1)/2

1 3 6 10 15 28 45 190 300

Number of comparisons for 3 DMs:
3n(n− 1)/2

3 9 18 30 45 84 135 570 900

Number of comparisons for 5 DMs:
5n(n− 1)/2

5 15 30 50 75 140 225 950 1500

Legend: DM - Decision Maker

6.2 Adjustment in AHP: Logical Systematization of Criteria in
Blocks

For making the MCDM process more accessible for users is proposed a popular
and pragmatic approach - to decompose the initial complex problem into smaller
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parts and to find for them suitable and specific solutions. In other words, to split
the initial set of criteria in the context of the AHP into blocks that are logically
linked with the properties of the target alternatives or the needs of the users.

Step 6B. Instead of the traditional approach described in Step 6A, the
basic set of criteria is divided and structured in a limited number of blocks
“b” (in our opinion, preferably 3 < b < 5). On this basis, the weights of these
blocks are defined with the classical AHP method. Such decomposition allows to
structure the expression of expert opinions and to frame the subjectivity of their
individual judgements only up to the point of defining the importance of different
blocks. In other words, each block of criteria receives a defined portion of the
primary information and this portion is further distributed among sub-criteria
within the same block.

The “block decomposition” allows to fully exploit an important advantage of
AHP - the possibility to monitor and adjust from the beginning the “hp” values
in matrix HPMb×b from the point of view of users preference and to check
at every step the consistency of the matrix for minimizing the controversies in
judgements about the importance of criteria. If needed, the procedure of “block
decomposition” can be performed at one or several levels, taking into account
that usually for some alternative aspects may be available more information
than for other aspects. The technical criteria can be divided into several blocks
- for computer systems, the blocks may be related to the main components
or functions, such as CPU, memory, storage, accessibility, costs, etc. In our
opinion, it would more appropriate to form blocks that contain both “benefit”
and “not-benefit” criteria related to the same component of the system, rather
than to isolate them in two major groups. This kind of criteria structuring can be
integrated into the algorithms of all evaluation techniques - in our case TOPSIS
and MOORA.

The blocks weights “bw” can be calculated on the basis of pair-comparisons
as hierarchy preferences “hp” in a traditional AHP approach:

bwe = b

√
Πb

e=1hpee)/Σb
e=1

b

√
Πb

e=1hpee) (20)

Σb
e=1bwe = 1 (21)

where “e” is the number of blocks of criteria (e=1, 2,..., b).
For demonstration purposes, the QoS and QoE criteria from the original

dataset are decomposed into 4 blocks as shown in Table 3.

Table 3. Decomposition of QoS an QoE criteria in blocks

Computing Storage Accessibility Finance

CPU speed Cores RAM Disk rate Disk seeks Latency(Net) Availability(SLA) Cost

SC1 SC2 SC3 SC4 SC5 SC6 SC7 SC8

Accessibiliy Functionality Reliability Security

Resp. time Access Features Ease of use Tech.support Cust.service Securiy Trust

EC1 EC2 EC3 CE4 EC5 EC6 EC7 EC8
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For demonstration purposes, the criteria weights are computed within the
standard AHP approach with hierarchy preferences (hp) being assigned by the
author of this paper (Table 4).

Table 4. AHP (blocks) weights: Hierarchy Preference Matrix in AHP

QoS Blocks Computing Storage Accessibility Cost b
√

Πb
e=1hpee) Block weights (bw)

Computing 1 1/3 1/2 1/2 0,537 0,123

Storage 3 1 1 2 1,861 0,359

Accessibility 2 1 1 2 1,189 0,325

Cost 2 1/2 1/2 1 0,841 0,193

Consistency 0,017 4,357 1

QE Blocks Accessibility Functionality Reliability Security b
√

Πb
e=1hee) Weights

Accessibility 1 1/2 1/2 1/2 0,595 0,142

Functionality 2 1 1 2 1,414 0,337

Reliability 2 1 1 1 1,189 0,283

Security 2 1/2 1 1 1 0,238

Consistency 0,022 4,198 1

On the basis of such decomposition, the internal sub-criteria weights obtained
with the objective entropy approach have to be adjusted with the AHP block
weights. Logically, the blocks which contain only one criterion do not participate
in further AHP, Entropy, or other transformation for calculating their weights,
as their importance is already defined in Step 6B of Sect. 6.2.

7 MDCM Evaluation Techniques

7.1 Technique for Order of Preference by Similarity to Ideal
Solution (TOPSIS)

In the TOPSIS evaluation technique, the evaluation and ranking in the MCDM
selection are based on comparing their minimal and maximal Euclidean distances
from the respective positive and negative ideal solutions.

STEP 7. Identification of TOPSIS “Value best rating” (v+
j ) and the ”Value

worst rating” (v−
j ) for all target alternatives in all criteria on the basis of nor-

malized weighted values vij defined in Sect. 5, Step 5.7/Eq. (14–19).
Step 7.1. Calculation of Euclidean distances as worst and best “Separation

measures” Sm−
i or Sm+

i for each target alternative from respective v−
j and v+

j

values in each criterion:

– worst Euclidean distance for each alternative Ai:

Sm−
i =

√
Σn

i=1(vij − v−
ij)2 (22)
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– best Euclidean distance for each alternative Ai:

Sm+
− =

√
Σn

i=1(v
+
ij − vij)2 (23)

Step 7.2. Calculation of the “Similarity value” Sv∗
i of ideal worst solution for

each alternative Ai:
Sv∗

i = Sm−
i /(Sm+

i + Sm−
i ) (24)

STEP 8. Ranking the results for Sv∗
i from the point of view of optimization

for maximal values. TOPSIS is a very logical and structured method, but being
based on Euclidean distance it can produce in some situations assessments values
with higher spreads of extreme values (max − min) and lower levels of entropy.
As a result, it tends to present relatively lower competition among competitors,
by enhancing the advantages of leaders and the disadvantages of losers. In some
casees, these could be misleading and for that reason, at the final stage of MCDM
more structured methods like TOPSIS should be used in combination with other
method(s) containing different assessment logic - like MOORA in this study.

7.2 Multi-objective Optimization by Ratio Analysis (MOORA)

MOORA is one of the most accessible and universal approaches for multi-criteria
optimization and decision-making. It is more transparent, intuitive, and easy for
computation than other concepts, such as TOPSIS. At the same time, thanks
to the compensatory concept it can handle complex tasks including multiple
controversial criteria. The simplicity of evaluation allows to combine MOORA
with other methods without complicated calculations. A popular combination
of MOORA with the Information Entropy concept allows to address the needs
for an objective definition of evaluation criteria. It is used for different MCDM
problems and includes the following steps:

Step 7. Calculation of MOORA “Alternatives’ Assessments” AAj for each
alternative by adding the “benefit values” bvij and subtracting the “cost val-
ues” cvij on the basis of normalized weighted values vij defines in Sect. 5, Step
5.7/Eq. (15–19) in the variants 0f of recwj and decwj :

AA(rvi) = Σg
j=1rvij − Σn

j=g+1rvij (25)

AA(dvi) = Σg
j=1dvij − Σn

j=g+1dvij (26)

Step 8. Ranking the results in descending order - the best alternative has the
maximal value of AAi.

8 Integration and Sensitivity Analysis of QoS/QoE
Assessments

In the majority of selection procedures, the MCDM process is usually based on
one set of criteria reflecting different technical, economic, and other parameters.
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This is a straightforward approach that is often used for CS selection as it looks
relatively simple and easy to handle. In this respect, the combined “AHP-block
& SE” approach contributes to optimizing the assessment process and producing
consistent results with each of the QoS and QoE sets of criteria. However, Cloud
Computing is a very specific technology sector - in an industry specialized for
intensive and accurate data processing the experts and DMs have the possibility
and the responsibility to ensure reliable performance and to monitor it both on
the supply-side (data supplied by provider) and the demand-side (data collected
from users). In reality, the simple comparison of the assessments for the two sets
of QoS and QoE criteria can produce important differences and create ambiguity
and uncertainty for DMs and users in the final stage of the MCDM process. To
resolve this problem an additional integrations of the results can be performed
in the different assessment techniques.

The generalization of these two aspects in one single number is another chal-
lenging task and in our study, we approach it by integrating the results of QoS
and QoE assessments in two popular ways.

8.1 Arithmetic Average of Alternatives’ Assessments

One option for accessible for integration of results is to calculate the weighted
sum for AAi(QoS) and AAi(QoE) for each target alternative:

WS(AA)i = a.AAi(QoS) + (1 − a).AAi(QoE) (27)

where “a ∈ (0, 1)” is the preference weight for QoS; and “1 − a” - for QoE.
The values for “a” can be defined on the basis of DM or experts judgements

taking into account the user’s preferences for these aspects. The most popular
and accessible approach is to assign equal weights for both QoS and QoE values
as shown in Eq. (27) where it takes the form of arithmetic average:

A(AAi) = (AAi(QoS) + AAi(QoE))/2 = 0, 5.AAi(QoS) + 0, 5.AAi(QoE) (28)

However, such an approach is very simplistic and cannot take into account the
users’ preferences and the distribution of information between “AAi” in the
different techniques.

8.2 Product of Alternatives’ Assessments

A second option for accessible integration of assessment results is to calculate
the weighted product for AAi(QoS) and AAi(QoE) for each target alternative:

WP (AAi) = a.AAi(QoS) × (1 − a)AAi(QoE) (29)

where “a ∈ (0, 1)” is the preference weight for QoS; and “1 − a” - for QoE.
As in Eq. (30) the values for “a” can be defined by DM’s or experts’ judge-

ments taking into account the user’s preferences for these aspects. The most
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popular approach is to assign equal coefficients for both QoS and QoE values as
shown in Eq. (33):

Product of Alternatives Assessments:

P (AAi) = AAi(QoS) × AAi(QoE) (30)

8.3 Sensitivity, Statistics and Entropy of Integrated Assessments

To improve the reliability of final assessments it is necessary to compare not
only the ranks but also the values of “AAi” and their main descriptive statistics
(mean, minimal, maximal values) for QoS and QoE evaluations. The values of
“a” and consequently of “1 − a” in Eq. (30) can be defined by DMs to reflect
the preferences of users and, also, in our opinion, the reliability of information
contained in QoS and QoE criteria. A specific task of the sensitivity analysis of
WP (AAi) and WS(AAi) is to identify the different values of “a” as transition
points where the preference is transferred from leaders in QoS to leaders in QoE.

Such an approach allows to explore with more details the influence of different
techniques on the role of each alternative in the interim and the finally integrated
assessments.

9 Conclusion and Further Research

In this paper, we discussed several methodology adjustments which are logically
combined for improving the different algorithms of the MCDM approach for
the selection of CS based on the combination of AHP(blocks) and Information
Entropy methods. In the first stage, the set of evaluation criteria is logically
decomposed into a reasonable number of blocks which weights are defined with
a more compact AHP matrix with a reduced number of transparent comparisons.
In the second stage, with a data-driven Information Entropy concept the weights
of criteria within each block are objectively defined on basis of real values for
quantitative and quantifiable parameters.

This hybrid approach is adapted for further application in a real case study
based on QoS and QoE criteria with popular MCDM evaluation techniques like
TOPSIS and MOORA. Finally, the assessments of QoS and QoE in each tech-
nique are integrated and ranked. A sensitivity analysis of final results allows to
enhance the importance of objective empiric information and to flexibly adapt
the AHP-block modelling to the specific needs and preferences of different users.

This comprehensive methodology concept is tested with a reliable and pub-
licly available dataset in the case study part of this report in a selection of
CS which is adapted for the needs of individual mass users and small educa-
tional institutions under conditions of social containment. The methodological
advances proposed in this study are transparent and accessible having a univer-
sal character that can be applied for supporting the MCDM process not only for
Cloud Services selection but also in a large number of other areas.
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Abstract. In the methodology part of this study, we introduced a com-
bined “AHP(blocks) and Entropy” approach for improving of Multi-
Criteria Decision Making (MCDM) for Cloud Services (CS) selection. On
this basis, we optimize the combination of professional experts’ opinion
and objectivity of entropy criteria weighting. In this second part, we test
our findings on an existing universal dataset with Quality of Service (QoS)
and Quality of Experience (QoE) criteria and adapting for the needs of
individual users and small education organisations under conditions of
COVID-19 pandemics.

Keywords: cloud computing · multi-criteria analysis · decision
making · Quality of Services · Quality of Experience · TOPSIS ·
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1 Introduction

The MCDM selection of appropriate Cloud Services [1] has to consider diverse
factors related with technical performance, pricing schemes, levels of quality,
security, and technical support, etc. [2]. Basically, these characteristics can be
grouped and assessed separately in two main aspects: Quality of Service (QoS)
and Quality of Experience (QoE) [3,4].

One of the most challenging tasks in CS selection is the balanced aggrega-
tion of subjective expert judgements with the abundant and objective technical
data. The competition of CSs increases the need to develop more accessible and
effective approaches which will facilitate the understanding and integration of
users and DMs in the MCDM process [5].
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In the first methodology part of our study, we introduced an original approach
which purpose is to frame the subjectivity of experts with the Analytical Hierar-
chy Process (AHP) [6,7] by systematizing the evaluation criteria in blocks and on
this ground to perform more structured criteria weighting within these blocksin
combination with the data-driven approach of information entropy. Taking into
account the complexity of CC technology and for obtaining more representative
results we integrate this hybrid approach with two assessment techniques that
are based on different, intuitive, and accessible mathematical logic, and at the
same time are very popular for MCDM in large areas [8,9], including for selection
of CS:

– Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS)
[10]

– Multi-Objective Optimization based on Ratio Analysis (MOORA) [11–13];

In this publication, we apply the hybrid “AHP(blocks) & Entropy” [14] app-
roach in a case study based on two public data sets including criteria for the
Quality of Services (QoS) and Quality of Experience (QoE). The case study fol-
lows the MCDM algorithm from data collection to final integration of QoS and
QoE with detailed analysis of interim and final results.

The purpose of our methodological findings and practical experiments is to
improve the accessibility and efficiency of the AHP and entropy approaches for
providing flexible, transparent, and intuitive mechanisms, applicable for selec-
tions in wide areas by a large number of users in the Information Technologies
and other sectors.

The rest of this paper has the following structure: Sect. 2 - Case study
modelling for MCDM; Sect. 3 - Objective criteria weights: “real” v/s “differed”
entropy; Sect. 4 - Subjective criteria weights: “classic AHP” & “AHP in blocks”;
Sect. 5 - CS selection with QoS and QoE criteria; Sect. 6 - CS comparative evalu-
ation: TOPSIS and MOORA; Sect. 7 - Integration of QoS and QoE assessments;
Sect. 8 - Conclusions and future research; 9 - Acknowledgements; References.

2 Case Study Modelling for MCDM

In the Information and Communication Technologies (ICT) sector the overall
design, technology performance and quality assurance are combined in the so-
called “Quality of Service (QoS)” concept [15] which is composed of three compo-
nents: Service Strategy; Service performance; Customer Results. In a narrower
context, QoS contains mainly “Service performance” parameters reported by
Cloud Service Providers (CSPs), and on this basis, they can be considered as
“supply-side” criteria. On the other “demand-side” are the parameters linked
to the results obtained by users, or in other words, QoE reflects the “degree of
delight or annoyance of users of an application or service resulting from the ful-
filment of their expectations in the light of their needs and preferences” [16,17].
The selection of CS includes the main steps of the MCDM process with adapta-
tion to the specifics of the CC sector.
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2.1 Step 1 - Decision-Makers and Experts

In this case study for simplification purposes, we presume that the evaluation is
based on individual or already integrated group judgement. This paper does not
engage in the organizational specifics of an individual or group decisions, which
are well discussed and developed in several publications [18,19] .

2.2 Step 2 - Target Alternatives

Our experiment includes nine alternatives of popular CSs with different tech-
nical and cost parameters. To avoid brand sympathies they are masked as
A1, A2, ..., A9 without indication for suppliers packages or names. All alterna-
tives have universal profiles and can be used for different applications depending
on the needs of users. The relatively short list of these target alternatives is a
result of a preliminary selection in the a.m. study based on the concept of Pareto
optimization in a non-dominated solution [20], which creates a basis for strong
competition among them during the MCDM process.

2.3 Step 3 - Evaluation Criteria

The profiles of CS alternatives Ai define the types of criteria to be used for their
valuation. For QoS criteria, the dataset contains Service Performance Statistics
(SPS) reported by CSPs or monitored by third parties. For QoE criteria, the
original dataset includes Customer Feedback Statistics (CFS) which is reported
to contain feedback assessments from real cloud customers provided in a recent
and comprehensive study by A. Hussain & et al. [21]. In our case study, the
original data set was rearranged by dividing the criteria into logically structured
blocks for addressing the specific needs of individual users and small educational
institutions for distance learning and home working under conditions of social
containment related to COVID-19.

Step 3.1. MCDA is usually based on one set of criteria based on technical,
economic, and other parameters. The assessment criteria can be based on real
parameters or transformed benchmarks values under the form of quantitative
measurements or verbal qualitative judgements. In this study, we apply the 2
sets used in [21] containing 8 quantitative criteria for QoS and QoE as shown in
Table 1.

Step 3.2. The classification of “Benefit (Profit)” and “Non-Benefit (Cost)”
criteria depends on how they characterize the contribution or saving of resources.
The optimization for Benefit (Profit) criteria is expressed in maximal values; for
Non-Benefit (Cost) criteria - in minimal values.

2.4 Step 4 - Collection and Normalization of Data

The collection and preliminary normalization of primary data includes the fol-
lowing steps:
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Table 1. QoS and QoE evaluation criteria for CS selection; B - Benefit; N-B - Non-
Benefit; SLA - Service Level Agreement

QoS - Service Criteria Type Symbol QoE - Experience Criteria Type Symbol

CPU Speed (GHz) B SC1 Response time Bench (B) EC1

Core Concurrency B SC2 Accessability Bench (B) EC2

RAM bandwidth (Gb/s) B SC3 Features Bench (B) EC3

Disk rate (Mb/s) B SC4 Ease of Use Bench (B) EC4

Disk seeks (ops/s) B SC5 Tech. support Bench (B) EC5

Latency (ms) N-B SC6 Customer service Bench (B) EC6

Availability (SLA%) B SC7 Security Bench (B) EC7

Price (cent/h) N-B SC8 Trust Bench (B) EC8

Step 4.1. Construction of Basic Decision Matrix (BDM) comprising “m” tar-
get alternatives (Ai) which are evaluated with a set of “n” criteria Cj (in our
case “Service Criteria SCj” and “Experience Criteria ECj”).

The primary data for 6 “Benefit” and 2 “Non-Benefit” QoS criteria according
the to original study [21] are displayed in Table 2. The primary values of the QoE
criteria are expressed in the format of benchmarks as 8 Benefit criteria according
the to same original study, as displayed in Table 3.

Table 2. Basic Decision Matrix with Quality of Service (QoS) criteria

Alternatives (Ai)/QoS Criteria (SCj) SC1 SC2 SC3 SC4 SC5 SC6 SC7 SC8

Types of QoS Criteria (SCj) B B B B B N-B B N-B

A1 2,16 9,3 6,8 512 135 44 99,96% 96

A2 2,13 16 6,8 512 135 47 99,95% 144

A3 1,67 7,4 5,8 538 1690 42 99,97% 23,8

A4 2,57 7,9 6,3 36 53 45 99,95% 62,4

A5 2,40 3,9 5,9 36 53 47 99,98% 31,2

A6 2,04 5,6 7,4 321 1797 47 99,99% 136

A7 2,06 3,3 7,6 321 1797 46 99,97% 68

A8 2,38 5,3 9,6 99 130 53 99,95% 56

A9 2,46 3,0 9,6 99 130 53 99,95% 28
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Table 3. Basic Decision Matrix with Quality of Experience (QoE) criteria

Alternative (Ai)/QoE Criteria (ECj) EC1 EC2 EC3 EC4 EC5 EC6 EC7 EC8

Types of QoE Criteria (ECj) B B B B B B B B

A1 3,05 3,20 2,56 3,62 1,60 3,73 2,25 2,61

A2 3,70 3,11 3,10 3,15 3,38 2,83 3,16 3,53

A3 3,74 3,05 3,00 2,80 3,37 2,66 3,99 3,44

A4 3,61 3,24 2,82 3,03 3,35 2,67 4,17 3,46

A5 4,67 4,02 2,51 3,70 4,70 3,06 4,27 4,57

A5 4,67 4,02 2,51 3,70 4,70 3,06 4,27 4,57

A6 4,58 4,18 2,30 4,45 4,60 2,60 4,30 4,56

A7 3,95 3,44 2,59 3,39 3,75 2,63 3,76 3,84

A8 3,64 3,13 2,51 3,23 2,73 2,54 2,83 3,32

A9 4,08 3,53 3,37 2,98 2,71 2,85 3,53 2,77

As QoS and QoE are expressed in different units and scales, they are normal-
ized under the format of dimensionless values in the interval (0, 1), which are
more suitable for further use and comparisons. Depending on the type of further
evaluation the normalization can be achieved in several ways.

Step 4.2. Linear normalisation by calculating the proportions of relative
weights “pij” for each parameter value (xij with Σn

i=1xij = 1) in all criteria
“Cj” and formation of the Normalized Decision Matrix (NDM):

pij = xij/Σm
i=1xij (1)

The outputs of this normalization are used as inputs in other non-linear normal-
izations and in the Information Entropy transformation in Step 5.

Step 4.3. Constructing the Normalized Performance Matrices NPMm×n =
[rij ]m×n which will be used for obtaining a quadratic sum adjusted performance
“ratings (ratios) rij” in NPMm×n = [rij ]m×n, which is used in the TOPSIS and
MOORA valuations:

rij = pij/
√

(Σm
i=1(pij)2) (2)

The normalization aspect should not be underestimated, since different for-
mats produce different values which contribute to the differentiation of results
in different evaluation techniques.

3 Objective Criteria Weights: Real v/s Differed Entropy

From methodology point of view one of the main purposes of this paper is to
compare the role and influence of “real entropy criteria weights recwj” and
“differed entropy criteria weights decwj” in the selection of CS.

The main advantage of real parameters criteria is their objectivity. For that
reason our MCDA starts with criteria weighting based on “real entropy” as
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a first approximation and reference stage for further stand-alone or combined
evaluation methods. In other words, the classical “real entropy” allows to the
primary data to act as objective factors for defining the weights of criteria.

3.1 Real and “Differed” Entropy in the Weights QoS Criteria

The entropy weights of QoS criteria for both “real entropy recwj” and “differed
entropy decwj” are displayed in Table 4.

Table 4. QoS criteria weights in real and differed Shannon Entropy (SE)

QoS Criteria CPU speed Cores RAM Disk rate Disk seeks Latency Availbility Cost

SC1 SC2 SC3 SC4 SC5 SC6 SC7 SC8

SE(recwj) 0,138 0,129 0,137 0,098 0,095 0,138 0,138 0,127

SE(decwj) 0,004 0,083 0,009 0,382 0,417 0,002 0,00001 0,103

The distribution of information is more balanced among “real entropy criteria
weights recwj” indicating for active competition interactions between the CSPs
and their search to configure well structured and effective cloud instances and
services. Also, the “real entropy” approach is much more logical than the plain
simplicity in the popular but artificial allocation of equal weights for all criteria.

The variant with “differed entropy” results in drastic perturbation of weights.
Nearly 80% of genuine information is expropriated from the majority of key
criteria for being granted to only two “super-champions” parameters - Disk rate
(38,2%) and Disk seeks (41,7%). The peculiar logic of such treatments is that
they enhance the importance of criteria with the lowest levels of nominal and
normalized entropy (SEnomj and SEnormj) - in other words, for those which
were initially better placed to capture the difference between the alternatives
without any additional manipulation. Not surprisingly, the most deprived after
such “reallocation of information” are the parameters and components with a
key role in the system and the areas with the most aggressive competition among
suppliers. In our case these losers are: CPU speed (0,2%), RAM (0,9%), Latency
(0,2%), and Availability (0.001%). Such neglecting and discriminative attitude
leads in practice to the elimination of these criteria, as their combined “differed
importance” is reduced according to artificial “differed reality” to only 1,5% -
a value comparable with the usually acceptable level for a statistical mistake.

3.2 Real and “Differed” Entropy in the Weights of QoE Criteria

The situation is very similar for entropy weighting of QoE criteria - the results
for real (recwj) and differed entropy (decwj) are displayed in Table 5.
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Table 5. QoE criteria weights in real and differed Shannon Entropy (SE).

QoE Criteria Resp. time Access Features Usability T. Support C. Service Security Trust

EC1 EC2 EC3 EC4 EC5 EC6 EC7 EC8

SE(recwj) 0,126 0,127 0,127 0,118 0,125 0,126 0,126 0,126

SE(decwj) 0,028 0,023 0,026 0,616 0,147 0,024 0,071 0,061

Being based on the primary data the real entropy weights for QoE criteria
are more evenly distributed among all criteria than in the case of QoS reflect-
ing a stronger competition among the CS alternatives from the point of view of
the users (demand side). As expected, here also the “differed entropy” perturbs
the importances and creates with even less reason one “super-hero” criterion -
Usability (61,6%). At the same time, the majority of other key criteria are prac-
tically neglected - Response time (2,8%), Accessibility (2,3%), Features (2,6%),
Customer Service (2,4%). After a similar transformation, the link with the real
world is lost, and the MCDM process risks to be corrupted and to produce
misleading results at a stage of final evaluations.

A logical question in this situation is: “What to do?”. In other words, where
and how to find parameters and criteria with lower entropy - in fact, with lower
competition between alternatives. Even if such abstraction is possible, it would
logically lead to the practical neglecting of criteria with higher levels of entropy.
If the “differed entropy” is preferred, the DMs and experts should consider what
is the real content in the values of the differed entropy criteria weights “decwj”,
and how to ensure the objectivity of the MCDM. In our opinion, the idea of
“the extracting additional information” from relative weights is illusive and non-
justified. The decision-makers, experts, and scholars are not in a position to
create, produce or invent objective information based on simplistic arithmetic
operations with entropy values. Criteria should be neglected even if they have a
high level of entropy, except in the case when all alternatives have equal param-
eter values for some criteria. Nevertheless, in our opinion, the entropy approach
is a very robust method for objective treatment of data and in our studies, the
“real entropy” variant will be preferred for defining criteria weights.

4 Subjective Criteria Weights: “Classic AHP” & “AHP
in Blocks”

One of the most popular approaches to defining criteria weights is AHP [22] and
this is due to the fact that it provides a transparent structure with intuitive
understanding and accessible tools for quantification of preferences in compar-
isons between criteria. The traditional AHP is a convenient option for selection
cases with a limited number of criteria, alternatives, and experts. However, its
application in cases with more experts and criteria results in the exponential
increase of computing efforts and inconsistencies between pair-comparisons.

To solve this problem this study divides the evaluation criteria in logically
structured blocks (groups). The calculation of the hierarchy importance of blocks
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is defined on the same principles as in the standard AHP pair-comparisons whose
total number is defined as n(n − 1)/2. As shown in Table 4, the grouping of 8
criteria in 4 blocks reduces the number of comparisons made by one expert
or DM more than 4,67 times (from 28 to 6, or 28/6 = 4,67), representing an
important improvement in the MCDM process (Table 6).

Table 6. Pair-comparisons by one Decision Maker: AHP (classic) v/s AHP(blocks)

AHP (classic) AHP (blocks)

Number of compared items (blocks or criteria): n 8 4

Number of AHP comparisons: n(n− 1)/2 28 6

The logical structuring of criteria in blocks allows to fully exploit other impor-
tant advantages of AHP: a) to model flexibly experts opinions by adjusting the
hierarchy preference “hp” values according to experts and users preferences; b)
to check the consistency of HPMb×b for avoiding the serious eventual contro-
versies in the judgements of different experts about the importance of criteria.
Theoretically, the procedure of “block grouping” can be performed at one or
several levels, taking into account that often more criteria or alternatives have
be to considered in practice. For example, technical criteria may be divided into
several sub-blocks - for hardware components, this could be CPU, RAM memory,
disk storage where each sub-block can contain a reasonable number of parame-
ters. Moreover, in such a case the experts will be facilitated to express opinions
only in the areas of their specialisation.

5 CS Selection with QoS and QoE Criteria

Only few years ago the Cloud Computing (CC) business model was oriented
mainly for large business and public organizations. Since 2019, under the con-
ditions of limited social mobility related to COVID-19, the CC sector is rapidly
becoming a key factor in an increasing number of public and private activities
and users. In such a situation, the selection of CSs becomes more dependant on
the needs of users that have different profiles - from large public and business
organizations (ministries, banks, health care organization, education institutions,
social services) to individual mass users (families, employees, patients, students).

CC is a capital-intensive sector based on sophisticated equipment and soft-
ware which functioning is characterized by tens and hundreds of parameters in
the so-called “Quality of Service” concept. The technical data announced on the
supply-side from CSPs are abundant and even in normal conditions prevails in
the multi-criteria analysis for selection of CS. On the demand side, the satisfac-
tion of users about the results from CS is measured in the Quality of Experience
(QoE) context.
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5.1 Cloud Services Selection with QoS Criteria

To choose the appropriate configuration of CC, the users need to clarify their
profiles as consumers of computing resources and services in relation to their
activities and applications. It is important to understand basically how differ-
ent technical components and parameters (CPU, RAM, Disk storage, Network)
affect the so-called “concurrency” and “connections” in the cloud information
processes. Connectivity assesses the number of requests for establishing new con-
nections, that can be handled (per second) by a cloud server. Within HyperText
Transfer Protocol (HTTP) the data transfers include the Transmission Control
Protocol (TCP), which requires the so-called “three-step handshake” to be suc-
cessfully established across the network between the users and the server. Such
data exchanges require adequate amounts of processing capacities that depend
on CPU and network properties. In brief, the network speed impacts the data
flows, and CPU speed impacts the processing of these data. The constraints of
these resources reduce the number of connections per second that can be estab-
lished by the CS instance. Further, after a successful TCP “three-step hand-
shake” is established this request becomes an active connection and enters in
the contingent of concurrently supported client-server links. In other words, the
“concurrency” is a measure for the number of connections that can be simul-
taneously maintained by a “loud instance”, and at that stage, the storing of
active connections in its state table depends on the volume and parameters of
RAM available in the CS. Indeed, the connections are established with the aim
to access, treat and store data, which depend on the volume and properties of
the different disk storage components. To summarize, different components have
different roles in CS: connectivity depends on CPU and network; concurrency -
on RAM; data storage - on different disks parameters.

The social containments under conditions of COVID-19 accelerated the trend
for more active utilization of CSs in education sector for “distant learning” and
“home working”. In the new situation, different users have various views and
rationale for optimizing their computing resources. For example, in the edu-
cation sector several players interact with different roles, needs and financial
possibilities - central institutions, large universities, specialized institutes, high,
middle and primary schools, teaching personnel, students from different schools
and ages. The interpretation of needs and preference of the large variety of group
and individual users in a challenging task [23]. In this situation, we present an
attempt for generalisation of preferences of different users for the main aspects
of CS performance in the education sector (Table 7).

Table 7. Users priorities in education for QoS in CS.

Users Computing Storage Networking Cost Cost payer Scale economies

Premium high-mid high-mid high-mid low End-user - indirect high

Middle high-mid high-mid mid-low low End-user - indirect high-mid

Small mid-low mid-low mid-low mid-low End-user - (in)direct mid-low

Mass end-user low mid-low mid-low mid-low End user - direct low
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For demonstration purposes, the criteria in the QoS set are split into 4 blocks:
Computing capacity, Storage space, Accessibility, and Costs. In Table 8 is pre-
sented the variant of AHP(blocks) weighting based on the need for mass users
and small and mid-size educational institution who’s priorities are related with
reliable storage and accessibility for a predictable and limited number of clients.

Table 8. QoS criteria weighting in AHP(blocks): Hierarchy reference Matrix (HPM)

QoS Blocks Computing Storage Accessibility Cost b
√

Πb
e=1hpee) Block weights (bw)

Computing 1 1/3 1/2 1/2 0,537 0,123

Storage 3 1 1 2 1,861 0,359

Accessibility 2 1 1 2 1,189 0,325

Cost 2 1/2 1/2 1 0,841 0,193

Consistency 0,017 4,357 1

An indication for the possibilities of the AHP(blocks) method and the quality
of its application in this research is the very low value of Consistency Ratio
(0,017), while the maximal reference value for acceptance is 0,1. On the basis of
block weights, the entropy criteria weights within the blocks in the case of QoS
are displayed in Table 9 in the variants of “real entropy criteria weights recwj”
and “differed entropy criteria weights decwj”

Table 9. QoS criteria weights: AHP(blocks) with real and differed entropy

QoS Blocks Computing Storage Accessibility Cost

Block weights(bw) 0.123 0,359 0,325 0,193

Methods/Criteria SC1 SC2 SC3 EC4 SC5 SC6 SC7 SC8

SEnomj 3,159 2,971 3,148 2,26 2,173 3,166 3,169 2,922

SEmax(9) 3,17 3,17 3,17 3,17 3,17 3,17 3,17 3,17

SEnormj 0,997 0,937 0,993 0,712 0,686 0,999 0,999 0,922

SE(rewj) 0,138 0,129 0,137 0,098 0,095 0,138 0,138 0,127

dj = 1 − SEnormj 0,003 0,063 0,007 0,288 0,314 0,001 0,0001 0,078

SE(dewj) 0,004 0,083 0,009 0,382 0,417 0,002 0,00001 0,103

AHP (block)&SE(recwj) 0,042 0,039 0,042 0,200 0,15 0,162 0,162 0,193

AHP (block)&SE(decwj) 0,006 0,106 0,012 0,109 0,249 0,3249 0,0001 0,193

We can observe, that based on the AHP(blocks) weights “bw” each block is
allocated a fixed “quot” of importance. Logically, the blocks which contain only
one criterion do not participate in further Entropy transformation for calculat-
ing their weights, as their importance is already defined. Due to that fact, the
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objective entropy weighting is framed on the level of each block and the distribu-
tion of importances does not affect the criteria from other blocks. Logically, this
contingency approach allows reducing an eventual drastic reallocation of weights
in the variant of “differed entropy”.

5.2 Cloud Services Selection with QoE Criteria

CS can also be assessed with the so-called QoE criteria which rely on feed-
back from users and reflect the demand-side view on performance. Their role is
important if and when their statistics are constantly available, reliable, and rep-
resentative for a large number of real clients. At the same time, the QoE ismore
challenging to measure than QoS, as it includes not only technical but also psy-
chology and behaviour aspects. Very often the QoE data is not transparent about
the profile of responding users.

Taking into account all the above-mentioned considerations, QoE can still
be useful for small companies and mass-users, who usually do not have enough
in-house knowledge to monitor and assess the combination of sophisticated tech-
nologies and conflicting criteria. In this situation, the need for more intuitive
indicators that measure the satisfaction from using CS leads to framing the QoE
criteria in terms of benchmarks without specific units and without the complica-
tion related with “Benefit” or “Non-Benefit” parameters. In practice benchmarks
can be considered to have a “Benefit” profile - for users higher benchmark values
reflect better results and higher satisfaction.

For demonstration purposes, in our study, the set of eight QoE criteria from
the original study [21] is split into 4 blocks each containing two criteria and
their weights are computed on the hierarchy preferences values hp defined by the
author (Table 10). As in the case of QoS, they reflect the preferences of an indi-
vidual client (family, student)and small education organizations (local schools
with a smaller number of personnel and pupils). Such users are less experienced
in IT, and for that reason, they are more interested in “Functionality” and “Reli-
ability” aspects for their routine day-to-day use. In this simulation, “Security”
and “Accessibility” are not considered as very top issues for education applica-
tions and programs, as it would be the case be for sensitive private or financial
data in health, banking, and insurance services. As in the case of QoS, an indi-
cation for the possibilities of the AHP(blocks) method and the quality of its
application in this research is the very low value of Consistency Ratio (0,022).

Table 10. QoE criteria weighting in AHP(blocks): Hierarchy reference Matrix (HPM)

QoE Blocks Accessibility Functionality Reliability Security b
√

Πb
e=1hee) Weights

Accessibility 1 1/2 1/2 1/2 0,595 0,142

Functionality 2 1 1 2 1,414 0,337

Reliability 2 1 1 1 1,189 0,283

Security 2 1/2 1 1 1 0,238

Consistency 0,022 Σ 4,198 1
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The results of the Entropy weighting of criteria within the blocks are dis-
played in Table 11 in the variants of “real entropy criteria weights recwj” and
“differed entropy criteria weights decwj”. The internal criteria weights (obtained
objectively with the real and differed entropy approaches) are adjusted with the
AHP(blocks) weights to participate adequately in the evaluation of alternatives.

Table 11. QoE criteria weights: AHP(blocks) with real and differed entropy

QoE Blocks Accessability Functionality Relibility Security

Block weights (bw) 0.142 0,337 0,283 0,238

Methods/Criteria EC1 EC2 EC 3 EC4 EC5 EC6 EC7 EC8

AHP (block)&SE(recwj) 0,071 0,071 0,175 0,162 0,141 0,143 0,119 0,119

AHP (block)&SE(decwj) 0,078 0,064 0,014 0,323 0,239 0,044 0,128 0,111

As in the case for QoS, the preliminary AHP(blocks) weighting frames the
distribution of preferences and each block is allocated a fixed “quota” of impor-
tance. Here also the “differed entropy” inevitably provokes perturbations and
creates two “differed leaders” - “Ease of use” (EC4 = 32,3%) in the “Function-
ality” block and Technical support (EC5 = 23,9% in the “Reliability” block. As
a result the weight of the other criteria in different blocks are reduced from 17 for
EC3 (“Features”) to 4 times for EC6 (“Customer service”). The weights of the
other two blocks (“Accessibility” and “Security”) remain intact. Such a hybrid
approach has several advantages compared to the classical AHP and stand-alone
Entropy methods:

– the subjective experts’ judgements and the data-driven entropy analysis inte-
grate into a balanced and flexible combination the professionalism of experts
and the objectivity of real data;

– the criteria and experts’ opinions from different blocks do not compete with
each other;

– the transparency of the MCDM process is increased, which is particularly
important for the mass users of CS under conditions of social containment
(COVID-19);

– the eventual perturbations due to the application of “differed entropy” are
limited in scale and remain framed within the weights of respective blocks.

6 CS Comparative Evaluation: TOPSIS and MOORA

After the routine procedures of data collection and normalization the assessment
of the nine target alternatives is performed with two renown techniques (TOPSIS
and MOORA) in 4 variants of criteria weights: 1) stand-alone (traditional) real
entropy; 2) stand-alone (traditional) differed entropy; 3) combined AHP(blocks)
& real entropy; and 4) combined AHP(blocks) & differed entropy. For comparison
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purposes, the 8 selections for QoS and QoE are divided into 2 main groups
containing 4 selections with “real entropy weights recwj” and 4 selections with
“differed entropy weights decwj”.

6.1 Evaluation and Ranking Based on QoS Criteria

The final ranking results of the nine CS alternatives based on QoS criteria
are displayed in Table 12 showing that both the winners and losers are clearly
defined. In the variant with real weights The top-3 best alternatives are ranked
as “A3 � A7 � A6. The 3 worst alternatives are ranked as “A8 � A5 � A′′

4 .

Table 12. CS ranking results based on QoS criteria.

Methods/Alternative (Ai) A1 A2 A3 A4 A5 A6 A7 A8 A9

SErecwj − TOPSIS 4 2 1 9 8 5 3 7 6

AHPblock&SErecwj − TOPSIS 4 7 1 9 6 3 2 8 5

SErecwj −MOORA 4 3 1 8 9 5 2 7 6

AHPblock&SErecwj −MOORA 4 5 1 9 7 3 2 8 6

SEdecwj − TOPSIS 5 4 3 9 7 2 1 8 6

AHPblock&SEdecwj − TOPSIS 6 7 1 9 5 3 2 8 4

SEdecwj −MOORA 5 4 1 8 9 3 2 7 6

AHPblock&SEdewj −MOORA 4 5 1 8 6 3 2 9 7

The perturbation of results provoked by the “differed entropy criteria weights
decwj” are more significant in the variant of TOPSIS evaluation (due to
Euclidean distance approach) and less noticeable in the MOORA variant. These
results indicate also that the allocation of block weights in the variant of
“AHP(blocks)” limits significantly the perturbations in the variant of “differed
entropy”.

6.2 Evaluation and Ranking Based on QoE Criteria

The rankings of alternatives based on QoE criteria are displayed in Table 13.
In the variants of real entropy criteria weights “recwj” they are the same in
TOPSIS and MOORA for the “top-3” leaders (A5 � A6 � A7). The “bottom-3”
losers (A3 � A1 � A8) are defined with small differences.

The perturbations of results in TOPSIS and MOORA provoked by the dif-
fered entropy criteria weights “decwj” are very noticeable for the two best
alternatives and especially in TOPSIS. Logically, the perturbations are more
expressed in the stand-alone “differed entropy”, while the variant AHP(blocks)
substantially limits such perturbations which is especially noticeable in the case
of “decwj with TOPSIS evaluation.
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Table 13. CS ranking results based on QoE criteria.

Methods/Alternative (Ai) A1 A2 A3 A4 A5 A6 A7 A8 A9

SErecwj − TOPSIS 8 5 9 4 1 2 3 7 6

AHPblock&SErecwj − TOPSIS 8 4 9 5 1 2 3 7 6

SErecwj −MOORA 9 5 7 4 1 2 3 8 6

AHPblock&SErecwj −MOORA 8 4 9 5 1 2 3 7 6

SEdecwj − TOPSIS 9 6 1 5 2 3 4 7 8

AHPblock&SEdecwj − TOPSIS 8 4 9 5 2 1 3 7 6

SEdecwj −MOORA 6 4 9 5 2 1 3 7 8

AHPblock&SEdecwj −MOORA 8 5 9 4 2 1 3 7 6

7 Integration of QoS and QoE Assessments

The comparative assessments in Sect. 6 confirmed that the combined
“AHP(blocks) & SE” approach is able to produce more structured results for
each of the sets of QoS and QoE criteria. Not surprisingly, however, the compar-
ison between QoS and QoE evaluations shows differences that may create ambi-
guity and uncertainty for DMs and users. In the variants with “real entropy
criteria weights recwj” the evaluations and rankings are more perturbed for
QoS in comparison with QoE. This is due to fact that the primary data in the
QoS criteria reflects real parameters which are more quantitatively diversified
within the alternatives. To resolve this problem we can perform an additional
weighted integration for the results of the Assessments of Alternatives AAi(QoS)

and AAi(QoE) in the different evaluation techniques:

CAAi = a.AAi(QoS) + (1 − a).AAi(QoE) (3)

where “a ∈ (0, 1)” is the preference weight for QoS; and “1 − a” - for QoE.
The value of “a” and consequently of “1 − a” can be assigned by experts

or DMs depending on the preferences of users and, also, in our opinion, on the
reliability of information contained in QoS and QoE criteria. The most common
and accessible approach would be to assign equal weights for both QoS and
QoE ranking values [21]. However, such an approach in some case would look
as simplistic and could not take into account the distribution of information
between “AAi” in the different techniques and the preferences of users.

7.1 Comparative Statistics and Entropy of QoS and QoE
Assessments

For more reliable results this study compares not only the ranks but also the real
values of “AAi” and their main descriptive statistics (mean, minimal, maximal
values) for QoS and QoE evaluations. Such an approach allows exploring with
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more details the influence of different techniques on the behaviour of each alter-
native in both QoS and QoS and, subsequently, in the final integrated results.
The results of QoS and QoE assessments and their descriptive statistics are
presented in Table 14.

Table 14. Descriptive statistics and entropy of evaluation in TOPSIS and MOORA.

TOPSIS MOORA

Alternative QoS QoE QoS/QoE QoS QoE QoS/QoE

A1 0,427 0,483 0,885 0,079 0,288 0,274

A2 0,371 0,591 0,628 0,050 0,324 0,153

A3 0,895 0,336 2,665 0,215 0,285 0,753

A4 0,314 0,578 0,544 0,006 0,324 0,017

A5 0,554 0,753 0,514 0,019 0,378 0,1051

A6 0,707 0,736 0,752 0,088 0,377 0,233

A7 0,347 0,631 1,121 0,138 0,333 0,415

A8 0,412 0,495 0,700 0,018 0,294 0,062

A9 0,895 0,532 0,774 0,036 0,320 0,112

Mean value 0,490 0,570 0,860 0,081 0,325 0,222

Max. value 0,895 0,753 1,188 0,193 0,378 0,568

Min. value 0,314 0,336 0,937 0,037 0,285 0,019

Max/Min 0,581 0,417 1,39 0,209 0,093 2.225

SEnom 3,08 3,14 0,982 2,633 3,163 0,833

In the case of TOPSIS the arithmetic mean for QoS is 0,86 times lower than
for QoE, while the maximum value in QoS is 1,188 times higher than in QoE and
the ratio of “Max/Min” in QoS is 1,39. This reflects a more intense competition
of alternatives in the context of QoE, or, in other words, in the context of QoS
the alternatives are more differentiated than in QoE. These observations are
clearly confirmed by the higher level of nominal Shannon Entropy “SEnom” for
the set of QoE (3,14) than QoS (3,08). Such distribution of information is bound
to produce more competition at the stage of final integrated results in the field
of QoE.

In the case of MOORA, the results are similar to TOPSIS, but the arithmetic
mean for QoS is more than 4 times smaller than for QoE, and the maximum
value of QoS is 0,568 times lower than in QoE. The ratio of “Max/Min′′ is
2.225. As in the case of TOPSIS, these values reflect a more intense competition
of alternatives in QoE which is also confirmed by the higher level of nominal
Shannon Entropy “SEnom′′ for the set of QoE (3,163) than in QoS (2,63). In
this case MOORA produces more differentiated entropy values between QoS and
QoE than TOPSIS which will be reflected in the integration of the final results.
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7.2 Ranking and Sensitivity of Integrated Assessments

In this study, we explore not only the final integrated assessment of alternatives
CAAi and their ranking but also the exact transition value of “a” where the
preference in the final integrated results as per eq. (14) is transferred from the
leaders in QoS to leaders in QoE. The sensitivity analysis of this aspect is very
important to reveal the behaviour of integrated results depending on the users’
preferences between QoS and QoE and to explore them in different assessment
techniques.

The integrated assessments of QoS and QoE criteria for TOPSIS are pre-
sented in Table 15 and for MOORA - in Table 16.

Table 15. TOPSIS integrated assessments of QoS and QoE criteria.

Alternative QoS QoE QoS: QoE TOPSIS QoS: QoE TOPSIS QoS: QoE TOPSIS

value value 25%:75% Rank 56%:44% Rank 75%:25% Rank

A1 0,427 0,483 0,469 8 0,455 7 0,434 4

A2 0,379 0,591 0,536 4 0,481 5 0,399 7

A3 0,885 0,336 0,475 7 0,615 3 0,825 1

A4 0,314 0,578 0,512 5 0,446 8 0,347 9

A5 0,387 0,753 0,661 2 0,570 4 0,433 5

A6 0,554 0,736 0,690 1 0,645 2 0,576 3

A7 0,707 0,631 0,650 3 0,669 1 0,698 2

A8 0,347 0,495 0,458 9 0,421 9 0,365 8

A9 0,412 0,532 0,502 6 0,472 6 0,427 6

In TOPSIS the selecting of the leader is more sensitive on the proportions of
QoS and QoE weights in the integrated assessment, while in MOORA the same
task is less sensitive. In both TOPSIS and MOORA the sensitivity analysis of
integrated results reflects the stronger competition and higher entropy in QoE
compared to QoS criteria.

7.3 Discussion of Integrated Results

The final integration of assessments is another helpful instrument for providing
more flexibility and considering the importance of both supply-side (QoS) and
demand-side (QoE) criteria in the complex selection of SC.
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Table 16. MOORA integrated assessments of QoS and QoE criteria.

Alternative QoS QoE QoS/QoE MOORA QoS/QoE MOORA QoS/QoE MORA

value value 2%/98% Rank 44%/56% Rank 75%/25% Rank

A1 0,079 0,288 0,236 8 0,184 6 0,137 4

A2 0,050 0,324 0,256 5 0,187 5 0,120 5

A3 0,215 0,285 0,268 4 0,250 1 0,239 1

A4 0,006 0,324 0,244 4 0,165 8 0,085 9

A5 0,019 0,378 0,288 2 0,199 4 0,109 6

A6 0,088 0,377 0,305 1 0,232 3 0,163 3

A7 0,138 0,333 0,284 3 0,235 2 0,191 2

A8 0,018 0,294 0,225 9 0,156 9 0,088 8

A9 0,036 0,320 0,249 6 0,178 7 0,108 7

The results show a reasonable level of consensus between TOPSIS and
MOORA for the top-3 alternatives despite the different logic in their algorithms.
The real configuration of competing positions has a profile defined by primary
data, which is “translated” similarly but still not identically by different tech-
niques. TOPSIS is based on measuring Euclidean distances from ideal solutions,
while MOORA is using a more simple additive method. in this case TOPSIS as a
more structured approach produces smaller ratio of “Max/Min” and differences
in the entropy values between QoS and QoE than the additive logic of MOORA.

When using more than one evaluation technique the reaching of a full con-
sensus is practically impossible but the results can be used for cross-validating
and increasing the level of confidence in the MCDM process. In this specific case,
the integrated results of TOPSIS and MOORA are similar and without major
critical controversies.

It is important to note that these results were obtained on the basis of the
hybrid and novel “AHP (blocks) & real entropy” hybrid approach. The results
based on the “differed entropy” approach reflect less logic in the evaluation
and more perturbations in the ranking of alternatives. The sensitivity analysis
indicates that it would be more appropriate for the experts to add efforts for
clarifying the real needs of users than on creating differed realities. This sensi-
tivity analysis also confirms the view that relying on the simplistic approach of
equal distribution of weights in the MDCM (as in this case the “50/50” equal-
isation of weights between Qos/QoE) should not be considered as reliable and
in many situations can be misleading for the users. For that reason, the DMs
should define clearly their subjective preference for QoS or QoE in the selection
of CSs.

8 Conclusions and Future Research

This paper presented the practical application of several methodology advances
and adjustments in the MCDM for the selection of Cloud Services on the basis
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of QoS and QoE criteria. The logically structured “AHP(blockS)” approach
allows to systematize and frame more effectively the subjective opinions of profes-
sional experts for combining them with the very robust and data-driven entropy
method for objective criteria weighing. On this basis the analysis of the role of
real and differed entropy demonstrated the advantages of applied studies based
on real data and parameters.

The methodological findings were tested in a comprehensive case study for
selecting CS based on a recent and publicly available datasets with QoS and QoE
criteria. Thanks to the flexibility of the “AHP(blocks) & Entropy” approach
the original datasets were arranged in blocks and adapted in a simulation for
reflecting the needs and preferences of individual users and small educational
organizations in the field of distance learning and home working for students
and teachers under the conditions of COVID-19.

The evaluations with TOPSIS and MOORA techniques produced similar
assessments and good basis for consistent integration of the results based on
QoS and QoE criteria. The sensitivity analysis allowed to explore the evolution
of final integrated ratings depending on the preferences of users and decision
makers.

Future research may include further improvements and testing of the hybrid
“AHP(bocks) & Entropy” approach with other evaluations techniques for
improving the MCDM. Taking into account the sensitivity of the issue about the
role real and differed entropy it is logical to continue the explore the objective
weighting of criteria in the MDCM process not only with traditional indicators
for diversity and disorder in terms of entropy but also with novel approaches for
order and certainly in terms of concentration of risks and hierarchy of choices.
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Abstract. The article proposes the results of the analysis of the prob-
lems in the process of modeling the Internet of Things network, the
choice of the structure and composition of the set of tools for full-scale
and combined modeling. Subject of study: problems of modeling the high
density Internet of things network. Research method: system and statis-
tical analysis. Main results: the main tasks of modeling the high density
Internet of Things networks are formulated, a three-level structure of
the model is proposed, an analysis of the available technical means is
carried out and the composition of technical means at each of the levels
is proposed. Practical significance: the obtained results of the analysis
of the use of technical means in solving various modeling problems and
the proposed set of tools for simulating the Internet of Things network
can be used in solving research problems, as well as in the educational
process of the university.

Keywords: Full-scale modeling · IoT network · access network ·
communication center · workstation · server

1 Introduction

The growth in the number of Internet of Things (IoT) devices leads to a steady
increase in network density, i.e. the number of devices per unit area. In perspec-
tive, the density of nodes in the IoT networks can reach values of 1 device/m2
and higher. Such high density of nodes inevitably leads to changes in the prop-
erties of the network. First, it entails the growth of mutual influence of network
nodes, intra-channel interference. Interference is created by neighboring nodes
transmitting data, and limits the network bandwidth. Secondly, the structure of
the network depends on the environment, reflecting its properties in some way
[1,2].

However, the high density of nodes also has positive aspects, namely, the
redundancy of resources, thanks to which it is possible to implement effective
management of the network structure. A large number of nodes expands our
ability to select various structures that are tied not to individual nodes, but
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to specified (target) points in space. Such structure manipulations require the
development of appropriate methods and algorithms. In general, the IoT network
in this case can be considered as a set of nodes (resource) that can be configured
in different ways, depending on the purpose(s) of the network.

At the same time, there is a need for methods for describing and forming
networks with given properties. In particular, it is necessary to be able to relate
the parameters of the environment, network and traffic to the performance indi-
cators.

The development of such methods is associated with the need to verify the
created models and methods. Methods of numerical (simulation) modeling are
traditionally used for this purpose. However, when modeling high-density net-
works, difficulties arise associated with the need to simulate thousands or more
nodes, as well as to realistically simulate the propagation of signals and the
environment. Common simulation systems tend to operate with a set of fewer
network elements, and propagation simulations are limited to a set of standard
models.

In such conditions rises a need to create a universal tool for full-scale or
hybrid modeling that provides a solution to a wide range of problems in the
high-density Internet of Things network modeling field. As a solution for such a
job, a set of devices and programs is proposed that provides configuration of a
full-scale or hybrid model for solving a specific problem. We will call this set of
tools CMSIV. The aim of this work is to develop the structure and composition
of the high-density CMSIV.

2 Formulation of the Problem

A high-density CMSIV should allow the implementation and study of the main
features of such networks, the study of which by traditional means is complicated
by the need to use excessively large amounts of equipment, or the need to solve
problems of high computational complexity. Let us formulate the main tasks of
the set of hardware and software that this platform represents.

1. Simulating the interaction of nodes of a wireless Internet of Things access
network, taking into account their mutual influence (in-channel interference).
This model should also take into account and allow investigating the impact
the specific environment has on the network, traffic properties and intranet
interference. It is also desirable for the model to allow us to carry out the
studies for several protocols of a wireless channel organization.

2. Modeling the network structure of a sufficiently large size, i.e. modeling a
fragment of the Internet of Things network with a sufficiently large number
of nodes, for which the methods and approaches for managing the network
structure of the Internet of Things can be applied. The number of nodes
in such a network should allow the choice of the network structure, both
taking into account the mutual influence of the nodes, and taking into account
the influence of the network environment, i.e. on the one hand, it must be
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sufficiently big. On the other hand, this number should not be too large, which
will inevitably affect the complexity of deploying, rebuilding and working with
the model.

3. The modeling platform should provide the ability to analyze the performance
of the network in the provision of services. It should be flexible enough, both in
terms of hardware and software. The equipment used to simulate the nodes of
the network should provide the ability to change their functionality by replac-
ing the software. The platform should contain both software and hardware
for analyzing the interaction of network nodes both at the radio channel level
and at the level of cable network interfaces.

Thus, the structure of the modeling platform will be determined by a set of
hardware and software. The choice of those and other means should be based on
the need to solve the problems identified above.

3 Choice of Structure and Hardware

The proposed structure of the high-density network modeling platform is shown
in Fig. 1.

The composition of the platform can be conditionally divided into three lev-
els: the access network level, the transport level and the service level.

4 Access Level Standards

At the access network level, a wireless network model is implemented, consisting
of n set of nodes. The capabilities of this network are determined by the capa-
bilities of the nodes, their total amount - n. Operation in licensed areas of the
spectrum is associated with a number of restrictions, the complexity of the tech-
nical implementation of the model, taking into account these restrictions, as well
as the need to obtain permits. Within the field of this work, such an approach
is inappropriate. Among the most common technologies for organizing a radio
channel in an IoT network in unlicensed parts of the spectrum, one can note
the standards IEEE 802.11 (WiFi), IEEE 802.15.1 (Bluetooth), IEEE 802.15.4
(ZeegBee), LoRa, IEEE 802.11ah. The first three are used to build networks
with a limited service radius (tens - hundreds of meters), the next two are used
to build networks of a medium radius (tens of kilometers). All these standards
can be used to build an IOT access network, however, the implementation of all
of them within the one model significantly complicates it, and also complicates
the interaction with such a model, since the combination of standards for small-
and medium-scale networks (communication range) requires a change in the geo-
metric scale of the model, which is not very convenient when using the model in
a laboratory. Therefore, it is advisable to implement a model of a single scale.
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Fig. 1. Structure of CMSIV

5 Modeling the Environment

One of the tasks of this level is also modeling the fractal properties of the envi-
ronment, in particular, according to [1,2], these properties can be specified by
fractal curves, for example, Hilbert curves or Sierpinski carpet, Fig. 2

In this case, the line or its fragment simulates an obstacle to the propaga-
tion of a radio signal (complete or partial suppression). In a full-scale model,
the implementation of such a functional can be achieved by several methods: 1.
Direct physical method. The use of shielding partitions with a high degree of
signal attenuation, for example, grounded metal structures in the form of lattices
(nets), the selection of appropriate rooms for the placement of nodes. 2. Indirect
software method. Controlling the power of the transmitters of the network nodes
in such a way that its reduction is equivalent to the signal attenuation. 3. Com-
bined method. It involves the use of both physical and software methods, which
allows, on the one hand, to reduce the requirements for physical structures, and
on the other hand, to simulate not only attenuation, but also reflections of signals
from the surfaces of these structures. It is likely that the combined or software
methods are more flexible and appropriate for use in modeling problems. To
implement these methods, it is necessary that the network nodes support the
functions of software power control of the transmitted radio signals. The choice
of physical means for building the structure of the environment is advised to
be carried out in the process of trial operation of modeling tools based on the
results of field experiments.
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Fig. 2. Examples of environment models, a - Hilbert curve, b - Sierpinski carpet.

6 Composition of Technical Means

We assume that at the initial stage of research in the model it is sufficient
to support the IEEE 802.11 (WiFi), IEEE 802.15.1 (Bluetooth) standards, as
the support for the IEEE 802.15.4 standard requires additional equipment, for
example [3], while WiFi and Bluetooth standards can be supported by one type
of equipment [4]. The most accessible devices for which there is a sufficiently
developed software are the Espressif controllers [4]. These devices support two
WiFi and Bluetooth wireless communication standards, have a sufficiently pow-
erful controller, sufficient RAM and flash memory, and also have a wired USB
interface for the means of connecting to other devices and programming. The
controllers also have a set of general-purpose pins that can be used in a vari-
ety of ways. The functioning of the controller is completely determined by the
program written into it, which gives ample opportunities for its use both for
research tasks and when using the controller in the educational process. The
main technical characteristics of the ESP32 module (controller) are shown in
Table 1.

Table 1. Main characteristics of the ESP32 controller

No Characteristic Value

1 Supported IEEE 802.11 specifications b/g/n,150 Mbps

2 Supported IEEE 802.15.1 Specifications V4.2 BR/EDR, BLE

3 Interfaces SPI, I2S, I2C, UART

4 CPU Xtensa®dual-core32-bit LX6

5 ROM 4 MB (flash)

6 RAM 512 Kbytes

7 Supply voltage 3,3 V

8 Consumption current (depending on the mode) 250 mA/20 mA/10 µA
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The device under consideration allows you to dynamically adjust the trans-
mitter power, which makes it possible to simulate different conditions and dis-
tances between nodes. Working with the device consists in the development of
application programs for conducting certain studies, programming devices and
conducting a full-scale experiment. The number of devices. To conduct field
experiments, the number of network nodes should be large enough, but from
the point of view of deploying the model in the laboratory, as well as managing
these nodes (setting and programming), their number should not increase the
complexity of working with the model Let us estimate the minimum number
of nodes based on the achievement of a satisfactory accuracy of the statistical
experiment. For example, when measuring the signal power level from n devices
at point O, n values were obtained X = {x1, x2, ....xn} then the half-width of
the confidence interval for the mean will be determined as [5]

� = ta,n
σ√
n

(1)

where σ - standard deviation, n - number of measured values, - Student’s
coefficient [5]. The relative error can be represented as

δ(n)
�
x̃

100 =
ta,nσ

x̃
√

n
100 = ta,nC

1√
n100

(2)

where C - the coefficient of variation.
Figure 3 shows the dependence of the relative error on the number of network

nodes for different values of the coefficients of variation.

Fig. 3. Dependence of the relative error on the number of network nodes
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As can be seen from the graphs above, the error decreases with increasing
n and increases as the coefficient of variation rises. It should be noted that the
rate of error decrease is inversely proportional to the square root of the number
of nodes and the rate of its decrease slows noticeably after a certain value. Let
us choose as such a value the point at which the derivative of the function is
equal to one

dδ (n)
dn

= 1, C = 1, tα,n ≈ 1, 72, n ≈ 19, 48 (3)

For the coefficient of variation C = 1, the number of nodes n = 20. With
high values of the coefficient of variation, this amount will be somewhat higher
(at C = 2 and C = 3 - n ≈ 31 and n ≈ 41, respectively). However, the values of
the coefficient of variation not exceeding one or close to it are typical for many
random processes in this applied area. Therefore, at this stage, it is advisable to
choose the number of nodes in the access network equal to 20.

The use of ESP32 controllers allows for sufficient flexibility of the equipment
due to the possibility of implementing of various functionalities, as well as due
to the possibility of using various standards for organizing the radio channel.

The lower limit in terms of the flexibility of this solution is determined by
the fact that ESP32 programming is carried out at the SDK [6] (Software Devel-
opment Kit) level, i.e. the set of instructions (libraries) offered by the developer
of this device. For example, this does not allow changing the low-level commu-
nication protocols between devices or implementing any non-standard functions
for interacting with a radio channel.

This lack of flexibility, in the structure under consideration, is compensated
by the use of SDR (Software Defined Radio). SDR requirements are determined
by the network nodes used at the access network model level. The frequency
range is determined by the frequency range of the WiFi and Bluetooth standards,
taking into account the 2.4 GHz bands supported by the ESP32 modules. The
bandwidth should be capable of working with WiFi and Bluetooth devices. The
largest channel bandwidth in the 2.4 GHz band is 40 MHz.

Currently, there are more than 100 different out-of-the-box solutions from
various manufacturers, such as single board devices or study kits. The analysis
of the main types of these devices shows, that SDR USRP B200, which is a
software-controlled transceiver that allows the reception and transmission of
radio signals in the frequency range from 70 MHz to 6 GHz with a bandwidth of
up to 56 MHz, to the greatest extent satisfies the tasks of this platform.

SDR in this structure is used as a universal tool for monitoring the propaga-
tion medium and simulating the transmission of radio signals.

Table 2 shows the main characteristics of SDR USRP B200 [8].
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Table 2. Main characteristics of USRP B200

Characteristic Value

1 Frequency range 70MHz–6GHz

2 Frequency band up to 56MHz

3 ADC bit width 12 Bit

4 Transmitter output power ≥10 dBm

5 Front end USB 3.0

6 Power consumption ≤5 W

7 Transmitter output power ≥10 dBm

The cheapest and most affordable alternative to this type of SDR can be
HackRF One, which differs from the USRP D200 in lower bandwidth (20 MHz),
lower ADC capacity (8 bits) for about half the cost. Despite the fact that its
bandwidth is half that of the 2.4 GHz WiFi standard, this device also allows you
to solve most of the simulation problems.

Transport Layer. The transport layer provides interoperability between the
access layer, the service server, and workstations. The basis of this level is a
data transmission network, within the framework of the modeling platform, it
is a local area network (LAN). The interface between the access level and the
LAN is provided using an access point. In this configuration, the requirements
for the access point are to support the radio channel standards used in the access
network. Taking into account the selected type of ESP32 nodes - this is WiFi
(IEEE 802.11b/g/n 2.4 GHz) and Bluetooth (IEEE 802.15.1 4.2), the device
must provide the functions of a router and an Ethernet-to-LAN interface.

For these purposes, two options can be used:

– The first, the use of a personal computer (laptop) equipped with appropriate
interfaces. WiFi and Bluetooth interfaces can be either built-in, for example,
as part of a laptop, or external, connected to a personal computer;

– The second, the use of a single-board computer, for example, Rasbery Pi 4
[9] meets these requirements, as it includes WiFi and Bluetooth adapters.

These options are close in functionality and the choice of a particular one can
be made at the stage of building a modeling platform, based on current needs.

The existing local area network of the organization is used as a LAN. If it
is unavailable, it is enough to introduce one network device (router), which will
ensure the interaction of all the necessary elements of this level and the interface
with the external network.

Service Level. This level hosts servers and workstations. The server in this
modeling platform is used to test scenarios for the provision of various services.
The server through the transport layer and the access layer interacts with net-
work nodes, as well as with workstations that imitate the actions to control the
service and/or the actions of the client.
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The hardware requirements used at this level are based on the requirements
of the software used and the features of the simulated service.

Due to the fact that the modeling platform serves only to test various solu-
tions for organizing a network and services, and does not imply the use of large
amounts of data (databases of customers and services) that need to be processed
at a given time, it is advisable to proceed from the requirements for a modern
personal computer, used in programming tasks.

Requirements for workstations are practically the same as above. The work-
station is used to simulate service clients, as well as to work with elements of
the simulation platform: network nodes, access points, network devices, as well
as to develop compilation of programs.

The approximate configuration of the computer for the service server and
workstations is shown in Table 3.

Table 3. Approximate computer specifications

N Characteristic Value

1 CPU AMD Ryzen 7 3700X

2 RAM 16 GB

3 Solid State Drive (SSD) 512 GB

4 Hard disk drive (HDD) 2 TB

5 Video card nVidia GeForce GT 1030

Software. The software should include: operating, software development tools,
traffic monitoring software, statistical analysis tools. The composition of the
main software is shown in Table 4.

Table 4. Composition of softwares

N Software purpose Name

1 Access network nodes Linux (Ubuntu)

2 Access point (gateway) Linux (Ubuntu)/Windows

3 SDR Linux

4 Server ESP-IDF, Arduino IDE

5 Work station C++, Python

6 Access network nodes Wireshark, CommView

7 Access point (gateway) GNU Radio

The general composition of the technical means of the high-density network
modeling platform is shown in Table 5.
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Table 5. Composition of technical means

N Characteristic A type Amount

1 Access network nodes ESP32 20

2 Access point (gateway) Rasbery*1 Pi 4 1

3 SDR USRP B200*2 1

4 Server ΠK*3 1

5 Work station ΠK*4 2*5

* The positions depend on the problem being solved.
1 – As noted above, an alternative can be a PC equipped
with appropriate interface equipment.
2 - An alternative option is possible, depending on the
tasks to be solved.
3 - The need for a server is determined by the simulation
problem being solved.
4 - Depending on the tasks to be solved, one workstation
can be used.
5 - Both workstations can be combined within one device.

As can be seen from Table 5, the composition of the hardware can vary,
depending on the problem being solved. For example, in the tasks of studying
the mutual influence of the nodes of the access network, as well as the effects
of the structure of the environment on the properties of the access network, the
nodes of the access network, their programming tools, monitoring and analysis
tools play a primary role. In the tasks of analyzing the traffic of a service, along
with the equipment of the access network, the use of equipment of the transport
layer and the service layer is required.

Table 6 shows conditional indicators of the use of equipment in various tasks,
obtained as expert estimates.

Table 6. Use of equipment in various tasks

N A task Using

ESP32 SDR Gateway R. station Server

1 Analysis of the mutual influences of
the nodes of the access network

+ + - + -

2 Analysis of the impact of the
environment on the access network

+ + - + -

3 Designing Routing Protocols + + - + -

4 Development of network
management protocols

+ + + + -

5 Analysis and development of
services

+ - + + +

6 Development and analysis of service
management methods

+ - + + +

Average usage% 100 67 50 100 33
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As can be seen from the table above, in the proposed research tasks, the
equipment of the access network (network nodes) and a workstation are used
to the greatest extent. Gateway and SDR are applied in half of the tasks. The
server hardware is used the least.

7 Conclusions

1. The tasks of the high-density network modeling platform are the tasks of
studying and analyzing the functioning of the wireless network of the high-
density Internet of Things, namely: the interaction of the nodes of the wireless
access network with each other, the influence of the environment on the prop-
erties of the network, the processes of providing services.

2. A high-density network modeling complex should include hardware and soft-
ware at three conventional levels: access level, transport level and service
level.

3. The choice of hardware and software for CMSIV is based on the principles of
goal setting, compatibility and minimum sufficiency.

4. The analysis of the tasks solved by the CMSIV showed that the means of the
access network level and workstations used for software development, full-
scale modeling of the access network and analysis of the results are of the
greatest importance and use.

5. The proposed structure of the CMSIV, the composition of hardware and
software tools allow to obtain a sufficiently flexible complex for full-scale or
hybrid modeling of IoT networks, including high-density IoT networks and
fractal properties of the environment.

6. The proposed CMSIV can be used to solve research problems, develop pro-
tocols and services, as well as in the educational process when studying the
Internet of Things networks.
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Abstract. 5G networks are being actively implemented in many coun-
tries around the world. The goal of introducing technologies that make up
the new standard is to reduce information transmission delays, increase
transmission speed, and increase the number of devices served. To achieve
the targets, 5G networks must be built using software-defined network-
ing (SDN) and network function virtualization (NFV) technology. This
paper analyzes the integrity, resilience and security of 5G networks based
on SDN/NFV, as well as provides recommendations for the comprehen-
sive information security of such networks.

Keywords: 5G networks · software-defined networking (SDN) ·
network function virtualization (NFV) · information security

1 Introduction

Information security requirements have not yet been developed for 5G networks
and SDN/NFV technologies in Russia. Consider the state standards of the Rus-
sian Federation in terms of ensuring the security of telecommunication networks,
we will give definitions to the concepts under consideration.

A transport network is usually understood as a set of resources that carry
out transportation in telecommunication networks (transmission, control, redun-
dancy, control systems). In mobile networks, a backhaul network is a backhaul
network that links base stations to nodes in the core network, and a backbone
network (Backhaul) that links core network nodes to each other. In 5G net-
works based on SDN/NFV (5G/SDN/NFV) technologies, the backhaul network
is divided into a Fronthaul network connecting gNB-RU radio module groups
and gNB-DU distributed modules, and a Midhaul network connecting gNB-CU
modules and gNB-DU modules.

The Concept for the Creation and Development of 5G/IMT-2020 Networks in
the Russian Federation [6] contains software and hardware tools for information
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security that solve the problem of ensuring confidentiality, integrity, availability
of information stored, processed and transmitted in these networks: USIM man-
ufacturing and programming equipment-cards, USIM-cards (eSIM), subscriber
authentication means, data processing centers (DPC) with server equipment and
orchestrators, SDN controllers, SDN switches, base stations, subscriber devices.

The Concept considers the principles of ensuring the security of
5G/SDN/NFV networks in accordance with the current specifications, provides
recommendations for ensuring their information security: the use of domestic
cryptographic algorithms; the use of trusted software (software); the use of
a trusted electronic component base (ECB); protection against unauthorized
access (AUA) to information; ensuring the stability of the system; counteraction
to undocumented functionality in software; counteraction to undeclared ECB
capabilities; use of “trusted” time, etc.; application of firewalling (AF); protec-
tion against computer attacks (CA) by means of IPS/IDS; protection against
DDoS attacks by means of IPS/IDS; anti-malware protection by means of anti-
virus protection; the ability to connect to state system for detecting, preventing
and eliminating the consequences of computer attacks (SSDPECCA); ensuring
the integrity of software, settings and configurations; protection of channels for
transmission of control messages.

It should be noted that when developing a threat model, it is advisable to
focus not on the concept, but on GOSTs and documents of the Federal Service
for Technical and Export Control of the Russian Federation (FSTEC) [1–5,12,
13,17].

International guidance documents in the field of detection, prevention and
elimination of the consequences of computer attacks on 5G transport networks
built using SDN/NFV include documents [8–11,14–16]. In addition, SDN itself
and the OpenFlow protocol describe the sources [7,14]. When considering the
information security of 5G/SDN/NFV networks, one should pay attention to
the information security of both 5G and SDN/NFV, since in foreign sources the
information security recommendations are published separately for 5G and sepa-
rately for SDN/NFV. It should be noted in advance that these recommendations
do not fundamentally differ from the general requirements for the protection of
information and communication networks of the Russian Federation established
by GOSTs and FSTEC documents, including in the field of information security
threats (IST).

The document [7] describes the layers and architecture of SDN networks, [8]
describes solutions for ensuring information security of virtualized NFV func-
tions, the NFV trust model, architecture and operations, and [9,16] describes
the architecture of 5G networks without reference to SDN/NFV technology.
The document [10] describes mechanisms for ensuring information security of
5G systems, 5G core, 5G New Radio. Documents [11,15] describe mechanisms
for ensuring information security of SDN systems.

Considering the recommendations for ensuring information security
SDN/NFV, one should refer to the documents [8, 15, 49, 50]. In these sources,
threats and recommendations are not described in sufficient detail; in general,
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they do not in any way supplement domestic guidance documents in terms of
information protection.

The tasks implemented at the stage of design and deployment of SDN/NFV
technologies on transport network segments are considered in [51, 52, 53].

2 5G Security Threat Model with SDN/NFV

The concept of the integrity of the transport network, the stability of the trans-
port network, the security of the transport network are absent in the govern-
ing documents of the Russian Federation. There are concepts of information
integrity, security of a telecommunication network [2], stability of the function-
ing of a telecommunication network [1]. Let us define the corresponding concepts.

5G/ SDN/NFV security - is defined as the ability of 5G/SDN/NFV to resist
a specific set of threats, intentional or unintentional destabilizing impacts on
hardware, software, firmware, communication channels and protocols included
in 5G/SDN/NFV, which can lead to a deterioration in the quality of services.

In order to take into account all possible areas of manifestation of threats for
5G/SDN/NFV, it is necessary to develop a security threat model.

To take into account all possible violators, a model of the violator is devel-
oped, which is understood as an abstract (formalized or non-formalized) descrip-
tion of the violator of the security policy. The 5G/SDN/NFV security mecha-
nism consists of a set of organizational, hardware, software and firmware tools,
methods, methods, rules and procedures used to implement the 5G/ SDN/NFV
security requirements.

The 5G/SDN/NFV security mechanism consists of a set of organizational,
hardware, software and firmware tools, methods, methods, rules and procedures
used to implement the 5G/SDN/NFV security requirements.

Ensuring
5G/SDN/NFV security in accordance with GOST: a) 5G/SDN/NFV protec-
tion from unauthorized access to network elements and information at all stages
of its life cycle; b) countering technical intelligence; c) counteraction to network
attacks and viruses; d) protection of 5G/SDN/NFV against unauthorized attacks
(UA), including physical protection of hardware and firmware 5G/SDN/NFV;
e) differentiation of access of users /administrators and subjects to resources in
accordance with the adopted security policy; i) the use of organizational secu-
rity methods. Organizational methods include: 1) developing a security policy;
2) organization of 5G/SDN/NFV security monitoring; 3) determination of the
order of actions in case of emergencies and emergencies; 4) determination of the
procedure for responding to information security incidents (IS); 5) training of
personnel on security issues.

FSTEC of Russia plays the leading role in the regulation of information
protection activities. From the guidance documents of the FSTEC of Russia,
documents should be distinguished [3–5]. The methodology [3] establishes an
approach to the definition of UST and the development of models of UST in
information systems, as well as the development of a model of the intruder.
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This approach can be applied to 5G/SDN/NFV networks, since the technique
is intended for organizations that carry out work on the creation (design) of
information systems in accordance with the legislation of the Russian Federation.
The technique is used in conjunction with basic and typical models of information
security threats in information systems (there are no such for 5G/SDN/NFV).

When determining the IST, the development of models of the UST for
5G/SDN/ NFV in accordance with the document, it is required to determine:
the area to which the process for determining the IST will be applied; sources of
IST; to assess the likelihood (possibility) of the implementation of IST and the
degree of possible damage; develop a model of the intruder.

The basic security threat model [4] can be applied in conjunction with the
methodology [3] to form a 5G/SDN/NFV threat model. When developing the
model, the FSTEC of Russia Information Security Threats Databank is used [1].

3 Threats and Vulnerabilities of SDN/NFV When
Use in the 5G transport Segment

Let’s consider a possible classification of 5G/SDN/NFV vulnerabilities [3].
Vulnerabilities caused by the shortcomings of the organization of TPI from
the UA, the presence of TCIL, are beyond the boundaries of the system
under consideration. In general, SDN/NFV security issues are considered in
[21,23,24,27,30,32–40].

1. Software vulnerabilities: firmware, firmware (physical hardware, virtualized
physical PNF hardware); hardware drivers (physical hardware, PNF); OS
(OS of automated workstations (AWP), virtualization platforms); hypervisor,
VNF and other virtualized functions.

2. Vulnerabilities caused by the presence of a hardware and software bug in
5G/SDN/NFV equipment.

3. Vulnerabilities in the implementations of networking protocols and data
transmission channels (IP, OpenFlow, etc.).

4. Vulnerabilities of information security systems (information security systems
in the form of PNF, VNF), software and hardware.

The reasons for the emergence of vulnerabilities are [4]: errors in design and
development of software, software and hardware (VNF, firmware, etc., virtual-
ization platforms, network functions); deliberate introduction of vulnerabilities
in the design and development of software, software and hardware (for example,
VNF, firmware, etc., virtualization platforms, network functions); incorrect soft-
ware settings (VNF, firmware, network functions, applications); unlawful change
of operating modes of JSC, hypervisor, applications, etc.; unauthorized use of
unreported software - applications, VNF, etc.; the introduction of malware that
creates vulnerabilities in 5G/SDN/NFV software; unauthorized unintentional
actions of users/administrators leading to vulnerabilities; failures in the work of
JSC, PJSC, software (caused by power failures, failure of hardware elements as
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a result of aging and reduced reliability, external influences of electromagnetic
fields of technical devices, etc.).

Sources of anthropogenic threats 5G/SDN/NFV [3] are: individuals who
take actions (intentional) to access 5G/SDN/NFV or disrupt the functioning
of 5G/SDN/NFV or infrastructure (intentional KILL); persons with access to
5G/SDN/NFV, whose actions (not intentional) can lead to a breach of informa-
tion security (unintentional KILL).

The sources of man-made threats 5G/SDN/NFV [3] are: low reliability of
hardware (RH), software and hardware (SH), software; low reliability of physical
communication channels; lack/low efficiency of systems of redundancy and/or
duplication; low reliability and/or lack of redundancy of power supply systems,
air conditioning, security systems, etc.; low quality of technical maintenance.

The list of security threats is formed using the FSTEC of Russia Informa-
tion Security Threats Databank [17], posted on the official website, taking into
account the specifics of 5G/SDN/NFV. At the same time, irrelevant threats or
threats that go beyond the 5G/SDN/NFV system under consideration should
be excluded, namely threats to grid systems, threats to supercomputers, threats
to big data storage systems.

KILL is relevant for 5G/SDN/NFV with a given structure and characteris-
tics, if there is a possibility of implementation of KILL by an intruder with the
appropriate potential, and the implementation of KILL will lead to unaccept-
able damage from violation of information security properties [3]. To determine
the feasibility of implementing KILL, the level of 5G/SDN/NFV security should
be assessed, as well as the intruder’s potential required to implement KILL. At
the stage of assessing 5G/SDN/NFV systems, when determining the feasibility
of implementing KILL, according to [3], one should be guided by the level of
design security of 5G/SDN/NFV. Analyzing the indicators [3], one should come
to the conclusion that 5G/SDN/NFV at the development stage is a system with
low design security.

Assessing the degree of damage from the implementation of KILL, one should
conclude that as a result of a violation of one of the information security prop-
erties, significant negative consequences for 5G/SDN/NFV are possible, namely
- 5G/SDN/NFV and/or the administrator/user will not be able to fulfill the
assigned functions on them. Thus, the degree of damage is high. Taking into
account the high level of the possibility of implementing UBI, the high possible
degree of damage from the implementation of UBI, it should be concluded that
the set of KILL is relevant for 5G/SDN/NFV.

Considering that it is possible to evaluate each KILL separately only at the
stage of creating a specific 5G/SDN/NFV system, then many KILL should be
considered relevant.

The following classes of KILL 5G/SDN/NFV are possible by the vulner-
abilities used: KILL, implemented using software vulnerabilities (hypervisors,
virtual functions); KILL implemented using application vulnerabilities; KILL
associated with the presence of a hardware tab; KILL, the implementation of
which is possible due to the vulnerabilities of network protocols and communi-
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cation channels (IP, Openflow); KILL, the implementation of which is possible
due to vulnerabilities associated with the shortcomings of the TPI from the
UA; threats implemented using vulnerabilities that cause the presence of tech-
nical channels of information leakage; threats realized with the use of security
information security vulnerabilities, man-made threats.

Analyzing international specifications, foreign literature, one should draw a
conclusion about the most relevant KILL for 5G/SDN/NFV. A feature of the
SDN/NFV concept is that a significant part of the data transmission infrastruc-
ture, which in a classical network is a hardware and software system, is virtual-
ized on servers in SDN/NFV, thus generating threats typical for software: inter-
ception of information with traffic analysis; injection of malware, applications,
VNF from the repository; identification of passwords; Flow rules confliction -
a conflict can arise due to the fact that the 5G/SDN/NFV (OpenFlow) proto-
cols do not distinguish between applications creating an SDN switch flow table
entry from other applications that created an entry earlier, the threat leads to
the creation of paths traffic bypassing the protection means in the network (in
case of a compromised application); creation of a false route by unauthorized
modification of the flow tables; unauthorized redirection of data flow; denial of
service to the switch - denial of service to the switch can be carried out by
generating traffic unknown to the switch; the switch will contact the controller
to determine the rule for the flow of new traffic, which, with a large volume
of requests, will lead to the exhaustion of the resources of the communication
channel between the switch and the controller; denial of service to the controller
- to be carried out by generating traffic unknown to the switch; the switch will
contact the controller to determine the rule for the flow of new traffic, which,
with a large volume of requests, will lead to the exhaustion of the controller’s
computing resources; overflow of event logs; overflow of data counters; overflow
of the addressing table of flows of the 5G/SDN/NFV switch; substitution of
a trusted object (including a switch, controller, application, etc.); obtaining a
tampering device to the control channel between the switch and the controller
(with the switch in the form of PNF); receipt of the UA for the 5G/SDN/NFV
system and its individual elements; loss of communication with the controller
by the 5G/SDN/NFV switch; scans aimed at determining the network topol-
ogy, open ports and services, open connections, etc.; creation of unauthorized
flow rules (Fake flow rule insertion); threat of disruption to the availability of
physical equipment on which the controller is located; threat of disruption to
the availability of physical equipment on which the switch is located or disrup-
tion of the switch itself when it is hardware-based; threats specific to software
and virtualization tools; remote launch of applications; other. Typical man-made
threats: failures and failures of control and monitoring stations; failures and fail-
ures of workstations; unintentional routing error; failures and failures of server
equipment; failures and failures of disk arrays; failures and failures of network
equipment; loss of communication channels; failure of the power supply system;
failure of the air conditioning system; fire; flooding; natural disasters.
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It should be noted that the KILL of the FSTEC base covers the already
identified threats and significantly expands their list. Considering the possible
consequences of the implementation of KILL, one should focus on violation of
confidentiality, integrity, accessibility, accountability, and the impossibility of
repudiation. In order to determine the possible consequences for each threat,
one should rely on information about the functional purpose of the object of
influence of the threat or the subsystem it belongs to, since the consequences
of the implementation of the same threat implemented in relation to different
components may differ depending on the criticality of the functions performed
by each component.

4 Indicators of Integrity, Sustainability and Safety of 5G
transportation Networks on the Basis of SDN/NFV

The protection of 5G/SDN/NFV transport networks should be based on an
integrated approach. In this regard, it is impossible to determine any numerical
indicators of integrity and safety. Resilience is assessed in terms of readiness and
operational readiness indicators.

The indicators of the integrity and security of 5G transport networks based
on SDN/NFV technologies are the components of a complex of legal, organiza-
tional, technical and physical measures to protect 5G transport networks based
on SDN/NFV technologies.

Legal measures - consist in the application of the norms of the current legis-
lation of the Russian Federation.

Organizational (administrative) measures - measures of the organizational
nature of a legal entity (Organization) in charge of the 5G/SDN/NFV system,
ensuring the regulation of the 5G/SDN/NFV functioning processes, the use of
5G/SDN/NFV resources, the activities of technical personnel, as well as the
procedure for user interaction with the system in such a way as to complicate
or exclude the possibility of implementing UBI or reduce the amount of losses
in the event of their implementation (reputational, financial, etc.).

Technical measures - consists in the use of various software, software and
hardware, hardware protection measures that are part of 5G/SDN/NFV and per-
form (independently or in combination with other means) protection functions
(identification and authentication of users, differentiation of access to resources,
registration events, cryptographic closure of information, etc.).

Physical measures - the use of specialized mechanical, electronic-mechanical
devices to create physical obstacles on possible access routes for intruders
to 5G/SDN/NFV components, as well as to prevent physical damage to
5G/SDN/NFV hardware due to the impact of man-made factors (fires, flooding,
etc.).

Organizational measures to protect 5G/SDN/NFV transport networks
should be based on a set of internal documents of the Organization, which is
in charge of the 5G/SDN/NFV system, which determine the organization’s IS
policy, and ensure:
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1. establishing the procedure for admitting employees and visitors of the Orga-
nization to the territory and premises of the Organization, providing for:
- registration of the facts of entry and exit of visitors from the territory
and premises of the Organization; - delimitation of access of employees to
the premises of the Organization in accordance with their powers and func-
tional responsibilities; - preventing third-party tampering in premises where
5G/SDN/NFV hardware is located;

2. establishing a procedure for accessing employees and third parties to
the 5G/SDN/NFV system, providing: - assigning users access rights to
5G/SDN/NFV resources, the minimum required to perform functional duties;
- revision of the access rights of employees simultaneously with a change in
their status, job responsibilities (in particular, the immediate termination of
access rights to 5G/SDN/NFV resources after an employee is fired or trans-
ferred to a position that does not require access to 5G/SDN/NFV resources);

3. establishing a 5G/SDN/NFV hardware and software configuration change
procedure to: - coordination of the proposed changes with the respon-
sible persons; - preliminary testing of changes that may lead to dis-
ruption of 5G/SDN/NFV functionality; - documenting the main changes
in the 5G/SDN/NFV configuration in the operational documentation for
5G/SDN/NFV;

4. strict accounting of all 5G/SDN/NFV resources subject to protection by: -
compilation and maintenance of lists of protected 5G/SDN/NFV resources;
- documentation of all 5G/SDN/NFV hardware; - storage in libraries of
software, firmware, etc. all versions of used and previously used software,
firmware, etc.; - control of bringing in/taking out equipment from the premises
of the Organization; - regulation of processes for performing technological
operations with 5G/SDN/NFV resources; - regulation of 5G/SDN/NFV hard-
ware maintenance processes;

5. training of employees of the Organization in the field of information secu-
rity by: - familiarization of hired employees with the requirements of the
current legislation and internal documents of the Organization for IS, IS
5G/SDN/NFV; - training of employees responsible for ensuring the orga-
nization’s information security in specialized courses on information security;

6. conducting periodic checks of the Organization’s information security: - ver-
ification of compliance by 5G/SDN/ NFV users with the requirements of
the internal documents of the IS Organization; - taking punitive measures
against persons guilty of violations revealed during the inspection; - con-
ducting various types of IS audit; - conducting investigations of information
security incidents: analysis of information security incidents; - elimination of
the consequences of an information security incident; - identification of those
responsible for the information security incident; - taking measures to prevent
similar incidents in the future; - regulation of processes to ensure the conti-
nuity of 5G/SDN/NFV operation; - regulation of processes to ensure the safe
operation of 5G/SDN/NFV; - regulation of 5G/SDN/NFV physical security
processes; - regulation of processes to ensure the storage of documented infor-
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mation; - regulation of interaction and information security processes when
using third-party resources for cloud hosting 5G/SDN/NFV.

Technical protection measures for 5G/SDN/NFV transport networks should
be based on the use of hardware, software and hardware and software solutions
of information security that are part of 5G/SDN/NFV and perform protection
functions independently and in cooperation with each other. At the same time,
identification, authentication, authorization and accountability, access control -
identification and authentication, provision of access rights and recording of all
actions of the access subject (both users and administrators to 5G/SDN/NFV
resources and components of the 5G/SDN/NFV to other components, including
those located in the clouds), process to entity (in terms of operating systems).

Identification and authentication, authorization and accountability, user/
administrator access control should be ensured by: - assigning unique identi-
fiers to users/administrators for access to 5G/SDN/NFV resources; - mandatory
authentication of users/administrators when accessing 5G/SDN/NFV resources
based on the use of passwords; - application of multi-factor authentication when
accessing the most critical parts of 5G/SDN/NFV based on hardware identifiers
(such as eToken keys); - differentiation of access to 5G/SDN/NFV resources
based on the use of a mandatory essential-role DP-model (MROSL DP-model); -
authorization of each user when accessing 5G/SDN/NFV information resources;
- maintaining log files.

In addition, the following should be noted according to the guidance doc-
ument [44]: a) given the fact that in 5G/SDN/NFV networks the network is
controlled centrally, then to ensure protection, network topology rebuilding can
also be used - the so-called “creating moving targets” (Moving Target Defense
- MTD); b) when using cloud resources of third-party providers, it is neces-
sary to develop separate trust models, security policies, etc. b) it is necessary to
use secure servers for storing log files and copies of other information as needed,
which can be used both during system recovery and during incident investigation
(recording to servers should be made using unidirectional gateways).

In addition to the general security requirements outlined earlier, it is nec-
essary to ensure [44]: 1. Verification of IP addresses: the SDN controller must
be able to verify the source IP addresses. The SDN controller must restrict
the list of IP addresses or range for: remote access, access from the “north”
and “south” interface, neighboring controllers. 2. Security of the hypervisor:
resource sharing for controllers and applications running on virtual machines
should be implemented, resource sharing between virtual machines should be
implemented. Once the hypervisor is attacked, the virtual machine partition-
ing mechanism becomes ineffective. An integrity protection mechanism based
on a trusted computing architecture is required to protect the hypervisor from
attacks. 3. Software Integrity: SDN controllers must support integrity check-
ing of software (eg SDN controller software, application software) and service
packs during the install/update phase. Verification methods - digital signature,
enhanced MAC (Message Authentication Code) algorithm, etc. Falsified software
should not be executed or installed if the integrity check is broken. 4. Protection
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of the integrity of the transmitted data - the integrity of the communication
packets between the SDN controller and any object (for example, NE, appli-
cation or OSS) must be protected by functions based on domestic algorithms.
SDN controllers must support network protocols with these algorithms. 5. Pro-
tecting the Reference Data from unauthorized modification - Any change to the
reference data (for example, changing the configuration and the standby flow
table) in the SDN controller must be authorized. Appropriate access control can
be used for related applications, switches, other SDN controllers and users. 6.
Hiding the password and displaying the key - passwords, private keys of digi-
tal certificates, encryption keys, etc. in SDN controller should not be displayed
on the screen in plain text. 7. Application Isolation - An SDN controller must
strictly isolate data between different applications. Without authorization, one
application should not be able to access or change the state of other applications,
change the resource limit settings of other applications, or unsubscribe from the
SDN controller for other applications. 8. Traffic separation - The SDN controller
must support physical or logical separation of OSS traffic from control plane
traffic. 9. Control of access to the GUI - authentication and authorization of any
user who accesses the GUI should be carried out. 10. Securing Virtual Machines
- Virtual machines must support features such as cgroup technology (a feature
that isolates and controls resource usage for processes) to limit, collect statis-
tics, or share the resources of process groups (CPU, memory, and disk I/O),
prevent the abuse of system resources. 11. Closing unnecessary ports/services
- on the SDN controller, all unnecessary ports should be closed and services
disabled, and only the necessary ports/services should be opened/started. 12.
Physical security of hosts. 13. Restrict Packet Forwarding from Switches - The
SDN controller must restrict packet-in messages that include inconsistent, invalid
packets from switches to prevent DoS attacks due to the large number of pack-
ets sent from the switches. 14. Authorization to create a thread table - The
SDN controller must authorize applications when an application requests a con-
troller to create a thread table. 15. Anti-DoS Against Compute Depletion - The
SDN controller must support monitoring of compute capacity utilization and
enable DoS protection mechanisms when utilization reaches a threshold (e.g.
80%). 16. Anti-DoS from Northbound/Southbound interfaces - SDN controller
must support Anti-DoS northbound/southbound interfaces. The SDN controller
must support monitoring of access traffic from northbound/southbound inter-
faces and enable DoS protection mechanisms when the amount of access traffic
reaches a threshold. 17. Anti-DoS from excessive resource consumption - the
SDN controller should limit the consumption of resources (eg CPU, memory) by
applications. The threshold should be set according to the application-specific
resolution. 18. Privileged Application Control - An SDN controller must assign
privileges to each application (i.e., the controller must authorize each applica-
tion) and check application privileges when they access the controller. 19. Policy
Conflict Resolution - The SDN Controller must support policy conflict detection
and conflict resolution. The SDN controller can set different priorities for dif-
ferent types of applications to ensure that policy from non-security applications
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cannot bypass policy from administrators or security applications. 20. Autho-
rization to use system functionality - SDN controller must support authorization
to use system functionality such as access console interface, debug interface, etc.
21. Authorization of the interface for third parties - the SDN controller must
support authorization for third parties to use the interfaces to test, maintain,
debug or monitor the application. 22. Hosting OS Security - The hosting OS of
the SDN Controller must be secured. An intruder can control SDN controller
software using hosting OS vulnerabilities. Since the SDN controller software runs
on a traditional server or virtualized machine, the security requirements of the
hosting OS are the same as those of the traditional OS. Therefore, traditional
OS protection methods should be applied to the hosting OS of the controller.
23. The operating system must be secured on the SDN controller - attention
must be paid to configuring components, deleting unused files and programs,
updating operating system components, etc. 24. Vulnerabilities of the software
used by the SDN controller must be monitored.

Differentiation of access of entities to other entities and processes should
be based on the MROSL DP-model with log files (differentiation of access
between the virtual switch and the controller, between “layers”, between vir-
tual machines).

5 Conclusion

This paper analyzes the guidance documents regulating the information security
of public communication networks, foreign sources and standards in the field of
providing 5G networks and SDN/NFV technologies. Recommendations are given
for the comprehensive information security of 5G networks based on SDN/NFV.
The complex of measures to ensure information security includes organizational,
technical and physical protection measures considered in this work.
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Abstract. The problem of finding all maximal induced hypergraph
bicliques is considered. The maximal bicliques have many applications
and are most in demand in genetic and telecommunication networks. In
a hypergraph, an edge can be a subset of any cardinality, and not just a
two-element subset of a finite set of vertices. This generalization opens
up additional computational capabilities for the hypergraph model appli-
cations. The paper considers the relationship between finding the most
complete submatrices of the (0, 1)-matrix and finding all the maximum
induced bicliques of the hypergraph. The main idea of the hypergraph
approach is to use the properties of the hypergraph to efficiently generate
solutions for the problems mentioned above. A new algorithm for find-
ing all maximal induced hypergraph bicliques is proposed. The scheme
and pseudocode of the proposed algorithm are presented together with
a detailed description of its operation. A lemma is proposed that can be
used to improve the performance of the algorithm on a special kind of
hypergraphs. Results of computational experiments are introduced.
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1 Introduction

Hypergraph is extension of classical graph theory to the case when a graph edge
can contain another number of vertices instead of two [1]. Traditionally hyper-
graphs have found practical applying in the development of relational databases
and combinatorial chemistry [2,3]. An ability to combine some vertices in one
edge provides a powerful tool for researching and analyzing processes in various
networks. Thus, hypergraphs are actively used in modeling road and telecommu-
nication networks, as well as for constructing semantic networks when processing
texts in natural language [4–12].
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A significant part for tasks of studying such networks is reduced to problems
of determining various configurations [13]. A configuration is any system of sub-
sets of a finite set. A subject of particular interest are problems of enumeration
type, in which existence of configuations is beyond doubt, but questions are only
about number of configuations and method of their representation. The problem
of constructing configurations in the form of complete submatrices of (0, 1)-
matrices is one of the main tasks for practical applications. In particular, such
well-known problems as finding all formal concepts in the binary context [4,8]
and finding all maximal bicliques in graphs and hypergraphs [5,14] are reduced
to it. In the first case, formal concept is a maximally complete submatrix of
(0, 1)-matrix of formal context [4]. For this problem proposed many algorithms,
but the most famose is Close-by-One [8]. Time complexity of this algorithm does
not exceed O(|MCS| · m · n2) where MCS is a set of all maximally complete
submatrices. In the second case, if maximally complete submatrix satisfies to
the special form of matrix, then it is considered as maximal biclique. There are
two areas of research, the search for all maximal non-induced bicliques and for
maximal induced bicliques. When each part S0 and S1 of biclique (S0, S1) is
independent then biclique is induced. Set is independent when vertices in it do
not adjacent. If property of set independency is ignored then biclique (S0, S1)
will be non-induced. Algorithm for finding all maximal non-induced bicliques
with the complexity O(a3 · 22a · n) where a is arboricity of input graph [15]. A
number of researchers note that in practice, only maximal non-iduced bicliques
of large size are in demand [9,12,16]. In paper [9] the algorithm for search maxi-
mal non-induced bicliques with parameter p for biclique size threshold has been
proposed. Complexity of this algorithm is O (n · m · N ) where N is a set of all
non-induced bicliques with size greater or equal to p. For finding all maximal
induced bicliques of graph in paper [15] algorithm is proposed. It has com-
plexity O

(
n · k · (Δ + k) · 3

Δ+k
3

)
where k is degeneracy of graph. Both of these

bicliques types can be efficiently applied in telecommunication network mod-
elling [7]. In other areas of knowledge, maximum bicliques were investigated
in works [3,5,17]. Let us note that problems of finding such configurations are
�P -complete [13,18–20].

The problem of finding all maximal induced bicliques for each given hyper-
graph, which is called Maximal Induced Bicliques Generation Problem for Hyper-
graphs (MIBGP for Hypergraphs) is investigated in the paper. This problem
arises in various applications connected with data mining in many fields. For
example, in telecommunication networks maximal bicliques used for routing
organizing and defining subnets for marking them [7,12]. In metabolic and
genetic networks maximal bicliques are used for represent connection between
organisms and different external conditions [11,21,22]. In marketing maximal
bicliques allow to form social recommendations and product bundling [11,21,22].
Maximal bicliques are used for clustering data in various fields [10].

A new algorithm for finding all maximal induced bicliques in hypergraph is
proposed in the paper. The diagram and pseudocode of proposed algorithm are
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given as well as detailed description of its performance. Computational experi-
ments for proposed algorithm are presented.

2 Statement of Problem of Finding All Maximal Induced
Bicliques of Hypergraph

We’ll introduce some definitions necessary for further presentation [1,14].
Let the (n,m)-hypergraph H = (X,U) be given, where X is a finite set of

vertices and U is a finite family of hyperedges of hypergraph, at the same time
|X| ≥ 1, |U | ≥ 1 and any hyperedge of hypergraph is a subset of the set X. Let
X(u) is a set of all vertices that incident to the hyperedge u ∈ U and U(x) is
a set of all hyperedges, which incident to the vertex x ∈ X. Maximal degree of
vertex denoted as Δ = max

x∈X
|N(x)| where N(x) is set of all vertices of hypergraph

adjacent to x. One of the ways to define hypergraph is incidence (0, 1)-matrice I
where 1 is put in case when hyperedge contains vertex and 0 otherwise.

Definition 1. A hypergraph H ′ = (X ′, U ′) is called the subhypergraph induced
by the set of vertices X ′ where U ′ = {u′ : X(u′) = X(u) ∩ X ′ �= �, u ∈ U}.
Definition 2. The subhypergraph H ′ = (X ′, U ′) induced by the set of vertices
X ′ is bipartite if exist such partition S0 ∪ S1 = X ′ that S0 ∩ S1 = � and
|S0 ∩ X(u′)| ≤ 1, |S1 ∩ X(u′)| ≤ 1 is true for all u′ ∈ U ′.

Definition 3. A vertex graph of hypergraph H = (X,U) is called the graph
L2(H) = (X,E) which set of vertices is equal to the set of vertices X of hyper-
graph H while two vertices of L2(H) are adjacent if and only if corresponding
vertices of hypergraph H are adjacent.

Definition 3 is shown at Fig. 1. Vertex graph L2(H) = (X,E) corresponding to
hypergraph H = (X,U) with sets X = {1, 2, 3, 4, 5} and U = {a, b, c, d}.
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(a) Hypergraph H
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(b) Vertex graph L2(H)

1 2 3 4 5
1 0 1 1 0 1
2 1 0 1 1 1
3 1 1 0 1 1
4 0 1 1 0 1
5 1 1 1 1 0

(c) Adjacency matrix
of L2(H)

Fig. 1. Transition from hypergraph H = (X, U) to vertex graph L2(H) = (X, E)

We represent the following theorem without proof.
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Theorem 1. The subhypergraph H ′ = (X ′, U ′) is bipartite if and only if vertex
graph L2(H) of hypergraph H contains a bipartite subgraph induced by the set of
vertices X ′.

Note that a proof of the Theorem 1 follows directly from Definitions 1–3.
Let’s illustrate statement of this theorem by the following Fig. 2.
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(a) Bipartite subhypergraph H with
parts S0 = {1, 4} and S1 = {3}
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5

(b) Vertex bipartite subgraph L2 H
with parts S0 = {1, 4} and S1 = {3}

Fig. 2. Correspondence of a bipartite subhypergraph and a bipartite subgraph

Definition 4. A bipartite graph is called the complete bipartite graph (biclique)
if each vertice of one part is connected with all vertices from the second part.

A number of graph-theoretic problems, which belong to the class of �P -complete
or NP -complete, is reduced to the search of bicliques [19,20].

The problem of finding all maximal bicliques for graphs can be extended to
hypergraphs. In particular, for bihypergraphs the problem of finding all maxi-
mal induced bicliques was studied in [17]. Hypergraph H =

(
H0,H1

)
is called

bihypergraph if each hyperedge of hypergraphs H0 and H1 is conteined in H.
Definition of a bipartite hypergraph is introduced according to the stability of
the set of vertices. Set of vertices S ⊆ X is stable in Hi if S does not contain
hyperedges of Hi, i = 0, 1. A bihypergraph H = (H0,H1) is called bipartite if a
partition S0 ∪ S1 = X and Si is stable in Hi for i = 0, 1.

Definition 5. A subhypergraph H ′ = (X ′, U ′) induced by the set of vertices X ′

such that S0 ∪S1 = X ′, S0 ∩S1 = � and U ′ = u : s0, s1 ∈ X(u), s0 ∈ S0, s1 ∈ S1

is called bipartite induced subhypergraph of hypergraph H.

In what follows, by an induced bicliques of hypergraph we mean a com-
plete bipartite induced subhypergraph of hypergraph H. A biclique that can
not extended with additional adjacent vertices is called the maximal induced
biclique.

The problem of finding maximal biclique is well known in graph theory.
Another problem connected with maximal biclique is Maximal Bicliques Gen-
eration Problem (MBGP), which consist in finding all maximal bicliques for a
graph. It is known that MBGP cannot be solved in polynomial time with respect
to the size of input, since size of output set can be exponentially large [18,23].
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Complexity of this problem at least hard as problem of searching of one maximal
biclique which is NP -hard [22].

In this paper the problem of Maximal Induced Biclique Generation Problem
for Hypergraphs (MIBGP for Hypergraphs) is researching.

MIBGP for Hypergraphs. A hypergraph H = (X,U) without double hyper-
edges is given. It is necessary to find a set of all maximal induced bicliques.

Note that problem of finding maximal induced bicliques is connected with
searching of matrices of special form [24]. Link a connection between the prob-
lem of finding maximal induced bicliques and the problem of finding maximally
complete submatrices of (0, 1)-matrix.

An adjacency matrix of the vertex graph L2(H) of hypergraph H is denoted
as A. Let’s show form of (0, 1) adjacency matrix of L2(H ′) for corresponding
bipartite subhypergraph H ′ = (X ′, U ′). Here S0, S1 be parts of hypergraph H
with cardinality c and d respectively. Since L2(H ′) is the bipartite graph as well
then adjacency matrix has form [24]

A′ =
(

Oc B′

B′T Od

)
, (1)

where Oc, Od zero matrices of sizes c and d respectively, and B′ matrix of
size c × d, which represent the adjacency of vertices between parts S0 and S1.
Obviously, in case when the subhypergraph H ′ is biclique then a matrix B is a
complete submatrix of the matrix A.

From this follows the problem of finding complete submatrices of the (0, 1)-
matrix. Note, that finding all maximally complete submatrices can be applied
to searching cliques of networks, which is an important task of the analysis [25].
The problem of finding all maximally complete submatrices of (0, 1)-matrix is
as follows.

Maximally Complete Submatrices Problem (MCSP) for Hypergraph.
Hypergraph H = (X,U) with incidence matrix I is given. It is required to find
a set of all maximally complete submatrices of the matrix I.

The HFindMCS algorithm was previously developed for the MCSP for Hyper-
graph [26]. The algorithm implements a hypergraph approach. Main idea of the
hypergraph approach is to use the features of the hypergraph to efficiently gen-
erate the solutions for the problems. Efficiency lies in storing not only the orig-
inal hypergraph H = (X,U), but its dual H∗ = (X∗, U∗) where X∗ = U and
U∗ = X. Easy to see that duality can be achieved by transposition of the inci-
dence matrix I. In this case, the operations X(u) and U(x) for x ∈ X, u ∈ U
are performed in constant time. Obviously, that sizes of the configurations under
study do not exceed the maximum degree of a vertex or edge Δ.

The proposed HFindMIB algorithm adapts the hypergraph approach to the
MIBGP for Hypergraphs.
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3 Algorithm of Finding All Maximal Induced Bicliques
of Hypergraph

Let both set of vertices and set of hyperedges of hypergraph H are lexico-
graphic ordered. In proposed algorithm a transition from hypergraph H to vertex
graph L2(H) is considered. Adjacency matrix of L2(H) is represented as hyper-
graph Φ = (XΦ, UΦ). We’ll introduce a definition of l-layer of hypergraph Φ with
square matrix.

Definition 6. Let subhypergraph Φ′ induced by a set of vertices S0 ⊆ XΦ and a
set of hyperedges S1 ⊆ UΦ. If matrix of Φ′ satisfy to form (1) then Φ′ is called
induced biclique and denoted (S0, S1). The set of all induced bicliques (S0, S1)
where |S0| = l is called the l-layer of the hypergraph Φ.

The main idea of the algorithm consists in generation of all induced bicliques
for all l-layers and filter from them maximal induced bicliques. The HFind-
MIB algorithm diagram is shown in Fig. 3, as well as complexity of each phase.

L2(H)H

Initialization

O(n2)

Φ

GenerateCombinations(Φ,1)

Generation O 22Δ · Δ4 · log(22Δ)

...

GenerateCombinations(Φ,Δ)

P1

...

PΔ

l -layers

P =
Δ

l=1

PlCompare (S0, S1), (S0, S1)

MBC(Φ)

∀ (
S
0
,S

1
)

(S0, S1)

(S0, S1) (S0, S1) (S0, S1) (S0, S1)

Add(S0, S1) Delete(S0, S1) Filtration

O 22Δ · Δ · |MBC(Φ)|

MBC(H)

Fig. 3. Diagram of HFindMIB algorithm
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In MIBGP for Hypergraphs finding all maximal induced bicliques of hypergraph
H is required.

Algorithm 1. HFindMIB
Require: hypergraph H = (X, U).
Ensure: set MBC.
1: Construct graph L2(H) and represent it as a hypergraph Φ
2: for l = 1, . . . , Δ do
3: Pl := GenerateCombinations(Φ,l)
4: end for
5: P :=

⋃Δ
l=1 Pl

6: MBC := �
7: for (S0, S1) ∈ P do
8: Flag := true
9: for (S′

0, S
′
1) ∈ MBC do

10: Compare (S0, S1) and (S′
0, S

′
1)

11: if (S′
0, S

′
1) embedded in (S0, S1) then

12: MBC := MBC \ (S′
0, S

′
1)

13: end if
14: if (S0, S1) embedded in (S′

0, S
′
1) then

15: Flag := false
16: End the cycle
17: end if
18: end for
19: if Flag = true then
20: MBC := MBC ∪ (S0, S1)
21: end if
22: end for
23: return MBC

Algorithm 2. Function GenerateCombinations(Φ = (XΦ, UΦ), l)
1: Pl := �
2: for u ∈ UΦ do
3: Cl

u := {X ′ : X ′ ⊆ X(u), |X ′| = l}
4: for X ′ ∈ Cl

u do
5: if X ′ is a part then
6: for (S0, S1) ∈ Pl : X ′ = S0 do
7: if B ∪ u is a part then
8: (S0, S1) := (S0, S1 ∪ u)
9: else

10: Pl := (S0, GetPart(S1, u))
11: end if
12: end for
13: end if
14: end for
15: end for
16: return Pl
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Algorithm pseudocode is presented in Algorithms 1 and 2.
Proposed HFindMIB algorithm solves this problem in three phases.
On initialization phase the transition from input hypergraph H to vertex

graph L2(H) is occured.
On generation phase for adjacency matrix of vertex graph L2(H) repre-

sented as hypergraph Φ all l-layers are generated. A result of this phase is sets
of all l-layers Pl = {(S0, S1) : S0 ∩ S1 = �} where l = 1, . . . , Δ. For each value
of l function GenerateCombinations(Φ, l) are executed. This function generates
all possible subsets X ′ ⊆ XΦ(u) for each hyperedge u ∈ UΦ such that |X ′| = l
and X ′ satisfy to (1). Form (1) grants that all vertices of X ′ does not adjacency
each one with another. Set of all such subsets of l-layer of hyperedge u ∈ UΦ

denote as Cl
u. Each generated set X ′ consider as part S0 of biclique. Since hyper-

graph Φ represent adjacency matrix of L2(H) that any u ∈ UΦ can be treated as
vertex of the hypergraph H. A part S1 for corresponding sets X ′ ∈ Cl

u is formed
from hyperedges u ∈ UΦ such that they do not violate (1). If addition of u to
part S1 violate (1) then current biclique split in two (S0, S1) and (S0, S1 
 u)
where S1 
 u is union elements of S1 with u such that they not adjacent and
satisfy to (1).

On filtration phase from all generated l-layers all maximal induced
bicliques are selected. This grants all maximal induced bicliques for hyper-
graph H. A set of all induced bicliques P is formed from sets Pl which are l-layers
of the hypergraph. Bicliques (S0, S1) and (S′

0, S
′
1) where S0 = S′

1 and S1 = S′
0

so (S0, S1) and (S′
0, S

′
1) that represent same biclique are generated due to the

specifics of generation. To find all maximal induced bicliques it is required to
determine such bicliques that are embedded in others. Comparison and detec-
tion of embedded bicliques is done in Compare

(
(S0, S1), (S′

0, S
′
1)

)
procedure.

This procedure is called for each element from P and compare it with all ele-
ments of MBC(Φ). Let’s define (S0, S1) � (S′

0, S
′
1) as follows. If S0 ⊆ S′

0, S1 ⊆ S′
1

or S1 ⊆ S′
0, S0 ⊆ S′

1 then biclique (S0, S1) is embedded in (S′
0, S

′
1). If induced

biclique (S0, S1) �� (S′
0, S

′
1) where (S′

0, S
′
1) ∈ P then consider it maximal and

add it to the set MBC(Φ). According to Theorem 1 a set MBC(Φ) is equivalent
to the set of all maximal induced bicliques of the hypergraph H. After filtration
phase from the set P only maximal induced bicliques has been extracted, so
HFindMIB algorithm correctly solve MIBGP for Hypergraphs.

Let us illustrate the operation of the algorithm on a simple hypergraph. On
Fig. 4 initialization phase (Algortihm 1 step 1) of the HFindMIB algorithm is
shown. The Fig. 4a represents a input hypergraph H with incidence matrix from
the Table 1a. The Fig. 4b shows vertex graph L2(H) of the input hypergraph
H. The hypergraph Φ at the Fig. 4c is the result of inialization phase. Table 1b
contains the incidence matrix of hypergraph Φ which aquired from adjacency
matrix of vertex graph L2(H). For the hypergraph H, the maximum vertex
degree is Δ = 4.

It is easy to see that the maximal induced bicliques are the pairs ({1}, {3}),
({2}, {1, 4}), ({2}, {1, 5}), ({2}, {3, 4}), ({2}, {3, 5}), ({4}, {5}). For simplicity, in
this example, we will write ({1, 4}, {2}) as (14, 2), i.e. S0 = {1, 4} and S1 = {2}.
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(a) Hypergraph H (b) Vertex graph L2(H) (c) Hypergraph Φ

Fig. 4. Initialization phase of HFindMIB algorithm

Table 1. Incidence matrices for initialization phase

(a) Incidence matrix of hypergraph H (b) Incidence matrix of hypergraph Φ

a b

1 1 0

2 1 1

3 1 0

4 0 1

5 0 1

1 2 3 4 5

1 0 1 1 0 0

2 1 0 1 1 1

3 1 1 0 0 0

4 0 1 0 0 1

5 0 1 0 1 0

Results of generation phase (steps 2–4) for each Δ are shown in the Table 2.
On filtration phase (steps 7–22) from table the 2 rows 1, 7–9, 11–16 are removed,
because this bicliques are embedded in other bicliques or equal to previously
added. Note that bicliques (2, 14) and (14, 2) are equal. Thus, set MBC contains
maximal induced bicliques (1, 3), (2, 14), (2, 15), (2, 34), (2, 35), (4, 5), which
correspondence to rows 2–6, 10 of Table 2.

Earlier, we obtained the following estimate of HFindMIB algorithm

O
(

22Δ · Δ · (|MBC| + Δ3 · log(22Δ)
)

+ n2

)
.

Time complexity of the HFindMIB algorithm depends on size of the set MBC.
This is feature of MIBGP for Hypergraphs which is an enumeration problem.
Besides estimate depends on value Δ however it is overestimated since some of
the subsets at each of the l-layers does not form a part of biclique. For connected
hypergraphs, the this estimate can be significantly improved using the following
lemma.

Lemma 1. Let a connected hypergraph H with degree Δ be given. If an induced
biclique (S0, S1) exists in hypergraph H, where |S0| = |S1| = Δ, then the hyper-
graph H is bipartite.
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Table 2. Generated induced bicliques for all layers

Δ № (S0, S1)

1 1 (1, 2)

2 (1, 3)

3 (2, 14)

4 (2, 15)

5 (2, 34)

6 (2, 35)

7 (3, 1)

8 (3, 2)

9 (4, 2)

10 (4, 5)

11 (5, 2)

12 (5, 4)

2 13 (14, 2)

14 (15, 2)

15 (34, 2)

16 (35, 2)

3 —

4 —

A proof of this lemma follows from the definition of maximal induced biclique
of hypergraph, property of connectivity of hypergraph and maximal degree of
vertex Δ. Based on Lemma 1, some of the steps in the generation of induced
bicliques can be skipped, which will significantly reduce the number of filtered
induced bicliques.

4 Computational Experiments

To evaluate the effectiveness of solving the MIBGP for Hypergraphs problem by
the proposed HFindMIB algorithm, computational experiments were performed.
Experiments were done on the hypergraphs H = (X,U) with different numbers
of vertices n = |X| and hyperedges m = |U | as well as different maximum vertex
degree Δ. Computational experiments were performed on a PC with an AMD
Ryzen 5 3600 6-Core Processor 3.60 GHz and 16 GB of RAM. Results are given
in the Table 3.

As can be seen from the Table 3 execution time of HFindMIB algorithm
essentially depends on cardinality of set MBC. This is typical for the problem
of finding all maximal induced bicliques, since their number can exponentially
depend on the size of the hypergraph. Other algorithms for finding all maximal
induced bicliques have similar time complexity [15,16].
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Table 3. Results of computational experiments

Δ n m |MBC| t, sec

3 100 90 194 0.02

5 100 76 456 0.106

7 100 73 808 0.384

3 500 439 965 0.453

5 500 362 2218 2.378

7 500 317 4361 9.359

5 Conclusion

The solution of the MIBGP is used both for parameter estimation and for analyz-
ing the internal structures of networks. It is well known to use maximal bicliques
in the problem of determining subnets and assigning them specific labels for
telecommunication networks [7]. The bicliques is also used to estimate the Shan-
non capacity [27], and the biclique expansion are used to determine the Hermi-
tian rank for a Hermitian matrix represented as a graph [28]. Moreover, each
individual biclique can be interpreted depending on the considered subject area.

The paper investigates the problem of finding all maximal induced bicliques of
hypergraph and proposes the HFindMIB algorithm for its solution. The HFind-
MIB algorithm is based on the theorem of equivalence of induced bicliques of the
hypergraph H and the vertex graph L2(H). Proposed HFindMIB algorithm has

time complexity which has not exceeded O
(

22Δ·Δ·(|MBC|+Δ3·log(22Δ)
)
+n2

)

where Δ is the maximum vertex degree of hypergraph H.
The structure of the HFindMIB algorithm assumes the possibility of using

parallel computing technologies to speed up its work. Research on improving the
theoretical estimate of the time complexity of the algorithm is also promising.
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Abstract. The ultimate goal of the study is the built digital twin of
a telecom operator. One of the important components of a communica-
tion service provider (CSP) digital twin is the customer’s digital twin.
Building a customer’s digital twin is an extremely difficult task, because
a number of properties of a real customer are difficult to formalize. We
offer a customer experience model, which will become part of the gen-
eral customer digital twin model, complementing the behavioral aspect
of a real customer. General model of fuzzy cognitive maps (FCMs) was
chosen as the mathematical basis for this model. For this study, we used
data from two big CSPs. Based on these data, two models of FCMs were
developed.

Keywords: Digital Twin · Customer Experience · Cognitive maps

1 Introduction

The global goal of this study is to develop the foundations of the theory of
constructing a CSP digital twin (DT) through the construction of digital twins
of CSP’s different systems. The use of DT is aimed at solving a wide range
of information communication management tasks. Possible DT applications are
described in [1]. The DT of individual systems can be DT of info-communication
infrastructure, a customer digital twin (CDT), DT of any resource. Building a
CDT is an extremely difficult task, because a number of properties of a real client
(for example, behavior) are difficult to formalize. Application of the customer
DT will help to solve problems such as forecasting clients churn, forecasting the
purchase of services, etc., better than can be solved by other methods. In this
work, we suggest a model of Customer Experience (CX) as one of the parameters
of the CDT. Accordingly, by simulating changes in CX, we create one of the
components of the customer’s digital twin. The CX model for CDT can be used
to predict the movement of a customer through the stages of their life cycle. For
the task we solve, we will study stages at which the client uses network resources
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and how they bring profit. At the moment, in the field of telecommunications,
there are 9 customer life cycle stages (CLCS) [2,3].

At every single CLCS, a customer gets his new experiences - CX. The CX
can be both positive and negative, but in any case, the CX of each CLCS has
an impact on behavior, propensity to churn, and user loyalty at other CLCSs.
In this work, we study CLCSs “Buy”. As part of the client’s life cycle, it is
important for us to keep every single client at the “Consumption” CLCS, as well
as “convince” him to buy additional services, which means even more load on
the network infrastructure. In order to be able to predict the movement of the
client through the CLCSs of the life cycle, we need to calculate the client’s CX
in real time. FCMs were used to calculate CX, and then (in the development of
this study) we will calculate the probability of a client’s transition to a particular
CLCS of the life cycle based on the client’s CX received.

2 Customer’s Digital Twin as a Part of CSP Digital Twin

The development of the DT is based on the “Cross-domain model of info-
communications management” (CDM) [1], based in its turn on the high-level
“Domain model of info-communications” (DM) [4–6]. DM uses such terms like
“information”, “information interaction”, “information process”, “information
object”. Using these terms it is possible to describe the main parts (blocks) of
the Info-communication system (ICS) and to describe the processes taking place
in ICS. For further discussing, it is needed to put some of the new terms here. Any
information system operates with information objects - images {〈A〉, 〈B〉, ...} of
the entities {A,B, ...}.

“Information is sent” when the image transmitting from source-system A to
receiver-system B signal has changed:

〈A〉ξA ⇒ 〈〈A〉ξA〉ξB (1)

“Information is perceived” when a new image of the source has arisen in the
diversity of the recipient’s thesaurus:

〈A〉ξA −→ 〈C〉ξC −→ 〈〈〈A〉ξA〉ξC 〉ξB

(2)

“Informational impact” is the influence of a “source” A on the state of a
“receiver” B, leading to a change of the image 〈B〉.

“Informational exchange” -the process of transmitting and receiving of sig-
nals, which lead to the mutual change of the images 〈A〉ξB and 〈B〉ξA to possible
change of the participants thesauruses.

“Informational interaction” - is cross-change of the images of inherent sys-
tems 〈A〉ξA and 〈B〉ξB , leading to change of images 〈A〉ξB and 〈B〉ξA of the other
participants. “Perception of the transmitted information” - is the emergence of
a new image of system A in the recipient R’s variety of thesaurus of the recipi-
ent 〈〈A〉ξA〉ξR . To understand further reasoning, we need the definitions “User”,
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“Potential information”, “Actual information”, “Information system”, “Commu-
nication system”, “Info-communication system”. The definitions of these terms
are given in references [4,5]. We suggest that you familiarize yourself with them.
Within DM, in general, the elementary interaction of two information systems
in the information domain is represented by the equation:

〈〈An〉ξAn 〉ξCm Q22
ξ

CmCk−→ 〈〈An〉ξAn〉ξ
Ck (3)

The DM (Fig. 1) is a universal abstract model and describes the compo-
nents of an info-communication system and the information exchange within it.
The model consists of three domains interconnected by relationships: a physical
domain, an information domain, and a cognitive domain. The domain model
is a universal abstract model and describes the components of an information-
communication system and information exchange within it. The model consists
of three domains interconnected by relationships: a physical domain, an infor-
mation domain, and a cognitive domain. The physical domain is the domain of
physical objects and energy processes. This is where physical objects interact. An
information domain is a domain where information entities interact; data that
is used by entities of the cognitive domain “live” here. The cognitive domain is
the domain of the “intellectual function” where decisions are made. To apply
the domain model to build a digital twin of a telecom operator, it is necessary
to refine it taking into account the specifics of the communication industry -
to introduce architecture and entities that correspond to the activities of the
telecom operator.

Fig. 1. The Domain Model of Info-communication System
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The framework developed by the TM Forum was chosen as the main con-
cept for finalizing the model. Today it is the most harmonious and complex
system, which includes a set of interrelated standards and recommendations
intended for the telecommunications, IT and digital entertainment industries
and designed to facilitate the development of service-oriented software for enter-
prises in the industry, to increase the compatibility of its components and to
simplify the interaction between the participants of the distributed value chain
in the process of providing info-communication services. Frameworx (By TM
Forum) seeks to describe in the form of an integrated model the activities of an
info-communication company as a whole, including business processes, informa-
tion exchange, IT infrastructure and interaction with partners. The TM Forum
has developed a Shared Information and Data model, which has been adopted by
the International Telecommunication Union (ITU) as a standard. Shared Infor-
mation and Data Model (SID) - as a part of the TM Forum Frameworx - contains
the definition and description of the elements and data structures involved in
the business processes of an info-communication company and shared by various
components of its information systems.

The new Cross-Domain Model (CDM) includes horizontal domains reflect-
ing the specifics of info-communications: Customer Domain, Service Domain,
Resource Domain, Partner Domain (Fig. 2). The CDM horizontal domains cor-
respond to TM Forum Framewox tools: SID, enhanced Telecom Operations Map
(eTOM) and Telecom Applications Map (TAM).

Fig. 2. The conceptual view of the Cross-Domain Model

The vertical aspects of the domain model demonstrate the unity and interac-
tion between entities within each separate domain. These interactions, like the
nature of entities, differ from domain to domain. The horizontal domains from
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the SID model include entities of interacting digital service provider objects.
They are collected in different domains according to the principle of functional
departments of the organization. For example, in the organizational structure of
a service provider there is a sales department, a customer service department, a
technical department, a supplier relationship department, etc. Because the new
model has lots of intersecting horizontal and vertical domains, we have named
it “Cross-Domain Info-communications Management model” (CDM) (Fig. 2).

In [1] it is shown that within the framework of the CSP DT a network of DTs
of various systems will be formed and these DTs will interact with each other,
reflecting the real processes of the CSP. The place of the CDT in the CDM is at
the cross-section of the vertical ID and the horizontal Customer domain. CDM
consists of vertical domains and horizontal areas. Physical Domain (PD) domain
includes: operator’s physical infrastructure; services with which the infrastruc-
ture is loaded; customers with whom the operator interacts with in the course
of their activities; other entities of the physical world objects necessary for the
realization of the business goals of the digital service provider. The Informa-
tion Domain (ID) includes all sorts of data and information about PD objects
obtained from a variety of available information sources (Fig. 3).

Fig. 3. The place of Digital Twin in CSP IT-landscape

In general, this is information and data presented in various formats. The
Cognitive Domain (CD) in this work is not discussed, since much of it goes



CX Model for CSP Digital Twin 153

beyond the scope of info-communication topics. Cross-domain interaction is
described in DM description. The cross-domain information exchange with feed-
back, which is necessary for the implementation of management and control
functions. Feedback forms a closed control loop, which is introduced here into
the CDM of the DT, reflecting activity of cognitive function (decision-making,
analysis, etc.) in the CD.

Currently, all the data on the state of the network infrastructure, its load and
events [7,8] are accumulated in the databases of Operations Support Systems
(OSS) and Business Support Systems (BSS). OSS/BSS is a large class software
that can be used to collect data and use it by the DT within the proposed cross-
domain model. The most important feature that a CSD provides to a Service
Provider is the ability to perform real-time simulations without affecting the
actual physical infrastructure. That is, it becomes possible to use the DT to solve
many problems, including those described at the beginning of this article. At the
same time, the existing DT will not be a “black box” with unknown content. It
will be a very close in properties to a real object, a complex model with input and
output, which can be included in the feedback of the large “control mechanism”
of post-NGN networks.

3 CX Functional Model

One of the most important components of the Customer Experience Management
(CEM) is the concept of the customer life cycle [9–14]. The life cycle is the set of
stages of the client’s interaction with the company, starting from the moment the
client becomes aware of the company and ending with the point of termination
of the relationship:

– Discover (I Research, I Choose, I Validate)
– Buy (I Order, I Order, I Receive)
– Start-Up (I get set up, I am welcomed, I make my first service payment)
– Use (I Use my products and services, I manage my account, I am Valued)
– Get Support (I have a question, I have a problem, I want to escalate)
– Renew/ Leave (I renew my contract, I leave)

Based on TM Forum research [11,13], the CX functional model can be described
as a structure of three levels, where each of the levels determines calculation of
CX values of different levels of abstraction - from atomic metrics of CX to total
values of CX (using the customer life cicle):

– Level 1 (L1) - this level describes the scenarios for collecting input data for
the model, as well as how the KQIs and KPIs are calculated for operational
processes that influence the formation of the customer experience model.

– Level 2 (L2) - this level describes how the quality indicators (KQI) are calcu-
lated for a specific communication channel or point of contact with the client
based on the KPI/KQI results obtained at level 3. Furthermore, the obtained
values of the quality of the interaction channel or point of contact are “cali-
brated” by subjective customer assessments of the measurement data (which
are also formalized in the CX metrics model).
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Fig. 4. 3-leveled model of CX

– Level 3 (L3) - This level describes how the Customer Experience Index is
calculated in the context of a specific stage of the customer life cycle, as well
as the cumulative value in the context of the entire customer life cycle.

The functional model above can be represented as an three-levelled hierarchical
structure, where each level of the hierarchy will correspond to one of the levels
of the functional model (Fig. 4). The hierarchical model can be decomposed into
two independently computed Fuzzy Cognitive Map (FCM). The first FCM M1,
will describe an total CX scoring model for lifecycle stages, based on CX metrics.
The control factors (concepts) of this FCM will be the metrics of CX. The target
factors will be the values of the total CX calculated for every single CLCS. The
second FCM M2 will describe the model for assessing the total CX based on the
values of CX calculated in M2. The controlling factors of the model will be the
values of the total CX per every single CLCS, and the target factor will be the
final total value of CX [11,13] (Fig. 5).

4 Mathematical Model

In our model, we use FCM both for calculating the value of integral customer
experience for one stage of the customer life cycle and for calculating the total CX
for the entire customer life cycle. TM Forum CX metrics are used in introduced
mathematical model. In general, FCM consists of nodes (N1, N2, ..., Nn), which
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Fig. 5. Fuzzy Cognitive Map for CX calculation

are metrics of CX [15–20], and of directed arcs (ei,j), which indicate the connec-
tion between the FCM nodes (Ni, Nj). Directional arcs are assigned fuzzy values
in the interval [−1, +1]. These values show the strength of the mutual influence
of factors. A positive value indicates a positive causal relationship between fac-
tors. A negative value indicates a negative relationship between two factors. Zero
value corresponds to the absence of mutual influence of factors. In general, FCM
is determined by the parameters N,E,C, f :

N = (N1, N2, ..., Nn) (4)

where
– (N1, N2, ..., Nn) are set of parameters (concepts) - the nodes of the graph.

– E : (Ni, Nj) ⇒ ei,j - a function that corresponding the value of (ei,j) to a pair
of concepts (Ni, Nj), where (ei,j) is the weight of a directed edge from Ni to Nj

if i �= j, and (ei,j) = 0 if i = j. It means that E(N · N) = (ei,j) is connection
matrix. The values of the weights on the main diagonal of the matrix are equal
to zero, since changes in knowledge about the concept are not can affect the
concept itself. – C : Ni ⇒ Ci is a function that assigns to each concept Ni

a sequence of its activation degrees so that for each t ∈ N,Ci(t) ∈ L - is the
degree of activation of the concept Ni at time t. C(0) ∈ Ln is an initial vector
containing the initial values of all concepts. C(t) ∈ Ln is the final vector of states
of concepts at a certain iteration L. – f : R ⇒ L is the a transformation function
that links C(t + 1) and C(t) for all t ≥ 0 so that:

∀i ∈ {1, 2, ..., n}, Ci(t + 1) = f(
n∑

i=1

eij · Cj(t)) (5)
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The transform function is used to bring the weighted sum of concept states into
the range [0; 1]. For both levels of the represented hierarchical model we use two
FCMs.

FCM M1 models the first level of the hierarchy in the functional model. The
FCM illustrates the system by a graph, the vertices of which will be determined
using the values of the linguistic variable. These values are the result of the
fuzzification function for the original CX metric value.

M1 = (FA1,MU1, V AL1,DEG1) (6)

where FA1 is a set of graph vertices, which are factors of the cognitive model
M1; MU1 - the set of graph arcs that simulate the mutual influence of the CX
concepts; V AL1 is the set of values of the vertices of the graph; DEG1 is a set
of values of the influence degree.

Thus, at this step, the value of the total CX is calculated for each separate
CLCS. This result is very important for predicting the movement of the customer
through the CLCS.

FCM M2 models the second level of the functional model. This level allows
to calculate the entire customer life cycle. The target factor in this case is the
total CX for the entire customer’s life cycle, and the model’s governing factors
are the values of the total CX at each CLCS, calculated as target factors of M1.
The FCM M2:

M2 = (FA2,MU2, V AL2,DEG2) (7)

Total CX for the entire customer life cycle, in essence, will be the target
output parameter of the entire model, aggregating the values of CX at all CLCS.

Thus, at this step of the calculation, the solution to the problem of assessing
the integral CX for the entire CLCS is simulated based on the values of CX at
each CLCS.

To calculate the force of mutual influence of model factors we need to consider
some “path” from the factor ci to the factor cj : ci → c(i+1) → c(i+2) →→
c(j−1) → cj . This path can be defined by ordered factor indices: (i, i + 1, i +
2, . . . , j − 1, j). Then, the indirect effect of the influence of the factor ci on the
factor cj will be determined through the path (i, i + 1, i + 2, . . . , j − 1, j). The
overall effect of the influence of the factor ci on the factor cj will be determined
by the set of paths N existing between these factors. The indirect effect of the
influence of the factor ci on the factor cj :

Cn(ci, cj) = min{e(cp, cp+1) ∈ (i, k1l, ..., kn
l, j)} (8)

where Cn is the influence of the factor ci on the factor cj through some path
n from the set of paths N ; p and p+1 are indices of factors adjacent from left to
right, through which a path is built from factor ci to factor cj . Operation min in
this case will be equivalent to the operation of multiplication. Then, the general
causal effect of the influence of the factor vi on the factor vj can be written as
follows:

R(ci, cj) = max(Cn(ci, cj)), (9)
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where R(ci, cj) is the total influence of the factor ci on the factor cj through
the set of paths N ; R(ci, cj) is the influence of the factor ci on the factor cj

through the path ni from the set of paths N .
Thus, at this step of the calculation, the problem of assessing the degree of

influence of the metrics of CX and the values of the total CX is solved.

5 Results and Further Research

Models of CX have been developed to form a refined picture of a telecom oper-
ator’s client in the general model of a CSP DT. The software “MentalModeller”
and “Mathemematica” were used as tools for analysis and modeling of FCMs.
As part of the study, 42 metrics (out of four hundred offered by TM Forum) were
selected as control factors of the FCM, characterizing CX of a customer. We pro-
vide here as a result the FCM: for calculating the integral customer experience
of the Buy stage for the customers of a CSP;

The initial data for building models are metrics of customer experience calcu-
lated on the basis of data from CSPs. We obtained the initial data for assessing
the mutual influences of factors based on a survey of experts. Customer Expe-
rience Metrics - These are the numerical metrics of a CSP performance that
experts believe impact the customer experience in the B2C segment of customers.
According to the proposed model, the metrics are classified into 2 groups:

– indicators related to a specific customer and characterizing the experience of
a specific customer (analogous to Per Customer Metrics in the TM Forum
model);

– indicators characterizing the operating activities of the company; they are not
associated with a specific customer, but they have an impact on the customer
experience (analogous to Functional Metrics in the TM Forum model). This
group of metrics is relevant for both models. Also, for each of the metrics,
the stage of the customer’s life cycle is determined to which it belongs, i.e.
has the greatest impact.

The main data sources for metrics are OSS/BSS systems of a CSP: CRM, Billing,
Service Desk, Work Force Management, as well as the system for collecting
and analyzing customer opinions (customer opinions are collected by conducting
surveys, as well as by receiving and analyzing customer comments from social
networks). The range of values for each of the metrics under consideration is
reduced to the range of values of the term set of the linguistic variable using the
fuzzification procedure determined by experts for each metric.

To assess the mutual influence of factors in the models, two interviews of
experts were conducted. In particular, the experts determined the mutual influ-
ence between the metrics of customer experience, between the metrics of cus-
tomer experience and integral CX in the context of the life cycle stage, between
the integral CX in the context of the life cycle stage and integral CX for the
entire customer life cycle.
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The model for assessing the integral customer experience for the Buy stage
is based on the example of the process of connecting a new client (subscriber)
from the moment when the client (subscriber) has already chosen the service
that he wants to purchase and turned to one of the sales channels of the telecom
operator until the moment when the service will be connected to the client. This
process, in general, corresponds to the Buy stage of the TM Forum client life
cycle model. Accordingly, it is possible to define a set of metrics that form an
integral customer experience in the context of a given stage of the customer’s
life cycle. The set of metrics of the domestic telecom operator is taken as the
initial data and is structured under the “reference” model of metrics from TMF.
Figure 6 shows a fragment of the FCM for assessing the integrated customer
experience of the Buy stage in the context of the B2C segment of the operator’s
customers.

Fig. 6. Cognitive map for assessing the integrated CX of the Buy stage

6 Conclusion

The ultimate goal of the study is the built digital twin of a telecom operator.
Realizing that this is a serious, large and complex task, we decomposed it into
more understandable parts. We believe that the digital twin of a large system
is a set of interacting digital models (small twins). By increasing the adequacy
and accuracy of the models, we are gradually approaching a complex model
of a telecom operator, which could be called a digital twin. The model of CX
proposed in this paper is considered by us as one of the elements that make up
the most accurate model of the customer - the digital twin of the customer. In
the next works, we will be able to show a new, even more accurate model of CX,
in which, possibly, new behavioral parameters of the client will appear.
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Abstract. The model of perishable inventory system with orbit is examined
under (s, S ) and (s,Q) policies. The stability condition of the system is derived
and the joint distribution of the number of customers in orbit and the inventory
level is obtained by using matrix-geometric method. Formulas for calculation
of the performance measures are developed. The behavior of performance mea-
sures under given policies are analyzed and comparative numerical results are
presented.

Keywords: perishable inventory system · repeated customers · orbit · (s, S )
policy · (s,Q) policy · matrix-geometric method · calculation methods ·
performance measures

1 Introduction

One of the important class of inventory systems (IS) is a perishable inventory systems
(PIS) in which an inventory life time is a finite random quantity, for example, blood
banks, systems of processing an outdated information, food provision systems, etc. In
PIS the inventory level decreasing not only after its release to a customer but also due
to the end of inventory life time. Note that a survey works [1–3] and a monograph [4]
contain references of numerous literature sources in this direction.

Here consideration is given to models of PIS without service facility. In other words,
it is assumed that inventory immediately released to primary customers (p-customers)
directly from a system store house, i.e., a service time of p-customers is equal to zero.
It means that formation of queue of p-customers is impossible. However, formation of
an orbit of repeated p-customers (retrial customers, r-customers) is possible.

An analysis of available literature showed that PIS models without service facility
had not been sufficiently studied. The paper [5] has studied a model of PIS without
service station of p-customers which applies (s, Q) replenishment policy. It means that
when an inventory level decreases or equals a certain level (reorder point) s a delivery
order for inventory of volume Q = S − s, with S being the maximum volume of the
system store house, is sent to a higher store house. The mentioned paper assumes that

c© Springer Nature Switzerland AG 2022
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the lead time is equal to zero, and the inventory life time has an exponential distribution
function (d.f.). To study the inventory level, the one-dimensional birth and death process
is used. Analogous models with a positive lead time have been studied in [6,7].

In [8] the Markovian model of non-perishable IS with instant service and (S− 1, S)
policy (i.e. one-to-one ordering policy) being investigated. It is assumed the customers
that occur during the stock-out periods enter into the orbit of infinite size. The joint
probability distribution of the inventory level and the number of customers in the orbit
are obtained in the steady state case by applying matrix-analytical method [9]. Various
system performance measures in the steady state are derived.

Note that even in an IS with instant service the queue of p-customers can be formed
when inventory level is zero. Such kind models of PIS have been studied in [10–13].

This paper is close in spirit to [8]. The main contributions of this paper are as fol-
lows: (i) We extend the model investigated in [8] by considering perishable inventory
items; (ii) we take into account that arrived p-customers in accordance Bernoulli scheme
either join the orbit or leave the system when the inventory level is zero; (iii) we take
into account that r-customers might be impatient, i.e. if upon arrivals of the r-customer
the inventory level is zero, then they in accordance Bernoulli scheme either leave the
system or re-join the orbit; (iv) we consider different replenishment policies, i.e. here
we assume that in the system might be applied (s, Q) or (s, S) policies.

Previously, a similar model with the (s, Q) policy was studied in [14] using an
approximate method based on the principles of state space merging of two-dimensional
Markov chains [15]. This approach allows to find simple formulas for calculating the
performance measures of the system. However, despite the simplicity and effectiveness
of the specified method, it can be accepted when certain conditions are met. So, in
[14], this method is applied when the following condition is met: the total intensity of
the arrival of primary customers and deterioration of inventory is much higher than the
intensity of the arrival of retrial customers. If this condition is not met, then the accuracy
of this method is significantly reduced. Based on this, in this paper, another numerical
method is developed that does not impose any conditions on the initial parameters of
the system.

The rest of the paper is organized as follows. The models under study are described
in Sect. 2. In Sect. 3, we perform the steady-state analysis of the system under various
policies. Firstly, the stability condition of the system is derived by using Level Inde-
pendent Quasi-Birth-Death Process (LIQBD) theory. Then, the joint distribution of the
number of customers in orbit and the inventory level is obtained by using MGM. Main
performance measures are computed in Sect. 4. Results of numerical experiments are
demonstrated in Sect. 5. Conclusions are given in Sect. 6.

2 Description of the PIS Models

The inventory system has a store house of limited volume S. It is assumed that each
item of the inventory, independently of the others, becomes unusable after a random
time that has an exponential d.f. with parameter γ, γ > 0. Input flow of p-customers’
forms Poisson stream with rate λ. If at the moment of p-customer arrival the inventory
level is positive, then it is instantly serviced and leaves the system; otherwise (i.e. when
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inventory level is zero) the customer with probability Hp either leaves for infinity orbit
to repeat its inquiry or with complementary probability 1 − Hp eventually leaves the
system. From orbit only r-customer on the head of orbit repeat its inquiry at random
time which has exponential d.f. with parameter η, i.e. retrial rate is constant value and it
is independent on the number of customers in the orbit. If at the moment of a r-customer
arrival inventory level is positive, then such customer is instantly serviced and leaves
an orbit; otherwise the r-customer either leaves an orbit with probability Hr or with
complementary probability 1 − Hr stays there to repeat its inquiry. Here we consider
two replenishment policies: (s, S ) and (s, Q). In both policies lead time is positive
random variables that has exponential d.f. with the meanv−1.

The problem consists in determining a joint distribution of system inventory level
and the number of r-customers. This problem solution will allow us to determine per-
formance measures as well.

3 Computation of the Steady-State Probabilities

First consider model with (s, S ) policy. Mathematical model of the investigated system
is two dimensional Markov chain (2-D MC). States of the indicated 2D MC are defined
by 2D vectors (n,m), where n is total number of customers in orbit, n = 0, 1, ..., and
m is denote the inventory level, m = 0, 1, ..., S . State space of the indicated 2D MC is
given by

E =
∞⋃

n=0

L (n) , (1)

where L (n) = {(n, 0) , (n, 1) , ..., (n, S )} called the nth level, n = 0, 1, 2, ...
The transition rate from the state (n1,m1) ∈ E to the state (n2,m2) ∈ E is denoted

by q ((n1,m1) , (n2,m2)). The set of all these rates forms the generator of the 2D MC.
According to the accepted service scheme and replenishment policy, we obtain the fol-
lowing relations for the determining of the indicated transitions:

q ((n1,m1) , (n2,m2)) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

λ + m1γ if m1 > 0, (n2,m2) = (n1,m1 − 1) ,
η if n1m1 > 0, (n2,m2) = (n1 − 1,m1 − 1) ,
ηHr if n1 > 0, m1 = 0, (n2,m2) = (n2 − 1,m1) ,
λHp if m1 = 0, (n2,m2) = (n1 + 1,m1) ,
ν if m1 ≤ s, (n2,m2) = (n1, S ) ,
0 in other cases.

(2)

Hereinafter, the equality of vectors means that their corresponding components are
equal to each other.

States from the space E is renumbered in lexicographical order as follows
(0, 0) , (0, 1) , ..., (0, S ) , (1, 0) , (1, 1) , ..., (1, S ) , ... Then indicated 2D MC repre-
sents LIQBD for which generator has the following three diagonal form:

G =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

B A0 . . .
A2 A1 A0 . .
. A2 A1 A0 .
. . . . .
. . . . .

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3)
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All block matrices in (3) are square matrices of dimension S + 1. From relations

(2) we conclude that entities of the block matrices B =
∥∥∥bi j
∥∥∥ and Ak =

∥∥∥∥a(k)
i j

∥∥∥∥ , i, j =
0, 1, ..., S , are determined as follows:

bi j =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ν if i ≤ s, j = S ,
λ + iγ if i > 0, j = i − 1,
−
(
ν + λHp

)
if i = j = 0,

− (ν + iγ + λ) if 0 < i ≤ s, i = j,
− (iγ + λ) if s < i ≤ S , i = j,
0 in other cases;

(4)

a(0)
i j =

{
λHp if i = j = 0,
0 in other cases;

(5)

a(1)
i j =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ν if 0 ≤ i ≤ s, j = S ,
λ + iγ if i > 0, j = i − 1,
−
(
ν + λHp + ηHr

)
if i = j = 0,

− (ν + iγ + λ + η) if 0 < i ≤ s, i = j,
− (iγ + λ + η) if i > s, i = j,
0 in other cases;

(6)

a(2)
i j =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

ηHr if i = j = 0,
η if i > 1, j = i − 1,
0 in other cases.

(7)

Let A = A0 + A1 + A2. Stationary distribution that correspond to the generator A is
denoted by π = (π (0) , π (1) , ..., π (S )), i.e. we have

πA = 0 , πe = 1, (8)

where 0 is null row vector of dimension S+1 and e is column vector of dimension S+1
that contains only 1’s.

From relations (5)–(7) we obtain that entities of generator A =
∥∥∥ai j
∥∥∥ , i, j =

0, 1, ..., S ,are determined as

ai j =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−ν if i = j = 0,
ν if 0 ≤ i ≤ s, j = S ,
λ + iγ + η if i > 0, j = i − 1,
− (λ + iγ + ν + η) if 0 < i ≤ s, j = i,
− (λ + iγ + η) if i > s, j = i,
0 in other cases.

(9)

Proposition 1. Under (s, S ) policy the investigated system is ergodic if and only if the
following relation is fulfilled:

λHpπ (0) < η (1 − (1 − Hr) π (0)) . (10)

Proof. From relations (9) we obtain that system of equations (8) has following explicit
form:
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(
ν + (mγ + λ + η)

(
1 − δm,0)) π (m) = ((m + 1) γ + λ + η) π (m + 1) , 0 ≤ m ≤ s; (11)

(mγ + λ + η) π (m) = ((m + 1) γ + λ + η) π (m + 1) χ (s + 1 ≤ m ≤ S − 1)

+ν
∑s

m=0 π (m) δm,S , s + 1 ≤ m ≤ S .
(12)

Hereinafter δx,y are denote Kronecker delta and χ (A) is indicator function of event
A.

From (11) and (12) all values π (m) , m = 1, ..., S , are expressed by π (0) as follows:

π(m) =

{
amπ (0) , if 1 ≤ m ≤ s + 1,
bmπ (0) , if s + 1 < m ≤ S ,

(13)

where am =
∏m

i=1
Λi−1+ν
Λi

; bm =
Λs+1
Λm

∏s+1
i=1

Λi−1+ν
Λi

;Λi = λ + η + iγ, i = 1, 2, ..., S .
The probability π(0) is determined from normalizing condition, i.e.

π(0) =

⎛⎜⎜⎜⎜⎜⎜⎝1 +
s+1∑

m=1

am +
S∑

m=s+2

bm

⎞⎟⎟⎟⎟⎟⎟⎠
−1

.

In accordance to [9] (chapter 3, pages 81–83) investigated LIQBD is ergodic if and
only if the following condition is fulfilled:

πA0e < πA2e. (14)

By taking into account (5), (7) and (13) after some algebras from (14) we obtain
that relation (10) is true.

Note 1. The ergodicity condition (10) has probabilistic meaning. Indeed, left side of
(10) is equal to the rate of the primary customers in the orbit subject to inventory level
is zero while right side of (10) represent weighted average total rate of the retrial cus-
tomers leaving with the purchase of inventory (when the inventory level is positive) and
without purchase of inventory (when inventory level is zero). Therefore, relation (10)
means the following: the conditional rate of primary customers to orbit should be less
than the weighted average total rate of retrial customers leaving the system.

Special Cases: 1) Fully impatient retrial customers, i.e. when Hr = 1 we have following
ergodicity condition: λHpπ (0) < η . 2) Patient retrial customers, when Hr = 0 we have
following ergodicity condition: λHpπ (0) < η (1 − π (0)) . In both cases, if in addition
we set Hp = 1, then ergodicity condition requires that the rate of primary customers to
orbit should be less than the rate of retrial customers leaving the system. Note that in
all cases, ergodicity condition depends on size of warehouse, as well as on perish rate
of inventory and lead time.

Steady-state probabilities that corresponds to the generator matrix G we denote by
p = (p0, p1, p2, ...), where pn = (p (n, 0) , p (n, 1) , ..., p (n, S )) , n = 0, 1, .... Under
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the ergodicity condition (10) the steady-state probabilities are calculated from the fol-
lowing equations:

pn = p0R
n, n ≥ 1, (15)

where R is nonnegative minimal solution of the following quadratic matrix equation:

R2A2 + RA1 + A0 = 0.

Bound probabilities p0 are determined from following system of equations with
normalizing condition:

p0 (B + RA2) = 0.

p0 (I − R)−1 e = 1, (16)

where I is indicated identity matrix of dimension S + 1.
Now consider model with (s,Q)policy. State space for the model under (s,Q) policy

is same with previous one, i.e. it is defined by set E and generator of appropriate 2D
MC is determined by following relations:

q ((n1,m1) , (n2,m2)) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

λ + m1γ if m1 > 0, (n2,m2) = (n1,m1 − 1) ,
η if n1m1 > 0, (n2,m2) = (n1 − 1,m1 − 1) ,
ηHr if n1 > 0, m1 = 0, (n2,m2) = (n2 − 1,m1) ,
λHp if m1 = 0, (n2,m2) = (n1 + 1,m1) ,
ν if m1 ≤ s, (n2,m2) = (n1,m1 + S − s) ,
0 in other cases.

(17)

By using the indicated above lexicographical order of renumbering of states we
conclude that for this model generator matrix has the following form:

G̃ =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

B̃ A0 . . .
A2 Ã1 A0 . .
. A2 Ã1 A0 .
. . . . .
. . . . .

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Entities of matrices B̃ and Ã1 in G̃ are calculated as follows:

b̃i j =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ν if i ≤ s, j = i + S − s,
λ + iγ if i > 0, j = i − 1,
−
(
ν + λHp

)
if i = j = 0,

− (ν + iγ + λ) if 0 < i ≤ s, i = j,
− (iγ + λ) if s < i ≤ S , i = j,
0 in other cases;

(18)

ã(1)
i j =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ν if 0 ≤ i ≤ s, j = i + S − s,
λ + iγ if i > 0, j = i − 1,
−
(
ν + λHp + ηHr

)
if i = j = 0,

− (ν + iγ + λ + η) if 0 < i ≤ s, i = j,
− (iγ + λ + η) if i > s, i = j,
0 in other cases;

(19)
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Therefore, from relations (5), (7) and (19) we obtain that in this model entities of
generator Ã = A0 + Ã1 + A2 are determined as

ãi j =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−ν if i = j = 0,
ν if 0 ≤ i ≤ s, j = i + S − s,
λ + η + iγ if i > 0, j = i − 1,
− (λ + η + iγ + ν) if 0 < i ≤ s, j = i ,
− (λ + iγ + η) if i > s, j = i,
0 in other cases.

(20)

Proposition 2. Under (s,Q) policy the investigated system is ergodic if and only if the
condition (10) is fulfilled where π (0) is defined as π (0) = c0π(s + 1), where

π(s + 1) =

⎛⎜⎜⎜⎜⎜⎝
s∑

m=0

cm +
S−s∑

m=s+1

dm +
S∑

m=S−s+1

fm

⎞⎟⎟⎟⎟⎟⎠
−1

;

cm =
s+1∏

i=m+1

Λi
ν + Λi−1

; dm =
Λs+1

Λm
; fm =

ν

Λm

s∑

i=m−S+s
ci .

Proof. From relations (20) we obtain that balance equations for state probabilities
π (m) , 0 ≤ m ≤ s, coincide with equations (11) and balance equations for state proba-
bilities π (m) , s + 1 ≤ m ≤ S , has following explicit form:

(mγ + λ + η) π (m) = ((m + 1) γ + λ + η) π (m + 1) χ (s + 1 ≤ m ≤ S − s)

+νπ (m − S + s) χ (S − s + 1 ≤ m ≤ S ) , s + 1 ≤ m ≤ S .
(21)

From (11) and (21) we obtain

π(m) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩

cmπ(s + 1), if 0 ≤ m ≤ s,
dmπ(s + 1), if s + 1 ≤ m ≤ S − s,
fmπ(s + 1), if S − s + 1 ≤ m ≤ S .

(22)

By taking into account (22) after some algebras from (14) we conclude that the fact
stated above is true. Further by using system of equations (15) and (16) the steady-state
probabilities for this model are calculated.

4 Performance Measures

In both models performance measures are calculated via steady-state probabilities.
Main performance measures are following ones.

Average inventory level (S av):

S av =

S∑

m=1

m
∞∑

n=0

p (n,m) ;

Average order size under (s, S ) policy (Vav):

Vav =

S∑

m=S−s
m
∞∑

n=0

p (n, S − m) ;
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Note 2. Average order size under (s,Q) policy is constant and equal to S − s.
Average number of customers in orbit (Lo):

Lo =
∞∑

n=1

n
S∑

m=0

p (n,m) ;

Average reorder rate (RR):

RR = (λ + (s + 1) γ)
∞∑

n=0

p (n, s + 1) + η
∞∑

n=1

p (n, s + 1) ;

Loss probability of p-customers
(
Pp

)
:

Pp =
(
1 − Hp

) ∞∑

n=0

p (n, 0) ;

Loss probability of r-customers (Pr):

Pr = Hr

∞∑

n=1

p (n, 0) .

5 Numerical Results

In this section results of numerical experiments will be discussed and presented. The
behavior of performance measures vs s under (s, S ) and (s,Q) policies are depicted in
Fig. 1 and Fig. 2.

We used the following parameters for numerical experiments:

λ = 40, η = 25,Hp = 0.7,Hr = 0.3, ν = 10, γ = 25, S = 20

S av under (s, S ) policy is increasing with the increase of s as opposed to (s,Q).
This behavior is expected as with higher s the inventory is replenished more frequently
up to S which results in higher average inventory level. But under (s,Q) the replenish-
ment amount is fixed (S − s) and becomes lower with higher s which in turn results in
lower average inventory level. Average order size Vav is also proportional to s which is
reflected in graph. We excluded (s,Q) series from Vav as it is fixed for given s. RR is
also lower under (s, S ) policy due to higher average inventory level.

The average number of customers Lo is lower for (s, S ) policy because of higher
inventory level S av. The higher inventory level results in more number of served cus-
tomers that in turn keeps the average orbit size lower. Customer loss probabilities
decrease for higher values of s due to higher S av under (s, S ) policy. In contrary, under
(s,Q) policy for the higher values of s the slight increase in Pp and Pr is observed due
to lower S av which results in lesser number of served customers.
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Fig. 1. Dependence of inventory related performance measures on the reorder level s under (s, S ),
(s,Q) policies
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Fig. 2. Dependence of customer related performance measures on the reorder level s under (s, S ),
(s,Q) policies

6 Conclusion

The queuing-inventory model with perishable inventory and infinite orbit size was
presented under (s, S ) and (s,Q) replenishment policies. Joint distribution of the
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inventory level and the number of customers in the orbit was found using matrix-
geometric method. Formulas for performance measures were developed. Numerical
experiments were performed using developed formulas. The behavior of performance
measures were analyzed under both replenishment policies and results were analyzed
and presented in graphical forms.
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University of Debrecen, Debrecen 4032, Hungary
{toth.adam,sztrik.janos,tamas.berczes,attila.kuki}@inf.unideb.hu

Abstract. The goal of this paper is to carry out a sensitivity analysis to
examine the effect of different distributions of service time when blocking
is applied with the help of retrial queueing systems having the property
of two-way communication. This eventuates in outgoing calls (secondary
customers) which are performed by the service unit after a random time
in its idle state. Primary customers arrive from the finite-source accord-
ing to an exponential distribution. This model does not contain queues
so the service of an incoming request starts immediately if the server is
functional and in an idle state. Impatience of the customers and server
failures are characterized by this system which also follow an exponential
distribution. The novelty of the investigation is to illustrate the effect of
blocking with several figures obtained by simulation using various distri-
butions of service time on the desired performance measures.

Keywords: Simulation · Blocking · Sensitivity analysis · Finite-source
queueing system · Unreliable server · Retrial queue · Impatient
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1 Introduction

The explosive growth of network traffic in recent years evokes the necessity of
investigating communication networks to understand the behaviour of differ-
ent systems. More and more communication sessions evolve partly almost every
device becomes “smart” leading to higher bandwidth requirements not just in
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multinational companies but in our homes as well. So many unknown quantities
may modify the performance of networking systems making them very complex
and difficult to realize every aspect of their operation. Consequently, researchers
dedicate their time to develop mathematical models describing telecommunica-
tion systems. With the help of retrial queueing systems arising real-life problems
can be modelled in main telecommunication systems like telephone switching sys-
tems, call centers, or computer systems. These systems possess a virtual wait-
ing room the so-called orbit where customers get into when the service unit is
unavailable. Some examples are listed where queueing models are utilized: [1,5].

In this paper, the customer owns the impatience feature meaning that cus-
tomers are able to decide to leave the system earlier without obtaining its service
requisition. This is a natural occurrence of human behaviour and can be experi-
enced in many fields of life like in healthcare applications, call centers, telecom-
munication networks so various works examine the effect of this phenomenon
like in [11,13,15]. In these articles impatient request is portrayed: if the queue
is sufficiently long balking customers choose to avoid entering the system, jock-
eying customers can alter queues if they encounter them may get served faster,
and reneging customers leave the queue if they have waited a definite time for
service.

Examining the available literature the considered models include service units
that are assumed to be accessible all the time. This hypothesis does not reflect the
reality as unexpected errors can take place like power outages, human negligence,
or other sudden actions. Although devices are developing and become more
reliable, unfortunate failures have a massive effect on the operation of the system
modifying the performance measures significantly hence retrial queuing systems
have been investigated in several papers recently for example in [4,8–10].

Two-way communication scheme gains ground ultimately due to its useful-
ness in many application fields modelling arising actual problems. One prime
example is call-center where service units in an idle state may perform other
activities besides satisfying the needs of incoming calls including selling, adver-
tising, and promoting products. In other words, whenever the server is idle it
may call for customers outside of the system after a random time. Utilization
of such systems is always a key issue in that way many scientists are trying to
optimize the service of different requests see for example [3,12,16,18].

The main focus of this paper is to carry out a sensitivity analysis inspecting
the various distributions of service time of primary customers when blocking is
applied on the main performance measures for instance the mean waiting time
and the variance of an arbitrary, a successfully served and an impatient cus-
tomer, the total utilization of the service unit, the probability of abandonment.
Because giving exact formulas are difficult especially when one of the variables
does not follow an exponential distribution, the obtained results are gathered
by stochastic simulation based on SimPack [6] which contains the basic building
blocks of the code. One of the main motivations is to develop simulation models
in this way because it gives us the freedom to calculate any performance measure
which we desire using various values of input parameters. The achieved results
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indicate the relevance of the used distributions using various parameter settings
and the effect of blocking illustrated by numerous figures concentrated on the
interesting phenomena of these systems.

2 System Model

Fig. 1. System model

The regarded system is a retrial queueing system of type M/G/1//N with
impatient customers and an unreliable server that is capable of producing out-
going calls. N denotes the number of sources where each individual generates
requests according to an exponential distribution with rate λ/N so the distribu-
tion of inter-request time is exponential with parameter λ/N (Fig. 1). There are
no queues in our model in this way whenever an incoming customer finds the
server in a busy state, it will be forwarded to the orbit. Otherwise, the service
of an incoming customer starts instantly that follows gamma, hypo-exponential,
hyper-exponential, Pareto, and lognormal distribution with different parameters
but with the same mean value. During its residence in the orbit, a customer may
launch an attempt to reach the service unit after an exponentially distributed
time with parameter σ/N . Call generation can not occur until the end of the
successful service of the individual in the source. We suppose that the service
unit breaks down after an exponentially distributed time interval with parame-
ter γ0 when it is busy and with parameter γ1 when idle. The repair time is also
an exponentially distributed random variable with parameter γ2 which starts
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instantly after a failure takes place. During a faulty period, requests can not
enter the system because of blocking. Customers have impatient characteristics
therefore they may decide to leave the system after waiting an exponential time
in the orbit with rate τ . As mentioned earlier an idle server may perform an
outgoing call towards the customers (secondary) from an infinite source after an
exponentially distributed time with parameter γ. The service of secondary cus-
tomers is a gamma-distributed random variable with parameters α2 and β2. At
the time the secondary request is arriving, if the server is busy or non-operational
then it will be cancelled and returns without entering the system. In the case of
breakdown:

– The service of a primary request is interrupted and it is forwarded immedi-
ately towards the orbit.

– The service of a secondary request is also interrupted but it departs the
system.

3 Simulation

As mentioned earlier results are obtained by a self-developed simulation pro-
gram and a statistical package [7] was integrated into our code to determine
the performance measures. The method of batch means is used where the useful
run is divided into N batches thus n = M − K/N observations are carried out
in every batch. K represents the warm-up period observations at the beginning
of the simulation which is rejected. M represents the length of the simulation.
We just simply calculate the sample average of the whole run after the warm-up
period. To have a valid estimation, batches should be long enough and the sample
averages of the batches should be approximately independent. In the following
articles you can find more information about this process [2,14]. The simulations
are performed with a confidence level of 99.9%. The relative half-width of the
confidence interval required to stop the simulation run is 0.00001. The size of a
batch used to detect the initial transient duration is 1000.

Table 1 display the used values of input parameters in our scenarios.

3.1 Scenario 1

We distinguished different scenarios where the values of service times of incoming
customers are different to check how the various distribution modify the oper-
ation of the system. First, the squared coefficient of variation is greater than
one, and to have a valid comparison we chose the parameters that the mean
and variance would be the same in every case. For this, a fitting process was
performed and [17] contains detailed info about these mechanisms (Table 2).

Figure 2 displays the probability (P (i)) that exactly i customer is located in
the system. The figure shows that there is a significant disparity among the used
distributions in the average number of requests in the system. Looking carefully
at the obtained curves we could state that each of them corresponds to Gaussian
distribution.
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Table 1. Numerical values of model parameters

N γ0 γ1 σ/N γ α2 β2 τ

100 0.05 0.5 0.01 0.8 1 1 0.001

Table 2. Parameters of service time of primary customers

Distribution Gamma Hyper-exponential Pareto Lognormal

Parameters α = 0.037 p = 0.482 α = 2.018 m = −0.751

β = 0.015 λ1 = 0.385 k = 1.261 σ = 1.826

λ2 = 0.416

Mean 2.5

Variance 169

Squared coefficient of variation 27.04

Figure 2 demonstrates the mean waiting time of an arbitrary customer in
the function of arrival intensity when the service time of the customer follows
a gamma distribution. The results prove what we expected aforehand when
blocking is applied lower mean waiting time is obtained especially besides higher
arrival intensity. The seen ratio is true for the other used distributions as well.

After noticing the effect of blocking, the next Figure (Fig. 4) shows the com-
parison of mean waiting time of an arbitrary customer besides the used distri-
butions. With increasing arrival intensity, the mean waiting time increases and
then, after reaching a certain value, starts to decrease. This tendency is valid for
every curve regardless of the distribution. Although having the same first two
moments, maximum property characteristic of a finite-source retrial queueing
system arises even with the appearance of blocking (at Fig. 3). The other note-
worthy thing about the figure is that the difference between the values obtained
using the different distributions is significant especially in the case of Pareto
distribution.

The variance of waiting time of a successfully served customer is depicted in
Fig. 5 versus arrival intensity. Interestingly the differences are significant among
the used distributions in spite of the selected parameters having the same first
two moments. This is especially remarkable if we compare the values at gamma
distribution with the values at Pareto distribution. This performance measure
starts to escalate rapidly and after λ/N reaches 0.1 variance stagnates around a
certain value.

3.2 Scenario 2

In this part after observing the results of the previous scenario, we were intrigued
to see the effect of another parameter setting on the performance measures.
In scenario 1 the squared coefficient of variation was greater than one so this
time the parameters are chosen in order the squared coefficient of variation
would be less than one. Because of this, the hyper-exponential distribution can
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Fig. 2. Distribution of the number of customers in the system, λ/N = 0.01

Fig. 3. The effect of blocking on the mean waiting of an arbitrary customer besides
service time of gamma distribution
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Fig. 4. The mean waiting time of an arbitrary customer

Fig. 5. The variance of waiting time of a successfully served customer
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not be used that’s why we replaced it with the hypo-exponential distribution.
Table 3 contains the exact values of the parameters of the service time of primary
customers in the case of this scenario, the other parameters remain unchanged
which is shown in Table 1.

Table 3. Parameters of service time of primary customers

Distribution Gamma Hypo-exponential Pareto Lognormal

Parameters α = 1.8 μ1 = 0.6 α = 0.69 m = 2.67

β = 0.72 μ2 = 1.2 k = 0.66 σ = 1.57

Mean 2.5

Variance 1.04

Squared coefficient of variation 0.72222222

The first figure (Fig. 6) shows the effect of blocking on the average waiting
time of an arbitrary request as a function of the arrival intensity. With the other
parameter setting, we saw that the average waiting time is lower in the blocking
case, which of course applies here as well. Perhaps the only difference is that
the curves are a little closer together in this scenario. However, a system with
finite-source the maximum property characteristics appears even in the blocking
case. It is worth mentioning that for the other distributions the difference is
similar between the two cases.

How the increasing arrival intensity of the customers has an influence on the
mean waiting time is illustrated in Fig. 7. Here, the mean and variance are the
same again but compared to Fig. 4 the results indicate a completely different
tendency. The obtained curves almost overlap each other, a minor difference
can be observed at Pareto distribution but it is not significant. Similarly, after a
while, the mean waiting time starts to decrease as in the previous scenario which
is a characteristic of finite-source retrial queuing systems. Although the article
presents results for one parameter setting, the interesting results described here
were obtained are true for other settings.

After taking a closer look at the mean waiting time of an arbitrary cus-
tomer, Fig. 8 demonstrates the variance of waiting time of a successfully served
customer. In Scenario 1 the results in the previous scenario were significantly
different from each other but here, with this parameter setting the curves are
almost totally identical even for Pareto distribution. Another interesting thing
about the figure is that, except for the Pareto distribution, the values obtained
in this scenario are significantly higher than in the previous section.
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Fig. 6. The effect of blocking on the mean waiting of an arbitrary customer besides
service time of gamma distribution

Fig. 7. The mean waiting time of an arbitrary customer
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Fig. 8. The variance of waiting time of a successfully served customer

4 Conclusion

We introduced a retrial queueing system of type M/G/1//N with impatient
customers in the orbit and with an unreliable server having a two-way commu-
nication feature from an infinite source when blocking is implemented. Results
are obtained by stochastic simulation and it is shown that the stationary prob-
ability distribution of the number of customers in the orbit tends to correspond
to the Gaussian distribution despite the used distribution of service time of
the primary customers. We investigated different scenarios for example when
the squared coefficient of variation is greater than one the obtained values of
mean waiting time of an arbitrary, successfully served customer significantly dif-
fer from each other even though the parameters are chosen that the mean and
variance would be equal in case of every distribution. Results also revealed the
effect of blocking which lowers the value of mean waiting time and the number
of customers in the system. In our second scenario when the squared coefficient
of variation is less than one interestingly the curves almost overlap each other
minor disparity turns up examining all the desired performance measures. In
the future, the authors intend to continue their research work, analyzing other
features of the system like collisions, outgoing calls toward the customers from
the orbit, or carrying out sensitivity analysis on other random variables.
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Abstract. In this paper, we consider the batch arrival with batch ser-
vice process. We assume that our queueing model has multi-server.
Arrivals of customers in batches of various sizes (1, 2, . . . , k) form
a marked compound Poisson process; we designate the batches as
T1, T2, . . . , Tk. The service time of Ti follows exponential distribution
with parameter μi, i = 1, 2, . . . , k; they are served in batches of the spe-
cific size. In arrival process, waiting room of type i for Ti has finite
capacity except waiting room of type 1 for T1. In service process, server
room of type i has finite capacity. Ti can go to service if server room of
type i has available space. If server room of type i does not have avail-
able place, then there are two following cases. The first case, if waiting
room of type i has available places, Ti must wait in this waiting room.
The second case, if waiting room of type i does not have available place,
then Ti must leave the system without service except T1, who must wait
in waiting room of type 1. Various performance measures are estimated
with numerical solution.

Keywords: Marked Compound Poisson Process · Batch Arrival ·
Batch Service · Matrix Analytic Method

1 Introduction

In real-life applications, customers may arrive in different batches to the service
station and each type of batch may be served with a different service rate. Niran-
jan and Indhira [6] reviewed some papers in the area of bulk arrival and batch
service. The queueing system with batch Poisson arrival and service was anal-
ysed by Li, Fertwell and Kouvatsos [5]. Another paper was studied by Jayaramn
and Matis [3] about single server markovian batch arrival model M [X]/M/1 and
single server markovian batch service model M/M [X]/1. Baruah, Madan and
Eldabi [1] studied the batch arrival queueing system with a single server queue
with different service rate. Chen, Wu and Zhang [2] studied a modified Mako-
vian bulk arrival and bulk service queues with general state dependent control.
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Also, Krishnamoorthy, Joshua, and Kozyrev [4] studied a single server queueing
inventory system with a batch Markovian arrival process and a batch Markovian
service process.

In this paper, we consider the batch arrival process with batch service pro-
cess. We assume that our queueing model has multi-server. In the batch arrival
process, arrivals of customers in batches of various sizes (1, 2, . . . , k) form a
marked compound Poisson process; we designate the batches as T1, T2, . . . , Tk.
The arrival rate of Ti is λPi where i = 1, 2, . . . , k.

The waiting room of type i is a finite capacity where i = 2, 3. . . . , k. The
number of batches of type Ti who are waiting in the waiting room of type i, is
denoted by ni. In other words, the size (batches) of the waiting room of type i
for Ti is 0 ≤ ni ≤ wi, where wi is the maximum number of tables size i in the
waiting room of type i for Ti where i = 2, 3, . . . , k. However, the waiting room
of type 1 for T1 is an infinite capacity. The number of batches of type T1 who
are waiting in the waiting room of type 1, is denoted by n1. Thus, 0 ≤ n1.

In batch service process, the service time of Ti follows exponential distribution
with parameter μi, i = 1, 2, . . . , k; they are served in batches of the specific size.

The server room of type i for Ti is a finite capacity where i = 1, 2, . . . , k. The
number of batches of type Ti who are in the server room of type i, is denoted
by mi. In other words, the size (batches) of the server room of type i for Ti is
0 ≤ mi ≤ ci where ci is the maximum number of tables size i in the server room
of type i for Ti where i = 1, 2, 3, . . . , k.

On the first arrival, Ti can directly go to the server room of type i where
i = 1, 2, . . . , k. The second arrival Ti can go to the server room of type i if
0 ≤ mi < ci, which means that there is available space in the server room of
type i for Ti. However, if there is no available space in the server room of type
i for Ti, then Ti must wait in the waiting room of type i where i = 1, 2, . . . , k.

On the next arrival, Ti can take the service in the server room of type i if Ti

finds 0 ≤ mi < ci, which means that there is available space in the server room
of type i for this Ti.

However, if Ti finds mi = ci , which means that there is unavailability space
in server room of type i for this batch of type Ti where i = 1, 2, . . . , k, then there
are two cases for T1 and Ti where i = 2, 3, . . . , k.

The first case, T1 must wait in the waiting room of type 1 (infinite capacity)
until previous batch of type 1 completes its service in the server room of type 1.
Then T1 can go to the server room of type 1.

The second case, for Ti where i = 2, 3, . . . , k when mi = ci, Ti must wait in
the waiting room (finite capacity) of type i when 0 ≤ ni < wi, which means that
there is available space in waiting room of type i for Ti, until previous batch of
type i completes its service in the server room of type i. However, if ni = wi,
which means that there is no available space in the waiting room (finite capacity)
of type i for Ti, then this batch must leave the system without service. So we
lose current arrival Ti where i = 2, 3, . . . , k. This keeps going.
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2 Mathematical Description of the Model

For the analysis of the model, we introduce the following notations.
Let
Ni(t) be the number of batches of type Ti in the waiting room of type i at

time t where i = 1, 2, . . . , k.
Mi(t) be the number of batches of type Ti in the server room of type i at

time t where i = 1, 2, . . . , k.
X(t) =

{
(N1(t), N2(t), . . . , Nk−1(t), Nk(t),M1(t),M2(t), . . . ,Mk−1(t),

Mk(t), ); t ≥ 0
}

is a continuous time Markov Chain on the state space.
Therefore, this model can be studied as a level Independent Qusi-Birth-Death
(LIQBD) process with state space is given by

Ω = {(n1, n2, . . . , nk−1, nk,m1,m2, . . . ,mk−1,mk)} with the following condi-
tions if 0 ≤ mi < ci, then ni = 0 for i = 1, 2, . . . , k; if mi = ci, then 0 ≤ ni ≤ wi

for i = 2, 3, . . . , k and if m1 = c1, then 0 ≤ n1 where ci is the maximum num-
ber of tables size i in the server room of type i for batches of type i where
i = 1, 2, . . . , k and wi is the maximum number of tables size i in the waiting
room of type i for batches of type i where i = 2, 3, . . . , k.

The terms of transitions of the states are given in the Tables 1 and 2.

Table 1. Arrival rates

From (0, 0, . . . , 0, 0, m1, m2, . . . , mk−1, mk)

To (0, 0, . . . , 0, 0, m
′
1, m

′
2, . . . , m

′
k−1, m

′
k)

Description mi, m
′
i where i = 1, 2, . . . , k

0 ≤ mi < ci and m
′
i = mi + 1

Arrival rate λPi where i = 1, 2, . . . , k

From (n1, n2, . . . , nk−1, nk, m1, m2, . . . , mk−1, mk)

To (n
′
1, n

′
2, . . . , n

′
k−1, n

′
k, m

′
1, m

′
2, . . . , m

′
k−1, m

′
k)

Description mi, m
′
i where i = 1, 2, . . . , k

ni, n
′
ii = 1, 2, . . . , k

1) ni = 0 and mi �= ci and m
′
i = mi + 1

2) ni = 0 and mi = ci and n
′
i = 1

3) 0 < ni < wi and mi = ci and n
′
i = ni + 1, i �= 1.

4) 0 < n1 and m1 = c1 and n
′
1 = n1 + 1, i = 1.

Arrival rate λPi where i = 1, 2, . . . , k
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Table 2. Departure rates

From (0, 0, . . . , 0, 0, m1, m2, . . . , mk−1, mk)

To (0, 0, . . . , 0, 0, m
′
1, m

′
2, . . . , m

′
k−1, m

′
k)

Description mi, m
′
i where i = 1, 2, . . . , k

0 < mi ≤ ci and m
′
i = mi − 1

Departure rate μi where i = 1, 2, . . . , k.

From (n1, n2, . . . , nk−1, nk, m1, m2, . . . , mk−1, mk)

To (n
′
1, n

′
2, . . . , n

′
k−1, n

′
k, m

′
1, m

′
2, . . . , m

′
k−1, m

′
k)

Description mi, m
′
i where i = 1, 2, . . . , k

ni, n
′
ii = 1, 2, . . . , k

1) 1 ≤ ni ≤ wi, i �= 1 and n
′
i = ni − 1

2) 1 ≤ n1, i = 1 and n
′
i = ni − 1

3) ni = 0 and 0 < mi ≤ ci and n
′
i = mi − 1.

Departure rate μi where i = 1, 2, . . . , k

The infinitesimal generator Q
′

of the level Independent Qusi-Birth-Death
(LIQBD) process with state space is of the form

Q
′
=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

A00 A01 A02 . . . A0(k−1) A0k O O . . .
A10 A11 A12 . . . A1(k−1) A1k O O . . .
A20 A21 A22 . . . A2(k−1) A2k O O . . .
...

...
... . . .

...
...

...
... . . .

A(k−1)0 A(k−1)1 A(k−1)2 . . . A(k−1)(k−1) A(k−1)k O O . . .
Ak0 Ak1 Ak2 . . . Ak(k−1) A1 A0 O . . .
O O O . . . O A2 A1 A0 O . . .
O O O . . . O O A2 A1 A0

. . . . . . . . .

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

;

Now, we modify the form of Q
′
by merging of cells. We get the following structure

Q =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

B00 B01

B10 A1 A0

A2 A1 A0

A2 A1 A0

. . . . . . . . .

⎞

⎟
⎟
⎟
⎟
⎟
⎠

; where

B00 =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

A00 A01 A02 . . . A0(k−1)

A10 A11 A12 . . . A1(k−1)

A20 A21 A22 . . . A2(k−1)

...
...

... . . .
A(k−1)0 A(k−1)1 A(k−1)2 . . . A(k−1)(k−1)

⎞

⎟
⎟
⎟
⎟
⎟
⎠

;
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B01 =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

A0k

A1k

A2(k−1)

...
A(k−1)k

⎞

⎟
⎟
⎟
⎟
⎟
⎠

and B10 =
(
Ak0 Ak1 Ak2 . . . Ak(k−1)

)
.

For example, when k = 3,

Q
′
k=3 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

A00k=3 A01k=3 A02k=3 A03k=3 O O . . .
A10k=3 A11k=3 A12k=3 A13k=3 O O . . .
A20k=3 A21k=3 A22k=3 A23k=3 O O . . .
A30k=3 A31k=3 A32k=3 A1k=3 A0k=3 O . . .

O O O A2k=3 A1k=3 A0k=3

. . . . . . . . .

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

; where

A00k=3 = (I(c1+1) ⊗ S0) + diag((λP1e1×(c3+1)(c2+1)c1),+((c3 + 1)(c2 +
1)))+ diag((μ1e1×(c3+1)(c2+1)c1),− ((c3 +1)(c2+1)))+ diag([(0e1×(c3+1)(c2+1))),
(−μ1e1×(c3+1)(c2+1)c1)]); where S0 = diag(V0A00

, ((e1×c2 ⊗ V0A00
) −

μ2e1×(c3+1)c2))+(I(c2+1)⊗diag(λP3e1×c3 ,+1))+(I(c2+1)⊗diag(μ3e1×c3 ,−1))+
diag(λP2e1×(c3+1)c2 ,+(c3 + 1)) + diag(μ2e1×(c3+1)c2 ,−(c3 + 1)); where V0A00

=
(−λ,−(λ + μ3)e1×c3);

A01k=3 =
(

I(c1+1) ⊗
(

I(c2+1) ⊗
(

Oc3×1

λP3

))
, OA01

)
; where

OA01 is zero matrix of order (c3 +1)(c2 +1)(c1 +1)× (c2 +1)(c1 +1)(w3 −1).

A02k=3 =
((

I(c1+1) ⊗
(

O(c3+1)c2×(c3+1)

λP2I(c3+1)

))
, OA02

)
; where

OA02 is zero matrix of order (c3 + 1)(c2 + 1)(c1 + 1) × (c1 + 1)w3 + ((c3 +
1)(c1 + 1) + ((c1 + 1)w3))(w2 − 1).

A03k=3 =
(

O0A03
O1A03

λP1I(c3+1)(c2+1) O2A03

)
; where

O0A03
is zero matrix of order (c3 + 1)(c2 + 1)c1 × (c3 + 1)(c2 + 1);

O1A03
is zero matrix of order (c3+1)(c2+1)c1×((c2+1)w3+(c3+1+w3)w2);

O2A03
is zero matrix of order (c3 +1)(c2 +1)× ((c2 +1)w3 +(c3 +1+w3)w2);

A10k=3 =
(

I(c1+1) ⊗ (μ3I(c2+1) ⊗ (
O1×c3 1

)
)

O(c2+1)(c1+1)(w3−1)×(c1+1)(c2+1)(c3+1)

)
;

A11k=3 = (Iw3 ⊗ S1)+ diag((0e1×(c2+1)(c1+1)(w3−1), λP3e1×(c1+1)(c2+1)))+
diag((λP3e1×(c2+1)(c1+1)(w3−1)),+((c2 + 1)(c1 + 1)))+
diag((μ3e1×(c2+1)(c1+1)(w3−1)),−((c2 + 1)(c1 + 1))); where

S1 = diag(V0A11
, (e1×c1 ⊗ V0A11

) − μ1e1×(c2+1)c1) + (I(c1+1) ⊗
diag((λP2e1×c2),+1))+ (I(c1+1) ⊗ diag((μ2e1×c2),−1))+ diag((λP1e1×(c2+1)c1),
(c2 + 1)) + diag((μ1e1×(c2+1)c1),−(c2 + 1)); where V0A11

= (−(λ + μ3),−(λ +
μ3 + μ2)e1×c2).

A12k=3 =
(

O0A12
(Iw3 ⊗ (I(c1+1) ⊗

(
Oc2×1

λP2

)
)) O1A12

)
; where
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O0A12
is zero matrix of order (c2 + 1)(c1 + 1)w3 × (c3 + 1)(c1 + 1);

O1A12
is zero matrix of order (c2 + 1)(c1 + 1)w3 × ((c3 + 1)(c1 + 1) + (c1 +

1)w3)(w2 − 1).

A13k=3 =
(

O0A13
(Iw3 ⊗

(
Oc1(c2+1)×(c2+1)

λP1I(c2+1)

)
) O1A13

)
; where

O0A13
is zero matrix of order (c2 + 1)(c1 + 1)w3 × (c3 + 1)(c2 + 1);

O1A13
is zero matrix of order (c2 + 1)(c1 + 1)w3 × ((c3 + 1 + w3)w2).

A20k=3 =
(

I(c1+1) ⊗ (
O(c3+1)×(c2(c3+1)) μ2I(c3+1)

)

OA20

)
; where

OA20 is zero matrix of order ((c1 + 1)w3 + (c1 + 1)(c3 + 1 + w3)(w2 − 1)) ×
(c1 + 1)(c2 + 1)(c3 + 1).

A21k=3 =

⎛

⎝
O0A21

Iw3 ⊗ (μ2I(c1+1) ⊗ (
O1×c2 1

)
)

O1A21

⎞

⎠ ; where

O0A21
is zero matrix of order (c3 + 1)(c1 + 1) × (c2 + 1)(c1 + 1)w3;

O1A21
is zero matrix of order (c1+1)(c3+1+w3)(w2−1)×(c2+1)(c1+1)w3;

A22k=3 = Iw2⊗S2+diag((0e1×(c1+1)(c3+1+w3)(w2−1), λP2e1×((c3+1)(c1+1)+((c1+1)w3))))

+diag((λP2e1×((c1+1)(c3+1+w3)(w2−1))), ((c3 + 1)(c1 + 1) + ((c1 + 1)w3))) +

diag((μ2e1×((c1+1)(c3+1+w3)(w2−1))), −((c3 + 1)(c1 + 1) + ((c1 + 1)w3))); where

S2 =
(

S20 S201

S202 S22

)
; where

S20 = diag(V0A22
+ ((e1×c1 ⊗ V0A22

) − (μ1e1×c1(c3+1)))) + (I(c1+1)⊗
diag((λP3e1×c3),+1)) + (I(c1+1) ⊗ diag((μ3e1×c3),−1)) + diag((λp1e1×(c3+1)c1),
+(c3 + 1)) + diag((μ1e1×(c3+1)c1),−(c3 + 1)); where V0A22

= (−(λ + μ2),−(λ +
μ2 + μ3)e1×c3);

S201 =
(

(I(c1+1) ⊗
(

Oc3×1

λP3

)
) O(c3+1)(c1+1)×(c1+1)(w3−1)

)
;

S202 =
(

I(c1+1) ⊗ (
O1×c3 μ3

)

O(c1+1)(w3−1)×(c3+1)(c1+1)

)
;

S22 = (Iw3 ⊗ S21) + diag((0e1×(c1+1)(w3−1), λP3e1×(c1+1)))+
diag((λP3e1×(c1+1)(w3−1)),+(c1 + 1)) + diag((μ3e1×(c1+1)(w3−1)),−(c1 + 1));
S21 = diag(V2A22

) + diag((λP1e1×c1),+1) + diag((μ1e1×c1),−1); where
V2A22

= (−(λ + μ3 + μ2),−(λ + μ3 + μ2 + μ1)e1×c1);
A23k=3 =

(
O0A23

(Iw2 ⊗ SA23)
)
; where

O0A23
is zero matrix of order (c1 + 1)(c3 + 1 + w3)w2 × ((c3 + 1)(c2 + 1) +

(c2 + 1)w3);
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SA23 =

⎛

⎜
⎜
⎝

(
O(c3+1)c1×(c3+1)

λP1I(c3+1)

)
O(c3+1)(c1+1)×w3

O(c1+1)w3×(c3+1) Iw3 ⊗
(

Oc1×1

λP1

)

⎞

⎟
⎟
⎠ ;

A30k=3 =
((

O(c3+1)(c2+1)×(c3+1)(c2+1)c1 μ1I(c3+1)(c2+1)

)

O((c2+1)w3+(c3+1+w3)w2)×(c3+1)(c2+1)(c1+1)

)
;

A31k=3 =

⎛

⎝
O(c3+1)(c2+1)×((c2+1)(c1+1)w3)

Iw3 ⊗ (
O(c2+1)×(c2+1)c1 μ1I(c2+1)

)

O(c3+1+w3)w2×(c2+1)(c1+1)w3

⎞

⎠ ;

A32k=3 =
(

O((c2+1)(c3+1)+(c2+1)w3)×(c1+1)(c3+1+w3)w2

Iw2 ⊗ SA32

)
; where

SA32 =
(

O(c3+1)×(c3+1)c1 μ1I(c3+1) O(c3+1)×(c1+1)w3

Ow3×(c3+1)c1 Ow3×(c3+1) (Iw3 ⊗ (
O1×c1 μ1

)
)

)
;

A1k=3 =

⎛

⎝
S30 S31 S32

S33 S34 S35

S36 S37 S38

⎞

⎠ ; where

S30 = diag((V0A1
, ((e1×c2 ⊗ V0A1

) − μ2e1×c2(c3+1)))) + (I(c2+1)⊗
(diag((λP3e1×c3),+1))) + (I(c2+1) ⊗ (diag((μ3e1×c3),−1))) +
diag((λP2e1×(c3+1)c2),+(c3+1))+diag((μ2e1×(c3+1)c2),−(c3+1)); where V0A1

=
(−(λ + μ1),−(λ + μ1 + μ3)e1×c3).

S31 = I(c2+1) ⊗
(

Oc3×1

λP3

)
; S32 =

(
O0S32

(
O(c3+1)c2×(c3+1)

λP2I(c3+1)

)
O1S32

)
; where

O0S32
is zero matrix of order (c3 + 1)(c2 + 1) × (c2 + 1)(w3 − 1); and

O1S32
is zero matrix of order (c3 +1)(c2 +1)× (w3 +((c3 +1+w3)(w2 −1)));

S33 =
(

μ3I(c2+1) ⊗ (
O1×c3 1

)

O(c2+1)(w3−1)×(c3+1)(c2+1)

)
;

S34 = (Iw3 ⊗ diag(V1A1
)) + (Iw3 ⊗ (diag([λP2e1×c2 ],+1)))+

(Iw3 ⊗ (diag([μ2e1×c2 ],+1))) + diag((λP3e1×(c2+1)(w3−1)),+(c2 + 1))+
diag((μ3e1×(c2+1)(w3−1)),−(c2 + 1)) + diag((0e1×(c2+1)(w3−1), λP3e1×(c2+1));
where

V1A1 = (−(λ + μ1 + μ3),−(λ + μ1 + μ3 + μ2)e1×c2);

S35 =

(
O(c2+1)w3×(c3+1) (λP2Iw3 ⊗

(
Oc2×1

1

)
) O(c2+1)w3×(c3+1+w3)(w2−1)

)
;

S36 =

⎛

⎝
O(c3+1)×(c3+1)c2 μ2I(c3+1)

Ow3×(c3+1)c2 Ow3×(c3+1)

O(c3+1+w3)(w2−1)×(c3+1)c2 O(c3+1+w3)(w2−1))×(c3+1)

⎞

⎠ ;

S37 =

⎛

⎝
O(c3+1)×(c2+1)w3

Iw3 ⊗ (
O1×c2 μ2

)

O(c3+1+w3)(w2−1)×(c2+1)w3

⎞

⎠ ;



On a Queue with MCPI and Exponentially Distributed Batch Service 193

S38 = diag(V2S38
) + (Iw2 ⊗ diag((λP3e1×(c3+w3)),+1)) + (Iw2 ⊗

diag((μ3e1×(c3+w3)),−1)) + diag((λP2e1×(c3+1+w3)(w2−1)),+(c3 + 1 + w3)) +
diag((μ2e1×(c3+1+w3)(w2−1)),−(c3 + 1 + w3)); where V2S38

= (e1×w2 ⊗ V0S38
) +

(0e1×(c3+1+w3)(w2−1), λP2e1×(c3+1+w3)); where V0S38
= (−(λ + μ1 + μ2),−(λ +

μ1 + μ2 + μ3)e1×(c3+w3−1), (−(λ + μ1 + μ2 + μ3) + λP3));

A0k=3 =
(
λP1I((c2+1)(c3+1)+(c2+1)w3+(c3+1+w3)w2)

)
;

A2k=3 =
(
μ1I((c2+1)(c3+1)+(c2+1)w3+(c3+1+w3)w2)

)
.

3 Steady-State Analysis

3.1 Stability Condition

Theorem 1. The Markov chain with the infinitesimal generator Q of the level
Independent Qusi-Birth-Death (LIQBD) is stable if and only if

λP1 < μ1

Proof. Let A = A2 + A1 + A0. We can notice that A is an irreducible matrix.
Thus, the stationary vector π of A exists such that

π A = 0

π e = 1.

The Markov chain with the infinitesimal generator Q of the level Independent
Qusi-Birth-Death (LIQBD) is stable if and only if

π A0e < π A2e.

Let l1 = (n1, 0, . . . , 0, 0, C1, 0, . . . , 0, 0), l2 = (n1, 0, . . . , 0, 0, c1, 0, . . . ,
0, 1),. . . ,lz = (n1, w2, . . . , wk−1, wk, c1, c2, . . . , ck−1, ck). Recall, A0 is a square
matrix of order z.

A0 =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

λP1 0 0 . . . 0
0 λP1 0 . . . 0
0 0 λP1 0 . . .

0 0 0
. . .

...
0 0 0 0 λP1

⎞

⎟
⎟
⎟
⎟
⎟
⎠

;

π A0e = (π0 ,π1 ,π2 , . . . , π(z−1) )A0e;
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π A0e = ( π0 ,π1 ,π2, . . . , π(z−1) )

⎛

⎜
⎜
⎜
⎝

λP1

λP1

. . .
λP1

⎞

⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎝

1
1
...
1

⎞

⎟
⎟
⎟
⎠

(z)

;

= (π0 λP1, π1 λP1, π2 λP1, . . . , π(z−1) λP1)

⎛

⎜
⎜
⎜
⎝

1
1
...
1

⎞

⎟
⎟
⎟
⎠

(z)

;

= (π0 λP1 + π1 λP1 + π2 λP1 + · · · + π(z−1) λP1);
= (( π0 + ( π1 + ( π2 + · · · + ( π(z−1) )λP1;

= (
(z−1)∑

i=0

πi) λP1

= λP1.

Recall, A2 is a square matrix of order z.

A2 =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

μ1 0 0 . . . 0
0 μ1 0 . . . 0
0 0 μ1 0 . . .

0 0 0
. . .

...
0 0 0 0 μ1

⎞

⎟
⎟
⎟
⎟
⎟
⎠

;

π A2e = (π0, π1 ,π2 , . . . , π(z−1) )A2e;

π A2e = (π0 ,π1 ,π2 , . . . ,π(z−1) )

⎛

⎜
⎜
⎜
⎝

μ1

μ1

. . .
μ1

⎞

⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎝

1
1
...
1

⎞

⎟
⎟
⎟
⎠

(z)

;

= (π0 μ1,π1 μ1,π2 μ1, . . . ,π(z−1) μ1)

⎛

⎜
⎜
⎜
⎝

1
1
...
1

⎞

⎟
⎟
⎟
⎠

(z)

;

= (π0 μ1 + π1 μ1 + π2 μ1 + · · · + π(z−1) μ1);
= (π0 + π1 + π2 + · · · + π(z−1)) μ1;

= (
(z−1)∑

i=0

πi) μ1

= μ1.
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Since πA0e = λP1 and πA2e = μ1, then the queueing system is stable if and
only if

λP1 < μ1

3.2 Stationary Distribution

The stationary distribution of the system process under consideration can be
obtained by solving the set of Eqs. 1 and 2.

XQ = 0 (1)

Xe = 1. (2)

Let X be decomposed with Q as following:
X = (X0,X1,X2, . . . ) where X0 = (X00,X0nk

,X0n(k−1) , . . . ,X0n2); where
X00 = (X00mk

,X00mk−1 ,X00mk−2 , . . . ,X00m2 ,X00m1); where
X00mk

= (0, 0, . . . , 0, 0, 0, 0, 0, 0, . . . , 0,mk);
X00mk−1 = (0, 0, . . . , 0, 0, 0, 0, 0, . . . , 0,mk−1,mk);

...

X00m2 = (0, 0, . . . , 0, 0, 0,m2,m3, . . . ,mk);
X00m1 = (0, 0, . . . , 0, 0,m1,m2,m3, . . . ,mk) where 0 ≤ mi ≤ ci, i =

1, 2, . . . , k.
X0nk

= (0, 0, . . . , 0, nk,m1,m2,m3, . . . , ck) where 0 < nk ≤ wk and 0 ≤
mi ≤ ci when i �= k.

X0nk−1 = (0, 0, . . . , 0, nk−1, nk,m1,m2, . . . , ck−1,mk) where 0 < nk−1 ≤
wk−1, and 0 ≤ mi ≤ ci when i �= k, (k − 1). If mk = ck then 0 < nk ≤ wk

and if mk �= ck then nk = 0.
X0nk−2 = (0, 0, . . . , 0, n(k−2), n(k−1), nk,m1,m2, . . . , c(k−2),m(k−1),mk)

where 0 < nk−2 ≤ wk−2, and 0 ≤ mi ≤ ci when i �= k, (k − 1), (k − 2). If
mk−1 = ck−1 then 0 < nk−1 ≤ wk−1 and if mk−1 �= ck−1 then nk−1 = 0. If
mk = ck then 0 < nk ≤ wk and if mk �= ck then nk = 0.

...

X0n2 = (0, n2, n3, . . . , nk,m1, C2, . . . ,mk) where 0 < n2 ≤ w2, and If mi =
ci then ni = 0 where i = 2, 3. . . . , k. If mi �= ci then 0 ≤ ni ≤ wi where
i = 2, 3. . . . , k.

Xn1 = (Xn10,Xn1nk
,Xn1n(k−1) ,Xn1n(k−2) , . . . ,Xn1n3 ,Xn1n2) where 0 < n1

and Xn10 = (n1, 0, . . . , 0, 0c1,m2, . . . ,mk) where 0 ≤ mi ≤ ci, i �= 1;
Xn1nk

= (n1, 0, . . . , 0, nk, c1,m2, . . . ,mk) where 0 < nk ≤ wk and 0 ≤ mi ≤
ci, i �= k;

Xn1n(k−1) = (n1, 0, . . . , 0, n(k−1), nk, c1,m2,m3, . . . , c(k−1),mk) where 0 <
nk−1 ≤ wk−1 and 0 ≤ mi ≤ ci, i �= k, (k − 1). If mk �= ck then nk = 0. If
mk = ck then 0 < nk ≤ wk.

...
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Xn1n3 = (n1, 0, n3, n4, . . . , n(k−1), nk, c1,m2, c3,m4, . . . ,m(k−1),mk) where
0 < n3 ≤ w3 and 0 ≤ mi ≤ ci, i �= 1, 3. If mi �= ci then ni = 0 where
i = 4, 5, . . . , k. If mi = ci then 0 < ni ≤ wi where i = 4, 5, . . . , k.

Xn1n2 = (n1, n2, n3, n4, . . . , n(k−1), nk, c1, c2,m3,m4, . . . ,m(k−1),mk) where
0 < n2 ≤ w2 and 0 ≤ mi ≤ ci, i �= 1, 2. If mi �= ci then ni = 0 where i =
3, 4, . . . , k. If mi = ci then 0 < ni ≤ wi where i = 3, 4, . . . , k.

From Eqs. 1 and 2, we can solve the system of equations

X0B00 + X1B10 = 0; (3)

X0B01 + X1A1 + X2A2 = 0; (4)

...

Xi−1A0 + XiA1 + Xi+1A2 = 0 for i = 2, 3, . . . . (5)

From Matrix analytic method, we can obtain the following equations
Xn1 = X1R

n1−1 for n1 = 2, 3, . . . . For more details, we can see Stewart [7].

4 Performance Measures

We obtain some performance measures of the system under steady state when
k = 3 as following:

1. Expected number of T1 in the waiting room of type 1

E[NT1 ] =
∞∑

n1=1

n1Xn1e.

2. The probability that the server room of type 1 for T1 is idle

P0T1 =
k=3∑

i=2

X00mi
e +

w2∑

n2=1

X0n2,m1=0
e +

w3∑

n3=1

X0n3,m1=0
e.

3. The probability that the server room of type 1 for T1 is busy

P1T1
= 1 − P0T1 .

4. Expected number of T2 in the waiting room of type 2

E[NT2 ] =
w2∑

n2=1

n2X0n2e +
∞∑

n1=1

w2∑

n2=1

n2Xn1n2e.

5. The probability that the server room of type 2 for T2 is idle

P0T2 = X00m1,m2=0e + X00m3e +
w3∑

n3=1

X0n3,m2=0
e +

∞∑

n1=1

X0n1,m2=0
e.
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6. The probability that the server room of type 2 for T2 is busy

P1T2
= 1 − P0T2 .

7. Expected number of T3 in the waiting room of type3

E[NT3 ] =
w3∑

n3=1

n3X0n3e +
w2∑

n2=1

w3∑

n3=1

n3X0n2e +
∞∑

n1=1

w2∑

n2=1

w3∑

n3=1

n3Xn1n3e.

8. The probability that the server room of type 3 for T3 is idle

P0T3 =
k=2∑

i=1

X00mi
e +

w2∑

n2=1

X0n2,m3=0
e +

∞∑

n1=1

X0n1,m3=0
e.

9. The probability that the server room of type 3 for T3 is busy

P1T3
= 1 − P0T3 .

5 Numerical Example

To illustrate the performance measures of the system numerically, we consider
the system with k = 3. Arrivals of customers in batches of various sizes (1, 2, 3)
form a marked compound Poisson process; we designate the batches as T1, T2 and
T3. We fix arrival rate λ = 3 with P1 = 0.2, P2 = 0.5 and P3 = 0.3. The service
time of Ti follows exponential distribution with parameter μ1 = 0.7, μ2 = 0.3
and μ3 = 0.5 where i = 1, 2, 3. The maximum number of tables size 2 and 3
in the waiting room of type 2 and 3 for T2 and T3 are w2 = 3 and w3 = 2
respectively. The maximum number of tables size 2 and 3 in the server room
of type 1, 2 and 3 for T1, T2 and T3 are c1 = 2, c2 = 4 and c3 = 3 respectively.
Then, we find the performance measures of the system corresponding to above
parameters in the Table 3.

Table 3. Some performance measures of the system with k = 3.

1 E[NT1] 4.4082 E[NT2] 2.7520 E[NT3] 1.1702

2 P0T1
0.1429 P0T2

0.0009 P0T3
0.0242

3 P1T1
0.8571 P1T2

0.9991 P1T3
0.9758

5.1 The Effect of c1 on E[NT1 ] and the Effect of w2 and w3 on
E[NT2 ] and on E[NT3 ], Respectively

In this section, we show the effect of the maximum number of tables size 1 in the
server room of type 1 for T1 (c1) on the expected number of T1 in the waiting
room of type 1 (E[NT1 ]). Besides this, we present the effect of the maximum
number of tables size i in the waiting room of type i for Ti (wi) on expected
number of Ti in the waiting room of type i (E[NTi

]) where i = 2, 3 as following:
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Fig. 1. Effect of c1 on E[NT1 ].

Fig. 2. Effect of w2 on E[NT2 ].

1. From Fig. 1, we can see that the expected number of T1 in the waiting room
of type 1 (E[NT1 ]) decreases as the maximum number of tables size 1 in the
server room of type 1 for T1 (c1) increases.

2. In addition, from Figs. 2 and 3 we note that expected number of Ti in the
waiting room of type i (E[NTi

]) increases as the maximum number of tables
size i in the waiting room of type i for Ti (wi) increases where i = 2, 3.
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Fig. 3. Effect of w3 on E[NT3 ].

6 Conclusion

In this paper, we studied a queue with Marked Compound Poisson input and
exponential distributed batch service. This queueing model has multi-server.
Various performance measures are estimated with k = 3. we study the effect of
the maximum number of tables size 1 in the server room of type 1 for T1 (c1) on
the expected number of T1 in the waiting room of type 1 (E[NT1 ]). Moreover,
we study the effect of the maximum number of tables size i in the waiting room
of type i for Ti (wi) on expected number of Ti in the waiting room of type
i (E[NTi

]) where i = 2, 3. We find that E[NT1 ] decreases as c1 increases and
E[NTi

] increases as wi increases where i = 2, 3.
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Abstract. We consider a two server queueing inventory model with two
types of customers. Type-I customers can form an infinite queue, while
type-II customers join a finite buffer of size N. There are two servers.
Server-1 is a dedicated server, giving service only to the type-I customers.
Server-2 provides service to both type-I and type-II customers. Service of
each customer requires an inventory item. Type-I customers are served
one by one, by both servers on a FIFS basis. Type-II customers are
served in batches of varying sizes by server-2. A random clock is set for
type-II customers, which starts with the arrival of first type-II customer
to an empty buffer. When the number of type-II customers becomes N or
when the random clock realizes, server-2 starts the service of that batch
of type-II customers. In such a situation, if server-2 is giving service to
a type-I customer, its service is frozen and the service of that batch of
type-II begins. The arrival of both types of customers are according to a
stationary Marked Markovian Arrival Process. The service times of both
type-I and type-II customers follow phase type distribution. The replen-
ishment of inventory follows the (s, S) policy with positive leadtime. If
the required inventory is not there at the time of service of a batch of
type-II customers, local purchase is done.

Keywords: MMAP · dedicated server · phase type distribution · local
purchase

1 Introduction

Inventory with positive service time were first introduced by Sigman and Simchi-
Levi [1] and Melikov and Molchanov [2], independently of each other. Krish-
namoorthy et al. [3] give a brief survey on inventory with positive service time.
Dudin et al. [4], consider a multi-server queueing system with two types of cus-
tomers, whose arrivals follow Marked Markovian arrival process. In [4], the ser-
vice time distributions of different type customers have phase type distribution
with different parameters. Chakravarthy et al. [5], consider a single server queue-
ing model with (s, S) inventory system. In this paper customers are served in
c© Springer Nature Switzerland AG 2022
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batches of varying size. In [6] Anbazhagan et al. consider an inventory system
with two types of service and exponential service time. Krishnamoorthy et al.
[7], consider a retrial queueing system with two types of customers and a single
server. In this paper service time is phase-type. Krishnamoorthy and Raju [8]
introduced the concept of local purchase in (s, S) inventory system. A single
server (s, S) production inventory model with positive service time is discussed
in [9], by Krishnamoorthy et al. Local purchase is used in this model to ensure
customer satisfaction. Maqbali et al. [10], consider a queueing inventory model
with one server. In [10] arrival Process is Markovian and service time is phase
type. In this paper, inventories have a common life time and local purchase is
used when all inventories perish. Nisha et al. [11] consider a queueing inventory
system with one server and two types of customers. In the model considered in
[11], arrival process is assumed to be Poisson process. The service time follows
phase-type distribution and replenishment of inventory is according to (s, S)
policy with positive lead time. In [12] Nisha et al. consider a queueing inventory
system with one server. In this model arrival process is assumed to be Marked
Markovian process and service time of both types of customers are assumed to
be two different phase-type distribution. Krishnamoorthy et al. [13] consider a
multiserver queueing inventory system with positive service time. Jeganathan
et al. [14] consider a perishable inventory model with two stations. Here there
are two dedicated servers and one flexible server, whose service rates are dif-
ferent with respect to stations and servers. In [15], Jeganathan et al. present a
perishable stochastic inventory system with a service facility consisting of two
servers and two parallel queues with jockeying. In this paper, each server has
its own queue with a finite capacity and inventory is replenished as per (s, S)
policy.

The motivation for the model is derived from a situation where the demands
by customers that arrive at a shop are of two types. These are physical customer
demands and online customer demands. The shopkeeper always tries to maintain
the goodwill and so he puts two servers for service. First server is dedicated for
serving physical customers. Second server serves both physical and online cus-
tomers. Both the servers give service to physical customers one by one according
to FIFS discipline. In order to reduce the long waiting time of online customers,
online customer demands are attended by server-2 as batches. Server-2 starts its
service only when the batch size reaches a fixed number or the waiting time of
first online customer exceeds a particular time duration, whichever occurs first.

The remaining sections of the paper is organised as follows. Section 2, gives
the mathematical description of the model. The mathematical formulation of the
model is done in Sect. 3. The stability condition and stationary distribution is
described in Sect. 4. In Sect. 5, we evaluate some measures of performance of the
system. In Sect. 6, some numerical examples along with graphical illustrations
are given. Section 7 is the conclusion of the paper.

2 Model Description

Our queueing inventory model consists of two types of customers, type-I and
type-II. The arrival of both types of customers are assumed to be stationary
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Marked Markovian Arrival Process (MMAP) having m phases. The matrix rep-
resentation of the MMAP is (D0,D1,D2). Type-I customers can form an infinite
queue, while type-II customers join a finite buffer of capacity N. A random
clock is also set for type-II customers. In every cycle, the clock starts when the
first type-II customer arrives. Let θ be the rate of realization of the exponential
clock. Type-II customers are served only when the clock expires or the number
of type-II customers reaches N, whichever occurs first. Our queueing inventory
system consists of two servers. Server-1 is a dedicated server, giving service to
type-I customers only. Server-2 provides service to both type-I and type-II cus-
tomers. Type-II customers have a preemptive priority over type-I customers.
When the number of type-II customers reaches N or the clock expires, if server-2
is busy it stops service of current type-I customer and provides service to that
batch of type-II customers. When the service of type-II customers is finished,
server-2 returns to the service of type-I customer, whose service was frozen. The
service of that type-I customer restarts from the stage where it was stopped.
The service time distributions of both type-I and type-II customers are different
phase type distribution. The service time of type-I customer by server-1 follows
phase type distribution with representation PH(α,W ) with m1 phases such that
W 0 = −We. The service time of type-I customer by server-2 follows phase type
distribution with representation PH(γ, U) with m2 phases such that U0 = −Ue.
The service time of a batch of type-2 customers by server-2 follows phase type
distribution with representation PH(τ , T ) with m3 phases and T 0 = −Te.

Service time is positive and the replenishment of inventory is by (s, S) policy.
Lead time is assumed to be exponential with parameter β. Each customer needs
one item. Service of each customer requires an inventory item. If the required
inventory is not available at the time of service of a batch of type-II customers,
local purchase is done. Local purchase means buying inventory locally from a
nearby seller. Local purchase of inventory is made only for type-II customers
and only the required inventory is purchased. Service of both types of customers
are as follows: when a type-I customer arrives, if there is at least one item in
inventory and both servers are idle, that customer is served by server-1. If there
is at least one item in inventory and only one server is idle, that type-I customer
is served by the idle server. If both the servers are busy or no inventory is
available, the arriving type-I customer wait in their respective queue. A random
clock is set in order to minimize the long waiting time of the type-II customer.
The clock starts when the first type-II customer arrives to an empty buffer.
When the number of type-II customers reaches N or when the random clock
expires, server-2 provides service to that batch of type-II customers immediately.
If server-2 is busy at that time, it stops service of current type-I customer and
provides service to that batch of type-II customers. If required inventory is not
available a local purchase is done instantaneously for that. Service of type-II
customers is a batch service. The batch size vary from 1 to N . The batch size
will be less than N, if the clock expires before the number of type-II customers
reach N. When the service of type-II customers is finished, server-2 goes back to
the service of that type-I customer whose service was frozen. Then the service
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of type-I customer will be resumed from the stage where it was frozen. When
type-I customer enters the service facility, the inventory level drops by one unit.
But when the service of type-II begins, the inventory level drops by n2, where n2

is the number of type-II customers present at that time. New type-II customer
is not allowed to enter the buffer when server-2 is providing service to type-II
customers. New type-II customer is allowed to join only after these customers
leave the system. A graphical representation of the model is given below in Fig. 1

Fig. 1. Model description

3 Mathematical Formulation

Let

– N1(t) denote the number of type-I customers in the queue at time t
– N2(t) denote the number of type-II customers in the finite buffer at time t
– I(t) denote the number of items in the inventory at time t
– S1(t) denote the status of server-1 at time t;

S1(t) =

{
0, if the server is idle
1, if the server is busy with a type-I customer
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– S2(t) denote the status of server-2 at time t;

S2(t) =

⎧⎪⎨
⎪⎩

0, if the server is idle
1, if the server is busy with a type-I customer
2, if the server is busy with a batch of type-II customer

– C(t) denote the clock status at time t

C(t) =

{
0, if the clock is off
1, if the clock is on

– J1(t) denote the phase of the service process of server-1 at time t
– J2(t) denote the phase of the service process of server-2 at time t
– F (t) represent the status of a customer whose service is frozen at time t

F (t) =

⎧⎪⎨
⎪⎩

0, if no type-I customer service is frozen at time t
k, the phase of the service process of type-I customer,

whose service is frozen at time t

– A(t) denote the phase of the arrival process at time t

Then {(N1(t), N2(t), I(t), S1(t), S2(t), C(t), J1(t), J2(t), F (t), A(t)); t ≥ 0} is
a continuous time Markov chain (CTMC) whose state space is described as fol-
lows. It is a Level Independent Quasi-Birth-Death(LIQBD) process. For getting
a steady state solution Matrix Analytic Method is used.

The state space Ω =
⋃∞

n1=0 l(n1), where l(n1) denotes the collection of states
in level n1 and are defined as

l(0) = {(0, 0)
⋃

(0, n2)} and for n1 ≥ 1, l(n1) = {(n1, 0)
⋃

(n1, n2)}.

(0, 0) corresponds to the state in which there is no type-I customer in queue
and no type-II customer in the finite buffer and (0, n2) corresponds to the state
in which there is no type-I customer in queue and n2 type-II customer in the
finite buffer. (n1, 0) corresponds to the state in which there is n1 type-I customer
in queue and no type-II customer in the finite buffer and (n1, n2) corresponds to
the state in which there is n1 type-I customer in queue and n2 type-II customer
in the finite buffer.

(0, 0) =
{
(0, 0, i, 0, 0, 0, 0∗, 0∗, 0, a)

⋃
(0, 0, i, 0, 1, 0, 0∗, k, 0, a)

⋃
(0, 0, i, 0, 2, 0, 0∗,

l, k
′
, a)

⋃
(0, 0, i, 1, 0, 0, j, 0∗, 0, a)

⋃
(0, 0, i, 1, 1, 0, j, k, 0, a)

⋃
(0, 0, i, 1, 2, 0, j, l, k

′
, a)/

0 ≤ i ≤ S; j = 1, 2, . . . , m1; k = 1, 2, . . . , m2; l = 1, 2, . . . , m3; k
′
= 0, 1, 2, . . . , m2;

a = 1, 2, . . . , m
}
,

(0, n2) = {(0, n2, i, 0, 0, 1, 0∗, 0∗, 0, a)
⋃

(0, n2, i, 0, 1, 1, 0∗, k, 0, a)⋃
(0, n2, i, 1, 0, 1, j, 0∗, 0, a)

⋃
(0, n2, i, 1, 1, 1, j, k, 0, a)/1 ≤ n2 ≤ N − 1;

0 ≤ i ≤ S; j = 1, 2, . . . ,m1; k = 1, 2, . . . , m2; a = 1, 2, . . . ,m},
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(n1, 0) = {(n1, 0, 0, 0, 0, 0, 0∗, 0∗, 0, a)
⋃

(n1, 0, 0, 0, 1, 0, 0∗, k, 0, a)⋃
(n1, 0, 0, 0, 2, 0, 0∗, l, k

′
, a)

⋃
(n1, 0, 0, 1, 0, 0, j, 0∗, 0, a)

⋃
(n1, 0, 0, 1, 1, 0, j, k, 0, a)⋃

(n1, 0, 0, 1, 2, 0, j, l, k
′
, a)

⋃
(n1, 0, i, 1, 1, 0, j, k, 0, a)

⋃
(n1, 0, i, 1, 2, 0, j, l, k

′
, a)/

n1 ≥ 1; 1 ≤ i ≤ S; j = 1, 2, . . . ,m1; k = 1, 2, . . . ,m2; l = 1, 2, . . . , m3;
k

′
= 0, 1, 2, . . . ,m2; a = 1, 2, . . . ,m},

(n1, n2) = {(n1, n2, 0, 0, 0, 1, 0∗, 0∗, 0, a)
⋃

(n1, n2, 0, 0, 1, 1, 0∗, k, 0, a)⋃
(n1, n2, 0, 1, 0, 1, j, 0∗, 0, a)

⋃
(n1, n2, 0, 1, 1, 1, j, k, 0, a)

⋃
(n1, n2, i, 1, 1, 1, j, k, 0, a)/

n1 ≥ 1; 1 ≤ n2 ≤ N − 1; 1 ≤ i ≤ S; j = 1, 2, . . . , m1; k = 1, 2, . . . , m2; a = 1, 2, . . . , m}
0∗ represents phase of an idle server.
The infinitesimal generator Q of the LIQBD describing the above two server

queueing inventory system is of the form⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

E00 E01 O . . . . . . . . . . . .
E10 E11 E12 O . . . . . . . . . . . .
E20 E21 E22 E12 O . . . . . . . . .
O E31 E21 E22 E12 O . . . . . .
O O E31 E21 E22 E12 O . . .
O O O E31 E21 E22 E12 O

. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

By merging the cells, we get the tridiagonal form given below⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

B00 B01 O . . . . . . . . .
B10 A1 A0 O . . . . . . . . .
O A2 A1 A0 O . . . . . .
O O A2 A1 A0 O . . .

. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

where

B00 =
(

E00 E01

E10 E11

)
, B01 =

(
0 0

E12 0

)
, B10 =

(
E20 E21

0 E31

)
,

A1 =
(

E22 E12

E21 E22

)
, A2 =

(
E31 E21

0 E31

)
, A0 =

(
0 0

E12 0

)
B00 is a square matrix of order (M +M1), B01 is of order (M +M1)× 2M1, B10

is of order 2M1 × (M + M1). A0, A1 and A2 are square matrix of order 2M1.
M = m(1 + m1)(1 + m2)(N + m3)(S + 1) and

M1 = m(1 + m1)(1 + m2)(N + m3) + mm1S(m2(m3 + N) + m3)

4 Stability Condition

The Markov chain with Q as generator is positive recurrent if and only if

πA0e < πA2e, (1)
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where the stationary vector π of A is obtained by solving

πA = 0;πe = 1, (2)

where the matrix A be defined as A = A0 + A1 + A2.

4.1 Stationary Distribution

The stationary distribution of the Markov process under consideration is
obtained by solving the set of equations

πA = 0;πe = 1. (3)

Let x be decomposed in conformity with Q. Then
x = (x0,x1,x2, . . . ), where xi = (y2i,y2i+1).
yi = (yi0,yi1, . . . . . . ,yiN−1)
For j = 1, 2, . . . , N − 1, yij = (yij0,yij1, ...,yijS)
For k = 0, 1, ..., S, the vectors yijk = (yijk0,yijk1)
For l = 0, 1, the vectors yijkl = (yijkl0,yijkl1,yijkl2)
For r = 0, 1, 2, yijklr = (yijklr0,yijklr1)
For t = 0, 1, yijklrt = (yijk0rt0∗ ,yijk1rt1, ...,yijk1rtm1)
For u = 0∗, 1, ...,m1, yijklrtu = (yijkl0tu0∗ ,yijkl1tu1, ...,yijkl1tum2 ,yijkl2tu1, ...,
yijkl2tum3)
For v = 0∗, 1, ...,m2, 1, ...,m3,
yijklrtuv = (yijkl0tuv0,yijkl1tuv0,yijkl2tuv0,yijkl2tuv1, ...,yijkl2tuvm2)
For w = 0, 1, ...,m2, yijklrtuvw = (yijklrtuvw1, yijklrtuvw2, ..., yijklrtuvwm)

yijklrtuvwy is the probability of being in state (i, j, k, l, r, t, u, v, w, y) for
i ≥ 0; j = 1, 2, . . . , N − 1; 0 ≤ k ≤ S; l = 0, 1; r = 0, 1, 2; t = 0, 1;u =
0∗, 1, ...,m1; v = 0∗, 1, ...,m2, 1, ...,m3;w = 0, 1, ...,m2 and y = 1, ...,m
From xQ = 0, we get the following equations:

x0B00 + x1B10 = 0 (4)

x0B01 + x1A1 + x2A2 = 0 (5)

x1A0 + x2A1 + x3A2 = 0 (6)

xi−1A0 + xiA1 + xi+1A2 = 0, i = 2, 3, .. (7)

There exists a constant matrix R such that

xi = xi−1R, i = 2, 3, ... (8)

The sub vectors xi are geometrically related by the equation

xi = x1R
i−1, i = 2, 3, ... (9)

R can be obtained from the matrix quadratic equation

R2A2 + RA1 + A0 = O (10)
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5 Performance Measures

Some measures of performance of the system are evaluated as follows.

1. Expected number of type-I customers in the queue

E[N1] =
∞∑
i=0

iyie (11)

2. Expected number of type-II customers in the finite buffer

E[N2] =
∞∑
i=0

N−1∑
j=0

jyije (12)

3. Expected number of items in the inventory

E[I] =
∞∑
i=0

N−1∑
j=0

S∑
k=0

kyijke (13)

4. Probability that server-1 is idle

b0 =
∞∑
i=1

N−1∑
j=0

yij00e +
N−1∑
j=0

S∑
k=0

y0jk0e (14)

5. Probability that server-1 is busy with a type-I customer

b1 =
∞∑
i=0

N−1∑
j=0

S∑
k=0

yijk1e (15)

6. Probability that the server-2 is idle

b2 =
∞∑
i=1

N−1∑
j=0

1∑
l=0

yij0l0e +
N−1∑
j=0

S∑
k=0

1∑
l=0

y0jkl0e (16)

7. Probability that the server-2 is busy with a type-I customer

b3 =
∞∑
i=0

N−1∑
j=0

S∑
k=0

1∑
l=0

yijkl1e (17)

8. Probability that the server-2 is busy with a batch of type-II customers

b4 =
∞∑
i=0

S∑
k=0

1∑
l=0

yi0kl2e (18)
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9. Probability that the clock status is on

c1 =
∞∑
i=0

N−1∑
j=1

S∑
k=0

1∑
l=0

1∑
r=0

yijklr1e (19)

10. The probability that a type-II customer is blocked from entering the system:

pb =
∞∑
i=0

S∑
k=0

1∑
l=0

yi0kl2e (20)

11. Expected rate at which inventory replenishment occurs

ER =
∞∑
i=0

N∑
j=0

s∑
k=0

βyijke (21)

12. Expected number of type-I customers waiting in the system due to lack of
inventory

E[W ] =
∞∑
i=1

N−1∑
j=0

iyij0e (22)

6 Numerical Examples

In this section, we give some numerical illustrations of variation in the measures
of performance with regard to variation in values of the parameters. Here the
MMAP describing the arrival is represented by (D0,D1,D2).The following values
are kept fixed:

α =
(
0.2000 0.4000 0.4000

)
;

W =

⎛
⎝−6.0000 3.0000 2.0000

1.0000 −6.0000 2.0000
2.5000 1.5000 −8.0000

⎞
⎠

γ =
(
0.3000 0.7000

)
;U =

(−7 2
4 −12

)

τ =
(
.2 .4 .1 .3

)
;T =

⎛
⎜⎜⎝

−10 3 4 2
5 −15 1 6
2 4 −14 3
5 3 2 −12

⎞
⎟⎟⎠

W0 =

⎛
⎝1

3
4

⎞
⎠ U0 =

(
5
8

)
T0 =

⎛
⎜⎜⎝

1
3
5
2

⎞
⎟⎟⎠

D0 =
(−7.3000 0.5000

0.8000 −5.1000

)
,D1 =

(
1.5000 0.6000
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6.1 Effect of θ on Various Measures of Performance

We fix m = 2; m1 = 3; m2 = 2; m3 = 4; s = 4; S = 9; β = 5; N = 5;
Table 1 shows the variation in various measures of performance for different

values of θ

Table 1. Effect of θ on some measures of performance

θ E[N1] E[N2] E[W ] b0 b1 b2 b3 b4 = pb

3 0.1236 0.5661 0.0036 0.5708 0.4292 0.4886 0.0841 0.4273

4 0.1319 0.4443 0.0029 0.5675 0.4325 0.4599 0.0827 0.4574

5 0.1384 0.3605 0.0025 0.565 0.435 0.4385 0.0816 0.4799

6 0.1437 0.3007 0.0022 0.5629 0.4371 0.4222 0.0807 0.4970

7 0.1481 0.2563 0.002 0.5613 0.4387 0.4094 0.08 0.5105

8 0.1517 0.2225 0.0019 0.56 0.44 0.3992 0.0795 0.5214

9 0.1548 0.1961 0.0018 0.5589 0.4411 0.3908 0.079 0.5302

10 0.1575 0.1749 0.0017 0.5579 0.4421 0.3838 0.0786 0.5376

11 0.1598 0.1576 0.0016 0.5571 0.4429 0.3779 0.0782 0.5439

The expected number of type-I customers in the system increases as θ
increases. But expected number of type-II customers in the finite buffer decreases
as θ increases. This happens because as θ increases, the chances of getting ser-
vice to a batch of type-II customers increases and so server-2 will be serving
type-II customers most of the time. As a result, the expected number of type-I
customers increases and the probability of server-1 being idle, decreases. As the
expected number of type-I customers increases the probability that the server-1
is busy with a type-I customer increases because server-1 is a dedicated server
for type-I customer. With an increase in values of θ, the probability that the
server-2 is serving a batch of type-II customers, increases. As a result, both the
probabilities of server-2 being idle and server-2 being busy with a type-I cus-
tomer, decreases. The blocking probability of the type-II customers increases
with an increase in θ. It happens because as θ increases, server-2 is busy with
type-II customers more time and during that time the arriving type-II customers
are blocked from entering the system.
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6.2 Effect of N on Various Measures of Performance

We fix m = 2; m1 = 3; m2 = 2; m3 = 4; s = 4; S = 9; β = 5; θ = 3;
Table 2 indicates the variation in various measures of performance for differ-

ent values off N .

Table 2. Effect of N on some measures of performance

N E[N1] E[N2] E[W ] b0 b1 b2 b3 b4

3 0.132 0.3424 0.002 0.567 0.433 0.456 0.0825 0.4615

4 0.126 0.4718 0.0027 0.5695 0.4305 0.4775 0.0835 0.439

5 0.1236 0.5661 0.0036 0.5708 0.4292 0.4886 0.0841 0.4273

6 0.1224 0.632 0.0041 0.5716 0.4284 0.4946 0.0844 0.4209

7 0.1219 0.6765 0.0045 0.572 0.428 0.498 0.0846 0.4174

As the maximum batch size N of type-II customers increases, the expected
number of type-I customers in the system decreases and expected number of
type-II customers in the finite buffer increases. This is because of the fact that
as N increases, the chances of getting service to a batch of type-II customers
decreases and so server-2 will be serving type-I customers most of the time.
So both the probabilities of server-2 being idle and the probability that the
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server-2 is busy with a type-I customer increases. This decreases the probability
of server-2 being busy with a batch of type-II customers. As N increases, the
idle probability of server-1 increases, and the probability of server-1 being busy
with a type-I customer decreases. This is because as N increases, server-2 is also
serving type-I customer most of the time and so the number of type-I customers
waiting for service decreases.

7 Conclusion

We considered a queueing inventory model with two servers and two types of
customers. Server-1 is a dedicated server, giving service to type-I customers only.
Service to type-I customers are provided by both servers and service to type-II
customers is only by server-2. Various performance measures are evaluated at
steady state conditions.
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Abstract. The convergence of a recently proposed tabu-enhanced quan-
tum annealing algorithm depends critically on the finiteness of memory
of the related stochastic process. We discuss the background of quantum
annealing and the convergence issues of the tabu-enhanced algorithm.
Given the details of the tabu data structure, the so-called tabu matrix,
we consider the sequences of solutions that result in a tabu matrix col-
lisions. As such, convergence of the algorithm is related to the problem
of studying the so-called matrix kernel, which we investigate and give an
example of such a collision as well.

Keywords: Quantum Annealing · Tabu Search · Ising Model

1 Introduction

Quantum computing is an emerging technology of computing systems design,
which allows to use the advanced physical effects to overcome the traditional
limitations of sequential/parallel computing in semiconductor systems. In par-
ticular, it allows to utilize quantum tunneling effect and quantum entanglement
to dramatically increase the speed [7] or decrease the dimension [1] of the opti-
mization problem being solved. The above effects, however, come within a lim-
ited class of tasks suitable for computing systems of this type, with quantum
annealing and quantum Fourier transform being among the most actively stud-
ied fields (we refer the reader to [8] for a comprehensive review of the active
fields of research in quantum computing). As such, a trending research subject
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is the study of advanced algorithms and computational problems that can utilize
the quantum computing environment, both in classical and in hybrid quantum-
classical computing environment [2], where the latter corresponds to utilization
of the quantum computer as a co-processor when a classical semiconductor sys-
tem is used for the computations management.

Simulated annealing is a well-known local search optimization heuristics used
to obtain an approximate solution on a huge parameter space, where explicit
solution can not be obtained in a reasonable time [5]. In brief, such an algorithm
allows to build up a sequence of random trajectories in the parameter space, and
such trajectories are dependent on a single parameter known as the temperature.
The so-called cooling scheme, which is a sequence of conditions and temperature
levels modulating acceptance of the non-optimal candidates in a neighborhood of
the currently optimal solution, is to be chosen in advance. Such a scheme resem-
bles the known annealing physical process in the metal production. Compared to
that, quantum annealing uses quantum tunneling in the solution space, instead
of accepting non-optimal solution at the neighborhood of the currently optimal
candidate. Both algorithms target to obtain the optimal state of the so-called
Ising model widely used in applications related to distributed networks, such as
the sensor network responsiveness modeling [11].

Convergence of the algorithm to the optimal solution is a necessary step in
the analysis of any heuristics. In the case of simulated annealing, the proof is
usually done in one of the two possible directions: either the steady state of
a Markov chain which models the trajectory of the random search is reached
at a single temperature (that is, the algorithm stays at each temperature for
sufficiently long period), or the sample path is considered to be derived from
a sequence of non-homogeneous Markov chains [5]. In general case, the same
is applicable to the so-called Generalized Hill Climbing class of algorithms, of
which the simulated annealing is a representative [6]. In a recent paper, the
convergence of quantum annealing algorithm by means of irreducibility of the
corresponding Markov chain was shown [9]. In the present paper, we discuss
the ways of demonstrating the convergence in the case quantum annealing is
combined with the tabu search, which in general disallows to apply Markov
chain convergence results directly due to virtually unlimited memory of the
previous states, and thus it is important to reason the finiteness of the memory
of corresponding tabu search mechanism [3–5]. We address this issue by studying
the collisions in the object storing the tabu states.

The structure of the paper is as follows. In Sect. 2 we give the necessary details
on the tabu enhanced quantum annealing algorithm. In Sect. 3 we describe an
approach to the formal study of convergence of the proposed algorithm based
on the collisions in the tabu matrix. We finalize the paper with a conclusion and
discussion of further research directions.

2 Tabu Enhanced Quantum Annealing

In this section we give a brief description of the quantum annealing algorithm
applied to the so-called Quantum Unconstrained Binary Optimization (QUBO)
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problem and enhanced with tabu search [9], as seen from the perspective of
application on a quantum annealer machine such as D-Wave. Such a machine
is capable of solving optimization problems encoded as the Ising model, that is,
minimization of the cost function

E(Θ,z) =
∑

i∈V

θizi +
∑

(i,j)∈E

θijzizj , z = (z1, ..., zn) ∈ {−1, 1}n. (1)

The matrix Θ holds the (real) coefficients θi known as individual fields, and
θij known as interaction (coupling) between the variables zi corresponding to
the measurements of n qubits on a quantum machine. The graph 〈V,E〉, with
|V | = n corresponds to physical architecture of the machine, where E is the edge
set between the vertices V , having an adjacency matrix A. However, to solve a
general optimization problem on such a machine, one needs to obtain the correct
encoding of the optimization function in terms of the cost function (1).

Consider the following QUBO problem

f(z) = zTQz → min, z ∈ {−1, 1}n, (2)

where z is the n-dimensional vector of ±1 and Q is a real symmetric matrix of
size n ≥ 1. In order to solve QUBO problem (2) by applying the optimization
procedure on a quantum annealer, a mapping of the variables is performed:

E(P TQP ◦ A,Pz),

where P is a permutation matrix, and ◦ is the Hadamard (componentwise)
product. This means that elements of Q are mapped to the coefficients of Θ
if there are corresponding edges in the set E, possibly after permutation. After
performing a solution, the result is read from the quantum state, and transformed
to the original state space.

However, since the best mapping P is not known in advance, the optimization
can be done iteratively, e.g. by using heuristic approach known as tabu search. In
such a case, the solution z∗ of the original optimization problem (2) is obtained
simultaneously with the best mapping P ∗ by penalizing the relatively worst
solutions in favor of currently best known candidate. In particular, due to the
problem structure, the following approach is suggested [9]: obtain the minimum
of

E(P T (Q + λkSk)P ◦ A,Pz),

where Sk is the so-called tabu matrix obtained after k iterations and λk is the
real coefficient encoding the penalty strictness. The matrix Sk is constructed as
the sum of outer products of the k already visited (worst) solutions {z(j)}j≤k,

Sk =
k∑

j=1

[
z(j)z

T
(j) − I + diagz(j)

]
, (3)

where I is the identity matrix of size n, and diag constructs a diagonal matrix
from a vector.
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Note that such an iterative approach is valid not only for QUBO, but for more
general class of functions [10]. Since the scheme is iteratively applied, the conver-
gence of the procedure to the optimal solution z∗ is usually proved by considering
the convergence of the sequence of steady-state probabilities of non-homogeneous
Markov chains modeling the sequences of candidate solutions obtained. However,
due to (3), proving the Markovian nature of such a process is problematic, since
the tabu matrix holds virtually unlimited memory of previous states. Thus, it is
important to study the collisions in the tabu matrix Sk. We address this issue
in the next section.

3 Collisions in Tabu Matrix

Let a, b ∈ 22
n

be the binary sequences of length 2n encoding two indepen-
dent trajectories of the iterative approach after some iterations. For each such a
sequence a = (a1, . . . , a2n), construct the matrix Sa using (3) in the following
way:

Sa =
2n∑

i=1

ai(ziz
T
i − I + diagzi), (4)

where zi ∈ {−1, 1}n is one of the possible solutions in the state space numbered
lexicographically. Then the collision in the tabu matrix is the solution of a linear
system Sa − Sb = O, which is equivalent to

2n∑

i=1

xi(ziz
T
i − I + diagzi) = O, (5)

where O is the square zero matrix of size n and xi := ai − bi are the variables.
Due to symmetric nature of the tabu matrix, there are essentially n(n + 1)/2
equations and 2n variables xi, i = 1, . . . , 2n. It is easy to construct rowwise a
2n × n(n + 1)/2 matrix M containing at ith column the individual elements of
the matrix ziz

T
i −I +diagzi, and thus the solution of the system (5) is a vector

in the matrix kernel of M . In particular, this means that two sequences of states
a and b produce the same tabu matrix after a non-zero number of iterations of
the quantum annealing algorithm. Restricting x to a binary vector, it follows
from (5) that the corresponding sequence of states produces a zero tabu matrix
Sx after a nonzero number of iterations.

As an example, take n = 4 and consider the vectors zi ordered lexicographi-
cally, starting from the vector z1 = (−1 − 1 − 1 1) and z2 = (−1 − 1 1 − 1),
ending up with z16 = (−1 − 1 − 1 − 1). Thus the following sequence
x = (1101001100101100) solves (5). As such, the tabu matrix with positive
probability returns to zero state O, and thus, the memory of the sequence of
iterations is finite, which opens a possibility to use the non-homogeneous Markov
chain approach to convergence analysis of the tabu-enhanced quantum annealing
algorithm.
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4 Conclusion and Discussion

In this paper we presented an approach to the formal proof of convergence of the
tabu enhanced quantum annealing algorithm. However, the speed of convergence
and ways to improve the efficiency of the algorithm are to be studied separately.
Among the possible ways to continue this research is in the direction of the tabu
matrix parametrization so as to balance the depth of dependency vs. the speed
of convergence of the optimization algorithm. Another possibility is to study the
convergence problem within a more general class of hybrid quantum-classical
optimization algorithms with penalty-type restrictions. However, we leave all
these for future research.
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Abstract. In this paper, we consider semi-Markov flow as a bit-level
model of traffic. Each request of the flow brings some arbitrary dis-
tributed amount of information to the system. The current paper aims
to investigate the amount of information received in semi-Markov flow
during time unit. We use the asymptotic analysis method under the limit
condition of growing time of observation to derive the limiting probabil-
ity distribution of the amount of information received in the flow and
build the approximation of its prelimit distribution function.

Keywords: semi-Markov flow · asymptotic analysis · Gaussian
approximation · traffic modeling

1 Introduction

In telecommunication systems, the models of arrivals usually capture the struc-
ture of traffic from a packet-level point of view. Despite the interest in traf-
fic models, few studies take into account packet length. Traffic modeling is
focused on capturing such properties of telecommunication flows as burstiness,
self-similarity and long-range dependence [5,13–15].

The idea of modeling arrivals together with the size of packets described in
paper [4]. Authors use batch Markovian arrival process (BMAP) to model packet
size as a size of the batch. In paper [12], authors build the model of traffic based
on discrete-time BMAP model using two counting processes: the number of
arriving packets and the number of bytes in those packets. Both processes in
the model are affected by the state of the underlying Markov chain. More ideas
of using packet size in traffic modeling are described in [3]. In some cases, for
example, in papers [10,11], the model cannot be investigated when the input
process describe only the number of received packets.

Resource flows are applicable in such area of research as queueing systems
with random resource requirements. In such systems, each request of the flow
c© Springer Nature Switzerland AG 2022
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has some random requirement on the resources [1,2,6]. Similar resource systems
are described in papers [7,8].

We propose semi-Markov flow as a model of bit-level traffic, which allows
us to take into account the length of packets in telecommunication systems.
In our model, packets arrivals are driven by the semi-Markov process and the
lengths of packets follow the arbitrary distribution. To research the model, we
use the asymptotic analysis method under the limit condition of the growing time
of the flow observation. We build a Gaussian approximation of the cumulative
distribution function of the amount of information received in the flow.

We have organized the paper as follows. In Sect. 2, we present a mathematical
model of semi-Markov flow. Section 3 is devoted to the derivation of the balance
equation for the probability distribution of the process describing the amount
of information received in the flow. In Sect. 4, we investigate the model using
the asymptotic analysis method under the limit condition of growing time and
build a Gaussian approximation. In Sect. 5, we show the numerical experiments
and the area of applicability of the approximation. Section 6 is dedicated to the
concluding remarks.

2 Mathematical Model of Semi-markov Flow

Semi-Markov flow is determined by semi-Markov matrix A(x). Elements Akν(x)
of the matrix has the following from:

Akν(x) = P{ξ(n + 1) = ν, τ(n + 1) < x|ξ(n) = k}. (1)

We also take into account that

P = A(∞), (2)

where P is the transition matrix of embedded Markov chain ξ(n) at the moments
of state changes of the semi-Markov process. Moments tn of arrivals in semi-
Markov flow we determine as follows:

tn+1 = tn + τ(n + 1).

Further, we use semi-Markov process k(t), which is defined by equality

k(t) = ξ(n + 1), if tn < t ≤ tn+1 = tn + τ(n + 1). (3)

Each request of the flow brings some random amount of information with arbi-
trary distribution given by cumulative distribution function B(x).

We denote S(t) as the amount of information received in semi-Markov flow
during time t. The problem is to derive the probability distribution of process
S(t).

We also denote z(t) as the residual time of next arrival in the flow and
consider three-dimensional process {k(t), S(t), z(t)}.
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3 Balance Equation for the Probability Distribution
of the Flow State

Three-dimensional process {k(t), S(t), z(t)} is Markovian. Thus, we consider the
function

Pk(s, z, t) = P{k(t) = k, S(t) < s, z(t) < z}
and derive balance equation

∂Pk(s, z, t)
∂t

=
∂Pk(s, z, t)

∂z
− ∂Pk(s, 0, t)

∂z
+

K∑

ν=1

s∫

0

∂Pν(s − x, 0, t)
∂z

dB(x)Aνk(z),

(4)

where
∂Pk(s, 0, t)

∂z
=

∂Pk(s, z, t)
∂z

∣∣∣
z=0

.

We introduce partial characteristic functions

Hk(u, z, t) =

∞∫

0

ejusdsPk(s, z, t)

and denote vector characteristic function

H(u, z, t) = {H1(u, z, t),H2(u, z, t), ...,HK(u, z, t)},

identity matrix I and vector of ones e. After that, we rewrite Eq. (4) together
with additional equation obtained taking the limit by z → ∞

∂H(u, z, t)
∂t

=
∂H(u, z, t)

∂z
− ∂H(u, 0, t)

∂z
{I − A(z)B∗(u)},

∂H(u, t)
∂t

e =
∂H(u, 0, t)

∂z
{B∗(u) − 1}e, (5)

where B∗(u) =
∞∫
0

ejuxdB(x) is the characteristic function of the amount of

information in one request of the semi-Markov flow and H(u, t) = H(u,∞, t).
We cannot solve system (5) directly. Thus, we use asymptotic analysis

method to investigate the amount of information received in the flow per time
unit.

4 Asymptotic Probability Distribution

We introduce the equality t = τT , where τ ≥ 0 and T is an infinite parameter, as
the limit condition of growing time. Solving system (5) in the limit by T → ∞,
we formulate the following theorem.
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Theorem 1. For characteristic function H(u, t) = EejuS(t) = H(u, t)e in the
limit condition of growing time, the following equality holds:

lim
t→∞

{
H(u, t) − exp

(
juκ1t +

(ju)2

2
κ2t

)}
= 0, (6)

where
κ1 =

b1
rA1e

, (7)

κ2 =
b2

rA1e
+ 2b1g′(0)e. (8)

Here b1 and b2 are the first and second raw moments of distribution function
B(x), matrices A1 and A2 are determined by formulas

A1 =

∞∫

0

(P − A(x))dx,

A2 =

∞∫

0

x2dA(x).

Vector g′(0) is the solution of the inhomogeneous system of equations

g′(0)(I − P) = κ1(r − R),

g′(0)A1e =
b1
2

rA1e
(rA2e)2

− b1.

Vector r is the steady state probability distribution of embedded Markov chain
ξ(n), which is the solution of the system

r = rP,

re = 1.

Vector R is the steady-state probability distribution of semi-Markov process k(t),
which is given by formula

R =
rA1

rA1e
.

Proof. In system (5), we denote
1
T

= ε and make the following substitutions:

τ = εt, u = εw, H(u, z, t) = F(w, z, τ, ε). (9)

We obtain

ε
∂F(w, z, τ, ε)

∂τ
− ∂F(w, z, τ, ε)

∂z
=

∂F(w, 0, τ, ε)
∂z

{A(z)B∗(εw) − I} ,
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ε
∂F(w, z, τ, ε)

∂τ
e =

∂F(w, z, τ, ε)
∂z

{B∗(εw) − 1} e. (10)

After that, we take the limit by ε → 0 in the first equation of system (10) taking
into account that B∗(0) = 1, which yields

∂F(w, z, τ)
∂z

=
∂F(w, 0, τ)

∂z
{I − A(z)} .

The idea of the asymptotic analysis method, which is outlined in paper [9], is to
present the solution of the last equation in the following form:

F(w, z, τ) = Φ(w, τ)R(z), (11)

where R(z) is the steady-state distribution of two-dimensional process
{k(t), z(t)}, which satisfies the equality

R(z) = R′(0)

z∫

0

(P − A(x))dx.

Here
R′(0) =

r
rA1e

,

matrix A1 is given by

A1 =

∞∫

0

(P − A(x))dx,

vector r is the steady-state distribution of the embedded Markov chain, which
is the solution of the system

r = rP,

re = 1. (12)

Consider the second equation of system (10), making the decomposition of
B∗(εw) into the Taylor series up to O(ε2) :

ε
∂F(w, τ, ε)

∂τ
e = jwεb1

∂F(w, 0, τ, ε)
∂z

e + O(ε2),

where b1 is the mean packet length. Substituting the solution (11) into the last
equation, we take the limit by ε → 0 and obtain

∂Φ(w, τ)
∂τ

= jwb1Φ(w, τ)R′(0)e.

It is easy to see that the solution of the last equation is given by

Φ(w, τ) = ejwκ1τ .
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Here κ1 has the following form:

κ1 =
b1

rA1e
,

which coincides with (7).
Making substitutions w =

u

ε
and τ = εt reverse to (9), we obtain the equality

ejwκ1τ = ejuκ1t.

For the more detailed analysis, we make the following substitution in system
(5):

H(u, z, t) = ejuκ1tH1(u, z, t). (13)

Substituting (13) into system (5), we obtain the system of equations for charac-
teristic function H1(u, z, t):

∂H1(u, z, t)
∂t

+ juκ1H1(u, z, t) =
∂H1(u, z, t)

∂z
+

∂H1(u, z, t)
∂z

{A(z)B∗(u) − I} ,

∂H1(u, z, t)
∂t

e + juκ1H1(u, z, t)e =
∂H1(u, z, t)

∂z
{B∗(u) − 1} e. (14)

We denote
1
T

= ε2 and make the following substitutions in system (14):

τ = ε2t, u = εw,H1(u, z, t) = F1(w, z, τ, ε). (15)

We obtain the system of equations

ε2
∂F1(w, z, τ, ε)

∂τ
+ jεwκ1F1(w, z, τ, ε)

=
∂F1(w, z, τ, ε)

∂z
− ∂F1(w, 0, τ, ε)

∂z
{I − A(z)B∗(εw)} ,

ε2
∂F1(w, τ, ε)

∂τ
e + jεwκ1F1(w, τ, ε)e =

∂F1(w, 0, τ, ε)
∂z

{B∗(εw) − 1} e. (16)

We will seek the solution of system (16) in the following form:

F1(w, z, τ, ε) = Φ(w, τ) {R(z) + jεwf(z)} + O(ε2), (17)

which we substitute into (16):

jεwκ1R(z) = R′(z) + jεwf ′(z) − R′(0) {I − A(z)(1 + jεwb1)}

−jεwf ′(0) {I − A(z)} + O(ε2).

After that, we present the last equation as follows:

f ′(z) − f ′(0) {I − A(z)} = κ1 [R(z) − rA(z)] . (18)
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According to the superposition principle, we present the solution of Eq. (18)
as the sum:

f(z) = CR(z) + g(z), (19)

which we substitute into (18):

g′(z) − g′(0) {I − A(z)} = κ1 [R(z) − rA(z)] . (20)

Since g(z) by virtue of (19) is a particular solution of (18), then we assume
that it satisfies the additional condition g(∞)e = 0. We take the limit by z → ∞
in Eq. (20) and obtain

g(∞) =

∞∫

0

g′(0) {I − A(z)} dz − κ1

∞∫

0

(rA(z) − R(z))dz.

For the improper integral, we set the integrand as z → ∞ equal to zero:

g′(0)(I − P) − κ1(r − R) = 0, (21)

where R = R(∞) is the vector of steady-state distribution of semi-Markov
process k(t), which satisfies the system of equations

R =
rA1

rA1e
,

Re = 1. (22)

Taking back to Eq. (21), we represent it as follows:

g′(0)(I − P) = κ1(r − R).

The obtained system of linear algebraic equations has unlimited number of solu-
tions. Thus, we apply the additional condition, which we derive from the equality

0 = g(∞)e =

∞∫

0

{g′(0)(I − A(z)) − κ1(rA(z) − R(z))} dz e.

Taking (21) into account, we can transform the last equality:

0 = g(∞)e =

∞∫

0

{g′(0)(I − A(z)) + κ1r(P − A(z)) + κ1(R(z) − R)} dze

= g′(0)

∞∫

0

(P − A(x))dxe + κ1

∞∫

0

(R(x) − R)dxe + κ1r

∞∫

0

(P − A(x))dxe

= g′(0)A1e − κ1

∞∫

0

(R − R(x))dxe + b1.
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Here the integral can be transformed as follows:

∞∫

0

(R − R(x))dx = (R − R(x))x
∣∣∣
∞

0
+

∞∫

0

xdR(x)

= R′(0)

∞∫

0

x(I − A(x))dx = R′(0)

∞∫

0

(I − A(x))d
x2

2

= R′(0)

⎧
⎨

⎩(I − A(x))
x2

2

∣∣∣
∞

0
+

∞∫

0

x2

2
dA(x)

⎫
⎬

⎭ =
1
2
R′(0)A2 =

rA2

rA2e
.

Here matrix A2 is given by

A2 =

∞∫

0

x2

2
dA(x).

Finally, we have the system of linear algebraic equations with a solution

g′(0)(I − P) = κ1(r − R),

g′(0)A1e =
b1
2

rA2e
(rA1e)2

− b1. (23)

After that, we consider the second equation of system (16), in which we
substitute decomposition (17):

ε2
∂Φ(w, τ)

∂τ
+ jwεκ1Φ(w, τ)(1 + jwεC)

= Φ(w, τ)
{
R′(0)

[
jwεb1 +

(jwε)2

2
b2

]
− jwεf ′(0)(−jwεb1)

}
e + O(ε3).

By simple transformations, we obtain

∂Φ(w, τ)
∂τ

+ (jw)2κ1Φ(w, τ)C = Φ(w, τ)
{

(jw)2

2
R′(0)b2 + (jw)2b1f ′(0)

}
e.

By the virtue of (19), we can write

∂Φ(w, τ)
∂τ

+ (jw)2κ1Φ(w, τ)C

= Φ(w, τ)
{

(jw)2

2
R′(0)b2 + (jw)2b1(CR′(0) + g′(0))

}
e,

from which we obtain

∂Φ(w, τ)
∂τ

= Φ(w, τ)
(jw)2

2

{
b2

rA1e
+ 2b1g′(0)e

}
.
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Denoting

κ2 =
b2

rA1e
+ 2b1g′(0)e, (24)

which coincides with (8), we derive the solution of differential equation above

Φ(w, τ) = exp
{

(jw)2

2
κ2τ

}
.

From substitutions (15), we make the reverse substitutions

w =
u

ε
, τ = ε2t,

which yields

Φ(w, τ) = exp
{

(jw)2

2
κ2τ

}
= exp

{
(ju)2

2ε2
κ2ε

2t

}
= exp

{
(ju)2

2
κ2t

}
.

Finally, in (13), we set z → ∞ and obtain the asymptotic characteristic function

h1(u, t) = exp{juκ1t} exp
{

(ju)2

2
κ2t

}
= exp

{
juκ1t +

(ju)2

2
κ2t

}
.

As we can see, the distribution of the amount of information received in
semi-Markov flow is asymptotically Gaussian with mean κ1t and variance κ2t.

We note that by setting b1 = 1 and b2 = 1, we obtain the case when the
amount of information in a packet is deterministic and equal to one. Thus, the
obtained result is valid for the number of packet arrivals in the flow.

Since Gaussian distribution allows negative values, we propose the following
approximation for distribution function of the amount of information received
in the flow during time t:

FApprox(x, t) =
G(x, t) − G(0, t)

1 − G(0, t)
, (25)

where G(x, t) is the Gaussian distribution function with mean κ1t and variance
κ2t.

5 Numerical Example

We set semi-Markov matrix as follows:

A(x) = P ◦ G(x),

where P is the transition matrix of the embedded Markov chain ξ(n) and G(x)
is the matrix of conditional distributions of the process τ(n), operation ◦ is
Hadamard product of matrices.
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Matrix P is given by

P =
[
0.95 0.05
0.8 0.2

]
.

The elements of matrix G(x) are gamma distribution functions with shape
parameters α11 = 0.005, α12 = 0.01, α21 = 0.1, α22 = 1 and scale parameter
β = 1. We assume that the amount of information in one packet is deterministic
and equals to b1 = 1.5.

Figures 1, 2, 3 show the distribution function of the amount of information
received in semi-Markov flow via simulation (solid line) compared with asymp-
totic results (dash line) for t = 20, t = 50 and t = 75.

Fig. 1. The distribution function of the amount of information received in semi-Markov
flow and its asymptotic approximation for t = 20

Table contains the values of Kolmogorov distance

Δ = max
0≤x<∞

∣∣∣FSim(x, t) − FApprox(x, t)
∣∣∣

between empirical distribution function obtained via simulation FSim(x, t) and
asymptotic cumulative distribution function FApprox(x, t) of the amount of infor-
mation received in the flow during time t given by (25) (Table 1).
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Fig. 2. The distribution function of the amount of information received in semi-Markov
flow and its asymptotic approximation for t = 50

Fig. 3. The distribution function of the amount of information received in semi-Markov
flow and its asymptotic approximation for t = 75

Table 1. Kolmogorov distance between empirical distribution function of the amount
of information in the buffer and its asymptotic approximation

t = 10 t = 20 t = 50 t = 75 t = 100

Δ 0.0817 0.0768 0.0766 0.0758 0.0752
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6 Conclusion

We have considered the bit-level traffic model in form of semi-Markov flow. For
the amount of information received in the flow, we have obtained the limiting
probability distribution under the limit condition of growing time of observation.
We have derived the explicit formula for the mean and variance of Gaussian
distribution. Since the distribution of the packet length in the model is arbitrary,
the results are applicable for the number of packets arrivals when we set the size
of each packet is equal to one.
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Abstract. In the paper, the retrial queueing system of M/M/1 type
with input Poison flow of events and impatient calls is considered. The
service time, delay time of calls in the orbit and the impatience time
of calls in the orbit have exponential distribution. Asymptotic diffusion
analysis method is proposed for the solving problem of finding distribu-
tion of the number of calls in the orbit under a long delay of calls in
orbit and long time patience of calls in the orbit condition. Numerical
results confirm that the probability distribution of the number of calls in
the orbit is Gaussian. The range of applicability of the obtained results
is given for different values of system parameters. The RQ-system under
consideration is also investigated by the asymptotic analysis method.
The results of the comparison of the two methods are presented.

Keywords: Retrial queueing system · Impatient calls · Asymptotic
diffusion analysis

1 Introduction

At the present time retrial queueing systems (RQ-systems) research is in the
demand as evidenced by numerous papers in this area and grants support. The
systems as mathematical models are very suitable for modern telecommunica-
tion systems, networks, mobile networks describing. Along with the construction
of mathematical models of RQ-systems, new methods of their study are being
developed. A fairly new method is asymptotic diffusion analysis method, as a
modification of the asymptotic analysis method. Both of them are suggested by
the Tomsk research school, and there are interesting works [1–4], in which the
asymptotic diffusion analysis method is used.

The present paper is devoted to study of the retrial queueing system of
M/M/1 with impatient calls by the asymptotic diffusion analysis method.

The general information about mathematical model of the retrial queueing
system discussed in the paper and the problem statement are presented in the
Sect. 2. In the Sect. 3 the detailed derivation of the model and the system of

The reported study was funded by the RFBR and Tomsk region according to the
research project No.19-41-703002.

c© Springer Nature Switzerland AG 2022
V. M. Vishnevskiy et al. (Eds.): DCCN 2021, CCIS 1552, pp. 233–246, 2022.
https://doi.org/10.1007/978-3-030-97110-6_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-97110-6_18&domain=pdf
http://orcid.org/0000-0002-7016-492X
http://orcid.org/0000-0001-9285-1555
http://orcid.org/0000-0002-2091-6011
https://doi.org/10.1007/978-3-030-97110-6_18


234 E. Danilyuk et al.

Kolmogorov equations for the stationary state probabilities are cited. The Sect. 4
consists of the decision of the problem under study by the asymptotic analysis
method. This part of the present study is obtained to compare the asymptotic
analysis method and the asymptotic diffusion analysis method. The last one for
the decision of the problem is given in Sect. 5. Some numerical results, graphs,
that proved the theoretical results, are performed in the Sect. 6. Section 7 con-
cludes the paper.

2 Mathematical Model

We consider an retrial queueing system with one server and Poisson arrival pro-
cess with intensity λ. An arriving call (or customer) that has found the service
device free takes it for the service for a random time distributed exponentially
with parameter μ. If the device is busy, calls that arrive go into the orbit. On the
orbit, each call, independently of others, waits for a random time whose dura-
tion has an exponential distribution with parameter σ, and then again accesses
the device with a second attempt to obtain servicing. If the device is free, the
call from orbit occupies it for random servicing time. If the device is busy, call
immediately goes into the orbit and wait once more random time. Moreover,
a call from the orbit leaves the system after exponential distributed time with
parameter α, demonstrating the “impatience” property. Figure 1 shows a model
of the RQ-system M/M/1 with impatient calls.

Fig. 1. RQ-system M/M/1 with impatient calls

The problem is to find the stationary distribution of the number of calls in
the orbit. This problem has been solved in [5] by the asymptotic analysis method
under a long time patience of calls in the orbit condition. In the present paper
we use asymptotic diffusion analysis under a long delay of calls in orbit and long
time patience of calls in the orbit condition to study the stationary distribution
P (i) of the number of calls in the orbit (when σ → ε, α → ε).
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3 Process of the System States: System of Kolmogorov
Differential Equations in Terms of Partial
Characteristic Functions

Let us consider Markovian process {k(t), i(t)} determined states of the consid-
ered RQ-system where i(t) is the number of calls in the orbit at the moment t,
i(t) = 0, 1, 2, 3, . . . , and k(t) defines device state at the moment t and takes one
of the following values

k(t) =
{

0, if server is free at the moment t;
1, if server is busy at the moment t.

Denote as P0(i, t) = P {k(t) = 0, i(t) = i} and P1(i, t) = P
{
k(t) = 1, i(t) =

i
}

the probability that, at the moment t, there are i calls in the orbit, i =
0, 1, 2, . . . , and the service device is free or the server is busy respectively.

Introduce the partial characteristic functions

Hk(u) =
∞∑

i=0

ejuiPk(i, t),

Hk(0) =
∞∑

i=0

Pk(i) = Rk,
(1)

where j =
√−1, k = 0, 1, i(t) = 0, 1, 2, ..., and Rk have the meaning of the

stationary probability distribution of the k(t) values. It is obvious that H(u) =
H0(u) + H1(u).

To obtain the probability distribution P0(i, t), P1(i, t) for the states of the
retrial queue M/M/1 with impatient calls in the orbit, we construct a system of
Kolmogorov differential equations (2) [5]⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∂P0(i, t)
∂t

= − (λ + iσ + iα) P0(i, t) + (i + 1)αP0(i + 1, t) + μP1(i, t),
∂P1(i, t)

∂t
= − (λ + iα + μ) P1(i, t) + (i + 1)αP1(i + 1, t) + λP1(i − 1, t)

+λP0(i, t) + (i + 1)σP0(i + 1, t),

(2)

i = 0, 1, 2, . . .
and write it in terms of partial characteristic functions (1)
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∂H0(u, t)
∂t

= −λH0(u, t) + μH1(u, t) + j
(
σ + α

(
1 − e−ju

)) ∂H0(u, t)
∂u

,

∂H1(u, t)
∂t

= λH0(u, t) − μH1(u, t) − λ
(
1 − eju

)
H1(u, t)

−jσe−ju ∂H0(u, t)
∂u

+ jα
(
1 − e−ju

) ∂H1(u, t)
∂u

.

(3)

In adding the first equation by the second equation of (3) we get (4)

∂H(u,t)
∂t

=
(
1−e−ju

)(
λejuH1(u,t) + j (σ+α)

∂H0(u,t)
∂u

+ jα
∂H1(u,t)

∂u

)
, (4)

where H(u, t) = H0(u, t) + H1(u, t).



236 E. Danilyuk et al.

Since calls are “impatient,” the considered system has a stationary mode for
any values of λ and μ.

Let in (2) lim
t→∞ Pk(i, t) = Pk(i), k = 0, 1, and then we write system (2) in the

form ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

− (λ + iσ + iα) P0(i) + (i + 1)αP0(i + 1) + μP1(i) = 0,
− (λ + iα + μ) P1(i) + (i + 1)αP1(i + 1) + λP1(i − 1)
+λP0(i) + (i + 1)σP0(i + 1) = 0,
∞∑

i=0

(P0(i) + P1(i)) = 1,

(5)

i = 0, 1, 2, ....
In (5), we have a system of difference equations of infinite dimension with

variable coefficients, which would be very hard to solve by mathematical meth-
ods. Therefore, to solve it we propose the follow approaches: asymptotic analy-
sis method, asymptotic diffusion analysis method, and numerical method. The
numerical algorithm for finding the final probabilities is based on truncating the
system dimension (5); to do that, we represent system (5) for i = 0, 1, 2, ..., N as

PS = B, (6)

where the row vector P of dimension 2 (N + 1) is the desired stationary prob-
ability distribution of the number of calls in orbit for each state of the device
k = {0; 1}

P =
(
P (0) P (1)

)
,

and P (0), P (1) is a row vector with elements P (0, i), P (1, i), i = 0, 1, 2, ..., N ,
respectively. Matrix S of dimension 2 (N+1)×2 (N+1)+1 is represented in block
form as

S =

⎛
⎝ S11 S12 S13

S21 S22 S23

⎞
⎠ ,

where S11 = ||s11ij ||N+1
1 , S12 = ||s12ij ||N+1

1 , S21 = ||s21ij ||N+1
1 , S22 = ||s22ij ||N+1

1 are
sparse matrices whose nonzero elements are defined as s11ii = −(λ+(i−1)(σ+α)),
s11i+1,i = iα, s12ii = λ, s12i+1,i = (i − 1)σ, s21ii = μ, s22ii = −(λ + μ + (i − 1)α),
s22i+1,i = iα, s22i,i+1 = λ.

Blocks S13, S23 are unit vector columns of dimension (N + 1), row vector
B = ||bi|| of dimension 2(N + 1) + 1 is a row of free coefficients with elements
bi = 0 (i = 0, 1, 2, ..., N − 1), bN = 1.

We solve (6) with the help of a numerical algorithm using the Mathcad
software suite. We choose N to be so large that probabilities P (0, N), P (1, N)
are equal to the machine zero. The obtained results give us so called pre-limit
probabilities distribution (we get that distribution of the number of calls in
orbit is normal) that we will use for comparing with probabilities distributions
produced by the asymptotic diffusion analysis method and asymptotic analysis
method under the same asymptotic conditions.
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4 Asymptotic Analysis Method

We propose to find the solution of the system of (5) by the method of asymptotic
analysis under the assumption that there is a long delay between calls from the
orbit and high “patience” of calls and summarize the results in two stage.

Using (1),
∂Hk(u)

∂u
= j

∞∑
i=0

iejuiPk(i), k = 0, 1, we can write the system (5)
as

⎧⎪⎪⎨
⎪⎪⎩

−λH0(u) + j
(
σ + α

(
1 − e−ju

))
H ′

0(u) + μH1(u) = 0,
λH0(u) − jσe−juH ′

0(u) +
(
λ
(
eju − 1

)− μ
)
H1(u)

+jα
(
1 − e−ju

)
H ′

1(u) = 0,
λejuH1(u) + j (σ + α) H ′

0(u) + jαH ′
1(u) = 0,

(7)

where the third equation is the sum of the sum of the first two from (7).

4.1 Finding First-order Asymptotics

In the (7) we make the substitutions σ = ε, α = qε, u = εw, Hk(u) = F0(w, ε),
k = 0, 1, where ε is infinitesimal value (ε → 0).

Since H ′
k(u) =

1
ε

∂Fk(w, ε)
∂w

, k = 0, 1, the equations system (7) can be written
as ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

− λF0(w, ε) + j(1 + qjwε)
∂F0(w, ε)

∂w
+ μF1(w, ε) = O(ε2),

− λF0(w, ε) − j(1 − jwε)
∂F0(w, ε)

∂w
+ (λjwε − μ) F1(w, ε)

+ jqjwε
∂F1(w, ε)

∂w
= O(ε2),

λ(1 + jwε)F1(w, ε) + j(1 + q)
∂F0(w, ε)

∂w
+ jq

∂F1(w, ε)
∂w

= O(ε2).

(8)

The transformation of equations of (8) under ε → 0 with Fk(w) =
lim
ε→0

Fk(w, ε), k = 0, 1, leads to equations system as follows

⎧⎪⎨
⎪⎩

− λF0(w) + jF ′
1(w) + μF1(w) = 0,

λF0(w) − jF ′
1(w) − μF1(w) = 0,

λF1(w) + j(1 + q)F ′
0(w) + jqF ′

1(w) = 0.

(9)

We suggest to find the Eq. (9) solution Fk(w), k = 0, 1, in the form

Fk(w) = RkΦ(w), k = 0, 1, (10)

where Rk = Hk(0), k = 0, 1 (1).
Substituting (10) in (9) we have solution of the (9)

Φ(w) = exp {jG1w} , (11)
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where
G1 =

μR1 − λR0

R0
or G1 =

λR1

q + R0
,

and R0 is the root of the Eq. (12), R1 = 1 − R0,

μR2
0 + (λ − μ + q(λ + μ)) − μq = 0. (12)

Pre-limit characteristic function h(u) is approximately equal to

H(u) = H0(u) + H1(u) ≈ F0

(u

ε

)
+ F1

(u

ε

)
= h1(u).

So, the first-order asymptotic characteristic function h1(u) of the probability
distribution of the number of calls in the orbit under the assumption of a long
delay of calls in orbit and their high “patience” can be presented as

h1(u) = exp
{

G1

σ
ju

}
. (13)

4.2 Finding Second-order Asymptotics

In the (7) with (13) we let

Hk(u) = exp
{

G1

σ
ju

}
H

(2)
k (u), k = 0, 1. (14)

Let σ = ε2, α = qε2, u = εw, H
(2)
k (u) = F

(2)
k (w, ε), k = 0, 1, where ε is an

infinitesimal, then (7) with some transformations can be rewritten as
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

− (λ + (1 + jwε)G1) F
(2)
0 (w, ε) + jε

∂F
(2)
0 (w, ε)
∂w

+ μF
(2)
1 (w, ε) = o(ε2),

(λ + (1 − jwε)G1) F
(2)
0 (w, ε) − jε

∂F
(2)
0 (w, ε)
∂w

+ (λjwε − μ − qG1jwε)) F
(2)
1 (w, ε) = o(ε2),

−j(1 + q)G1F
(2)
0 (w, ε) + j(1 + q)ε

∂F
(2)
0 (w, ε)
∂w

+ (λ(1 + jwε) − qG1) F
(2)
1 (w, ε) + jqε

∂F
(2)
1 (w, ε)
∂w

= o(ε2).

(15)
When ε → 0 in (15) and lim

ε→0
F

(2)
k (w, ε) = F

(2)
k (w), k = 0, 1, we get

⎧⎪⎪⎨
⎪⎪⎩

− (λ + G1) F
(2)
0 (w) + μF

(2)
1 (w) = 0,

(λ + G1) F
(2)
0 (w) − μF

(2)
1 (w) = 0,

(1 + q)G1F
(2)
0 (w) + (λ − qG1) F

(2)
1 (w) = 0.

(16)
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The solution of equations system (15) has the following form
{

F
(2)
k (w, ε) = (Rk + jwεfk)Φ(2)(w) + O(ε2), k = 0, 1,

R0 + R1 = 1,
(17)

where R0, R1 are defined above, f0, f1 are constants, and function Φ(2)(w) is to
be determined.

Substituting (17) into (15) and taking into account (12), (16) we have Φ(2) (w)
in (18) under ε → 0

Φ(2)(w) = exp

{
G2

(jw)2

2

}
, (18)

where

G2 =
μf1 − (λ + f0)G1 − qG1R0

R0
, or

G2 =
(λ − qG1)f1 − (1 + q)G1f0 + λR1

q + R0
,

and R0, R1, G1 are determined above, f0 + f1 = 0.
Taking into account (2), (14), (17), (18), the characteristic function H(u) =

H0(u) + H1(u), provided that the calls in orbit have long delays and the
“patience” is high, is a Gaussian

H(u) = H0(u) + H1(u) ≈
1∑

k=0

Rk exp

{
G1

σ
ju +

G2

σ

(ju)2

2

}
= h2(u). (19)

5 Asymptotic Diffusion Analysis Method

We use the system (3) and Eq. (4) for diffusion approximation in three stages: 1)
obtaining the drift (transfer) coefficient; 2) centering the process and obtaining
the diffusion coefficient; 3) diffusion approximation.

5.1 Obtaining the Drift (Transfer) Coefficient

In the system (3) and Eq. (4), we make the substitutions σ = ε, α = qε, u = εw,
τ = εt, Hk(u, t) = Fk(w, ε, τ), k = 0, 1, where ε is infinitesimal value,
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ε
∂F0(w,ε,τ)

∂τ
=−λF0(w,ε,τ)+μF1(w,ε,τ)+j

(
1+q−qe−jwε

)∂F0(w,ε,τ)
∂w

,

ε
∂F1(w, ε, τ)

∂τ
= λF0(w, ε, τ) − μF1(w, ε, τ) − λ

(
1 − ejwε

)
F1(w, ε, τ)

−je−jwε ∂F0(w, ε, τ)
∂w

+ jq
(
1 − e−jwε

) ∂F1(w, ε, τ)
∂w

,

ε
∂F (w, ε, τ)

∂τ
=
(
ejwε − 1

)(
λF1(w, ε, τ) + j (1 + q) e−jwε ∂F0(w, ε, τ)

∂w

+jqe−jwε ∂F1(w, ε, τ)
∂w

)
.

(20)
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Transform the equations of (20) under ε → 0 with Fk(w, τ) = lim
ε→0

Fk(w, ε, τ),

k = 0, 1, and find their solution Fk(w, τ), k = 0, 1, in the form

Fk(w, τ) = Rk exp {jwx(τ)} , k = 0, 1, (21)

where Rk = Hk(0), k = 0, 1, x(τ) - unknown function of time τ .
Substituting (21) in (20) we get the following

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

R0 = R0(x(τ)) =
μ

λ + μ + x(τ)
,

R1 = R1(x(τ)) =
λ + x(τ)

λ + μ + x(τ)
,

x′(τ) = a(x(τ)) = λ − qx(τ) − (λ + x(τ)) R0(x(τ)).

(22)

5.2 Centering the Process and Obtaining the Diffusion Coefficient

In (3) and (4) we let

Hk(u, t) = exp
{

ju

σ
x(σt)

}
H

(2)
k (u, t), k = 0, 1, (23)

and get the system of equations as follows
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂H
(2)
0 (u,t)
∂t

+jux′(σt)H(2)
0 (u,t)=−

(
λ+

σ+α
(
1−e−ju

)
σ

x(σt)

)
H

(2)
0 (u,t)

+μH
(2)
1 (u, t) + j

(
σ + α

(
1 − e−ju

)) ∂H
(2)
0 (u, t)
∂u

,

∂H
(2)
1 (u, t)
∂t

+ jux′(σt)H(2)
1 (u, t) =

(
λ + e−jux(σt)

)
H

(2)
0 (u, t)

+

(
λeju − (λ + μ) − α

(
1 − e−ju

)
σ

x(σt)

)
H

(2)
1 (u, t)

−jσe−ju ∂H
(2)
0 (u, t)
∂u

+ jα
(
1 − e−ju

) ∂H
(2)
1 (u, t)
∂u

,

∂H(2)(u, t)
∂t

+ jux′(σt)H(2)(u, t) =
(
eju − 1

)
×
{− (σ + α) e−ju

σ
x(σt)H(2)

0 (u, t) +
(

λ − αe−ju

σ
x(σt)

)
H

(2)
1 (u, t)

+j (σ + α) e−ju ∂H
(2)
0 (u, t)
∂u

+ jαe−ju ∂H
(2)
1 (u, t)
∂u

}

(24)
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In the system (24) we make the substitutions σ = ε2, α = qε2, u = εw,
τ = ε2t, H

(2)
k (u, t) = F

(2)
k (w, ε, τ), k = 0, 1, to obtain the system below

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ε2
∂F

(2)
0 (w, ε, τ)

∂τ
+ jwεa(x(τ))F (2)

0 (w, ε, τ)=μF
(2)
1 (w, ε, τ)−[λ+ x(τ)

+q
(
1−e−jwε

)
x(τ)
]
F

(2)
0 (w,ε,τ)+jε

[
1+q

(
1 − e−jwε

)]∂F
(2)
0 (w,ε,τ)

∂w
,

ε2
∂F

(2)
1 (w,ε,τ)

∂τ
+jwεa(x(τ))F (2)

1 (w,ε,τ)=
(
λ+e−jwεx(τ)

)
F

(2)
0 (w,ε,τ)

+
[
λejwε − (λ + μ) − q

(
1 − e−jwε

)
x(τ)

]
F

(2)
1 (w, ε, τ)

−jεe−jwε ∂F
(2)
0 (w, ε, τ)

∂w
+ jqε

(
1 − e−jwε

) ∂F
(2)
1 (w, ε, τ)

∂w
,

ε2
∂F (2)(w, ε, τ)

∂τ
+ jwεa(x(τ))F (2)(w, ε, τ) =

(
ejwε − 1

)
{

− (1 + q) e−jwεx(τ)F (2)
0 (w, ε, τ) +

[
λ − qe−jwεx(τ)

]
F

(2)
1 (w, ε, τ)

+jε (1 + q) e−jwε ∂F
(2)
0 (w, ε, τ)

∂w
+ jqεe−jwε ∂F

(2)
1 (w, ε, τ)

∂w

}
.

(25)

The equations of the (25) with some transformations can be rewritten as
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

jwεa(x(τ))F (2)
0 (w, ε, τ)=μF

(2)
1 (w, ε, τ)

−[λ+x(τ)+qjwεx(τ)]F (2)
0 (w, ε, τ) + jε

∂F
(2)
0 (w, ε, τ)

∂w
+ O(ε2),

jwεa(x(τ))F (2)
1 (w, ε, τ) = [λ + (1 − jwε) x(τ)] F (2)

0 (w, ε, τ)

+ [λjwε − μ − qjwεx(τ)] F (2)
1 (w, ε, τ) − jε

∂F
(2)
0 (w, ε, τ)

∂w
+ O(ε2),

ε2
∂F (2)(w, ε, τ)

∂τ
+ jwεa(x(τ))F (2)(w, ε, τ) =

(
jwε +

(jwε)2

2

)
{

− (1+q) (1−jwε) x(τ)F (2)
0 (w, ε, τ)+[λ−q (1−jwε) x(τ)] F (2)

1 (w, ε, τ)

+jε (1 + q)
∂F

(2)
0 (w, ε, τ)

∂w
+ jqε

∂F
(2)
1 (w, ε, τ)

∂w

}
+ O(ε3).

(26)
The solution of equations system (26) has the following form

{
F

(2)
k (w, ε, τ) = Φ(w, τ) (Rk + jwεfk) + O(ε2), k = 0, 1,

R0 + R1 = 1,
(27)

where Rk = Rk(x(τ)), k = 0, 1, are defined above, f0, f1, (f0 + f1 = f), are
constants, and Φ(w, τ) is determined function.
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Using (22) and (27) in (26) after transformations we can get
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

− [λ + x(τ)] f0 + μf1 = [a(x(τ)) + qx(τ)] R0 − R0
∂Φ(w, τ)/∂w

wΦ(w, τ)
,

[λ+x(τ)] f0−μf1=[a(x(τ))−λ+qx(τ)] R1+x(τ)R0+R0
∂Φ(w, τ)/∂w

wΦ(w, τ)
,

∂Φ(w, τ)
∂τ

= (jw)2Φ(w, τ) {−a(x(τ))f + qx(τ)R1 + [λ − qx(τ)] f1

− (1 + q) x(τ)f0 + (1 + q) x(τ)R0} − w(1 + q)R0
∂Φ(w, τ)

∂w

−wqR1
∂Φ(w, τ)

∂w
+

(jw)2

2
a(x(τ))Φ(w, τ).

(28)
The solution of system (28) has the form

fk = CRk + gk − ϕk
∂Φ(w, τ)/∂w

wΦ(w, τ)
, k = 0, 1, (29)

and after substitution (29) in the first and the second equations of the (28) we
obtain the equations systems (30), (31) for the ϕk and gk, k = 0, 1, respectively{− [λ + x(τ)] g0 + μg1 = [a(x(τ)) + qx(τ)] R0,

[λ + x(τ)] g0 − μg1 = [a(x(τ)) − λ + qx(τ)] R1 + x(τ)R0,
(30)

{
[λ + x(τ)] ϕ0 − μϕ1 = −R0,
− [λ + x(τ)] ϕ0 + μϕ1 = R0.

(31)

Equations (22) and additional condition g0 + g1 = 0 for the (30) lead us to
(32) ⎧⎪⎪⎨

⎪⎪⎩
ϕk = ϕk(x(τ)) =

∂Rk(x(τ))
∂x(τ)

, ϕ0 + ϕ1 = 0, k = 0, 1,

g0 = g0(x(τ)) = −a(x(τ)) + qx(τ)
λ + μ + x(τ)

R0(x(τ)), g1 = −g0.
(32)

The third equation of the (28) with (22), (29), (32) can be rewritten as

∂Φ(w, τ)
∂τ

= a′(x(τ))w
∂Φ(w, τ)

∂w
+ b(x(τ))

(jw)2

2
Φ(w, τ), (33)

where

b(x(τ)) = a(x(τ))+2
(
qx(τ)R1(x(τ))+(1+q)x(τ)R0(x(τ))+[λ + x(τ)] g1

)
. (34)

5.3 Diffusion Approximation

Using (33) and (1), (23), (26) we can get the Fokker-Plank equation for the
probability density of an diffusion process y(τ) with drift (transfer) coefficient
a′(x(τ))y(τ) and diffusion coefficient b(x(τ))

∂P (y(τ), τ)
∂τ

= −a′(x(τ))
∂ {y(τ)P (y(τ), τ)}

∂y(τ)
+

b(x(τ))
2

∂2P (y(τ), τ)
∂y2(τ)

, (35)
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and the process y(τ) is the solution of the stochastic differential Eq. (36)

dy(τ) = a′(x(τ))y(τ)dτ +
√

b(x(τ))dω(τ), (36)

where ω(τ) is the Wiener process.
Introduce diffusion process z(τ) = x(τ) + εy(τ) and write the stochastic

differential Eq. (37) for z(τ)

dz(τ) = a(z(τ))dτ + ε
√

b(z(τ))dω(τ). (37)

Denote the probability density of the z(τ) as Π(z(τ), τ) =
∂P {z(τ) < z}

∂z
and he Fokker-Plank equation for it can be written as follows

∂Π(z(τ), τ)
∂τ

= −∂ {a(z(τ))Π(z(τ), τ)}
∂z(τ)

+
ε2

2
∂2 {b(z(τ))Π(z(τ), τ)}

∂z2(τ)
. (38)

The solution of the Eq. (38) for stationary probability distribution of the
process z(τ) has the form

Π(z) =
C

b(z)
exp

⎧⎨
⎩

2
σ

z∫
0

a(x)
b(x)

dx

⎫⎬
⎭ , C − constant. (39)

Finally, based on the (39) in (40) we get diffusion approximation PADA(i)
for the stationary distribution P (i) of the number of calls in the orbit

PADA(i) =
Π(iσ)

∞∑
k=0

Π(ki)
. (40)

6 Numerical Results

In this section we give several numerical examples. Preliminary calculations sug-
gest that theoretical results are consistent with simulation ones for the asymp-
totic analysis method. According to the asymptotic diffusion analysis method it
is fashionable to conclude that the number of calls in the orbit is asymptotically
normal [6].

To compare the pre-limit probability distribution of the number of calls in
the orbit of considered queueing system P (i) calculated via matrix method and
its approximation PAA(i) and PADA(i) constructed by using the asymptotic
analysis method and asymptotic diffusion analysis method respectively for dif-
ferent values of the system parameters we use Kolmogorov distance Δ between
respective distribution functions⎧⎪⎪⎨
⎪⎪⎩

ΔAA = max
n≥0

n∑
i=0

|P (i) − PAA(i)|, for asymptotic analysis,

ΔADA = max
n≥0

n∑
i=0

|P (i) − PADA(i)|, for asymptotic diffusion analysis.
(41)
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Fig. 2. Comparison of the asymptotic (solid line) and the pre-limit (dashed line) dis-
tributions for σ = 0.01, λ = 0.4, μ = 1, q = 2, Δ = 0.069.

Fig. 3. Comparison of the asymptotic (solid line) and the pre-limit (dashed line) dis-
tributions for σ = 0.001, λ = 0.4, μ = 1, q = 2, Δ = 0.028.

The comparison of the pre-limit distribution and distribution obtained with
the asymptotic analysis method is shown in Figs. 2, 3.

The comparison of the pre-limit distribution and distribution obtained with
the asymptotic diffusion analysis method is shown in Figs. 4, 5.
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Fig. 4. Comparison of the asymptotic (solid line) and the pre-limit (dashed line) dis-
tributions for σ = 0.01, λ = 0.4, μ = 1, q = 2, H = 1, Δ = 0.012.

The Table 1 shows that the value of the Kolmogorov distance decreases with
the growth of the system load λ/μ (if λ/μ ≤ 1) and with the increase in delay time
of orders in orbit σ. The case when λ/μ > 1 needs to be investigated further.

Table 1. Kolmogorov distance.

σ λ/μ = 0.2 λ/μ = 0.4 λ/μ = 0.6 λ/μ = 0.8 λ/μ = 1

ΔAA ΔADA ΔAA ΔADA ΔAA ΔADA ΔAA ΔADA ΔAA ΔADA

0, 01 0,175 0,036 0,069 0,012 0,033 0,006 0,022 0,004 0,017 0,003

0, 001 0,041 0,004 0,028 0,003 0,019 0,0018 0,012 0,0013 0,008 0,0009

Fig. 5. Comparison of the asymptotic (solid line) and the pre-limit (dashed line) dis-
tributions for σ = 0.001, λ = 0.4, μ = 1, q = 2, H = 1, Δ = 0.003.
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7 Conclusion

In the present paper, retrial queueing system of M/M/1 type with impatient
customers in the orbit is considered. In the course of the study, the asymptotic
diffusion analysis method was used and the diffusion approximation of the sta-
tionary probability distribution of the calls number in the orbit was obtained. To
evaluate the effectiveness of the method we conducted a study of the RQ-system
in question by the asymptotic analysis method. As a asymptotic condition for
the both methods it was taken condition of a long delay of calls in orbit and a
long time patience of calls in the orbit.

Both methods resulted in the conclusion that the number of calls in the orbit
is asymptotically normal, but the asymptotic diffusion analysis method is more
accurate than asymptotic analysis method under the same asymptotic condition.
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Abstract. We consider a single server multi-class retrial system. The
arrival customer, who meets the server busy, joins the corresponding
orbit and then retries to capture the server. The model obeys to the
classical retrial policy: the total rate of orbit customers depends on their
number. Retrial times are assumed to be generally distributed, and that
makes the analysis much more complicated.

We use the previous results for the systems with exponential retrials
and regenerative approach to establish the sufficient stability conditions
to the model under consideration. The key element of the proof relies
on Lorden’s inequality, which is a the significant result from the renewal
theory.
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1 Introduction

The paper deals with a multi-class retrial queue under classical retrial policy. The
customers arrive according to the renewal input. The model admits a number
infinite capacity orbits associated with the corresponding class. If arrival is
blocked, it joins the orbit and then after generally distributed class-dependent
retrial time attacks the server again. The system obeys to the classical retrial
policy, thus the total retrial rate grows proportionally to the number of orbit
customers.

To motivate the presented research, we touch the applicability of the retrial
systems. Retrial queues were successfully used in simulation of widespread mul-
tiple access systems like call centers [1], telephone networks [2], cellular mobile
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networks, etc. Moreover such systems are applicable in modeling of a large num-
ber of a modern objects like wireless telecommunication systems or multi-access
protocols, where blocked data packets are sent again after some waiting period.

Retrial queuing models are widely studied in the literature. It is worth men-
tion the basic books [3,4] and, for instance, quite recent survey papers [5,6].

Obliviously that most of stability results were obtained for more simple retrial
single-class models with exponential retrials, where authors may obtain explicit
statements for stability conditions or steady-state performance measures (see, for
instance [7,8]). The analysis of more general case with an arbitrary distribution
of retrial times is a challenging problem.

One of the first stability results related model with non-exponential distri-
bution of inter-retrial times is presented in paper [9], where authors considered
single-class model. In a later paper [10] the analysis was extended to a multi-
server single-class system, the research was based on the regenerative approach.
The similar model was considered in [11], where the analysis relayed on the fluid
limit approach.

Our goal in this paper is to establish sufficient stability conditions for a single
server model under consideration. Namely, we expand the previous analysis,
obtained for particular cases of multi-class retrial models [15,16]. The research
is based on regenerative approach. We present just the main steps of the proof,
which are focused on the application for general retrials and rely on the results
from renewal theory, namely, Lorden’s inequality.

The paper is organized as follows. Section 2 contains a detailed description
of multi-class retrial system. Then, in a basic Sect. 3, we obtain sufficient stabil-
ity conditions for the presented model. In Sect. 4 the simulation results for the
system with Pareto distribution of retrial time and non zero initial conditions
are presented. Section 5 concludes the talk.

2 Description of the Model

We define a multi-class retrial queue with a single server. Incoming customers
arrive at instants {tn, n ≥ 1} according to renewal input. Assume (for the sim-
plicity) t0 = 0 and define τn = tn −tn−1. Thus the sequence of inter-arrival times
{τn, n ≥ 1} is iid, we denote its generic element by τ .

The system admits K ≥ 1 classes of customers. Assume that class-i customer,
where i = 1, . . . , K, arrives according to Poisson input with a marginal rate
λi > 0. Thus we obtain the total input rate as follows

λ = λ1 + · · · + λK .

Note that Eτ = 1/λ and the summary input is Poisson as a superposition of K
Poisson streams. On the other hand, we can assume that class-i customer arrives
with the probability pi, defined in some given distribution

p = (p1, . . . , pK),

and λi = piλ.
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Service times form an independent sequence, which elements have class-
dependent distributions. Define the generic service time corresponding to class
i by S(i). Then denote the marginal load coefficients by ρi = λiES(i), and the
total load coefficient as follows

ρ = λ
(
p1ES(1) + · · · + pKES(K)

)
.

Class-i arrival, who meets the server busy, joins to the corresponding infinite
capacity buffer so-called orbit and then after a random time, distributed as
ξ(i), makes attempts to capture the server again. If the server is still busy, the
orbital or secondary customer, returns to the orbit immediately, waits again for
a random time and then makes new attempts. (From this point of view, the
customers from the orbits are called secondary, while the arrivals from input
stream are called primary.) The i-th orbit rate is defined as follows

γi := 1/Eξ(i), i = 1, . . . , K.

The model under consideration obeys to classical retrial policy. Thus, all the
secondary customers make independent attempts and the total (actual) orbit
rate grows proportionally to sum orbit size. In case γi = 0 we obtain classical
loss system, while if γi = ∞, the orbit customer immediately captures the server,
as in becomes empty, and the model is equivalent to the infinite-buffer queuing
system. One more significant feature of a model under consideration is non-
exponential retrials: class-i random orbit waiting times ξ(i), i = 1, . . . ,K are
generally distributed, which makes the analysis much more complicated.

Note that retrial policy admits the case when the server is idle, while the
system is not empty (some customers wait in orbits). Thus the model under
consideration is an example of non-conservative queues.

Define the number of customers on the i-th orbit just before time instant t
by N (i)(t), thus the summary orbit is obtained as follows

N(t) := N (1)(t) + · · · + N (K)(t), t ≥ 0.

We deal with a single-server model with no buffer. Thus the system becomes
overloaded just in case the number of secondary customer increases. That means,
the only reason of instability is the infinite the growth of orbit size N(t), as
t → ∞.

Our goal is to find the conditions, which guarantee the stable summary orbit.
The basic stability analysis is relied on results from regeneration theory, well-
presented in [12–14].

3 Stability Analysis

In this section we present the sufficient stability conditions for the system under
consideration. The proof relies on the regenerative approach. Note that regener-
ative method of stability analysis is well-presented, at instance, in [12,14].



250 R. Nekrasova

To present the regenerations we consider the process ν(t) ∈ {0, 1}, which
indicates the server state (idle/busy), and the basic process

X(t) = ν(t) + N(t),

associated with the total number of customers. Next, we consider zero initial
state X(t0) = 0, t0 = 0 and define

Tk = min
n

{tn > Tk−1 : X(t−n ) = 0}, k ≥ 1, T0 = 0.

Note that the sequence {Tk, k ≥ 1} represents instants, when new arrivals join to
the totally empty systems. In such instants the system starts over in stochastic
sense or regenerates. From this point of view the process X(t) is called regener-
ative. Moreover the sequence of regenerative cycle lengths {Tk −Tk−1} is iid, we
denote the generic length by T . The process {X(t)} is called positive recurrent
if ET < ∞.

In case T is non-lattice (which holds for the models with Poisson input) and if
X(t) is positive recurrent, there exists the stationary distribution for the process
X(t), as t → ∞. The existence of stationary distribution implies the stability of
the model under consideration. Note that under the term “stability” we actually
mean positive recurrence of the basic regenerative processes. Thus following the
regeneration arguments, for establishing the stability, it is enough to show that
ET < ∞. Next we define by

T (t) = min
n

{Tn − t : Tn − t > 0}, n ≥ 1.

the remaining at the instant t regeneration time. According to the results from
regeneration theory, T (t) does not converge to infinity in distribution if and only
if ET < ∞. Thus for the positive recurrence of the basic regenerative process
(and as a consequence for the stability of the system under consideration) it is
enough to show that

T (t) �⇒ ∞, t → ∞. (1)

Actually the result (1) defines that the process X(t), starting at the arbitrary
moment t, with a positive will achieve the regeneration point in a finite time.

Note that such an approach was successfully applied for stability analysis
of a multi-class and multi-server retrial system with exponential retrials in [15]
and developed for the single-server system with Poisson input, where retrial
waiting time ξ(i) belongs to the special subclass of New Better than Used (NBU)
distributions (see [16]). An arbitrary random variable ξ ≥ 0 is called NBU if, for
each x, y ≥ 0

P(ξ > x + y|ξ > y) ≥ P(ξ > x).

Next we present the sufficient stability conditions for a multi-class single
server retrial system with non-exponential distribution of retrial times.
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Theorem 1. Consider a single-server K-class retrial queuing system with zero
initial state and assume

ρ < 1, (2)
P(τ > x) > 0, ∀x ≥ 0, (3)

E
(
ξ(i)

)2
< ∞, i = 1, . . . , K. (4)

Then the system is stable.

Proof. Note that new results are focused on the application for general retrials
case. Thus we give details of the proof, related to the general distribution of
ξ(i), as the rest steps follow the analysis for the particular case of exponential
retrials, presented in [15].

Denote by Δn the sum idle period in [tn, tn+1). The condition ρ < 1 implies
EΔn �→ 0, see [16].

Next define the summary orbit size just before tn and the total number of
departures in [tn, tn+1) by Nn and Dn, respectively. Then for some arbitrary
constants d, d0 > 0 we present mean idle period as follows

EΔn = E[Δn, Nn ≤ d + d0] + E[Δn, Nn > d + d0, Dn > d0] (5)
+ E[Δn, Nn > d + d0, Dn ≤ d0]. (6)

From [15,16] and independently on distribution of ξ(i) we obtain the upper
bounds for the first summands in (5) as follows

E[Δn, Nn ≤ d + d0] ≤ EτP(Nn < d + d0), (7)
E[Δn, Nn > d + d0, Dn > d0] ≤ aP(M(a) > d0) + E[τ, τ > a], (8)

where a > 0 is an arbitrary constant and {M(t)} defines a zero-delayed renewal
process, built on intervals, stochastically equivalent to mini=1,...,K S(i).

Our goal is to obtain the upper bound of (6). Namely, we explore a mean
idle period Δn in case the number of departures Dn is not greater, than d0
and the summary orbit just before the instant tn is lower bounded by d + d0.
Thus up to the next arrival the summary orbit contains at least d customers:
Nn+1 > d. That means, the retrial attempts at least of d orbit customers are
unsuccessful at τn. Define the set of numbers for such customers by C. Then
denote by A1 < A2 < · · · < Ad ≤ tn the arrival instants of customers from C.

Consider c0 = max(1, 
d/2�) and c1 = d − c0 and divide C for two sets: C0

the numbers of customers, arrived at instants A1, . . . , Ac0 , and C1 the numbers
of customers, arrived at instants Ac0+1, . . . , Ad.

Next, denote by t∗n the first departure instant after tn. (Note that if t∗n > tn+1,
then Δn = 0 with probability 1.) Thus assume t∗n < tn+1. Then define by T (t∗n)
an interval since t∗n up to the next retrial. Namely, T (t∗n) coincides with the first
idle period in [tn, tn+1), note t∗n + T (t∗n) < tn+1.

Define by Tc0(t
∗
n) the remaining retrial time for the costumers from the set

C0. Recall Nn+1 > d and the assumption that C0 contains only customers, that
would not capture the server before tn+1. Thus
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1. t∗n + Tc0(t
∗
n) ≥ tn+1 or

2. t∗n + Tc0(t
∗
n) < tn+1 and the server is busy at instant t∗n + Tc0(t

∗
n).

Hence
T (t∗n) ≤ Td(t∗n). (9)

The relation of remaining retrial times for successful and unsuccessful
attempts for the case t∗n + Tc0(t

∗
n) < tn+1 is illustrated on Fig. 1. Note that

the server is busy at instant t∗n + Tc0(t
∗
n), while there could be idle intervals in(

t∗n + T (t∗n), t∗n + Tc0(t
∗
n)

)
.

Fig. 1. Remaining retrial times

Then for t ≥ Ac0+1 we construct a set of renewal processes Λj(t), j =
1, . . . , c0, associated with the number of unsuccessful attempts for the j-th orbit
customer from C0. Note that all the customers in C0 had already been in the
system before the moment Ac0+1. Consider the j-th orbit customer belongs to
class ij ∈ {1, . . . , K}, thus inter-renewal times of a process Λj(t) are stochasti-
cally equivalent to ξ(ij). Next construct Bj(t∗n) – remaining time from t∗n up to
the next renewal in a process Λj(t) (the next after the instant t∗n attempt of the
j-th orbit customer from the set C0). Namely, Bj(t∗n) coincides with a remaining
retrial time of the corresponding class ij ∈ {1, . . . , K}. Then

P
(
T (t∗n) > x

)
≤ P

(
Tc0(t

∗
n) > x

)
= Πc0

j=1P(Bj(t∗n) > x) ≤
(
max

j
P(Bj(t∗n) > x)

)c0
.

Consider for simplicity

β(t∗n) := Bj(t∗n) : P(β(t∗n) > x) = max
j=1,...,c0

P(Bj(t∗n) > x),

and define by ξ the generic renewal time of the j-th renewal process, which
corresponds to the maximal value of P(Bj(t∗n) > x). Note that ξ is stochastically



Suffcient Stability Conditions for a Multi-orbit Retrial System 253

equivalent to the retrial time ξ(ij) of corresponding class ij ∈ {1, . . . ,K}, and
the number ij depends on t∗n. The instant t∗n is random with distribution Ft∗

n

and depends on the service time, while T (t∗n) depends on the number of orbit
customers. Thus the mean for the first idle period is defined as follows

ET (t∗n) =
∫

u∈τn

ET (u)dFt∗
n
(u). (10)

Next from (9) for all deterministic u ∈ τn

ET (u) =
∫ ∞

0

P
(
T (u) > x

)
dx ≤

∫ ∞

0

(
P(β(u) > x)

)c0
dx. (11)

Because β defines remaining renewal time for a corresponding renewal process,
then by Lorden’s inequality (see [12]) :

∫ ∞

0

P(β(u) > x)dx ≡ Eβ(u) ≤ Eξ2

Eξ
.

By condition of the theorem E
[
ξ(i)

]2
< ∞ for all i = 1, . . . , K, then Eξ2/Eξ < ∞.

Thus P(β(u) > x) is integrable with respect to x. Hence
(
P(β(u) > x)

)c0

is dominated by integrable function and we can apply dominance convergence
(Lebesgue) as follows:

lim
d→∞

ET (u) ≤ lim
d→∞

∫ ∞

0

(
P(β(u) > x)

)�d/2�
dx = 0.

Taking into account (10), we obtain

ET (t∗n) → 0, d → ∞. (12)

Note that on the event {Nn > d+ d0, Dn ≤ d0} the system admits not more
than (d0 + 1) idle periods in τn, while the orbit is not less than d. By the same
arguments, as in (12), we can obtain that each mean idle period in τn goes to
zero with a growth of d. Define by Tn(d) the longest mean idle period in τn.
Thus

E[Δn, Nn > d + d0, Dn ≤ d0] ≤ (d0 + 1)Tn(d). (13)

Next, taking into account bounds (7), (8) and (13), for all ε > 0 we chose
appropriate values of the constants a = a(ε), d0 = d0(a), d = d(d0) such, that

E[τ, τ > a] + aP(M(a) > d0) + (d0 + 1)Tn(d) < ε/2.

Now assume that the summary orbit infinitely grows: Nn ⇒ ∞, as n → ∞. The
assumption implies that there exist such a number n1, that

EτP(Nn < d + d0) ≤ ε/2

for all n ≥ n1. Thus, we obtain that EΔn < ε, n ≥ n1, which leads to the
contradiction. Hence, the orbit is tight: Nn �⇒ ∞. Next, using the condition
P(τ > x) > 0 and regenerative approach, exactly as in [16], we are able to show
that the system under consideration is stable (positive recurrent). Note that the
demand of zero initial state is used in regenerative method.
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Note that in paper [15], which deals with exponential-retrial model, the authors
demands the fulfilness of a weaker condition

max
1≤i≤K

P
(
τ > S(i)

)
> 0

instead of P
(
τ > x

)
> 0.

4 Simulation

In a recent work [17] the simulation results illustrated that at least in case
E
(
ξ(i)

)2
< ∞, the condition ρ < 1 defines the stable orbit and the demand of

unbounded inter-arrival times is rather technical. In this section we explore the
behavior of the model with non-zero initial conditions.

Consider two-class retrial model with Poisson input and exponential service
times. We set three cases of load coefficients to simulate the behavior of the
model under consideration. The explicit values of input parameters are presented
in Table 1. Note that in all presented cases the first class arrivals are more
intensive then the second class: λ1 > λ2. Moreover in the first two configurations
the condition ρ < 1 holds true, while in the third case is violated.

Table 1. Load configurations

ρ ρ1 λ1 μ1 ρ2 λ2 μ2

0.75 0.5 0.7 1.4 0.25 0.3 1.2

0.90 0.6 1.5 2.5 0.3 0.9 3.0

1.10 0.7 3.5 5.0 0.4 2.0 5.0

Next assume Pareto distribution of inter retrial time. Namely

P(ξ(i) > x) =
(
xi/x

)αi
, x ≥ xi, i = 1, 2,

wherexi > 0 defines the corresponding scale parameter and αi > 0. Thus

γi =
αi − 1
xiαi

, E
(
ξ(i)

)2

= x2
i

αi

αi − 2
.

We chose αi > 2 to provide the second moment finite. The values of orbit rates
used in simulation are presented in Table 2.
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Table 2. Orbit configurations

Case x1 α1 x2 α2 γ1 γ2

1. 0.20 3.0 2.00 4.0 3.333 0.375

2. 2.00 4.0 0.20 3.0 0.375 3.333

3. 0.50 3.0 1.00 2.5 1.333 0.600

4. 1.00 2.5 0.50 3.0 0.600 1.333

5. 0.75 4.0 0.75 4.0 1.000 1.000

In case 1 the first orbit is much more intensive then the second one: γ1 >> γ2,
case 2 is the opposite: γ1 << γ2. The first orbit rate in case 3 is greater than the
second orbit rate, but the difference is not as significant as in case 1: γ1 > γ2,
the case 4 is opposite to case 3. In case 5 orbit rates are equal.

We simulate the mean orbits behavior N̂
(i)
n for n arrivals among m indepen-

dent replications and under non-zero initial conditions: N̂
(1)
1 := 100, N̂

(2)
1 = 100.

Fig. 2. Orbits behavior, ρ = 0.75
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The results for different values of load coefficient are illustrated in N̂ (1) × N̂ (2)

plots and presented in Fig. 2, 3 and 4.
Figure 2 shows the results for “light” load case when ρ = 0.75. We simulation

was based on m = 100 sample paths and n = 5000 arrivals. Note that dash grey
is extra and corresponds to the case N̂

(1)
n = N̂

(2)
n . In all five cases (see Table 2)

both orbits decreases close to zero, that corresponds to the stable behavior of the
system. Note that in cases 1 and 3 (thick black and thick grey curves respectively)
the second orbit dominates the first orbit (the curves are higher than grey dash
line). That phenomenon is explained by the rates relation: γ2 < γ1. Thus the
first orbit is unloaded faster. By the same season the curves corresponding to
cases 2 and 4 (thin black and thin grey lines respectively) are lower than the line
N̂

(1)
n = N̂

(2)
n : the first orbit dominates because its retrials is less intensive. Note

that in equal rate case (black dash curve) the first orbit also dominates. That
is explained by input rate relation: the first class arrivals are more intensive,
λ1 > λ2.

Orbit 1

O
rb

it 
2

1000 50 150

0
50

10
0

15
0

Equal orbits 

Case 1

Case 2

Case 3

Case 4

Case 5

Fig. 3. Orbits behavior, ρ = 0.90
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Figure 3 illustrates the results for ρ = 0.90. We simulation was based on
m = 20 sample paths and n = 10000 arrivals. As in previous example for ρ = 0.75
both orbits in all rate configurations are stable. Note that in case 3: λ1 = 1.5,
γ1 = 1.333, γ2 = 0.600. Thus λ1 > γ1, the first class primary customers are more
intensive than the first class retrials, moreover the first class primary customers
are also more intensive than the second class arrivals (λ1 > λ2). Simulations
show that in such a configuration the second orbit still dominates the first one
(thick grey line). Thus the orbit rate relation is more significant for the system
behavior than the input rates, and we can manage the load in whole system
shifting the orbit parameters, at instance to redistribute the retrial attempts in
case one of the classes has too intensive arrivals.

Orbit 1
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Case 5

Fig. 4. Orbits behavior, ρ = 1.10

Figure 4 corresponds to the case ρ = 1.10. Thus stability condition from
Theorem 1 is violated. The experiments for the considered rate configurations
show the grow of both orbits. Thus we can assume that the condition ρ < 1 is
not sensitive to the initial conditions.
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5 Conclusion

We considered a single server multi-class retrial queue under classical retrial
policy. Relying on previous analysis for particular distributions of retrial times
ξ(i), we obtained that the condition ρ < 1 indeed guarantees the stability, at
least if inter-arrival times are unbounded and additional moment properties of
ξ(i) holds true.
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Analysis of the Probabilistic and Cost
Characteristics of the Queueing Network
with a Control Queue and Quarantine
in Systems and Negative Requests

by Means of Successive Approximations

Katsiaryna Kosarava(B) and Dmitry Kopats

Yanka Kupala State University of Grodno, 230012 Grodno, Belarus

Abstract. In paper we sudy a queuing network with positive and neg-
ative requests, consisting of systems with control queue and quaran-
tine node. The application of such a network as a stochastic model of
a computer network with antivirus is described. A system of difference-
differential equations (DDE) for possible states of described queueing
network is derived. In a similar way, a system of DDE for the expected
incomes of the network’s systems, in the case when the incomes from
the network’s transitions between states depend on these states, was
constructed. To solve the obtained DDE systems, the method of succes-
sive approximations, combined with the method of series, was used. It
is shown that the probabilities of the network’s states and the expected
incomes of the network’s systems can be represented in the form of con-
verging power series. Recurrence relations for calculating the coefficients
of these series are given. The use of this technique is illustrated by the
example of finding the state probabilities of the studied queueing net-
work.

Keywords: G-network · Computer network · Negative arrivals ·
Control queue · Quarantine node · Successive approximations

1 Introduction

Consider a computer network consisting of computers with antivirus software
installed. In general, antivirus software perfom 3 basic function: detecting mali-
cious codes in the system, removing them by destroying or isolating them, take
preventive measure [1]. For each of the three types of software, its own part
of the RAM(Random Access Memory) and CPU(Central Processing Unit) is
allocated. The RAM stores the codes of files active in this session. Antivirus
software monitors and checks the contents of the computer’s RAM command
blocks for viruses [2]. If the check is successful, the file is passed to the queue for
program execution. But there is a possibility that the antivirus software might
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not recognize the virus and infect the user’s computer, for example, due to an
untimely update of the antivirus signature database. We will assume that there
can be 2 categories of unidentified viruses: 1) resident, which do not affect the
file queue for processing and are attached to the Personal computer (PC), but
during file processing they can infect an executable file, and 2) viruses that make
it impossible to execute the file, pending processing. After “processing” the file
can be transferred over the network to another computer for further processing,
or transferred to the computer’s hard drive for storage and waiting for a subse-
quent call. Files downloaded to a computer from the network are automatically
scanned by antivirus software for viruses, and if this option is disabled, the user
receives a warning about the dangers of this file. A file that is declared infected
after being scanned for viruses is quarantined on the computer [3]. Quarantine
consists of 2 components: 1) storage of infected files that will not be executed by
the processor and 2) software that “cures” malicious files. We will assume that
3 categories of files can be quarantined: 1) mistakenly recognized as malicious,
the user has the ability to manually remove them from the quarantine; 2) files
containing a virus code which (while in quarantine) can be “cured” of this code
and continue execution on the user’s computer; 3) viruses that cannot be neu-
tralized and must be removed from the computer’s memory. The extracted file
is returned back to the location on the computer where it was extracted from
and placed in RAM for loading and subsequent execution.

In [4] a stochastic model of a computer network consisting of systems with a
control queue and one quarantine node in a stationary mode is investigated. To
simulate the described computer network with an antivirus, in current work we
propose to use a G-network with positive and negative requests, consisting of
single-channel queueing systems (QS) with a control queue and quarantine node.
In this research we don’t impose strict restrictions on behavior of a negative
request introduced by Gelenbe [5]: after the destroying of one positive request,
negative request can either leave the network or go to the quarantine queue of
another system. Recently, G-networks have been widely used in a number of
applications related to the simulation of attacks in computer networks (attacks
on smart technologies, DoS attacks) [6–8], modelling of Intrusion Detection Sys-
tems [9], customers resets [10,11], optimization of supply chains [12] and solving
deep learning problems [13,14].

We also aim to predict the expected incomes and losses of such a network
associated with potential threats of virus infection, loss of valuable informa-
tion, drop in user productivity and additional security risks. Finding incomes in
queuing networks, which are stochastic models of various objects in economics,
technology and production, was previously studied in works [15,16].

2 Model Description

Let us consider a G-network with n QS. Each QS Si has external arrivals of
positive and negative requests which occur according to mutually independent
Poisson processes, with rates λ+

0i, λ−
0i respectively, i = 1, n. For described network
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λ+
0i, λ−

0i mean the number of files that are not dangerous for the PC and files
that pose a threat to it respectively, which entered the computer’s RAM from
its hard disk or from outside the network. The request initially received by the
i-th QS enters the control queue, where it is checked for standardness, i.e. for
the presence of a virus. The verification time of a request for standardness in
the i-th QS has an exponential distribution with the parameter μ

(v)
i , i = 1, n.

After verification in the i-th QS a positive request is recognized as such with
probability p+i and enters the QS for servicing and with a probability (1−p+i ) it
is recognized as negative and redirected to quarantine for treatment. A negative
request after verification in the control queue of the i-th QS with probability p−

i

is recognized as such and redirected to the quarantine queue for treatment, and
with probability (1−p−

i ) it can be mistakenly recognized as positive (for example,
due to a failure to update the antivirus databases) and sent to a processing queue,
where it immediately destroys the positive request. In this paper, we investigate
the model under the assumption that a negative request destroys one positive
request if the QS is not empty, and leaves the system without having any impact
on it, otherwise. In the physical model, this may correspond, for example, to
the fact that a memory resident virus overwrites a copy of itself into a piece of
computer memory, regardless of what was in that location. The files are no longer
readable, and it is completely impossible to restore them using special programs.
The resident copy of the virus remains active and infects newly created files. Let
the service time of requets in the i-th QS has an exponential distributed function
(d.f.) with the parameter μi, i = 1, n. A positive request after being served in
the i-th QS can make several transitions: 1) with probability p+ij it goes to the
j-th QS control queue as a positive request, 2) with probability p−

ij it goes to Sj

as a negative one, infected during the service with resident viruses and 3) with
probability pi0 = 1 − ∑n

j=1(p
+
ij + p−

ij) it leaves the network, i, j = 1, n.
Let us describe the behavior of a quarantine: requests recognized as non-

standard are placed in the quarantine queue for treatment. Physically, the quar-
antine queue is a folder of files placed in quarantine by the antivirus. Suppose
that the treatment time in the quarantine queue of the QS Si has an exponential
d.f. with a parameter μ

(c)
i , i = 1, n. If the treatment was successful, then the

request with probability p
(s)
i is returned to the i-th QS for servicing, otherwise

the request (infected file) with probability (1 − p
(s)
i ) turns out to be a virus and

is removed, i.e. leaves the network, i = 1, n. In this description of the quarantine,
we assume that the virus cannot trick it during treatment.

The structure of the QS of the described stochastic model is represented on
Fig. 1.

3 Network’s State Probabilities

The state vector of the described network has the form
(−→

k ,
−→
l , t

)
=

(−→
k1,

−→
k2, . . .

−→
kn,

−→
l1 ,

−→
l2 , . . .

−→
ln , t

)
, (1)
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Fig. 1. Queueing system with control quaeue and quarantine.

where (
−→
ki ,

−→
li , t) = (k(p)

i , k
(s)
i , l

(n)
i , l

(c)
i , t), k

(p)
i and l

(n)
i - the number of positive

and negative requests in the control queue of QS Si, respectively; k
(s)
i is the

number of requests for service in i-th queue; l
(c)
i - the number of the requests

in the quarantine, i = 1, n. Let requests are choosen from the control queue
randomly, then we estimate the probability to choose a positive request as

q+i =
E

[
k
(p)
i

]

E
[
k
(p)
i + l

(n)
i

] , i = 1, n.

Let us find the possible transitions of our Markov process in the state
(
−→
k ,

−→
l , t + Δt), during time Δt:

1. From the state (
−→
k − Ĩ2i−1,

−→
l , t + Δt) with probability λ+

0iu(k(p)
i )Δt + o(Δ)

positive request enters the control queue of QS Si, i = 1, n.
2. From the state (

−→
k ,

−→
l − Ĩ2i−1, t + Δt) with probability λ−

0iu(l(n)i )Δt + o(Δ)
negative requests enters the control queue of QS Si,i = 1, n.

3. From the state (
−→
k + Ĩ2i−1 − Ĩ2i,

−→
l , t) with probability μ

(v)
i q+i p+i u(k(s)

i )Δt+
o(Δt) positive request, after successful verification in control queue, moves
to service queue of Si, i = 1, n.

4. From the state (
−→
k + Ĩ2i−1,

−→
l − Ĩ2i, t) with probability μ

(v)
i q+i (1 − p+i )×

×u(l(c)i )Δt+ o(Δt) positive request is recognized as negative and redirected
to quarantine queue of Si, i = 1, n.

5. From the state (
−→
k + Ĩ2i,

−→
l + Ĩ2i−1, t) with probability μ

(v)
i (1−q+i )(1−p−

i )×
×Δt+o(Δt) negative request after verification in control queue is recognized
as positive, then it moves in service queue and immediately destroys the
positive request, i = 1, n.
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6. From the state (
−→
k ,

−→
l + Ĩ2i−1 − Ĩ2i, t) with probability μ

(v)
i (1 − q+i )p−

i ×
×u(l(c)i )Δt + o(Δt) negative request after verification in control queue is
recognized as negative and redirected in quarantine queue in Si, i = 1, n.

7. From the state (
−→
k −Ĩ2i,

−→
l +Ĩ2i, t) with probability μ

(c)
i p

(s)
i u(k(s)

i )Δt+o(Δt)
the request, after successful treatment, is sent to the QS Si for service,
i = 1, n.

8. From the state (
−→
k ,

−→
l + Ĩ2i, t) with probability μ

(c)
i (1 − p

(s)
i )Δt + o(Δt)

request leaves the network if treatment was failed, i = 1, n.
9. From the state (

−→
k + Ĩ2i,

−→
l , t) with probability μipi0Δt+o(Δt), after service

in the QS Si is finished, request leaves networks, i = 1, n.
10. From the state (

−→
k +Ĩ2i−Ĩ2j−1,

−→
l , t) with probability μip

+
iju(k(p)

j )Δt+o(Δt),
after service in the QS Si is finished, request enters the control queue of the
QS Sj as positive request, i = 1, n.

11. From the state (
−→
k +Ĩ2i,

−→
l −Ĩ2j−1, t) with probability μip

−
iju(l(n)j )Δt+o(Δt),

after service in the QS Si is finished, request enters the control queue of the
QS Sj as negative request, i = 1, n.

12. With probability 1−∑n
i=1(λ

+
0i+λ−

0i+μi+μ
(v)
i +μ

(c)
i )Δt+o(Δt) the network

state doesn’t change.

Using the formula for the total probability of transitions between the states
of the described network, it is possible to prove that the system of differential
equations for a given network has the form:

dP
(−→

k ,
−→
l , t

)

dt
= −

n∑

i=1

(
λ+
0i + λ−

0i + μ
(v)
i + μ

(c)
i + μi

)
P

(−→
k ,

−→
l , t

)

+
n∑

i=1

{
λ+
0iu

(
k
(p)
i

)
P

(−→
k − Ĩ2i−1,

−→
l , t

)
+ λ−

0iu
(
l
(n)
i

)
P

(−→
k ,

−→
l − Ĩ2i−1, t

)

+ μ
(v)
i q+i p+i u

(
k
(s)
i

)
P

(−→
k + Ĩ2i−1 − Ĩ2i,

−→
l , t

)

+ μ
(v)
i q+i

(
1 − p+i

)
u

(
l
(c)
i

)
P

(−→
k + Ĩ2i−1,

−→
l − Ĩ2i, t

)

+ μ
(v)
i

(
1 − q+i

) (
1 − p−

i

)
P

(−→
k + Ĩ2i,

−→
l + Ĩ2i−1, t

)

+ μ
(v)
i

(
1 − q+i

)
p−

i u
(
l
(c)
i

)
P

(−→
k ,

−→
l + Ĩ2i−1 − Ĩ2i, t

)

+ μ
(c)
i p

(s)
i u

(
k
(s)
i

)
P

(−→
k − Ĩ2i,

−→
l + Ĩ2i, t

)

+ μ
(c)
i

(
1 − p

(s)
i

)
P

(−→
k ,

−→
l + Ĩ2i, t

)
+ μipi0P

(−→
k + Ĩ2i,

−→
l , t

)

+
n∑

j=1

[
μip

+
iju

(
k
(p)
j

)
P

(−→
k + Ĩ2i − Ĩ2j−1,

−→
l , t

)
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+μip
−
iju

(
l
(n)
j

)
P

(−→
k + Ĩ2i,

−→
l − Ĩ2j−1, t

)]}
, (2)

where u(x) = 1 if x > 0 and 0 otherwise; Ĩr − 2n-dimentional zero vector except
component with a number r which equals to 1.

The system (2) is a special case of difference-differention equation. General
scheme of its solution by means of successive approximation method is described
in [17]:

dP (
−→
k ,

−→
l , t)

dt
= −Λ(

−→
k ,

−→
l )P (

−→
k ,

−→
l , t) +

2n∑

α,β,γ,θ,η=0

Φαβ,γ,θ,η(
−→
k ,

−→
l )

× P (
−→
k + Ĩα + Ĩβ − Ĩγ ,

−→
l + Ĩη − Ĩθ, t), (3)

where functions Λ(
−→
k ,

−→
l ), Φα,β,b,γ,θ,η(

−→
k ,

−→
l ) equal respectively:

Λ(
−→
k ,

−→
l ) =

n∑

i=1

(
λ+
0i + λ−

0i + μ
(v)
i + μ

(c)
i + μi

)
,

Φα,β,b,γ,θ,η(
−→
k ,

−→
l ) = δα0δβ0δγ(2i−1)δθηλ+

0iu
(
k
(c)
i

)
+ δα0δβ0δγ0δθ0δη(2i−1)λ

−
0iu

(
l
(c)
i

)

+ δα0δγ0δβ0δη0δθ(2i−1)μ
(c)
i

(
1 − p

(s)
i

)

+ δη0δθ(2i−1)δβ0δγ0δα(2i)μ
(v)
i

(
1 − q+i

) (
1 − p−i

)
u

(
k
(p)
i

)

+ δη0δθ(2i−1)δβ0δγ0δα0μ
(v)
i

(
1 − q+i

) (
1 − p−i

) (
1 − u

(
k
(p)
i

))

+ δγ0δβ0δη(2j−1)δθ0δα(2i)μip
−
iju

(
l
(c)
j

)

+ vδγ(2i)δβ0δθηδα(2i−1)μ
(v)
i q+i p+i u

(
k
(p)
i

)
+ δβ0δγ0δθ0δα(2i−1)δη(2i)μ

(v)
i q+i

(
1 − p+i

)
u

(
l
(n)
i

)

+ δγ0δβ0δθ(2i)δα0δη(2i−1)μ
(v)
i

(
1 − q+i

)
p−i u

(
l
(n)
i

)

+ δβ0δγ(2i)δα0δθ(2i)δη0μ
(c)
i p

(s)
i u

(
k
(s)
i

)

+ δγ0δβ0δθηδα(2i)μipi0 + δγ(2j−1)δβ0δθηδα(2i)μip
+
iju

(
k
(c)
j

)
, (4)

where

δij =
{

1, i = j
0, i �= j.

.

Let Pq(
−→
k ,

−→
l , t) an approximation P (

−→
k ,

−→
l , t) at the q-th iteration, then

Pq+1(
−→
k ,

−→
l , t) - solution of system (2) obtained by the method of successive

approximations. Any approximation representable in the form of a convergent
power series [17]

Pq(
−→
k ,

−→
l , t) =

∞∑

l=0

d+−
ql

(−→
k ,

−→
l
)

tl, (5)



Queueing Network with Control Queues and Quarantine 265

which coefficients satisfy the recurrence relations [17]:

d+−
q+1z(

−→
k ,

−→
l ) =

[
−Λ

(−→
k ,

−→
l

)]z

z!

⎧
⎪⎨

⎪⎩
P

(−→
k ,

−→
l , 0

)
+

z−1∑

u=0

(−1)u+1 u!D+−
qu

(−→
k ,

−→
l

)

[
Λ

(−→
k ,

−→
l

)]u+1

⎫
⎪⎬

⎪⎭
,

d+−
q0

(−→
k ,

−→
l

)
= P

(−→
k ,

−→
l , 0

)
, d+−

0z

(−→
k ,

−→
l

)
= P

(−→
k ,

−→
l , 0

)
δz0, z ≥ 0,

D+−
qz

(−→
k ,

−→
l

)
=

2n∑

α,β,γ,θ,η=0

Φαβγθη

(−→
k ,

−→
l

)

× d+−
qz

(−→
k + Ĩα + Ĩβ − Ĩγ ,

−→
l + Ĩθ − Ĩη

)
. (6)

Example 1. Let us consider a queuing network, which consists of n = 2 sys-
tems. Rate of positive and negative arrivals in i-th QS equal: λ+

01 = 15, λ−
01 =

7, λ+
02 = 13, λ−

02 = 6. The rates of verification of the requests for standardness,
service and treatment in systems equal μ

(v)
i = 30, μi = 5, μ

(c)
i = 0.1, i = 1, 2. The

probabilistic parameters of the network are as follows: p+1 = 0.9, p−
1 = 0.93, p+2 =

0.95, p−
2 = 0.97, p

(c)
1 = 0.7, p

(c)
2 = 0.8, p+ij = p−

ij = 0.4, pi0 = 0.2, i �= j, i, j = 1, 2.

Probabilities of the network’s states k1 = (
−→
k ,

−→
l ) = (1; 2; 1; 1; 1; 3; 1; 2), k2 =

(2; 2; 1; 1; 1; 2; 1; 3), k3 = (2; 1; 1; 1; 1; 2; 1; 2) if state (1;1;1;1;1;1;1;1) is initial, are
represented on Fig. 2.

4 Finding the Expected Incomes of the Network’s
Systems

The queuing network described in second section can be used as a model of
a computer network with antivirus software. Antivirus should reduce the risks
associated with malicious files. However, in addition to the obvious advantages of
antivirus tools, such programs reduce the performance of the entire system at the
expense of processor resources. In addition, errors in antivirus software can lead
to the loss of valuable information in the case of deleting “good/ benign” files.
All this leads to additional costs associated with the use of antivirus programs
(drop in user productivity and additional risks associated with security) [18].

A drop in system performance leads to a decrease in the speed of performing
routine operations, such as opening files, sending them by e-mail, etc. Antivirus
introduces delays in these processes. In addition, completely legitimate system
detections can have a negative impact on user productivity (for example, block-
ing access to an important letter or file), which makes it impossible to quickly
get the job done. At the same time, the cost of a particular “unfinished” work
can seriously exceed the negative effect of a virus infection on the computer.
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Fig. 2. State probabilities P (
−→
k ,

−→
l , t).

Antivirus programs, like any software, can contain bugs and vulnerabilities.
CyberArk Labs, a provider of information security software, is exploring new
attack methods and regularly publishes articles on bugs and vulnerabilities iden-
tified in antivirus programs. In its latest report, CyberArk reports bugs in prod-
ucts from Kaspersky, McAfee, Symantec, Fortinet and CheckPoint and others,
as well as vulnerabilities in products from Microsoft, Avast and Avira, among
others [19].

Another negative point is the antivirus false positives. It is not uncommon
for an antivirus to block legitimate software or even the entire operating system.
The damage from such incidents can often exceed the benefits that antivirus
software can bring.

Let vi(
−→
k ,

−→
l , t) is an expected income of the QS Si which it recieved during

time t if the initial state of the QN was (
−→
k ,

−→
l ). Considering possible network’s

transitions between its states, let us introduce expected income of the QS Si

depending on network’s state:

1. If positive request enters the control queue of the QS Si from the outside it
generates income for the system R+

0i(
−→
k − Ĩ2i−1,

−→
l ), i = 1, n, which charac-

terizes the amaunt of the information received.
2. If negative request enters the control queue of QS Si, the income of this

system equals −R−
0i(

−→
k ,

−→
l − Ĩ2i−1), i = 1, n and characterizes the potential

danger of infection of a network’s node.
3. If positive request, after successful verification in control queue, moves to

service queue of the QS Si, the income of this system equals −r+i (
−→
k +

Ĩ2i−1 − Ĩ2i,
−→
l ), which coresponds to drop in the QS Si performance during

request verification, i = 1, n.
4. If negative request, after verification in control queue of the QS Si, is recog-

nized as positive and redirected in service queue, the income of this system
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equals −R+
i (

−→
k + Ĩ2i,

−→
l + Ĩ2i−1), which corresponds to the infection of a

file on a network node, due to which it becomes unavailable for processing,
i = 1, n. If there are no positive requests in the system at this moment in
time, then the negative request leaves the network and the system income
equals r−

i (
−→
k ,

−→
l + Ĩ2i−1), which corresponds to the elimination of the poten-

tial threat of infection of the entire network, i = 1, n.
5. If positive request is recognized as negative and redirected to quarantine

node of the Si, income of the system Si equals −Rc
i (

−→
k + Ĩ2i−1,

−→
l − Ĩ2i),

which characterizes the losses associated with the blocking of legitimate
software by antivirus, i = 1, n.

6. If negative request, after verification in control queue, is recognized as neg-
ative and redirected in quarantine node in Si, system’s income in this case
equals r−

i (
−→
k ,

−→
l + Ĩ2i−1 − Ĩ2i), i = 1, n.

7. If the request, after successful treatment, is sent to the QS Si for service,
the income of the Si equals R+

i (
−→
k − Ĩ2i,

−→
l + Ĩ2i), which characterizes the

amount of restored information, i = 1, n.
8. If treatment was failed, request leaves the network and income of the Si

reduces by −R+
i (

−→
k − Ĩ2i,

−→
l + Ĩ2i) due to the amount of information lost,

i = 1, n.
9. If the service in the QS Sj is finished and request enters the control queue

of the QS Si as positive request, the income of the QS Si increases by
R+

j (
−→
k + Ĩ2j − Ĩ2i−1,

−→
l ), i = 1, n.

10. If service in the QS Sj is finished and request enters the control queue of the
QS Si as negative request, the income of the QS Si reduces by −r−

i (
−→
k +

Ĩ2j ,
−→
l − Ĩ2i−1), which corresponds to the potential threat of infection of the

entire network, i = 1, n.
11. If request’s service in Si is finished and request leave the network or enters

other system, the income of the system Si doesn’t change, i = 1, n.
12. In addition, for each small time interval, the system Si incurs losses (drop

in performance, decrease in the speed of performing routine operations due
to the consumption of processor resources by the antivirus software) in the
amount ri(

−→
k ,

−→
l ), i = 1, n.

Taking into acount probabilities of network’s transitions between states, we
obtain a system of difference-differential equations for the expected income of
the system Si:

dvi

(−→
k ,

−→
l , t

)

dt
= −

(
λ+
0i + λ−

0i + μ
(v)
i + μ

(c)
i + μi

)
vi

(−→
k ,

−→
l , t

)

+
n∑

j=1

{
λ+
0ju

(
k
(p)
j

)
vi

(−→
k − Ĩ2j−1,

−→
l , t

)
+ λ−

0ju
(
l
(n)
j

)
vi

(−→
k ,

−→
l − Ĩ2j−1, t

)

+ μ
(v)
j q+j p+j u

(
k
(s)
j

)
vi

(−→
k + Ĩ2j−1 − Ĩ2j ,

−→
l , t

)
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+ μ
(v)
j q+j

(
1 − p+j

)
u

(
l
(c)
j

)
vi

(−→
k + Ĩ2j−1,

−→
l − Ĩ2j , t

)

+ μ
(v)
j

(
1 − q+j

) (
1 − p−

j

)
vi

(−→
k + Ĩ2j ,

−→
l + Ĩ2j−1, t

)

+ μ
(v)
j

(
1 − q+j

)
p−

j u
(
l
(c)
j

)
vi

(−→
k ,

−→
l + Ĩ2j−1 − Ĩ2j , t

)

+ μ
(c)
j p

(s)
j u

(
k
(s)
j

)
vi

(−→
k − Ĩ2j ,

−→
l + Ĩ2j , t

)

+ μ
(c)
j

(
1 − p

(s)
j

)
vi

(−→
k ,

−→
l + Ĩ2j , t

)
+ μjpj0vi

(−→
k + Ĩ2j ,

−→
l , t

)

+
n∑

h=1,h�=j

[
μhp+hju

(
k
(p)
j

)
vi

(−→
k + Ĩ2h − Ĩ2j−1,

−→
l , t

)

+μhp−
hju

(
l
(n)
j

)
vi

(−→
k + Ĩ2h,

−→
l − Ĩ2j−1, t

)]}
+ Ei(

−→
k ,

−→
l ), (7)

where
Ei(

−→
k ,

−→
l ) = ri

(−→
k ,

−→
l
)

+ λ+
0iu

(
k
(p)
i

)
R+

0i

(−→
k − Ĩ2i−1,

−→
l
)

−λ−
0iu

(
l
(n)
i

)
R−

i0

(−→
k ,

−→
l − Ĩ2i−1

)

− μ
(v)
i q+i p+i u

(
k
(s)
i

)
r+i

(−→
k + Ĩ2i−1 − Ĩ2i,

−→
l
)

+ μ
(v)
i q+i

(
1 − p+i

)
u

(
l
(c)
i

)
Rc

i

(−→
k + Ĩ2i−1,

−→
l − Ĩ2i

)

− μ
(v)
i

(
1 − q+i

) (
1 − p−

i

)
R+

i

(−→
k + Ĩ2i,

−→
l + Ĩ2i−1

)

− μ
(v)
i

(
1 − q+i

)
p−

i u
(
l
(c)
i

)
r−
i

(−→
k ,

−→
l + Ĩ2i−1 − Ĩ2i

)

+ μ
(c)
i p

(s)
i u

(
k
(s)
i

)
R+

i

(−→
k − Ĩ2i,

−→
l + Ĩ2i

)
− μ

(c)
i

(
1 − p

(s)
i

)
R+

i

(−→
k ,

−→
l + Ĩ2i

)

+
n∑

j=1,j �=i

[
μjp

+
jiu

(
k
(p)
i

)
R+

j

(−→
k + Ĩ2j − Ĩ2i−1,

−→
l
)

−μjp
−
jiu

(
l
(n)
i

)
r−
i

(−→
k + Ĩ2j ,

−→
l − Ĩ2i−1

)]
, (8)

Let us introduce vector V (
−→
k ,

−→
l , t)=

(
v1(

−→
k ,

−→
l , t), v2(

−→
k ,

−→
l , t), ...,

vn(
−→
k ,

−→
l , t)

)
. Then similary to (3) the system (7) can be represent as
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dV (
−→
k ,

−→
l , t)

dt
= −Λ(

−→
k ,

−→
l )V (

−→
k ,

−→
l , t) +

2n∑

α,β,γ,θ,η=0

Φαβ,γ,θ,η(
−→
k ,

−→
l )

× V (
−→
k + Ĩα + Ĩβ − Ĩγ ,

−→
l + Ĩη − Ĩθ, t) + E(

−→
k ,

−→
l ), (9)

where function Φα,β,b,γ,θ,η(
−→
k ,

−→
l ) can be found from (4) and functions Λ(

−→
k ,

−→
l ),

E(
−→
k ,

−→
l ) equal respectively:

Λ(
−→
k ,

−→
l ) =

(
Λi(

−→
k ,

−→
l )

)

i=1,n
, Λi(

−→
k ,

−→
l ) = λ+

0i + λ−
0i + μ

(v)
i + μ

(c)
i + μi, i = 1, n,

E(
−→
k ,

−→
l ) =

(
E1(

−→
k ,

−→
l ), E2(

−→
k ,

−→
l ), ..., En(

−→
k ,

−→
l )

)
.

In [20,21] the method of successive approximations was studied to find
the expected incomes of queueing networks with various peculiarities, such as
requests of different types and many classes, unreliable devices, limited residence
time of requests in the network, positive and negative requests. Based on the
above results, it can be shown that for the studied network with systems with
a control queue and quarantine, the expected incomes of the network can be
presented in the form of a converging power series:

V q(
−→
k ,

−→
l , t) =

∞∑

z=0

−→g +−
qz (

−→
k ,

−→
l )tz,

where −→g +−
q0 (

−→
k ,

−→
l ) = V (

−→
k ,

−→
l , 0), −→g +−

0z (
−→
k ,

−→
l ) = V (

−→
k ,

−→
l , 0)δz0,

−→g +−
qz (

−→
k ,

−→
l ) =

−Λ(
−→
k ,

−→
l )z

z!

×
{

V (
−→
k ,

−→
l , 0) − E(

−→
k ,

−→
l )

Λ(
−→
k ,

−→
l )

+
z−1∑

u=0

(−1)u+1u!

Λ(
−→
k ,

−→
l )u+1

−→
G+−

qu (
−→
k ,

−→
l )

}

, z ≥ 0,

−→
G+−

qz (
−→
k ,

−→
l ) =

2n∑

α,β,γ,θ,η=0

Φαβ,γ,θ,η(
−→
k ,

−→
l )−→g +−

qz (
−→
k + Ĩα + Ĩβ − Ĩγ ,

−→
l + Ĩη − Ĩθ).

Example 2. Consider the network described in example 1. Let the network
incomes from transitions between its states are following: ri(

−→
k ,

−→
l ) = 5,

R+
0i(

−→
k ,

−→
l ) = 7, R−

i0(
−→
k ,

−→
l ) = 4, r+i (

−→
k ,

−→
l ) = 10, Rc

i (
−→
k ,

−→
l ) = 11, R+

i (
−→
k ,

−→
l ) =

15, r−
i (

−→
k ,

−→
l ) = 7, i = 1, 2. Figure 3 represents the change in time of the expected

income of the first QS if v1(1, 1, 1, 1, 1, 1, 1, 1, 0) = 0.
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Fig. 3. Expected income v1(1, 1, 1, 1, 1, 1, 1, 1, t) of the S1.

5 Conclusion

In this article we described a stochastic model of a computer network with
antivirus software. A systems of difference-differential equations for the proba-
bilities of states of such a network and expected incomes of the network’s sys-
tems were obtained. The technique of solving these systems using the method of
successive approximations, combined with the method of series, was described.
It was shown that the probabilities of the network’s states and the expected
incomes of the network’s systems can be represented in the form of converging
power series. The results obtained can be used to predict the reliability of ser-
vicing a computer network and the probabilities of failure of its systems, which
will reveal the effectiveness of antivirus software.
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8. Günel, G., Loukas, G.: A denial of service detector based on maximum likelihood
detection and the random neural network. Comput. J. 50, 717–727 (2007)

9. Ayyaz-Ul-Haq, Q., et al.: A novel random neural network based approach for intru-
sion detection systems. In: 2018 10th Computer Science and Electronic Engineering
(CEEC), pp. 50–55. IEEE, Colchester, UK (2018). https://doi.org/10.1109/CEEC.
2018.8674228

10. Gelenbe, E.: G-Networks with resets. Perform. Eval. 49, 179–192 (2002)
11. Matalytski, M., Naumenko, V., Kopats, D.: Investigation of G-network with restart

at a nonstationary mode and their application. J. Appl. Math. Comput. Mech.
18(2), 41–51 (2019)

12. Gelenbe, E.: G-networks and the optimization of supply chains. Probab. Eng. Inf.
Sci. 35(1), 62–74 (2019)

13. Yin, Y.: Deep learning with the random neural network and its applications.
https://arxiv.org/abs/1810.08653. Accessed 4 Aug 2021

14. Yonghua, Y., Gelenbe, E.: Non-negative autoencoder with simplified random neural
network. In: 2019 International Joint Conference on Neural Networks (IJCNN), pp.
1–6. Budapest, Hungary (2019). https://doi.org/10.1109/IJCNN.2019.8851912

15. Koluzaeva, E., Matalytski, M.: Analysis and Optimization of Queueing Networks.
LAP Lambert Academic Publishing, Saarbrucken (2011)

16. Rusilko, T., Matalycki, M.: About one method of incomes forecasting in insurance
company. Sci. Res. Inst. Math. Comput. Sci. 4(1), 173–181 (2005)

17. Matalytski, M., Kopats, D.: Finding nonstationary probabilities of open Markov
networks with multiple classes of customers and various features. Probab. Eng. Inf.
Sci. 34(1), 158–179 (2021)

18. Drobotun, E., Kozlov, D.: Assessment of influence of anti-virus software on
quality of information-computing system functioning (Ocenka stepeni vliyaniya
antivirusnyh programmnyh sredstv na kachestvo funkcionirovaniya informacyonno-
vychislitel’nyh sistem), Int. Res. Pract. J. Softw. Syst. 4(116), 129–134 (2016).
https://doi.org/10.15827/0236-235X.116.129-134

19. Kaspersky: detecting, understanding and eliminating hidden threats, Oficcial
web-site of anti-malware. https://www.anti-malware.ru/news/2020-10-06-111332/
33873. Accessed 10 Aug 2021

20. Matalytski, M., Koluzaeva, E.: Investigation of Markov HM-networks with different
types of reqests of many classes by the method of successive approximations (Issle-
dovanie markovskih HM-setej s raznotipnymi zayavkami mnogih klassov metodom
posledovatel’nyh priblirzenij). In: Proceedings of the National Academy of Sciences
of Belarus Physics and Mathematics Series, vol. 4, pp. 113–119 (2008)

21. Kopats, D. Matalytski, M.: Analysis of expected revenues in open Markov networks
with various features. Tomsk State Univ. J. Control Comput. Sci. 50, 31–38 (2020).
https://doi.org/10.17223/19988605/50/4

https://doi.org/10.1109/HONET.2019.8908122
https://doi.org/10.1109/CEEC.2018.8674228
https://doi.org/10.1109/CEEC.2018.8674228
https://arxiv.org/abs/1810.08653
https://doi.org/10.1109/IJCNN.2019.8851912
https://doi.org/10.15827/0236-235X.116.129-134
https://www.anti-malware.ru/news/2020-10-06-111332/33873
https://www.anti-malware.ru/news/2020-10-06-111332/33873
https://doi.org/10.17223/19988605/50/4


The Automata-Based Model for Control
of Large Distributed Systems

Yu. S. Zatuliveter(B) and E. A. Fishchenko

Institute of Control Sciences of Russian Academy of Sciences,
65 Profsoyuznaya street, Moscow 117997, Russia

zvt@ipu.rssi.ru

Abstract. With the increase in the size of distributed systems imple-
mented in a global computer environment, mathematical methods for
formalizing their development and functioning become one of the impor-
tant problems. The article proposes the automata-based approach to
distributed systems representation and control of their operation using
balance-based equations. A feature of the automata-based model is that
the control complexity in arbitrarily large distributed systems ceases to
depend on the size of the distributed network systems and the problems
they solve.

Keywords: global computer environment · heterogeneity · large
distributed system · automata-based model · balance-based equation

1 Introduction

The Global computer environment (GCE) forms a qualitatively new informa-
tion infrastructure (in its digital universality) with an extremely large number
of network-connected computing nodes in the form of a mobile and stationary
computer devices of various classes-from smartphones and PCs to supercom-
puters and integrated intelligent sensors and actuators. The number of network
nodes totals tens of billions and continues to grow rapidly, expanding the scope
of the GCE influence.

GCE has already become a factor of total information impact on every per-
son, on societies, and the global sociotechnosphere as a whole. It has brought to
the historical processes an unprecedented phenomenon of global information con-
nectivity (everything affects everything at once). The global digital infrastruc-
ture de-facto assembles weakly connected socio-systems into a global, strongly
connected cybernetic system. Control a sustainable functioning and development
of a growing diversity of arbitrarily large, strongly connected distributed systems
requires fundamentally new mathematical control models and computer network
architectures that ensure their mass implementation and evolution in the GCE
environment.

An unprecedented phenomenon of global information strongly- connectivity
has formed in the WWW space [1]. We will take into consideration three factors
that contributed to the formation of this phenomenon.
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The first is associated with the use of mass universal computers with micro-
processor architectures and the universal network protocol TCP/IP, which,
thanks to cross-platform scalability and high reliability of data transmission,
provided a fast growth in the number of nodes and the scale of application of
GCE. The second is the appearance of the WWW space with a hypertext inter-
face for accessing distributed information resources of the GCE.

The third is the natural desire of a person and society to maximize the
manifestations of information activity.

At the base of every informational processes is three basic types of funda-
mental actions with information: storage, transmission, and transformation.

The hypertext model became the logical basis of the unified information
space WWW in the GCE [1]. The special significance of this simplest model
of network globalization of information processes is that it provided users with
a single interface for accessing all GCE information and service resources via
WWW through hyperlinks.

Providing convenient navigation through network resources, the hypertext
model initially assigns semantic processing of information to a person. At the
same time, its limited individual and socialized information throughput do not
allow for processing exponentially growing flows and volumes of information
timely and on the required scale to ensure the sustainable functioning and devel-
opment of the sociotechnosphere in the conditions of global strongly-connectivity.

In the absence of a general mathematical model of universally programmable
distributed computing in arbitrarily large networks, the hypertext model in the
existing GCE architecture has implemented network globalization of only two
of the three fundamental types of actions with information - storage and trans-
mission. This intra-system disproportion in the development of the GCE has led
to a systemically unbalanced formation and expansion of the GCE, which has a
growing destabilizing impact on the global social system as a whole.

The fast growth in the intensity of information interactions exceeds the capa-
bilities of existing technologies for system-functional integration of heterogeneous
hardware, software, and information resources of the GCE, which are still used
to create distributed systems for algorithmic processing of globally distributed
information.

Initially, multivariant integration problems of heterogeneous resources have
combinatorial complexity. Therefore, increasing the size of such systems at the
expense of existing technologies requires an unlimited increase in the cost of
their creation. At the same time, existing integration technologies do not meet
the growing security requirements of the systems being created. All this funda-
mentally limits the ability to scale distributed systems.

Global strong-connectedness, which is not controlled within existing com-
puter and network technologies, has caused an exponential growth in the
flows/volumes of insufficiently processed information. This becomes the funda-
mental cause of the global crisis of overproduction of information and, as a result,
the instability of social systems. Instability rapidly grows, despite the measures
taken to counteract it by known means of financial, and economic regulation.



274 Y. S. Zatuliveter and E. A. Fishchenko

The absence of systemically holistic and functionally complete globalization
of all three types of fundamental actions with information makes it impossible
to cumulative universally programmable use of the unlimited growing compu-
tational potential of a heterogeneous GCE for timely and sufficiently complete
processing of globally distributed information to control sustainable develop-
ment. The further development of the GCE should be based on the objective
laws of joint functioning and development of social and computer environments,
as well as on the development of new mathematical methods:

– of reengineering of the computer-network architecture of the GCE, aimed at
eliminating system imbalances;

– of building cybernetic models for control of the sustainable functioning
and development of the sociotechnosphere in the context of global informa-
tion strong-connectedness, such models, which focus on implementing in the
updated GCE architecture in arbitrarily large networks.

In its development, the GCE becomes fundamentally new, namely, a globally
strongly connected, rapidly developing cybernetic object and, at the same time,
a universal tool for the global digitalization of the global sociotechnosphere.
Digitalization in GCE should be considered an objective cybernetic process of
system-wide computer network integration of initially fragmented societies and
the global sociotechnosphere (due to their initially weak information connectiv-
ity).

From the standpoint of cybernetic sciences, for the sustainable develop-
ment of the sociotechnosphere, it is necessary to maintain a systematic balance
between the growth rates of the flows and volumes of information produced
and the available ways and means of its timely and full-scale processing in the
processes of managing functioning and development.

In three decades of spontaneous, systemically unbalanced growth of the com-
puter environment, there was a de facto global (in computer-network execution)
violation of the Ashby principle [2] - one of the main principles of cybernet-
ics: “For the implementation of control processes, the diversity of the control
subsystem must be no less than the diversity of the controlled subsystem.”

To a heterogeneous GCE, this means that the diversity of the control part of
large distributed socio-technical systems depends on the available functionality
and throughput required for timely and sufficiently complete processing of the
growing flows/volumes of information coming from the controlled part of such
systems.

In the conditions of global information strongly- connectivity, the function-
ing, and development of the controlled part of large distributed systems are
accompanied by the exponential growth of information and, at the same time, a
chain reaction of the growth of the number and diversity of uncontrolled degrees
of freedom, which re-quire continuous updating of the functionality of the control
part of large systems.

Currently, the GCE does not provide such opportunities. The reasons are
that the existing GCE, consisting of a large number of locally universal com-
puter devices connected by networks, at the global level of its total resources
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does not have the system-wide quality of functional completeness (universal pro-
grammability). This makes it impossible to time and continuously update the
control part of distributed systems according to the exponential growth rate of
information coming from the controlled part of the systems. But this is a direct
violation of the principles of Ashby’s principle of controllability.

One of the main reasons for the inconsistency of modern GCE (in its state
of extreme heterogeneity) with the requirements of the Ashby principle is the
initial heterogeneity of hardware, software, and information network resources.
Creating large distributed systems for processing globally distributed informa-
tion system-functional integration of heterogeneous resources with increases their
scale requires outstripping growth of cost [3]. This is explained by the fact that
multivariant problems of integrating heterogeneous resources belong to combi-
natorially complex problems [4–7].

In conditions of the structural heterogeneity of hardware platforms and forms
of data representation, programs, processes, and systems with the increase in the
scale of distributed systems the complexity of cybersecurity problems increases
with outperforming growth.

GCE as a whole, due to the lack of a system-wide property of functional
completeness, cannot be considered as a universally programmable carrier of
globally distributed control processes. Functional completeness requires initially
seamless expansion of the universal programmability property from intracom-
puter resources to arbitrarily large networks [4–7].

The global scale of networks and tasks of deep processing of distributed
information in GCE require new approaches to solving the problems of building
distributed data processing systems in arbitrarily large environments. The prop-
erty of global strongly- connectedness requires the formation in the GCE of a
seamlessly programmable algorithmic space of distributed computing with a sin-
gle space of globally distributed information [4–7]. It will hide the heterogeneity
of machine environments and remove the barriers of combinatorial complexity,
which will remove the upper limits on the size of computing environments.

Heterogeneity is the fundamental system-technical reason limiting the further
growth of size distributed systems in the GCE.Another fundamental limitation
of the size of distributed systems in the GCE is the insufficient development
of mathematical methods for formalizing such systems and control processes in
them.

Next, using a simple example of managing the parallelism of distributed com-
puting, we present the principles of constructing an automaton-based model that
allows us to consider the control of distributed computing in the dynamic par-
allelization mode based on the principles of Data Flow models [8]. The feature
of the automaton-based model is the independence of the computational com-
plexity of the algorithm for controlling the parallelism of distributed computing
from the size of the tasks determined by the total number of computational
operations.

The model has two levels. The first is the representation of computational
problems in the form of information graphs. The second is an automaton-based
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representation of the control processes of distributed computing with dynamic
parallelization.

2 Information Graphs for the Mathematical Presentation
of Tasks

We assume that the initial computational tasks view a bipartite information
graph, in which directed arcs connect nodes of two different types - operators
and objects. Operator nodes represent computational actions, while object nodes
represent variables that are arguments or values of operators. Model Data Flow
uses this form of task representation, which is non-procedural [8].

The information graph G = 〈A ∪ U,S〉, where A = {a1, a2, . . .} is the set
of operator nodes, U = {u1, u2, . . .} is the set of object nodes, S=S(A,U) ∪
S(U,A) is the set of oriented arcs S(a,u) and S(u, a), respectively.

In this case, S(A,U) = {S(a, u) �= � : a ∈ A, u ∈ U} are the all arcs from
the operators to the objects, S(A,U) = {S(a, u) �= � : a ∈ A, u ∈ U} - from
the objects to the operators.

All operator nodes a ∈ A and object u ∈ U have the following nodes types:
b(a) ∈ B and d(u) ∈ D, respectively, where b(a) ∈ B and d(u) ∈ D is a basic
set of computational operations/functions B = {b1, b2, . . . , bm}, which we will
call operator types, and D = {d1, d2, . . . , dn} is a basic set of data types. Arcs
S(U,A) for each operator determine the occurrence of objects (variables) as
arguments (input data), arcs S(U,A) - the transfer of calculated values (output
data) to objects (variables) that take calculated values.

Fig. 1. Information graph of the scalar product of vectors of size 4

Information graphs one-to-one relate with a system of formula expressions in
explicit form, in which object nodes have unique variable names, data types, and
operator nodes have unique operator identifiers and their types of operations.
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Figure 1 shows an example of the information graph for the scalar product
of vectors x = {x1, x2, . . .} and y = {y1, y2, . . .}: z =

∑
i xi · yi. This graph

corresponds to the system of formula expressions in the explicit form:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

z = u5 + u6

u5 = u1 + u2

u6 = u3 + u4

u1 = x1 × y1

u2 = x2 × y2

u3 = x3 × y3

u4 = x4 × y4

3 Control Automata

The order of actions in the information graph is determined by the rule of
automata-based asynchronous parallelization, which is the basis of Data Flow.
Namely: each operator can be executed if the calculated values of all its argu-
ments (input variables) are received and entered, and there are free memory cells
in which the calculated values of objects store during computing.

The Data Flow model, as is known, provides asynchronous dynamic iden-
tification of the maximum possible parallelism of computational operators in
information graphs.

Let us build the model of such control in the form of an automata network.
We introduce two types of automata for constructing such control networks.

Every a ∈ A has two subsets of objects (variables):

U−(a) = {u ∈ U : S(u, a) �= �} - is the subset of input arguments, and
U+(a) = {u ∈ U : S(a, u) �= �} - is the output is the subset of values calcu-

lated by the operators of a ∈ A.

Every u ∈ U has two subsets of operators:

A−(u) = {a ∈ A : S(a, u) �= �} - is the input subset of preceding operators,
and

A+(u) = {a ∈ A : S(u, a) �= �} - is the output subset of operators that use
the values of u ∈ U objects.

For each operator and object, we assign an A-automaton (Fig. 2a) and a
U-automaton (Fig. 2b), respectively. During the execution of distributed com-
puting processes, control automata mathematically determine the behavior of
operator and object of information graphs and the interactions between neigh-
boring automata.

The automata are connected in a control network. Each arc of the informa-
tion graph S(a, u) and S(u, a) corresponds to two oppositely directed connec-
tions of forward and reverse synchronization, through which interactions between
automata of different types are carried out.

Both types of automaton, in the considered simplest case, have three states.
A-automatons implement control by data flows: an operator can be executed

if the values of its arguments (input variables) are defined. The alphabet of states
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Fig. 2. Control automata

of the A-automaton is {p, r, w } , where the p denotes “operator is passive” (not
all input values are calculated still), the r - “operator is executing,” and the w
- “operator is waiting” for the result to be unloaded.

U-automatons implement the principle of object value protection: new data
cannot be written to the object value storage memory until the previous values
are fully used. The alphabet of states of the U-automaton is {f, e, μ } , where
the state f corresponds to the “free memory of the object,” state e - to the
“occupied memory” (storing the value), μ - to the state of uncertainty due to
a conflict on the record from two or more operators (the diagnostic result of
detecting incorrectness of information graphs).

For direct and reverse synchronization of neighboring automatons, every A-
automaton attached to node a ∈ A and U-automaton attached to node u ∈ U
have, respectively, four numeric variables, which during calculations take the
values: k+(u), k−(a), k+(u), k−(u) ∈ N0 = {0, 1, 2, . . . } .

Before the beginning of the calculations, these variables must have the fol-
lowing initial values:

k+(a) =
∣
∣U+(a)

∣
∣ - size of subset U+(a), a ∈ A;

k−(a) =
∣
∣U−(a)

∣
∣ - size of subset U−(a), a ∈ A;

k+(u) =
∣
∣A+(u)

∣
∣ - size of subset A+(u), u ∈ U;

k−(u) = 0 for all u ∈ U.

At the moments of transitions (Fig. 2), the automata connected to the net-
work perform internal (inter-automatons) synchronization interactions, as well
as “external” synchronization interactions between the automata and their nodes
of the information graph.
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Inter-automata interactions are carried out by calculating the threshold indi-
cator functions ϕ−

a , ϕ+
a , ψ−

u , ψ+
u associated with the graph’s nodes.

Interactions with the graph nodes are performed using threshold indicator
functions that determine the initial and final moments of changing the modes
of operation of the graph nodes and other functions of performing information
actions related to processing information during the computational process of
the information graph.

Threshold indicator functions calculate the transition condition between the
states of automata (Fig. 2). Three of the 4 types of these functions are defined as
the result of the comparison with 0: ϕ−

a = (k+(a) = 0), ϕ+
a = (k−(a) = 0), ψ+

u =
(k+(u) = 0). The fourth type of such interaction is defined as the result of a
comparison with 1: ψ−

u = (k−(u) = 1).
Each A-automaton during the automata interactions controls the switching

of the operating mode of the operator utilizing the following signal functions
(Fig. 2a): Start {a } - beginning execution the operator, End(a) - asynchronous
signal from this node (End(a) = 1) about ending execution.

Table 1 shows other actions processing initiated by the A-automata.

Table 1. Actions performed by the controlling A - automaton during state transitions
(between Of and In).

Of In Condition Actions on the transitions

p p ϕ−
a = 0 No

p r ϕ−
a = 1 Send{U−(a) → a} (to all values of input objects in a)

Sinc{U−(a) ← a} [reverse synchronization across the all input arcs

S(U−(a), a) = {S(u, a) : u ∈ U−(a)}), where Sinc{U−(a) ← a} ↔
Minus1

{
K+(U−(a))}={k+(u):=k+(u) − 1 : ∀u ∈ U−(a)

}
]

Start {a} (initializing the operator)

r r End(a) = 0 Exec ({a}) (execution of the operator)

r p End(a) = 1 ∧ ϕ+
a = 1 Send

{
a → U+(a)

}
(sending the results to the output U+(a))

Sync
(
a → U+(a)

)
[direct synchronization across all output arcs of

S(a,U+(a)) =
{

S(a, u) : u ∈ U+(a)
}

, where Sync
{

a → U+(a)
} ↔

Plus1
{

K−(U+(a))
}

=
{

k−(u) := k−(u) + 1 : ∀u ∈ U+(a)
}
]

r w End(a) = 1 ∧ ϕ+
a = 0 SaveB {a} (sending the result values to the intermediate buffer)

w w ϕ+
a = 0 StoreB {a} (storing results in a buffer)

w p ϕ+
a = 1 MoveB

{
a → U+(a)

}
(moving the result values from the buffer to

U+(a))

Sync
{

a → U+(a)
}

(direct synchronization over all output arcs (see

above))

Table 2 shows other actions processing initiated by the U-automata.
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Table 2. Actions performed by control U-automaton in the moments of states transi-
tion (between Of and In).

Of In Condition Actions on the transitions

f f ψ−
u = 0 No

f e ψ−
u = 1 Write {u} (writing the new value of u)

Sync {a∗ ← u} [reverse synchronization over the engaged input

arc S(a∗, u). Here a∗- is the only operator (∃1a∗ ∈ A−(u), which

calculated the new value of u. Sync {a∗ ← u} ↔
Minus1

{∃1a∗ ∈ A−(a) : k+(a∗) := k+(a∗) − 1
}
]

f μ ψ−
u > 1 Error {u} (detecting a conflict between two or more values

received in u)

e e ψ+
a = 0 Store {u} (storing the current value of u)

Copy {u → a} (copying the current value through the arcs

S(u, a) on requests from activated operators a ∈ A+(u)]

e f ψ+
u = 1 Move {u → a} (moving the value through the arc S(u,a) with

the release of the memory of the object u)

Sync
{

u → A+(u)
}

[direct synchronization over all output arcs

S(u, A+(u) =
({

S(u, a) : a ∈ A+(u)
})

, Sync
{

u → A+(u)
} ↔

Minus1
{

K−(A+(u))
}

=
{

k−(a) := k−(a) − 1 : ∀a ∈ A+(u)
}
]

μ μ (ψ−
u = 0) ∨ (ψ−

u > 1) Error {u} (object remains undefined after a conflict of two or

more values received).

μ e ψ−
u = 1 Write {u} (writing the new value u)

Sync {a∗ ← u} [reverse synchronization over the involved input

arc S(a∗, u). Here a∗ is the only operator (∃1a∗ ∈ A−
u ), that

calculated new value of u (see above))]

4 Balance-Based Equation of Control Processes in Large
Systems

The function of control a distributed process of computing on information graphs
implement by the network of A,U - automata. Each node of the graph is asso-
ciated with an automaton of the corresponding type. Each automaton of such
a network interacts with the automata of neighboring nodes connected by ori-
ented arcs. Therefore, the size of the automata network is equal to the number
of nodes in the graph. In this case, the complexity of the control network signif-
icantly depends on the size of the solved problem represented by the graph.

We build a mathematical model using A, U-automata that embodies the
asynchronous parallelization of calculations that underlie Data Flow. The com-
plexity of control distributed processes in the proposed model does not depend
on the size of the information graphs.

This model is the balance-based equation (below referred to as the “balance
equation”) of control processes, which show the example of information graphs.
The model gives an analytical expression of control processes in large distributed
systems.

The sets of the A and U nodes of the graph at each step j, taking into
account the current state of the corresponding automata, represent as partitions
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into disjoint subsets of nodes whose automata are in the identical states:
⎧
⎨

⎩

U ≡ Uf (j) ∪ Ue(j) ∪ Uμ(j),
A ≡ Ap(j) ∪ Ar(j) ∪ Aw(j),
j = 0, 1, 2, · · ·

(1)

It should be noted that the set at Ar(j) each step j defines all operators that
can be compute in parallel.

Interaction of the information graph nodes leads to a change in the composi-
tion of subsets of nodes (1) in identical states. The following system of recurrence
equations defines the rules for updating subsets:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ap(j + 1) = (Ap(j) ∪ ΔAwp(j) ∪ ΔArp(j)) \ ΔApr(j);
Ar(j + 1) = (Ar(j) ∪ ΔAwp(j)) \ (ΔArp(j)) ∪ ΔArw(j));
Aw(j + 1) = (Aw(j) ∪ ΔArw(j)) ∪ ΔAwp(j));
Uf (j + 1) = (Uf (j) ∪ ΔUef (j)) \ (ΔUfe(j)) ∪ ΔUfμ(j));
Ue(j + 1) = (Ue(j) ∪ ΔUfe(j) ∪ ΔUμe(j)) \ (ΔUef (j));
Uμ(j + 1) = (Uμ(j) ∪ ΔUfμ(j)) \ ΔUμe(j);
j = 0, 1, 2, · · ·

(2)

The composition of the sets in the left part (2) defines the balance of the
transition flows of the sets of operators and objects in the right part, which we
have designated ΔAqs and ΔUqs , respectively. Their automata transitions from
state q to state s on clock cycle j, where either q, sε {p, r, w } , or q, sε {f, e, μ } .

Fig. 3. Diagrams of the balance equations of distributed/parallel computing: (a) Tran-
sitions of operators nodes; (b) Transitions of objects nodes.

Balance equation diagrams show that the contents of subsets of nodes deter-
mine the state of the process entirely at any moment. The number of such subsets
is not related to the size of the graph. Their number depends only on the log-
ical complexity of A,U-automata and is equal to the size of their alphabets of
possible states.
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In our case, alphabets of states of each of A,U-automata (Fig. 3) consist of
three symbols: the diagram of the balance equation with six subsets of nodes,
which are in identical states (three for each of the two types of automata).

The proposed method can be generalized to cases of more complex behavior
of nodes of information graphs, which provides automata with a large number
of states.

5 Conclusion

The model of balance equations radically reduces the dimension of the state
space of distributed processes compared to the multiplicative number of states
of the entire network based on automata. The complexity of control distributed
processes ceases to depend significantly on the size of distributed network sys-
tems and the tasks they solve. The proposed method of formalizing control
processes in distributed systems can solve problems of modeling and controlling
distributed processes in arbitrarily large computing environments.

In the considered case, the balance equations describe the distributed pro-
cesses of computing on information graphs under the assumption that there are
no restrictions on the parallelism of access to computational resources for pro-
cessing operator vertices and access to memory for storing the values of object
vertices, as well as on parallelism of data delivery from storage locations to
processing locations and vice versa.

There are principle restrictions on the parallelism of access to computing
resources in practice. Such limitations should be taken into account when opti-
mizing information processing processes in distributed systems. Further devel-
opment of the proposed automaton model involves the complication of A, U-
automata by increasing the alphabets of states, the number, and conditions of
transitions between them, as well as functional sets of actions that control the
functioning of computing resources, taking into account the limitations of par-
allelism available in distributed systems.
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Abstract. The paper is devoted to finding of leader nodes in evolv-
ing directed random networks with regard to the information spread-
ing. We consider non-homogeneous networks consisting of several weakly
connected subgraphs having different distributions of node in- and out-
degrees. This is a plausible situation for real complex networks. The
evolution of the network in time starting from a seed set of nodes is
provided by linear preferential attachment schemes. We compare the
spreading rate of nodes which share their messages with other nodes
when they belong to different subgraphs of the non-homogeneous net-
work. It is found that the nodes of the subgraph with the most heavy
tailed out-degree distribution may spread their messages faster. We com-
pared the spreading capacity of the linear preferential attachment used
also for the graph evolution with a well-known SPREAD algorithm and
found that the latter can disseminate the information faster.

Keywords: non-homogeneous evolving network · information
spreading · linear preferential attachment · SPREAD algorithm ·
leading nodes

1 Introduction

Evolving scale-free network model has been studied in different areas: citation
networks [1], the web-page popularity by PageRank during evolutionary changes
[2], the evolution of the network [3]. Graphs reflecting a structure of the networks
can be directed or undirected.

Information spreading, as a message delivery model in the whole network
(the full spreading) [4] or in some community (the partial spreading) [5,6] has
an application for the parallel grid calculations in the computation network.

One of our objectives is to study a linear preferential attachment (PA)
schemes as a tool to spread the information. The PA has been proposed in
[3] for the network evolution. We use the PA also to spread a message among
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nodes. We aim to demonstrate that the PA may spread faster than the SPREAD
algorithm in [4] for some parameter values of the PA.

Another objective is to find leading nodes which can spread the information
fast among nodes of a non-homogeneous graph. On each evolution step, a newly
appended directed edge (i, j) may cause the message exchange if a node i with
a message communicates to a node j without it. We compare the linear PA
schemes with the SPREAD algorithm for directed graphs.

Here, two novelties are implemented. Firstly, the information spreading is
studied in a directed evolving graph where the probabilities to choose nodes and
create edges for communications are determined by the linear PA schemes α,
β and γ. These probabilities depend on the in-/out-degrees and parameters of
the PA schemes. Since the in- and out-degrees of nodes may change over time
during the evolution, the latter probabilities are evolving, too. Secondly, non-
homogeneous graphs are considered. The latter consist from subgraphs whose in-
and out-degrees have different power law distributions. We aim to study, does
the spreading rate of nodes depend on the heaviness of tail of their node degrees.

The paper is organized as follows. In Sect. 2, related works regarding the
spreading information (Sect. 2.1), the PA (Sect. 2.2) are provided. In Sect. 3,
our main results concerning for the spreading are presented. The exposition is
finalized by Conclusions.

2 Related Works

2.1 Information Spreading

Let us describe the idea of the spreading algorithm SPREAD proposed in [4]
for an undirected graph G = (V,E). Here, V and E are sets of graph vertices
and edges, respectively. The most realistic situation is that clocks of all nodes
are not quite synchronized. Considering an asynchronous time model, a node
may initiate a communication by ticks of a global clock which are modelled
as a Poisson process of rate n = |V|, [4,5]. Let k ≥ 0 denote the index of a
tick, on which at most one node can receive messages by communicating with
another node. To this end, on a clock tick one of n nodes (let say a node i) of the
graph is chosen uniformly. Then this node i chooses a node j uniformly among its
neighbors with probability Pij = 1/dmax, where dmax = maxi∈V di, di is the node
degree of node i. In [5] it is proposed to use Pij = 1/di to avoid the knowledge of
the maximal node degree in the network. As in [4] Si(k) defines the set of nodes
that have the message mi from node i at the end of the clock tick k. After clock
tick k + 1, we have either |S i(k + 1)| = |S i(k)| or |S i(k + 1)| = |S i(k)| + 1.

Here, we use the SPREAD for directed graphs considering a partial informa-
tion spreading, i.e. a node i spreads its message mi to a part of the rest nodes,
only. Then the next node j is proposed to select uniformly in the set of nodes
V \Si(k) without mi at the clock tick k.

Due to directed graphs we assume that node i ∈ Si(k) may share its mes-
sage with node j, if there is a directed edge (i → j) from i to j. We consider
probabilities Pij = 1/di, Pij = 1/Ii and Pij = 1/Oi, where Ii and Oi are the
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in- and out-degree of the node i, respectively. Let us explain the difference
between the cases. When Ii and Oi are used the node i initiates the commu-
nication to one of its nearest neighbors with in-coming and out-going edges of
the node i, respectively. The node i may share its message with the node j only
in the case of probability 1/Oi. The probability of 1/Ii is excluded since the
message cannot be spread.

2.2 Preferential Attachment

The linear PA schemes [3,7] start with an initial directed graph G(k0) with
at least one node and k0 edges. For the non-negative parameters α, β, γ such
as α + β + γ = 1, and Δin,Δout, the model constructs a growing sequence of
directed random graphs G(k) = (V (k), E(k)). A graph G(k) is produced from
G(k − 1) by adding a directed edge. Denote the number of nodes at step k as
N(k), and in- and out-degree of node w in the graph G(k) with k edges as Ik(w)
and Ok(w). Three scenarios of the edge creation are proposed in [3,7], which
are activated by flipping a 3-sided coin with probabilities α, β and γ. The i.i.d.
trinomial r.v.s with values 1, 2 and 3 and the corresponding probabilities α, β
and γ are generated to select schemes.

– According to α-scheme, add a new node wnew and an edge (wnew → w)
with probability α. Choose the existing node w ∈ V (k − 1) with probability
P (choose w ∈ V (k − 1)) = Ik−1(w)+Δin

k−1+ΔinN(k−1) .
– According to β-scheme, add a new edge (wnew → w) with probability β,

where both existing nodes wnew and w are chosen independently and with
probability P (choose (wnew → w)) = Ok−1(wnew)+Δout

k−1+ΔoutN(k−1) · Ik−1(w)+Δin

k−1+ΔinN(k−1) .
– According to γ-scheme, add a new node wnew and an edge (w → wnew)

with probability γ. Choose w ∈ V (k − 1) with probability P (choose w ∈
V (k − 1)) = Ok−1(w)+Δout

k−1+ΔoutN(k−1) .

This means that N(k) = N(k−1) for β-schema and N(k) = N(k−1)+1 for the
others. These scenarios realize a ‘rich-get-richer’ mechanism, when a node with a
large number of in-/out- edges can likely increase them with a high probability.
As mentioned in [3], such model can create multiple edges between two nodes
and self loops.

3 Main Results

3.1 Comparison of the Linear PA and SPREAD Algorithm

Despite the linear PA is used for the evolution of directed graphs, we will also
use it for the information spreading. Let a message exchange between two nodes
starts with the initial directed graph G0 with N0 nodes and k0 edges. We assume
that the message which is in disposal of one of the nodes is spreading among
a fixed number n of nodes of the network. The nodes are assumed to have
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Fig. 1. Example of spreading of the message mi from the node i by the PA (left),
the SPREAD with Pij = 1/Oi (middle) and the SPREAD with Pij = 1/di (right).
Black filled points mark vertices with the message mi at step k = 6. Doted lines show
edges that cannot spread mi. For the PA, the edges are marked with the names of the
schemes which produce them.

asynchronous clocks. We do a step of the linear PA (see, Sect. 2.2) with predefined
values of the parameters α, β, γ,Δin,Δout by global poissonian clock ticks.

The message mi of node i can be delivered to a node j without the message
only if the directed edge (i → j) is created. Such edge can be appended to the
network by means of γ− or β− schemes, only. If the node i has no message,
then the edge (i → j) does not spread the message further to the node j. The
α-scheme increases the number of appending nodes without the message.

The evolution of the network by the PA schemes in [3] may lead to the
appearance of multiple edges and self-loops due to using of the β−schema. This
leads to graphs with cycles. The loops and “bottle-neck” edges may cause a stuck
of messages and increase a spreading time.

Example 1. Let us demonstrate the spreading by methods considered above on
the small graph. Figure 1 shows that the SPREAD with Pij = 1/di can deliver
the message mi from node i to all nodes of the graph since the edge direction
is disregarded for the information spreading. The PA and the SPREAD with
Pij = 1/Oi spread along directed edges (i → j), only. The β-scheme leads to
multiple edges and self-loops. Thus, the message can circulate between existing
nodes having the message beforehand. This leads to the delay. For the SPREAD
with Pij = 1/Oi new nodes cannot be selected among nodes with the message,
but mi cannot be spread from nodes without message, e.g., from j3 to j4. The
PA and the SPREAD with Pij = 1/Oi differ by the number of required rounds
and by the order to obtain the message.

At clock tick k we obtain the graph G(k) = (V (k), E(k)) with the number of
edges |E(k)| = k + k0 and the number of nodes |V(k)| = N(k) + N0 nodes.

We compare a spreading ability of the PA schemes and the SPREAD algo-
rithm. To this aim, we first generate a graph by the PA schemes up to step
k. Then we apply the SPREAD in the prepared directed graph starting with a
node having a message. 100 graphs simulated by the PA are provided for each
set of parameters α, β, γ all taken from the interval [0.04, 0.96] with step 0.04
such that α + β + γ = 1, and Δin = Δout = 1.

The graphs evolved start with a triangle of connected nodes and one of these
nodes has a message to spread. In this part of the simulation, we do not study
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an impact of initial nodes and a non-homogeneity of the graph on the spreading
time. The number of steps k is assumed to be limited as k ≤ K ′. We define the
number of clock ticks required to disseminate the message from an initial node
to n nodes with probability not less than 1 − δ as

K∗(n, δ) = inf{0 < k ≤ K ′ : Pr(|S(k)| = n) > 1 − δ}, δ ∈ (0, 1).

Let us take K ′ equal to 3000. If K∗ ≤ K ′ holds, then S(K∗) = n is likely held for
a sufficiently small δ. If S(K∗) < n holds, then K ′ steps of the evolution are likely
not enough to disseminate the message to n nodes. Results of the comparison of
the PA and the SPREAD algorithms for n = 100 nodes are presented in Fig. 2.

Fig. 2. The β against the 〈q(K∗)〉 (left column); the parameter β against the proportion
of the events {S(K∗) < n} (middle column); the β against 〈K∗〉 (right column) for
the PA schemes (top line) and the SPREAD algorithm corresponding to Pi,j = 1/Oi

(middle line) and Pi,j = 1/di (bottom line). On the left, the point sizes are increasing
with increasing of β values within the interval [0.04, 0.96]; in the middle and right
figures - with increasing of γ values in the interval [0.04, 0.96].

Let q(k) = |S(k)|
k be an average number of nodes received the message per

tick. The dependence between the averaging clock ticks 〈K∗〉 and the averaging
proportions 〈q(K∗)〉 over 100 simulations for different γ values as well as the
dependence between 〈K∗〉 and β are shown in Fig. 2 in left and right columns,
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respectively. For the PA schemes the small or the large β values imply that
the information is spreading to newly appended nodes mostly by the γ−schema
or the β−schema, respectively. The SPREAD algorithm operates in the graphs
created by the PA schemes starting with an initial node having a message and
a uniform selection of newly appearing nodes among its nearest neighbors.

The PA schemes spread the information faster for the larger γ, see Fig. 2
(top left and right). The number of ticks is similar for boundary values of β
irrespective of γ as shown in Fig. 2 (top left). The events {S(K∗) < n} are likely
rare except the cases when γ is small, i.e. γ ≤ 0.04, see Fig. 2 (middle top). This
implies that K ′ = 3000 ticks are enough to spread the message to n = 100 nodes.

In contrast to the PA, the SPREAD can share the message to larger number
of nodes irrespective to γ value, namely, the SPREAD strategy with the proba-
bility Pij = 1/di spreads the message among about 60% of nodes as far as the
one with Pij = 1/Oi to 40%.

Comparing both SPREAD strategies, one can see that the choice of Pij =
1/di provides the message delivery to all n nodes for any β apart of the single
point corresponding to γ not larger than 0.04, see Fig. 2 (middle bottom). For
Pij = 1/Oi, the number of events {S(K∗) < n} grows up for approximately
constant β < 0.2 and α + β > 0.8, Fig. 2 (middle, the second line). For the same
β the number of ticks K∗ required to spread the information among n nodes is
larger if one uses 1/Oi rather than 1/di, see Fig. 2 (right middle and bottom).
The minimum 〈K∗〉 is shown in Table 1. The PA demonstrates the best results
for given parameters (α, β, γ).

Table 1. The minimum 〈K∗(n, δ)〉 values with the set of parameters (α, β, γ), on which
the minimums are received, for the PA and the SPREAD algorithms.

(α, β, γ) Minimum 〈K∗(n, δ)〉
SPREAD, 1/Oi (0.08, 0.84, 0.08) 231

SPREAD, 1/di (0.2, 0.6, 0.2) 125

PA (0.04, 0.92, 0.04) 115

3.2 Spreading in Non-homogeneous Graphs

Note that K∗ may strongly depend on the choice of the initial node that begins to
spread its message. To investigate this problem, we consider a non-homogeneous
graph whose nodes belong to communities with different distributions of in- and
out-degrees.

To this aim, we simulate three Thorny Branching Tree (TBT) graphs by
methodology proposed in [8] with predefined tail indexes (TIs) (αin, αout)
of in- and out-degree power law distributions with tail distribution function
F (x, α) = P{X > x} ∼ cx−α, c > 0. The symbol ∼ means an asymptotically
equal. Simulated graphs are connected by few links to be not completely isolated.
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In practice, one can partition a graph into communities and test the distributions
of their in- and out-degrees regarding the stationarity.

The TBT is a specific graph with possible cycles such that the sums of in- and
out-degrees are the same. Each TBT contains 500 nodes in our experiment. The
TBTs are simulated with the following pairs (αin, αout): the TBT1 has (3.8, 2),
the TBT2 - (2.5, 2.5) and the TBT3 - (3, 4.5). After adding 60 inter-links between
the TBTs in such a way to change values of the TIs not much, we estimate the
TIs by the Hill’s estimator. We obtain that the TBT1 has (3.79, 2.06), the TBT2

- (2.41, 2.61) and the TBT3 - (3.75, 4.48). Then the TBT1 and TBT2 have the
smallest TIs of the out- and in-degree distributions, respectively. The smallest
TI implies the most heavy-tailed distribution. This follows from the properties of
regularly varying distributions [9]. Obviously, the distribution of the out-degree
is more significant for the spreading than the distribution of the in-degree.

The TI of the TBT node degree, i.e. sum of its mutual independent in- and
out-degrees coincides with the TI of the most heavy-tailed term according to
properties of regularly varying distributions, [9]. We obtain the following TI
αdeg = (2, 2.5, 3) and their estimates α̂deg = (2.86, 1.99, 3.98) for TBT1, TBT2

and TBT3, respectively.
We simulate 50 graphs evolved by the linear PA schemes with the same

parameters. Afterwards, the PA and the SPREAD algorithm are used to spread
one message from each node belonging to one of the TBT graphs to n = 100
other nodes. We examine K∗ when the spreading starts from every node
of each TBT graph. The following parameters (α, β, γ) = (0.4, 0.2, 0.4) and
(α, β, γ) = (0.2, 0.1, 0.7),Δin = Δout = 1,K ′ = 3000 are taken. The resulted
triples (min{K∗}, 〈K∗〉, max{K∗}) are presented in Table 2.

Table 2. The triple (min{K∗}, 〈K∗〉, max{K∗}) shows the minimum, the average
and the maximum of K∗ values over 50 simulations applying to the SPREAD with
Pij = 1/Oi and Pij = 1/di, and the PA schemes. The row i, i ∈ {1, 2, 3}, corresponds
to the spreading of one message initiated by each node from TBTi to other n = 100
nodes. Each value of the triple is obtained by the values over all nodes and each
simulation.

TBT (αin, αout, αdeg) SPREAD, 1/Oi SPREAD, 1/di PA

(α, β, γ) = (0.4, 0.2, 0.4)

TBT1(3.8, 2.0, 2.0) (1500, 2000, 2500) (171, 241.1, 330) (1800, 2325, 2850)

TBT2(2.5, 2.5, 2.5) (2600, 2700, 2850) (187, 267.1, 401) (2150, 2225, 2300)

TBT3(3.0, 4.5, 3.0) (700, 2012.5, 2850) (218, 349.7, 669) (1150, 1883.3, 2350)

(α, β, γ) = (0.2, 0.1, 0.7)

TBT1(3.8, 2.0, 2.0) (100, 1566.6, 2800) (169, 215.1, 289) (100, 1356.5, 2800)

TBT2(2.5, 2.5, 2.5) (100, 1498.1, 2950) (162, 226.3, 333) (100, 1691.5, 2900)

TBT3(3.0, 4.5, 3.0) (100, 1531.3, 2900) (183, 263.4, 421) (100, 1717.3, 2900)
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Comparing the methods, the SPREAD with Pij = 1/di demonstrates the
triples with the smallest tick numbers which have small variations for all TBTs.
The SPREAD with Pij = 1/Oi and the PA work similar, but the PA is faster on
the TBT2 in case (α, β, γ) = (0.4, 0.2, 0.4). Both SPREAD strategies and the PA
show that the best spreading nodes are in the TBT1 subgraph with the smallest
TI value of the out-degree. The PA and the SPREAD with Pij = 1/Oi are more
sensitive to the parameter γ than the SPREAD with Pij = 1/di. The larger γ
the smaller the minimum and average of their K∗.

4 Conclusions

We study the linear PA schemes to share one message from one node to a fixed
number n of nodes of the network. The information spreading is investigated
both for homogeneous (Sect. 3.1) and non-homogeneous (Sect. 3.2) graphs. We
compare the PA and the well-known SPREAD algorithm on directed graphs
with possible cycles and multiple edges generated by the PA with different sets
of parameters.

Considering the homogeneous graphs studied in Sect. 3.1 one may conclude
that the SPREAD algorithm that ignores directions of edges spreads the mes-
sage faster than both the PA and the SPREAD algorithm that takes the edge
directions into account. However, the PA may be the best spreader for some sets
of its parameters (α, β, γ). Other parameters (Δin,Δout) were taken constant in
our simulation study.

Regarding the non-homogeneous graphs (see Sect. 3.2) consisting of the TBT
subgraphs with different tail indexes of the in- and out-degrees, we found that
the node from the TBT with the smallest tail index of the out-degrees, i.e. having
the heaviest tail distribution of the out-degrees, spreads its message faster than
nodes from the TBTs with the larger tail index of the out-degrees, i.e. with
the lighter tail distribution of the out-degrees. The increasing of the parameter
γ leads to the decreasing of the number of clock ticks required to share the
message to arbitrary n nodes and hence, to the increasing of the spreading rate.
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Abstract. The paper considers the problem of machine learning for
recognizing events that can occur with a control object operating in its
environment. Information about the state of the environment is formed
by means of technical vision systems as a result of its targeted online
monitoring. Such events, triggered by a set of recorded facts and influ-
encing environmental factors, become a training sample. The sample is
used for machine learning with deep neural networks. The neural model
obtained during the learning process is used in the object control system
to recognize and predict potential events and their consequences.

Keywords: Control object · Machine learning · Event · Autonomous
unmanned underwater vehicle · Deep neural networks

1 Introduction

Recently, the concept of situational awareness has been actively used in various
fields of knowledge. According to the model of M.R. Endsley [1], the concept of
situational awareness has three main conceptforming elements: a) information
about the surrounding situation in time and space; b) awareness or understand-
ing of the situation and c) forecasting the scenario of situation development in
the form of expected events, the user’s actions and actions of other participants.
In practice, situational awareness systems are implemented in specific models
of accumulating, accounting, storing and retrieving information, as well as its
analysis and forecasting the consequences of decisions.

Despite all the attention paid to the issues of situational awareness abroad
[2–4], this concept is usually considered for people who manage complex systems.
Whereas, cases of using these approaches for technical devices are quite rare. In
Russian science, the issues of building models of situational awareness are also
actively considered [5,6]. However, terminology has not yet fully settled down.

c© Springer Nature Switzerland AG 2022
V. M. Vishnevskiy et al. (Eds.): DCCN 2021, CCIS 1552, pp. 293–306, 2022.
https://doi.org/10.1007/978-3-030-97110-6_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-97110-6_23&domain=pdf
http://orcid.org/0000-0001-6701-2389
http://orcid.org/0000-0001-5786-4713
https://doi.org/10.1007/978-3-030-97110-6_23


294 V. Abrosimov and E. Panteley

The main efforts in building situational awareness databases are spent on
collecting and processing big data in relevant databases (DB). The authors’
research area is group management in multiaccent systems.

To ensure situational awareness of the group in the context of occurrence of
potential events, the database should be constantly filled with current informa-
tion about the environment.

Among the most important tasks to be solved by the AUV control system
during autonomous navigation and movement under water are obstacle detec-
tion, recognition and identification of underwater objects, and obstacle avoid-
ance. For this purpose, AUVs, in addition to scientific and research equipment,
have hydroacoustic navigation and communication devices, echo sounders, side-
view locators, lighting devices, video cameras and other technical vision sys-
tems (TVS) on board. The underwater environment in which AUV operates is
considered one of the most dangerous and problematic; it is characterized by
nontransparency, turbidity, underwater currents and obstacles, especially in the
coastal regions and other areas of active human activity. While AUV is mov-
ing along the route, its TVS scans the environment, both in passive and active
modes. When an obstacle is detected, it determines its characteristics (bearing,
distance, speed, depth, etc.) and analyzes the degree of danger of this object for
AUV. If the obstacle is recognized as dangerous, the AUV makes a decision on
further actions either independently or together with the person controlling its
actions. The obstacle is bypassed by changing the route and/or speed and/or
depth. Other situations can also occur with the AUV under water, such as hitting
an underwater current, engine failure.

2 Problems of Functioning of an Autonomous Control
Object Under Water

Within this study, the authors focused on the well-known and widely used class
of underwater monitoring problems. The paper considers insignificant areas of
underwater space - up to 2–3 km2, with a depth of no more than hundreds of
meters. Here, to solve the problems of underwater monitoring, the topic related
to remotecontrolled and autonomous unmanned underwater vehicles is actively
developed [7,8]. Analysis and experience of certain underwater work [9,10] sug-
gests that group work of several devices of this type, especially heterogeneous,
in difficult conditions of the underwater environment can become more effective
than individual work. Indeed, with the use of technical vision systems, it is pos-
sible to increase the degree of situational awareness, provide assistance to each
other, both informational and functional, jointly solve the tasks of monitoring
and reconnaissance of underwater areas, inspection of various objects, and, if
necessary, intervention in underwater activities, etc.

Formation of strategies for AUV underwater behavior has not been widely
studied. This is due to several tasks that developers have to solve to create
truly autonomous vehicles: solving navigation issues under water in the absence
of radio waves [11,12], equipping the AUV with TVS sensors and computing
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power, accordingly [13,14], and, finally, taking into account local underwater
currents and a very aggressive biological environment.

In order to ensure the necessary autonomy, there is currently an urgent task
of teaching AUVs to recognize objects, predict their route and choose a strategy
of behavior in case of an obstacle.

The paper [15] solves the navigation task using the Underwater docking sys-
tems. AUV charging is contactless, therefore, a sufficiently accurate positioning
of the device in the charging area is highly important. For this purpose, a sensor
system and SLAM technology are used, which are well suited for working at
close range. Results of dynamic positioning and visual docking of servo systems
are verified by simulation.

Operation in shallow water, where conditions for positioning and navigation
are especially difficult due to the large number of obstacles and a small space for
maneuvering, is considered in [16]. The paper proposes an intelligent module with
the special OP-ELM algorithm - Optimally Pruned Extreme Learning Machine.
Credibility of its implementation is verified through modeling of the Flacon
AUV using the Matlab software. The proposed algorithm successfully controls
the object along the desired route, thanks to the optimal choice of parameters.
However, parametric error is estimated at 20.

The problem of planning the AUV route using deep neural networks based
on a 3D map is solved in [17]. In the course of the study, a model of the under-
water environment has been created to reduce the training time of an AUV as
an agent. However, the use of the underwater space model does not take into
account many of the obstacles that AUVs encounter in real missions. Detection of
static obstacles and learning to bypass them is considered in [18]. Reinforcement
learning algorithms are used for training. Such an algorithm does not require
an initial training sample, but provides the possibility of autonomous training.
The authors have not only simulated the underwater environment and obstacles,
but also created an AUV model with a certain set of motor functions in three
degrees of freedom.

Learning to make decisions when meeting obstacles is discussed in [19]. AUV
receives information about the environment from sensors and forms an obsta-
cle avoidance algorithm. The paper considers three main algorithms used for
bypassing tasks: neural networks, fuzzy logic, and reinforcement learning algo-
rithms. The most promising one is an obstacle avoidance algorithm using a 3D
representation of the environment.

The problem of group work [20] is more difficult. Cooperation of AUVs and
joint search for objects are based on the natural GBNN algorithm: Glasius bio-
inspired neural network. The work uses predictive control of a nonlinear model.
The efficiency of the proposed algorithm has been compared with the particle
swarm optimization (PSO) algorithm. Based on the results of a 50-fold sim-
ulation experiment, it has been demonstrated that the GBNN algorithm per-
forms better according to the following criteria: path length, task execution
time, energy consumption. All of this confirms the relevance of development of
specialized models that would make it possible to train AUV control systems
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for the tasks of detection, recognition, identification and decisionmaking in an
underdetermined and often objectively hostile underwater environment.

3 Environment of the Situational Awareness Databaser

An analysis of practical tasks has shown that during development of a group
management strategy, all objects in the group must possess generalized informa-
tion about the environment and the state of other objects.

The environment can be friendly, neutral, and hostile. It acquires certain
properties due to various factors. The first source of such factors is uncontrollable
objective environmental conditions that make it difficult to perform a group
task (examples: rain, night, fog). The second source is associated with specially
organized countermeasures (for example, the defense system of an object being
protected from attacks). Due to the object’s ability to influence the environment,
its negative effect (activity) can be reduced.

The paper [21] considers a general approach to describing the environment. It
consists in dividing the environment into fragments that form a kind of spatial
“mesh” network. Each area can be described by coordinates of its location,
the size of the fragment and associated data tuples or information matrices
containing data about the situation in this fragment in three slices: history,
current state and prospects. All of them are significant for execution of the
collective mission by an object or a group of objects.

The environment is replenished with information coming from the technical
vision systems. All the data on fragments of environment are combined into the
“Environment” section of the situational awareness database.

Description of objects in the situational awareness database together with
pro-posals of including the “Objects” section into the database are presented
in [22]. In general, description of objects and environment is sufficient for situ-
ational awareness of the group. However, such information requires significant
human participation in solving the problems of the second stage - awareness
and understanding of the situation. With the general trend towards creation of
autonomous control objects, the degree of human participation in the tasks of
analysis should be steadily decreasing.

4 Event as a Result of Learning

Control objects can face different events in the environment, and can encounter
various situations.

Events are formed by the influencing factors at a given time in the selected
fragment of the environment, recorded by the technical vision systems of objects
in the form of facts. AUVs solve a variety of practical tasks under water. However,
all of them, to one degree or another, require a) detection of objects under water
b) recognition of objects c) their identification and d) making decisions and
actions.
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The process of detecting objects under water consists in organizing a general
panoramic view of a certain spatial area. For this, a variety of technical vision
means can be used. The most common ones are sensors of acoustic range (sonars)
and visible range (cameras).

Sonars are of greater interest for underwater navigation and obstacle avoid-
ance tasks due to their considerable visibility range, which is independent of
lighting conditions and water quality. However, experts say that sonars cannot
provide high-quality images at close distances; in such cases, cameras are more
efficient. At the same time, good operating conditions for video cameras, even
with significant resolution under water, are very limited (Fig. 1).

Fig. 1. An example of a low-quality image. View of the underwater environment and
objects on the river bed near the railway bridge across the Volga River (Samara) from
a video camera and from a side-view sonar (at the distance of 2.5 m).

The tasks of recognizing objects under water are considered classification
tasks and consist in assigning the detected object to a certain class. Identification
of an unknown object with the known ones from a certain class is carried out
based on coincidence of its features. To do this, for each object, group of objects,
event, situation and similar phenomena, classification signs are identified and
appropriate comparison is carried out. Many methods have been developed for
solving discriminant analysis problems, using regressions, decision trees, etc. All
of them, to one degree or another, are based on statistical data and selection of
informative features of classes.

The task of identifying objects under water is to clearly determine which
particular object has fallen into the view of AUV technical means. In particular,
for military applications, this is both the well-known aspect of “friend or foe”,
and the degree of danger of the object for performing the assigned task by AUV.
Both on the ground and under water, successful identification requires consider-
ation of the distance to the object, viewing angles and external conditions, which
are especially difficult under water. For example, when immersed in a river at
just a couple of meters, visibility under water deteriorates considerably. Oddly
enough, bright sunlight can also be a negative factor due to the large amount
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of reflected noise generated by dirt particles. In coastal seas and oceans, the
situation is even more difficult.

To solve the above problems of technical vision, machine learning and, in
particular, training on neural models, is currently actively used, which is a
widespread technology of artificial intelligence. In the available literature on
AUV, the number of papers devoted to this topic is quite limited [23–25]. Despite
the fact that capabilities of machine learning are quite high, especially when solv-
ing classification tasks, the use of neural models is really limited by extremely
low quality of information used for training and its incompleteness, while in a
number of important applications it is practically completely absence. This is
largely due to negative environmental factors and a high level of the so-called
external noise, which significantly distorts the images obtained by means of tech-
nical vision.

Events can be triggered by factors FA(t) of the environment itself (for exam-
ple: factor - unstable weather; fact - reduced visibility of the video camera; event
- hitting an obstacle). Moreover, events can be triggered by factors FB(t) associ-
ated with the control objects themselves (for example: factor - engine depletion;
fact - engine failure; event - motion stop). In addition, events can occur as a result
of active actions of the control object FC(t) (for example: factor - the need to
quickly solve the problem; fact - high speed of movement; event - collision with
an obstacle).

An event arises as a result of implementation of a set of factors that externally
and randomly appear for an object

∑

A

F a ∩
∑

B

F b ∩
∑

C

F c → e (1)

The e event, which occurs at the time t∗, can be described by a set of parameters

e(t∗) := e1, e2, ..., en (2)

Information about event parameters can be described by numerical, probabilis-
tic, interval characteristics, fuzzy or linguistic variables. The event e ∈ E is of
no interest on its own; it becomes important only as a result of integral influence
at a given time t of the factors FA(t), FB(t), FC(t) on the status of the control
object e =⇒ SR(t). In practice, the e ∈ E event is estimated by its attributes:
the area spe, in which it occurs, the probability of its occurrence pe, and the
degree of danger βe

k for the r-th control object to perform the set task.

e(t∗) := {spe, pe, βe
k} (3)

Events e ∈ E can be systematized into classes. The evidence from practive shows
that the number of R classes of events for a given environment and typical
collective missions can be considered limited. If the event is known, standard
and does not affect the operation of control objects, it is simply ignored.

However, often the factors as event sources remain unknown. In opposing
active environments, an event can influence the result of a solution to a collective
task in different ways.
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Therefore, it is advisable to include potential events into the situational
awareness database. Then, in addition to the “Objects” and “Environment” sec-
tions, the sets of data about events, grouped by classes with estimation of their
consequences for control objects, will be combined into the “Events” section of
the situational awareness database.

5 Formation of a Training Sample

The training sample for machine learning has two components: real events and
simulated events.

Events cannot happen on their own - they are initiated by the state and
actions of the control object and manifestation of environment factors. Metain-
formation about the actions of control objects is systematized in the “Objects”
section and certain metainformation of the form

Aobject := {time, functionused, actionforce, duration} (4)

is associated with objects. Manifestations of environment factors are recorded
in the form of facts by means of technical vision systems (video cameras, lidars,
etc.), which are also associated with meta-information

Fenvironment := {time, factor, parameters} (5)

Then the event is described by a tuple

Event := {F1environment, .., FNenvironment, A1obj , .., AMobj} (6)

Occurrence of events does not always obey the laws of probability. It is problem-
atic to obtain statistics of their occurrence in the same conditions, as required
by the principles of probabilistic event processing. They are best described in
fuzzy categories. With that in mind, it is natural to consider the possibility of
event occurrence as a combination of possibilities of manifestation of factors of
groups F and A [26].

All events occurring with the object are systematized in the situational aware-
ness database in the “Events” section.

The variety of actions of control objects and environment factors, taking into
account conditions for performing missions, is so great that the required statistics
amounts to thousands of required images. The solution is on the way of synthe-
sizing model (the so-called “synthesized”) events. Their number is practically
unlimited, apart from the complexity of creating the corresponding models.

The set of initial data in the form (6), supplemented by synthesized events,
constitutes a training sample.
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6 Preparation of Initial Data for Machine Learning

Reference database. It should contain reference images of objects that AUVs
can encounter under water. At present, the authors do not know not only about
the existence of such bases for AUVs, but even information about the very
formulation of such a problem. However, it is already clear that the number of
such objects is significant, but countable, and the task of creating such a base
can indeed be solved.

It is assumed that information contained in the database is labeled by types
of its sources (acoustic information, photo and video data, sonar data, etc.)
and by object classes. Moreover, it should have a standard format in classes.
It is essential, however, that these formats depend on the technical means for
which they have been formed; this poses a certain problem for their complete
unification.

Sampling of data. To train a neural network, it is necessary to create training
and testing data samples. Due to the limited real data for AUVs, it is assumed to
use virtual space models and model (or synthetic) data. Modern software tools
and well-known physical models make it possible to form reliable virtual spaces
and take into account a large number of events that are potentially possible both
for an AUV immersed into water and occurring as a result of environmental
factors.

Within this study, the training sample is formed from the reference database
by means of special spatiotemporal requests related mainly to functionality of
AUV. Such a request, according to the authors, should include a) depth of immer-
sion, b) dimensions of objects c) time of obtaining the data d) conditions of the
underwater environment, etc.

At the same time, the task of collecting verification data for analyzing learn-
ing results, with known responses of AUV and the environment, is still relevant
and requires a series of experiments.

Neural model. At the moment, there is a significant number of different archi-
tectures of deep neural networks for learning. The choice of a network for the
described tasks is currently not nonessential. The only important thing is that
there is a possibility of choosing different architectures of neural networks to solve
the corresponding given class of AUV tasks, in particular, a classifier (assign-
ing data to given classes), a clusterizer (grouping a set of objects into clusters
according to their similarity), etc. In the last 5–7 years, a significant number
of frameworks have been created that facilitate development and creation of
neural models of various types, in particular, deep neural networks of various
architectures.

The neural model is a program that must be “sewn” into the AUV control
system. This question refers to the technical issues of data preparation and
functioning of the trained neural model on board the AUV, and therefore it goes
beyond the scope of this paper. However, there are no fundamental difficulties,
limiting the use of machine learning.

AUV model. It is worth emphasizing that to solve the problem of training
the AUV control system, its detailed model is not required. Indeed, the key in
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learning tasks is the equipment that is installed on the object, as well as the
standards, type and protocols of information exchange with which such equip-
ment works. Events and situations that AUV may encounter during its mission
are actually determined by the environment itself and do not depend on the
object moving under water.

AUV missions. Three types of AUV missions are implemented in the virtual
environment: monitoring, inspection and intervention. Within such missions, it
is possible to perform a large class of scientific and technical tasks, in particu-
lar, work on survey sonar detection, mapping and profiling of the seabed relief,
conducting search operations with inspection of detected objects, examining bot-
tom structures, trunk pipelines, underwater cable lines, port waters, monitoring
sea environments, including burial sites of chemical and explosive substances,
inspection and detection of foreign objects, underwater potentially dangerous
objects, installation of hydroacoustic markers, searching, capturing and rising to
the surface objects of special interest, etc.

Environments. It is necessary to emphasize the variety of environments in
which missions can be carried out. These can be large rivers, seas (coastal and
remote regions) with a different structure of aquatic environment, actions under
ice, in areas of very high or, on the contrary, low human activity, at different
depths, etc. All these features lead to the need for synthesis of various synthetic
data suited for corresponding environments, and strengthen requirements for the
quality of the neural network and its structure in deep machine learning.

Currently, there is very few real information on AUV operation in various
underwater environments. In addition, it is not readily available and quite spe-
cific. Therefore, acquisition of the so-called synthetic data is required. Synthetic
data is obtained as a result of simulation on special models [27]. They make it
possible to supplement the training sample with missing data up to the compo-
sition required for high-quality training of the neural model.

In [18], methods for generating a training data set are described in sufficient
detail. Let us consider their applicability for solving problems of generating syn-
thetic data for training vehicles operating in underwater space.

In software implementation, synthetic data is generated according to a certain
algorithm with varying object parameters. However, our experience has shown
that this method is applicable only for conditions when the old and new param-
eters are well distinguishable. In other words, in nontransparent environments,
small changes of parameters lead to such blurred perception that the recogni-
tion result may classify the object into a completely different class. This method
for underwater objects in AUV operation environments seems to be effective
only for very simple objects such as underwater buoys at small depths of the
southern seas (in Russia, such cases are very limited). However, most underwa-
ter objects have a complex configuration (infrastructure of subsea production
systems, sunken objects of human activity, etc.) which implies a considerable
number of poorly informative options.

In this context, for underwater activities, even sampling (that is, including
only those objects that have meaningful elements) does not greatly expand the
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sample due to fundamental limitation of the initial data set based on results of
studying the underwater environment.

To solve this problem of obtaining synthetic data for AUV machine learning,
the authors propose to use a hybrid approach. For its application, two main
components are required - a virtual 3D environment of the underwater world and
typical objects that can be observed by the AUV’s technical vision system. The
approach itself consists in modifying parameters of a certain set of real typical
objects while simultaneously placing them in a virtual environment, modeling
its negative factors and showing special data labeling.

The virtual 3D environment developed and presented in this paper simu-
lates a realistic complex environment for various processes of search, survey and
functional operations under water, in coastal inland, sea and ocean waters. In
this environment, it is possible to simulate the special operating conditions of
AUV technical vision systems, in particular, variable visibility depending on illu-
mination, transparency, water impurity, shading of objects in accordance with
illumination, splashes of bottom silt sediments, etc.

The list of typical objects that can be observed by AUV technical vision
systems is naturally compiled by professionals with experience in various under-
water operations. The authors, being specialists of a different profile, have only
received limited knowledge from numerous interviews. Nevertheless, at this stage,
the following set of objects has been formulated: trunk pipelines and underwater
cable lines; farms that have collapsed into water; bridge supports; sunken ships
of various types and sizes; unmanned underwater vehicles (of small sizes); sonar
buoys; large stones and rocks; port quay walls, etc.

The catalog of underwater objects, developed by the authors, currently
includes 14 items. For each object, users can additionally enter up to 3–5 of
its types, differing in parameters, mainly in size, shape and color.

The specified objects are introduced into the specified environment using a
special workstation in 3D form. By rotating the virtual image of objects in dif-
ferent projections, changing their parameters, introducing various environmen-
tal conditions (transparency, shading, immersion into silt, etc.), it is possible to
receive a significant number of images of virtual objects that AUV can encounter
during the mission.

The sample for training is formed as a mapping of the indicated virtual
objects by formats of various AUV technical vision means.

There are, of course, certain difficulties in working with sometimes extremely
fuzzy images obtained by technical vision systems when working in an underwa-
ter environment, which significantly complicates data labeling. However, these
disadvantages become advantages when working with synthetic data due to the
fact that, when forming them, researchers clearly understand what object they
are currently working with. This makes it possible to develop methods for auto-
mated (and in the future, automatic) labelling of synthetic data, which sig-
nificantly reduces the share of human participation in preparation of data for
machine learning.
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7 Preparation of Initial Data for Machine Learning

Currently, there is a significant number of ready-made technical solutions and
architectures of deep neural networks (see, for example, [28]). Using such solu-
tions, presenting a training sample at the input of a deep neural network, an
event classification model will be obtained at the output of the network Fig. 2.

Fig. 2. Machine learning for event recognition

The specified neural model for classification of events is embedded in the
object’s control system.

When solving problems during fulfilment of the collective mission, the tech-
nical vision system of the control object records the facts. Special software com-
pares the observed facts with the situational awareness stored in the database in
the online format. When the observed A fact is close, according to a certain set
of criteria, it records the possibility of occurrence of events in fact A. Since the
A fact during training was among the parameters that determine various events
Sa . . . Sg, the possibility of their occurrence is fixed. With further successive
coincidences with the observed facts B, C...H, the possibility of occurrence of an
event, the A, B, C ... H parameters of which are contained in its meta descrip-
tion, increases until the recognition system issues the decision “high possibility
of occurrence of an event Sl from the R-class.
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8 Conclusion

The paper, in contrast to the existing traditional solutions for pattern recog-
nition, describes a scientific and methodological approach to machine learning
for recognizing events that can occur with a control object in the environment.
The paper demonstrates the possibility of forming a training sample based on
facts and events observed by the technical vision system, including the ones
synthesized using mathematical models. The neural model trained in the “clas-
sifier” format assigns a potential event to a given class, the number of which is
presumably limited, and determines the possibility of its occurrence.

Synthetic data is a considerable element for training AUVs for tasks of detect-
ing, recognizing and identifying objects, events and situations that can occur
during operation of AUVs.

Scientific teams of two companies: Network-Centric Platforms (Samara) and
Center for Simulator Building and Personnel Training (Novocherkassk), have
developed a training complex for group remote work for operators of various
types of robotic vehicles in the underwater environment. The specified complex
has been improved to solve the tasks of forming synthetic data in order to create
training samples for deep learning neural models. The model for formation of
synthetic data, which has been created based on the complex, simulates a realistic
complex environment of conducting search, survey and functional operations
under water, in coastal inland, sea and ocean underwater spaces. It also allows
users to place various objects into the environment, changing their shape, size
and dynamics, which is the basis for forming synthetic data for machine learning
of AUVs.
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Abstract. The paper presents a study of the graph network structure
formed by the friendly connections of the “VKontakte” social network
between the cities of Russia. It turned out that the graph node degree
distribution is close to uniform. The consequence of this is the existence
of a high-dimensional fully connected region and thin periphery. Also,
the probability of fully connected structures was estimated for dense
and sparse areas of the graph.

Keywords: explanatory dictionary · strongly connected component ·
clusterization · semantic analysis

1 Introduction

Nowadays, analysis of social networks graph is a very popular mathematical
problem, which also has an important theoretical aspect associated with the
development of algorithms for fast search of certain configurations. The theoret-
ical side of the problem is interesting primarily because at a present time there
are no proofed statements regarding the statistical properties of large connected
graphs that allow to build efficient search algorithms. Most of these algorithms
are associated with model graphs, or based on heuristics that are checked only
after the fact. As examples of theoretical works that discuss the main character-
istics of social network graphs and algorithms that develop them, is pointed out
in [1], work [2] is about algorithms for visualization and analysis of large graph
structures, as well as work [3] with a detailed analysis of methods for studying
network structures.

In this paper the structure of connections in undirected graph representing
a social network of “friendship” between residents of different territorial units
(conditionally “cities”) of Russian Federation will be analyzed. The data for the
analysis was taken from the VKontakte resource in 2015 year, was processed in [4]
and described in [5,6]. Before identifying and analyzing the features of such com-
munication, depending on the individual parameters of individual “subscribers”
(gender, age, education, etc.), it is necessary to determine whether there are
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purely territorial features of the graph that allow us to highlight some priori
structural blocks in it.

The structure of the graph is characterized by a structural matrix with ele-
ments Aij that are equal to one if there is a connection between the nodes Γi

and Γj , and zero if there is no connection. Since the graph is undirected, and
the intracity network is not considered, the matrix Aij is symmetrical, and there
are zeros on its main diagonal. The number of edges Γi, leaving a given node, is
called the degree ni of that node. The degree of the node is calculated using the
formula ni =

∑N
j=1 Aij .

The analysis revealed the following features of the considered graph:

1. The graph is connected.
2. The number of nodes (i.e. cities) is equal N = 2441.
3. The number of edges K = 1876564, average density ρ = 2K

N(N−1) ≈ 0, 63. This
density is equal to the probability that two random nodes of the graph are
connected.

4. The depth of the graph is equal to H = 1: there are several nodes (7, exactly),
which are directly – in one connection – connected to all other nodes.

Fig. 1. Schematic representation of graph connections

Figure 1 shows clusters of points in the central region with a large number
of connections, as well as the existents of a sparse periphery with a relatively
small number of connections. Nevertheless, the peripheral points have a rather
large number of connections with the central nodes, although they are almost
not connected with each other, and in the center of the graph there is a typical
picture for the full connectivity.
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Since
√

2K/N ≈ 0, 8, the graph is not complete, but it is very dense, which
makes it difficult to search for clusters inside it, i.e. such subgraphs, the density
of which would be higher than the average density of the graph, and the density
of the remaining part would be lower than the average density. If the graph has a
complete subgraph, then any node subsets of that subgraph form a community.
In this case, the interest to select the most complete independent subgraphs in
the original graph. For this purpose, we use the statistics of the nodes degree.

2 Statistical Properties of the “VKontakte” Network
Graph

Let us examine the statistics of the graph nodes degree. The following statistics
are of interest: the dependence of the node degree and its rank when ordering
nodes in decreasing degrees (Fig. 2) and the distribution of nodes by ranks itself
(Fig. 3).

Fig. 2. Dependence of the degree of the graph node from its rank

The graphic in Fig. 2 is weakly nonlinear, the difference from the straight
line is noticeable only in the first seven and about one and a half hundred
points of last ranks. The total number of cities in these fragments is 55 and
180, respectively; the number of connections (including possible repeats due to
double counting of peaks) is 130 thousand in the cities of the first ranks and 65
thousand in the cities of the last ranks.

The dependence of the degree n of a node on its rank r is approximately
expressed by the formula

n = (N − 1)
(

1 − r − 1
α2 (N − 1)

)α

(1)

where N is the number of nodes of the graph, and the numerical parameter α
is close to 3/4 (its estimation in this case is α ≈ 0, 7628). The root-mean-square
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deviation of approximation (3) from the quasilinear part of the curve in Fig. 2
is 0,08.

The statistical characteristics of this distribution are as follows:

1. The most probable value of the connections number for a city is 2439, there
are 15 of such cities in the system, the corresponding rank of these cities is 2.

2. The median of the distribution is 1550 links; rank 645 corresponds to it.
3. The average node degree is 1537, which corresponds to the rank of 655.
4. The standard deviation of the node degree is 732.
5. The ordinal number of the city in ascending rank, which coincides with the

number of connections of this city, is equal to 1423, the corresponding rank
is equal to 745. This city number can be called an analogue of the “Hirsch
index” of the cities system.

6. The stationary point of the distribution of the degree of the nodes is equal to
1518, which is close to the median and is typical for a uniform distribution.
This point corresponds to the rank of the city, equal to 670. Note that the
distribution function of nodes by rank is indeed close to linear.

7. The minimum number of edges at a node is 97, the rank of this city is 1400,
there is only one such city, all its connections are with nodes of the first ranks.

8. The maximum number of edges at a node is 2440 (out of 2441 cities), i.e. a
city of the first rank is linked to all other cities in the system. There are 7
such cities of the first rank.

Fig. 3. Distribution of graph nodes by rank

Described statistical properties of this graph differ significantly from the
properties of a sparse strongly connected component of a directed graph, which
corresponds, for example, to the structure of links within an information hierar-
chical resource [7]. This difference is important because it allows to discover that
different “self-organizing” structures, depending on the density, can have com-
pletely dissimilar properties, which requires the development of specific search
algorithms in each specific case.
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3 The Existence of Fully Connected Subgraphs

From the analysis of the structure of the graph G it follows that the graph is
very dense related. It is important to highlight that there is no narrow part
along which it could be cut into two disconnected subgraphs of approximately
the same size. To separate the periphery (and this is only about 10% of the
nodes of the graph) from the core, it is necessary to break about 75 thousand
edges.

In addition, since there is a complete subgraph consisting of approximately
half of the nodes of the original graph, it is impossible to break this dense part:
removing any vertex from this subgraph leaves it complete. Moreover, if we
delete this entire complete subgraph, then the remaining half of the cities will
still remain connected, although not completely.

Note also that the cities of the first ranks are interconnected, i.e., they form
a complete subgraph. The number of cities with which the cities of the first
ranks have no connection increases linearly with increasing rank, which makes it
possible to estimate the maximum complete subgraph by the maximum number
of connections of the last city in terms of rank. This number is approximately
estimated from the linear relationship of the degree of the nodes with the ordinal
number of the city. As the rank increases, the degree of the nodes, as shown
above, decreases almost linearly. In this case, it is convenient to consider the
ideal model of the represented system of friendly ties in the form of a linear
dependence of the number of ties on the rank (number) of the node.

Consider a model of uniformly distributed degrees of nodes. Differing at the
ends from the rank distribution (1), in the main part of the graph it approxi-
mately adequately describes its statistical properties.

So, let us assume that the nodes are numbered in descending order of the
number of available links, linearly depending on the number. The first node
has the maximum number of links N − 1, and the last (numbered N) has the
minimum, equal to Nmin. Then the number of connections at the node with
number k is equal to

n (k) = N − 1 − [β (k − 1)] , β = 1 − Nmin

N − 1
(2)

Here square brackets mean the integer part of the number, and the coefficient
β in our case is approximately equal β = 0, 96.

Formula (2) does not completely determine the structure of the graph: it is
also necessary to indicate the typical rules for connecting nodes. We distinguish
three areas of the graph in accordance with the structure of the incidence matrix.
The first area corresponds to nodes with a large number of links; the decrease
in the number of connections occurs due to the exclusion of cities of the third
region with a small number of connections from the friendship orbit. This area
conventionally extends to the border of the most complete subgraph. The third
region of cities with a small number of friendly ties is characterized by a zero-
diagonal submatrix, indicating that cities with a small number of ties are friends
not with each other, but with the cities of the first ranks. Between these two
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areas is the middle – the second zone, where there is a transition from the center
to the periphery. Ideally, this layer does not exist.

Let us estimate the dimension of the maximum complete subgraph, assuming
that the second zone is absent. Let the required dimension be kt. Then the
number of edges of such a simplified graph is equal, as it is easy to calculate, to
the value

K =
kt (kt − 1)

2
+ (N − kt) (2kt − N) +

(N − kt) (N − kt + 1)
2

(3)

For simplicity, ignoring 1 in comparison with much larger N and kt and
introducing a value x = kt/N , we obtain from this the equation for x:

x2 − 2x +
1 + ρ

2
= 0 (4)

where ρ = 2K/N2 (graph density). Therefore, the maximum dimension of a
complete subgraph is

kt = N

(

1 −
√

1 − ρ

2

)

(5)

For the system of cities under consideration, we obtain x = 0, 57 and kt =
1390. This subgraph takes into accounts for about 970 thousand edges, or 52%
of all connections in the graph. In the ideal model, there are no other complete
subgraphs disjoint with this subgraph.

In a real system, there is a non-empty interlayer in the form of a second
zone, where are sporadically scattered complete subgraphs of small dimensions
(3, 4, 5, ...), which formed by nodes with an intermediate number of links. These
intermediate nodes are connected not only with the center of the graph, but
also with each other. This reduces the actual dimension of the zero submatrix
in the last ranks. To estimate it, we can calculate the complete low-dimensional
subgraphs for the nodes of the last ranks.

Consider the probability of connectivity for three nodes. Random pair is
connected with each other with probability p2 = ρ. As for a particular node
with the number of connections n (k), according to (2), if all its connections are
in the first zone, the nodes of which are obviously connected with each other,
then the probability of forming a triangle with nodes with numbers greater than
kt is equal to zero, and on average probability over the graph for a given node
is equal n (n − 1) / (N (N − 1)), i.e. approximately equal to the square of the
pair’s probability. In Fig. 4 shows the dependence of the probability of forming
a triangle from the nodes, numbers of which do not exceed the indicated on the
abscissa axis.

From Fig. 4 it can be seen that the last two hundred peaks (in fact, the periph-
ery, highlighted in paragraph 3) are not connected with each other by friendly
ties, and noticeable differences begin after the fourth hundred. The probability
grows exponentially, proportionally exp0,01(2040−n), reaching at n = kt magni-
tude 2 · 10−3. On average, for a node from the peripheral region, the probability
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Fig. 4. The likelihood of triple friendly ties, depending on the number of the node,
opening the “transition” second zone

of being connected with any node of the graph is 0,45. If all connections of the
periphery are in a complete subgraph, then the probability of a triangle, one of
the nodes of which lies in the periphery, and two in a dense region, is equal to
the square of the indicated probability, i.e., 0,222. As shown by the calculation in
Fig. 4, the difference from this value due to triangles in the periphery is 1%, i.e.,
negligible. Thus, the applied model of the graph G in the form of two zones – a
complete subgraph and the periphery associated only with it – is quite adequate.

Note here that although friendships between cities are being studied, this
graph is very different from the so-called “friendly relations graph” [8], in which
any two nodes have exactly one common neighbor. This shows how far apart
can be theoretical and practical objects that have the same semantics.

4 The Analysis of Connections in Multidimensional
Vertices

Above, we considered only territorial connections when the “city” parameter is
mapped to the vertex. In real social networks, vertices also depend on other
attributes, i.e. they are multidimensional. Consider the following relatively sim-
ple model. Let each vertex at the level of an individual user be defined by three
parameters denoting, r, a, g, respectively, the region of residence, age and gen-
der. The totality of these characteristics of all network users at a given time
forms a three-dimensional discrete parameter space, the sampling step is deter-
mined by the scale of the measurement tool. The dimension of the totality
of user characteristics for each of the three parameters is denoted accordingly
N1 = N = 2551, N2 = 100, N3 = 2

Let’s enter the number of connections between users combined into the spec-
ified classes: nαβγ

ijk is a number of users connections between gender i age j and
region k and users with gender α age β from region γ. The potential number
of adjacency matrix cells requiring filling is estimated by (N1N2N3)2 ≈ 1011.
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Consequently, it is impossible to obtain data on the structure of such multipara-
metric networks statistically: there are not enough users to achieve acceptable
representativeness of the sample. Then it is necessary to apply a shortening of the
description by considering the clustering of the vertices of the original graph by
a set of parameters, or to assume the independence of distributions for different
parameters.

We introduce the following notation.
The number of users of a given age and gender in a given city is equal to

Nijk =
G∑

α=1

A∑

β=1

R∑

γ=1

nαβγ
ijk (6)

The number of users of a given gender and age, regardless of the city of residence,
is

Kij =
R∑

k=1

Nijk (7)

Similarly, the sums

Mik =
A∑

j=1

Nijk, Ljk =
G∑

i=1

Nijk (8)

Are determined the number of users with given gender i or given age j in definite
region k. Summarizing by all indexes we achieve the whole number N of users.
Normalized by N entities (6–8) represent empirical estimations of the probability
density of the distribution of connections between subscribers in a given range
of vertex parameters.

If we summarize number of connections nαβγ
ijk by gender and age, we get the

number of connections between cities k and γ, which we denote by ωγ
k

ωγ
k =

∑

i,j,α,β

nαβγ
ijk (9)

Similarly, if we summarize amount of links nαβγ
ijk by gender and city, we get the

number of connections between users of certain ages:

fβ
j =

∑

i,k,α,γ

nαβγ
ijk (10)

We also introduce a matrix of relationships by gender:

gα
i =

∑

i,k,β,γ

nαβγ
ijk (11)

To study the relationships between network parameters, it is necessary to
study the two-parameter distribution of connections - by gender and age, by
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gender and city, by age and city. We can determine them, respectively, by the
formulas:

bαβ
ij =

∑

k,γ

nαβγ
ijk ,

cαγ
ik =

∑

j,β

nαβγ
ijk ,

dβγ
jk =

∑

i,α

nαβγ
ijk

(12)

The simplest way to model such a structure is to assume that the distributions
are independent, then we can assume that

nαβγ
ijk =

1
N2

gα
i fβ

j ωγ
k (13)

Factor 1
N2 in (13) introduced to preserve the normalization for the total

number of network subscribers. Let us investigate to what extent the assumption
can be admitted (13). To do this, we construct a model for the evolution of
the distribution of the graph nodes by the degree of their multidimensional
parameters, in particular, by age.

In order to correctly analyze the age structure of the network, it is necessary
to consider the move according to the age characteristic, in other words, to
correct the change in the observed connections considering the demographic
equation. In a short-term analysis, the physical mortality rates per time unit
(year) can be considered constant and equal to the average for the population in a
given region, depending on gender and age. Denote qik(j) the likelihood of death
for a person of age j with gender i in region k. In differential form, considering
age as a continuous parameter, the demographic equation of population changes
Rik(x, t) without taking into account the birth rate has the form

∂Rik(x, t)
∂t

+
∂Rik(x, t)

∂x
= −qikRik(x, t) (14)

Then the change in population Rik(x, t) by age j in a given region with a one-step
time shift equal to a year is described by the equation:

Rik(j, t + 1) = (1 − qik(j − 1))Rik(j − 1, t) (15)

If we now assume that the demographic characteristics are the same both for
subscribers of social networks and for the rest of the population of the region,
and the subscribers themselves do not change their profile over time, then, due
only to the natural course of events, the change in the distribution of paired
connections will be described by the equation:
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nαβγ
ijk (t + 1) = n

α(β−1)γ
i(j−1)k (t) − qik(j − 1)

∑

λμη

nλμη
i(j−1)k(t)

− qαγ(β − 1)
∑

rsm

nα(β−1)γ
rsm (t)

+ qik(j − 1)qαγ(β − 1)
∑

λμη

nλμη
i(j−1)k(t)

∑

rsm

nα(β−1)γ
rsm (t)

(16)

Summing expression (16) over one or another pair of indices will give an
equation for the evolution of a distribution that depends on a smaller number
of parameters, which will make it possible to determine the correctness of rep-
resentation (13) on factorization as applied to an evolutionary problem. Let us
consider, in particular, the evolution of the distribution of the nodes degree for
age connections, i.e. value fβ

j (t) =
∑

: ikαγnαβγ
ijk (t). From (16) receive:

fβ
j (t + 1) = fβ−1

j−1 (t) −
∑

ik

qik(j − 1)Ni(j−1)k(t)

−
∑

αγ

qαγ(β − 1)Nα(β−1)γ(t)

+
∑

ikαγ

qik(j − 1)qαγ(β − 1)Ni(j−1)k(t)Nα(β−1)γ(t)

(17)

It follows from (17) that summation over the indices on the right-hand side
of this equation is possible only if the mortality rates are constants that do not
depend on the indices. Then we get that the evolution of age relationships is split
off from the rest of the parameters of users and can be analyzed independently:

fβ
j (t + 1) = fβ−1

j−1 (t) − q
∑

λ

fλ
j−1(t)

− q
∑

m

fβ−1
m (t) + q2

∑

λm

fβ−1
m (t)fλ

j−1(t)
(18)

Otherwise, the distribution of age-connections of subscribers turns out to
be dependent on gender and region. Therefore, assumption (13) is generally
incorrect and it is necessary to analyze the structures of graphs in order to
cluster users with similar types of connections.

In particular, the distribution of the nodes of the “age” graph by degrees
is not uniform, in contrast to the distribution of connections by regions. Most
likely the number of connections between fifty ages. Relations with less than 40
connections and more than 60 connections make up about 15% of the distribu-
tion. Interestingly, even with 100 million users, none of the peaks is associated
with all age peaks. The greatest coverage of friendship by age is roughly 0.6 in
the age range, while urban ties, as we have seen, have examples of full coverage.
The density of this graph is ρA = 0, 487.

The adjacency matrix of an “age” graph has a significantly different struc-
ture than the adjacency matrix of an “urban” graph. If a city graph has a large
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fully connected core, then in an age graph the maximum dimension of a com-
plete subgraph is 7, there are quite a few such subgraphs and they are weakly
connected through one or two vertices.

The actual number of connections by age and city depends on the ranks of
cities k and γ. If we fix the rank of the city and sum up all the connections for
the rest of the cities, we get the age distribution of connections for the city k.
For a city with a large number of connections (first ranks in the city system),
the corresponding adjacency matrix forms a connected graph

Also, note that despite a fairly large number of users even in the city of the
last rank, only the first 55 cities of a fully connected urban core have connections
between all ages. Cities of subsequent ranks have fewer links between fewer ages.
This decrease is linear with rank.

5 Conclusion

As a result of the analysis of the “VKontakte” network of friendly ties between
the cities of the Russian Federation, the following conclusions can be drawn.

1. The graph of connections is dense and does not contain bottlenecks. It consists
of a fully connected core, consisting of about half of the cities, and associated
cities in the periphery, which are almost not connected with each other.

2. The distribution of nodes by the number of links is almost uniform, which
allows an analytically estimate the dimension of the complete subgraph and
of the periphery.

3. Cumulatively, the periphery is connected with all the nodes of the graph, so
that the option with cutting the graph with the minimal, in terms of the
number of deleted nodes, is absolutely ineffective, since after removing about
200 cities from the periphery, a transition zone and a complete subgraph
remain.
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Abstract. A cloud computing system that receives complex user tasks
involving several subtasks is studied from the point of view of the
response time. In order to reduce the service time, the tasks are divided
into smaller components and processed in parallel. As a cloud center
model we use a fork-join queuing system with Pareto distribution of the
service time on the servers. To analyze the mean response time and its
standard deviation, a new approach is used combining simulation mod-
eling with one of the machine learning methods. The estimates obtained
are much more accurate than the earlier analytical results on fork-join
systems.

Keywords: Cloud computing · Parallel computing · Queuing system ·
Parallel processing · Mean response time · Artificial neural networks ·
Machine learning

1 Introduction

The present study is a continuation of the research started in [1]. The main
goal, as before, is to evaluate the key performance characteristics of a cloud
computing system, but in the context of building a more realistic analytical
model by expanding the class of service time distributions within the previously
selected queuing model, which will be discussed in more detail below.

A cloud center is a collection of several physical servers that can be used
together to process complex user tasks through the use of virtualization tech-
nology. Here, due to the division of a complex task into smaller components and
their further parallel processing, there is an increase in the processing rate speed,
and accordingly, an improvement in the quality of service for users of the cloud
system.

A fork-join queuing model is used for estimation of the mean response time
of a cloud center with parallel data processing. Thus, it should be noted that the
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fork-join systems are capable of modeling many real physical systems with par-
allelization of tasks, starting with the banal warehouse task assembly and ending
with simulation of the operation of high-performance applications in industrial,
medical, financial, scientific, and in other areas, which are based on the concept
of distributed or parallel computing [2–8].

Characteristics of cloud computing systems have been extensively studied
(for example, see [9–14]). However, the majority of studies devoted to fork-join
systems, in particular, serving as models of cloud computing centers, have been
related to the case of exponential service time, which would seem surprising, since
a rather critical attitude to this distribution has been adopted for considering
problems of description of real physical processes. The explanation of this fact
lies in the complexity of the analysis of such systems in the situation of general
service times and in the case of correlation of the sojourn time in subsystems.
Therefore, it is not surprising, despite the relevance of the problem, that at
present there has been only a small number of studies in which such QSs were
considered with M |G|1-type subsystems.

In the present paper, we will study a fork-join system with branches of M |G|1
type — this seems more realistic from the point of view of modeling cloud systems
(and not only because of this). As a research method, we choose a fairly new
approach, which has recently gained popularity in solving complex problems of
queuing theory in which the solution cannot be obtained in an analytical form
via classical methods.

The approach consisting in a combination of simulation modeling with
machine learning methods was successfully applied in [1], which has motivated
us to consider a more complicate analytical model and conduct a new study.
A more detailed discussion of this approach and links to recent publications
concerned with application of this approach will be given below.

The paper is organized as follows: in Sect. 2 we describe the mathematical
model of a cloud center; in Sect. 3 we present main analytical results for fork-
join systems with joint distribution of the service time. In Sect. 4, we discuss in
more detail the specifics of application of the new approach to the analysis of
system characteristics; in Sect. 5, a numerical example is given; the final section
summarizes the results and outlines prospects for further research.

2 Mathematical Model of a Cloud Computing Systems

So, as a model of a cloud system, we consider a fork-join type queuing system.
Let us recall the basic principles of its operation (Fig. 1) [1]:

1) at the moment of task arrival in the system, the task is instantly split into
K (K ≥ 2) subtasks, each of which joins the tail of the task-specific queue to
the server (if it is busy) or is instantly processed (if the corresponding server
is empty); in addition, we assume that each subtask has its own type, which
corresponds to the number of the server on which it will be processed;
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2) once the processing is complete, the subtask enters the synchronization buffer
and remains there until all the related subtasks (i.e., the subtasks that orig-
inally belonged to the same task) are completely processed, after which the
entire task is instantly assembled and only after that the task is considered
processed and can leave the system.

Fig. 1. Model of a cloud fork-join type center.

One of the principal performance indicators of any queuing system is its
response time. In this regard a fork-join system is no exception, and so we
will specify this concept in the context of task splitting. A task is considered
processed only at the end of the service of its last subtask, and so to evaluate
the sojourn time of the task in the system, with due account of the fact that the
moments of appearance of all its subtasks in the system coincide, it suffices to
find the maximum of all the sojourn times of its subtasks [1]. In what follows,
this value will be understood as the response time and denoted it by RK .

3 Analytical Estimates of the Response Time
in a Fork-Join System

In the situation involving the Poisson incoming flow and exponential distribu-
tions of service times on servers of each of the QS branches, the exact expression
for the mean response time was obtained only for K = 2, and for K > 2, only
approximations of various degrees of accuracy are known. For specific expres-
sions, see, for example, [1]; [15] gives a detailed survey of the most significant
results that have been obtained in recent years in the study of fork-join systems.

Among the main approaches to derivation of approximate estimates of the
mean response time in the conditions of exponential service, we can mention
the following: methods of the theory of ordinal statistics, the use of simulation
results for preparation of analytical formulas, interpolation under high and weak
input loads for QSs, and matrix-geometric methods.
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In the case of an arbitrary distribution of service times, i.e., in the case of
K branches of type M |G|1 in a system with task splitting, not many formulas
are known for approximating the mean response time. Moreover, most of these
approximations are based on the theory of order statistics, since the random
response time is in essence the Kth order statistic,

RK = ξ(K) = max(ξ1, ..., ξK),

where ξk is the sojourn time of the subtask in the kth subsystem, k = 1,K.
Further, as a rule, to simplify the analysis of extreme values, it is assumed that
these random variables are independent (although in fact they are positively
dependent).

So, for example, for identically distributed and independent sojourn times in
subsystems with expectation E[ξk] = μ and the second moment E[ξ2k] = μ(2),
the formula

E[RK ] ≈ μ +
μ(2)

2μ
(HK − 1), HK =

K∑

i=1

1
i

(1)

is given in [16]. An expression for E[ξ(K)] under conditions of various distribu-
tions, and, accordingly, different first and second moments of the random vari-
ables ξk, can be found in [15]. In addition, for some specific distributions of the
service times (for example, such as the Erlang distribution), explicit expressions
were obtained for the expectation of the extreme value of ξ(K) (see [15,17]).

Moreover, the theory of order statistics is capable of delivering the upper
bound for the expectation of the value ξ(K), which in turn can be used to approx-
imate the mean response time [18]:

E[RK ] ≈ μ + σ
K − 1√
2K − 1

; (2)

here σ is the standard deviation.
For subsystems of type Mλ|G|1, it is not always possible to obtain an explicit

form for the specific residence time distribution. However, in this situation, in
order to use Formula (1) or (2), it suffices to find its first two moments. The
formula for the expectation of the sojourn time in Mλ|G|1 is well known and
has the form

μ = b +
λb(2)

2(1 − ρ)
, (3)

where b is the mean service time on the server, b(2) is the second moment of
this time, and ρ = λb is the load factor of the system. In order to obtain the
second moment of the sojourn time in the QS of type Mλ|G|1, it suffices to
twice differentiate the Laplace–Stieltjes transform (LST) of the corresponding
distribution function ψ(s) and calculate its limit value at zero, i.e.,

μ(2) = lim
s→0

d2ψ(s)
ds2

, ψ(s) =
s(1 − ρ)β(s)
s − λ + λβ(s)

,
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where β(s) is the LST of the distribution function of the service time. As a result,
we get

μ(2) = b(2) +
λb(3) + 3ρb(2)

3(1 − ρ)
+

λ2(b(2))2

2(1 − ρ)2
, (4)

where b(3) is the third moment of the service time.
Note that we only consider analytical estimates that do not use simulation

results and are based on moments of the service time. On the one hand, this
makes it possible to apply them to arbitrary distributions whose moments exist
and are known. On the other hand, estimates do not use more detailed informa-
tion about distributions, and for different distributions with the same moment
values, they may work differently (better or worse).

As an example, which we will used for a comparative analysis of the known
analytical results and the new approach, we will consider the Pareto distribution
for the service time on the server in an Mλ|G|1-system in which the distribution
function and the first three moments are as follows:

F (x) = 1 −
(

α − 1
α

· 1
x

)α

, x ≥ α − 1
α

, α > 3, (5)

bPa = 1, b
(2)
Pa =

(α − 1)2

α(α − 2)
, b

(3)
Pa =

(α − 1)3

α2(α − 3)
.

Hence the mean service time on the server will be equal to the one conditional
time unit (this is generally convenient in the context of numerical analysis) and
the first and second moments of the sojourn time of the subtask (with due
account of the fact that ρ = λ) are given by the expressions

μPa = 1 +
ρ(α − 1)2

2α(α − 2)(1 − ρ)
, (6)

μ
(2)
Pa =

(α − 1)2

α(α − 2)
+

ρ(α − 1)3

3α2(α − 3)(1 − ρ)
+

ρ(α − 1)2

α(α − 2)(1 − ρ)

+
ρ2(α − 1)4

2α2(α − 2)2(1 − ρ)2
(7)

in accordance with (3) and (4). Besides, the standard deviation of the subtask
sojourn time is given by

σPa =
√

μ
(2)
Pa − μ2

Pa. (8)

Note that the characteristics of the sojourn time of the subtask, as described
by (6)–(8), can themselves serve as estimates of the corresponding characteris-
tics of the response time (if, under some system parameters, the subtasks are
processed fairly synchronously).

The choice of the Pareto distribution for description of the service time on
the servers is generally due to the recent interest in it, since this distribution
is relevant for modeling of self-similar traffic in information/computing systems
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[19–21]. The Pareto distribution is a typical example of heavy-tailed distribu-
tions. If the service time distribution has a heavy tail then the response time
distribution also has a heavy tail. Heavy-tailed queuing systems have their own
specifics which can affect the success of evaluating their characteristics.

On the other hand, to demonstrate the effectiveness of the new approach,
it is necessary to conduct a comparative analysis with the previously known
results. And since analytical formulas contain the values of the first and second
moments of the distributions of the service time, it follows that we, of course,
are forced to limit ourselves to the case of finite expectation and variance when
choosing specific parameters of the Pareto distribution. In addition, there are no
analytical formulas for fork-join systems with subsystems of G|G|1 type, which
explains the preservation of the Poisson incoming flow in the analytical model.
Note that such restrictions can be avoided if the machine learning approach is
used.

4 Application of Neural Networks to the Analysis
of a Fork-Join System

Application of artificial neural networks (ANN) or any other methods from the
rather extensive realm of data mining to the analysis of QSs or queuing networks
(QNs) is a combination of simulation on a limited set of input parameters on
pre-defined numerical intervals, followed by training on the obtained data of
a neural networks, which in the future will allow one to get estimates of the
system’s characteristics of interest for other (for example, intermediate) values
of input parameters.

Simulation modeling is sometimes the only possible method for fairly accu-
rate analysis of complex QSs or QNs: either because for them it is impossible to
obtain a closed solution or because the developed approximate algorithms pro-
duce an unacceptable approximation error under certain conditions – this applies,
for example, to open multiphase networks with nodes of type · |G|1. However, as
is known, the time spent on simulation can be quite large, and so implementa-
tion of simulation not on all the required data, but on a significantly truncated
dataset, can significantly save computational and time resources. At the same
time, within the specified numerical intervals for input parameters, the num-
ber of estimates issued almost instantly by the neural network is not limited by
anything.

In [1], it was already mentioned that the new research method was first
applied to the analysis of complex queuing models in [22,23] and also in [24]
(in Russian), in which the so-called QSs with “warm-up” were investigated [25].
Neural networks were also used to estimate the characteristics of real queues in
banks/hospitals [26,27], and in earlier papers [28,29], for modeling a self-similar
traffic when analyzing the performance of telecommunications networks.

Some recent publications in this direction are also worth mentioning. So,
in [30], estimates of the expectation and variance of the response time of a fork-
join system with exponential maintenance were obtained, which turned out to
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be more advantageous compared to estimates by known approximate formulas,
in which, for example, the permissible accuracy was limited by the number K
of subsystems. In [30], a comparative analysis of estimates of the mean end-to-
end delay of a queuing network was performed with single-server nodes with
an arbitrary distribution function. These estimates were also obtained in two
ways — either by using a new approach and by using the decomposition method
in parallel with diffusion approximation. Since the second approach, as men-
tioned above, sometimes produces a generally unacceptable approximation error,
the advantage of the first approach is obvious.

5 Numerical Experiment

So, to conduct a comparative analysis of the results in a numerical example,
it is necessary to obtain estimates in accordance with the described approach.
Recall that we consider a fork-join system with K branches of type M |G|1 with
Pareto distribution of the service time defined in (5). The next step is to develop
a simulation model of the specified system in order to obtain a dataset both
for training the neural network and for testing it later. To this end one needs to
determine the list of input parameters and the interval of values they accept, and
specify the output characteristics that will be calculated at the model simulation
stage.

Fig. 2. Perceptron setup for estimation of performance characteristics of a fork-join
system.

Assume that the parameter α assumes only integer values from the interval
[4.0, 10.0], the number of branches K in the network changes from 2 to 20 inclu-
sively, and the load factor ρ varies from 0.1 to 0.9 with step 0.1 (Table 1). As
the performance characteristics of a system, we will choose, which is natural, the
mean sojourn time in the QS E[RK ] and the standard deviation of this random
variable

√
Var[RK ]. So, it is required to obtain 1197 datasets.

A simulation model of the above fork-join system was developed in the
Python software environment; the artificial neural network was learned in this
environment too. Of course, for QS modeling one can use ready-made commer-
cial software products such as GPSS World, AnyLogic, and Arena. To achieve
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Table 1. Input data for artificial neural network learning.

no. 1 2 ... 19 20 21 ... 1197

α 4.0 4.0 ... 4.0 4.0 4.0 ... 10.0

ρ 0.1 0.1 ... 0.1 0.2 0.2 ... 0.9

K 2 3 ... 20 2 3 ... 20

a high accuracy in the estimation of characteristics, we simulated 10 millions of
response times for each combination of parameter values. As the structure of the
neural network, we chose the three-layer perceptron with 10 neurons in each of
the two hidden layers with the logistics activation function ϕ(x) = 1/(1 + e−x)
(Fig. 2). The output layer consists of only one neuron responsible for some one of
the estimated characteristics, i.e., two neural networks were actually built, due
to which the prediction accuracy was expected to increase. In addition, for the
same purpose the input data have been pre-standardized and normalized.

Next, the sample from Table 1 was randomly split into the training and test
datasets in the ratio of 80% and 20%, respectively. As a result, the data were
trained on 958 conditional units from the training dataset by the Adam method,
which is essentially an extension of the classical gradient descent algorithm [31].
During the training process, a validation dataset was selected from the train-
ing dataset, which was used to evaluate the quality of training after passing
each training epoch. As the criteria for estimating the forecast error, we chose
the mean square error (MSE), the mean absolute error (MAE), and the mean
absolute percentage error (MAPE)

MSE =
1
n

N∑

j=1

(xj − x̂j)2, MAE =
1
n

N∑

j=1

|xj − x̂j |, (9)

MAPE =
1
n

N∑

j=1

∣∣∣∣
(xj − x̂j)

xj

∣∣∣∣ · 100%, (10)

where x̂j is the estimate of the characteristic under study (the expectation or
the standard deviation of the response time), which is obtained either using the
neural network or by analytical formulas; besides, xj is the real value of one of
the estimated characteristics, which is obtained as a result of simulation of the
system with task splitting, j = 1, N , and N is the number of datasets in the
sample aimed for estimating the approximation accuracy.

Table 2 summarizes the values of errors (9)–(10), which were obtained on
a test dataset not involved in neural network learning. This already indicates the
satisfactory quality of the forecast produced by a neural network on completely
new, unfamiliar input data. However, to finally make sure of a kind of stability of
the qualitative forecast, we calculate similar errors, but now for an intermediate
input data, which are presented in Table 3.
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Table 2. Errors of approximations of estimates of the performance characteristics of
a fork-join system obtained via ANN on the test dataset.

Estimated Error types

characteristic MSE MAE MAPE, %

E[RK ] 0.000668 0.013629 0.490643
√

Var[RK ] 0.000308 0.012031 0.884236

Table 3. Input data for performance characteristics of a fork-join queuing model.

no. 1 2 ... 19 20 21 ... 915

α 4.50 4.50 ... 4.50 4.50 4.50 ... 9.50

ρ 0.15 0.15 ... 0.15 0.25 0.25 ... 0.85

K 2 3 ... 20 2 3 ... 20

To perform a comparative analysis, we calculate, on the same dataset, the
approximation errors for Formulas (1)–(2), taking into account expressions (6)–
(7), and also Formula (6) itself.

Similarly, we compare the approximation error by the analytical Formula (8)
with the forecast by a neural network. The results of calculations are presented
in Table 4. It is obvious that the analytical formulas produce an unacceptable
relative error.

Fig. 3. The mean response time of a fork-join QS obtained by simulation and by
application of an ANN.

In order to fully understand the structure of the obtained estimates of the
mean values and the standard deviation of the response time, we will build
graphs that clearly reflect the deviation of these estimates from the true values
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of indicators. The values of the mean response time obtained on the dataset from
Table 3 via simulation model are plotted on the abscissa axis, and the values
obtained either by using a neural network or via Formulas (1), (2), (6), as shown
in Figs. 3 and 4, 5, 6, respectively, and plotted on the ordinate axis. Moreover, for
completeness, in the case of analytical formulas, the plotting area is expanded
by using the input data from the Table 1. The graphs for the standard deviation
are constructed similarly (Fig. 7, 8).

Table 4. Errors of approximations of estimates of the performance characteristics of
a fork-join system obtained via ANN and analytical formulas on the dataset from
Table 3.

Estimated Error types

characteristic MSE MAE MAPE, %

E[RK ], ANN 0.001939 0.021409 0.707818

E[RK ], Formula (1) 5.892661 1.878592 67.785755

E[RK ], Formula (2) 6.722487 1.817356 59.983739

E[RK ], Formula (6) 0.621682 0.642618 24.425016
√

Var[RK ], ANN 0.002679 0.038941 3.355246
√

Var[RK ], Formula (8) 0.107970 0.254335 18.701897

Fig. 4. The mean response time of a fork-join QS obtained by simulation and via
formula (1).

As can be seen from the graphs (Figs. 4, 5), for the vast majority of val-
ues of input parameters, the analytical Formulas (1)–(2) give an unnecessarily
overestimated result, and in the case of expression (1) all the values of relative
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approximation error exceed 14%, and in the case of (2) the number of point esti-
mates whose relative error would not exceed the threshold of 10% is 6. Note that
the estimate obtained by Formula (6) for the mean response time in an Mλ|G|1
QS gives a more realistic estimate, in the sense that the relative approximation

Table 5. Input data for which the relative approximation error of analytical formulas
is less than 10%.

Formula (6) Formula (8)

K α ρ K α ρ

2 4.5 – 2 4.5 0.65–0.85

5.5 0.15–0.45 5.5 0.35–0.85

6.5–9.5 0.15–0.85 6.5–9.5 0.15–0.85

3 6.5 – 3 6.5 0.55–0.85

7.5 – 7.5 0.35–0.85

8.5 0.15–0.55 8.5 0.25–0.85

9.5 0.15–0.85 9.5 0.15–0.85

4 – – 4 7.5 0.65–0.85

– – 8.5 0.45–0.85

– – 9.5 0.25–0.85

5 – – 5 8.5 0.55–0.85

– – 9.5 0.35–0.85

6 – – 6 8.5 0.75–0.85

– – 9.5 0.45–0.85

7 – – 7 8.5 0.85

– – 9.5 0.65–0.85

8 – – 8 9.5 0.75–0.85

Fig. 5. The mean response time of a fork-join QS obtained by simulation and via
formula (2).
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error of less than 10% is already valid for 49 values out of 912 (Table 5). The
situation in the case of standard deviation (Fig. 8) is better; however here the
estimate of this exponent via (8) is in fact a lower estimate, and the threshold
of 10% is valid for approximately 11.4% values of the total number of estimates
and extends to the area of large values of the parameter α and large load factor ρ
(Table 5).

The estimates obtained using trained networks (Figs. 3, 7) demonstrate
acceptable approximation quality. So, in the case of mean response time, the
relative error of approximation does not exceed 5% for 99.23% of the total num-
ber of the obtained estimates, and for the remaining 7 estimates, whose values
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Fig. 8. The standard deviations of the response time of a fork-join QS obtained by
simulation and via formula (8).

go beyond the specified limit, the maximum error is only 7.57%, which is quite
acceptable. In the case of a standard deviation, the learning result was slightly
worse, since the number of estimates beyond 5% is already 19.7% of their total
number, however, the order of the maximum relative error is the same and is
only 7.61%. In both cases, it is seen that the maximum relative error is observed
in the region of large values of the corresponding characteristic.

Note that is was not the object of the authors to train a network in the best
way, and hence, after spending more time, it is likely possible to choose an ANN
with a different architecture, activation functions, etc., which could give a more
accurate prediction. However, it is already clear that due to the lack of analytical
results that would give an acceptable error, the proposed approach seems more
promising, and in particular, in relation to the analysis of a more complex model
with subsystems of type G|G|1.

6 Conclusion

The expectation and standard deviation of the response time of a fork-join queu-
ing system with arbitrary distribution of the service time on the servers is esti-
mated using an artificial neural network. This system was chosen as a model
for a cloud computing system. The accuracy of the approximation is high, and
in particular, in comparison with the previously known analytical results. The
application of networks to the analysis of quality of service characteristics in
fork-join type QSs allows one to expand the class of models under considera-
tion because of the absence of restrictions on assumptions about the type of
the incoming flow or the distribution of waiting times, which, as a rule, greatly
complicate the analytical or numerical process of solving the problem, however,
under our approach there is no loss in the quality of evaluation of the sought-for
parameters.
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Abstract. In this paper, we review a retrial queue with MMPP input
and two-way communication. Incoming requests arriving at the server
and finding it busy join the source of retrial calls and try to enter the
server again after some exponentially distributed time. While idle, the
server makes outgoing calls and serves them with another delay parame-
ter. MMPP (Markov Modulated Poisson Process) is an input process in
which control is driven by a continuous Markov chain. Changing its state
entails a change in the intensity of the input process. For this model, we
present an asymptotic approximation of the two-dimensional character-
istic function under the condition of a long delay of requests in the source
of retrial calls. For this approximation, we carried out a numerical experi-
ment, where asymptotic results were compared to computations obtained
via simulation.

Keywords: Output process · Retrial queue · Two-way
communication · Asymptotic analysis method · Simulation · Markov
modulated poisson process

1 Introduction

The specific property of RQ systems [10,16] with two-way communication [16]
is the presence of different request types, which gives rise to many new service
disciplines. For this reason, RQ systems with two-way communication are a pow-
erful tool in design and optimization of real-life systems with multiple random
access to a resource. Despite that these systems are well studied, their output
process is still a complex and insufficiently explored area to research.

In modern telecommunication networks, there are also point processes with
a varying rate of calls incoming. To simulate such jobs within the framework of
queuing theory, the Markov Modulated Poisson Process (MMPP) [2,10] is used.
It has a mechanism for taking into account the temporal inhomogeneity of the
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arrival rate of requests and also gives analytically processable queuing results
[11]. For this reason, MMPP is widely used in Internet research, in particular,
using MMPP in [13], a traffic model that accurately approximates the LRD
(Long Range Dependence) characteristics of Internet traffic traces, was built.
Using the concepts of sessions and streams, the proposed MMPP model simulates
the actual hierarchical behaviour of Internet users generating packets. It allows
traffic simulation with the desired characteristics, that have a clear physical
meaning. The results prove that the queuing traffic behaviour generated by the
MMPP model is consistent with the model created by the actual traces of packets
collected at the edge router under various scenarios and loads.

Earlier, we presented a similar work, where a retrial queue with Poisson input
process is described [3]. In this paper, we take into consideration an improved
model with MMPP, which is more suitable for modelling real optimization prob-
lems. We find the approximation of the characteristic function of the number of
served requests in the considered system using the method of asymptotic anal-
ysis. Subsequently, we determine the applicability of the asymptotic results by
comparing them to calculations provided with simulation software, which was
designed especially for this research.

2 Mathematical Model

MMPP is qualified with two matrices. Matrix of infinitesimal characteristics
Q defines the state. Value qij determines the intensity of the transition of the
process from the state i to the state j, and the value −qii is the intensity of
leaving the state i. The matrix Q has property

∑
j qij = 0. The diagonal matrix

Λ specifies the rate of calls for each of the states of the process.
Let us consider the RQ system with MMPP input. An incoming request takes

the server if it is idle. The server, in turn, starts serving it for some exponentially
distributed time with parameter μ1. When an incoming request cannot access
the server, it travels to the source of retrial calls, where waits for exponentially
distributed time with parameter σ. While free from serving incoming requests,
the server produces requests itself with the intensity α and serves them with
parameter μ2.

We denote the following notations: i(t) is the number of requests in the orbit
at the moment t, k(t) is the state of the server: 0—idle, 1—busy serving an
incoming request, 2—busy serving an outgoing request; m1(t) is the number of
served input process requests at the moment t, m2(t) is the number of served
outgoing requests at the moment t, n(t) is the state of the input process at the
moment t.
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Fig. 1. RQ system with two-way communication

3 Kolmogorov Differential Equations System

We consider the five-dimensional Markov process

{k(t), n(t), i(t),m1(t),m2(t)}
Based on the formulated Markov process, we introduce probabilities

P{k(t) = k, n(t) = n, i(t) = i,m1(t) = m1,m2(t) = m2}
and write down for them the Kolmogorov differential equations system

∂P0(n, i,m1,m2, t)
∂t

= −(λn + iσ + α)P0(n, i,m1,m2, t)

+ P1(n, i,m1 − 1,m2, t)μ1 + P2(n, i,m1,m2 − 1, t)μ2

+
N∑

v=1

P0(v, i,m1,m2, t)qvn,

∂P1(n, i,m1,m2, t)
∂t

= −(λn + μ1)P1(n, i,m1,m2, t)

+ (i + 1)σP0(n, i + 1,m1,m2, t) + λnP0(i,m1,m2, t)

+
N∑

v=1

P1(v, i,m1,m2, t)qvn,

∂P2(n, i,m1,m2, t)
∂t

= −(λn + μ2)P2(n, i,m1,m2, t)

+ λnP2(n, i − 1,m1,m2, t) + αP0(n, i,m1,m2, t)

+
N∑

v=1

P2(v, i,m1,m2, t)qvn.

(1)

Since the obtained system is infinite, we introduce the partial characteristic
functions, denoting j2 = −1. Such wise we passed to the system, having only
three equations.

Hk(n, u, u1, u2, t) =
∞∑

i=0

∞∑

m1=0

∞∑

m2=0

ejuieju1m1eju2m2Pk(n, i,m1,m2, t).
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We rewrite system (1) considering introduced partial characteristic functions

∂H0(n, u, u1, u2, t)
∂t

= −(λn + α)H0(n, u, u1, u2, t)

+ jσ
∂H0(n, u, u1, u2, t)

∂u

+ μ1e
ju1H1(n, u, u1, u2, t) + μ2e

ju2H2(n, u, u1, u2, t)

+
N∑

v=1

H0(v, u, u1, u2, t)qvn,

∂H1(n, u, u1, u2, t)
∂t

= −(λn + μ1)H1(n, u, u1, u2, t)

− jσe−ju ∂H0(n, u, u1, u2, t)
∂u

+ λnH0(n, u, u1, u2, t) + λnejuH1(n, u, u1, u2, t)

+
N∑

v=1

H1(v, u, u1, u2, t)qvn,

∂H2(n, u, u1, u2, t)
∂t

= −(λn + μ2)H2(n, u, u1, u2, t)

+ λnejuH2(n, u, u1, u2, t)

+ αH0(n, u, u1, u2, t) +
N∑

v=1

H2(v, u, u1, u2, t)qvn.

(2)

For further analysis let us denote

Hk(u, u1, u2, t) = {Hk(1, u, u1, u2, t),Hk(2, u, u1, u2, t), . . . , Hk(N,u, u1, u2, t)},

diagonal unit matrix I with size N . Then (2) will be rewritten in the following
form

∂H0(u, u1, u2, t)
∂t

= (Q − Λ − αI)H0(u, u1, u2, t)

+ μ1e
ju1H1(n, u, u1, u2, t)

+ μ2e
ju2H2(u, u1, u2, t) + jσ

∂H0(u, u1, u2, t)
∂u

,

∂H1(u, u1, u2, t)
∂t

= ΛH0(u, u1, u2, t)

+ (Q + (eju − 1)Λ − Iμ1)H1(u, u1, u2, t)

− jσe−ju ∂H0(u, u1, u2, t)
∂u

,

∂H2(u, u1, u2, t)
∂t

= αH0(u, u1, u2, t)

+ (Q + (eju − 1)Λ − Iμ2)H2(u, u1, u2, t).

(3)
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4 Asymptotic Analysis Method

We solve the obtained system with the asymptotic analysis method with the
limit condition of a long delay of requests in the orbit (σ −→ 0).

Denoting ε = σ, u = εw,F k(w, u1, u2, t, ε) = Hk(u, u1, u2, t) we (3) as

∂F 0(w, u1, u2, t, ε)
∂t

= (Q − Λ − αI)F 0(w, u1, u2, t, ε)

+ μ1e
ju1F 1(w, u1, u2, t, ε) + μ2e

ju2F 2(w, u1, u2, t, ε)

+ j
∂F 0(w, u1, u2, t, ε)

∂w
,

∂F 1(w, u1, u2, t, ε)
∂t

= ΛF 0(w, u1, u2, t, ε)

+ (Q + (ejεw − 1)Λ − Iμ1)F 1(w, u1, u2, t, ε)

− je−jεw ∂F 0(w, u1, u2, t, ε)
∂w

,

∂F 2(w, u1, u2, t, ε)
∂t

= αF 0(w, u1, u2, t, ε)

+ (Q + (ejεw − 1)Λ − Iμ2)F 2(w, u1, u2, t, ε).

(4)

The solution for system (4) is formulated in Theorems 1 and 2.

Theorem 1. Let i(t) is the number of requests in the orbit at the moment t,
then in the stationary regime we obtain

lim
ε→0

{
2∑

k=0

F k(w, 0, 0, t, ε)} = lim
σ→0

Mejwσi(t) = ejwκ,

where κ is a positive root of the equation

κR0(κ)e = [R1(κ) + R2(κ)]Λe.

Vectors Rk are defined as
⎧
⎪⎨

⎪⎩

R0(κ) = r{I + [Λ + κI](μ1I − Q)−1 + α(μ2I − Q)−1}−1,

R1(κ) = R0(κ)[Λ + κI](μ1I − Q)−1,

R2(κ) = αR0(κ)(μ2I − Q)−1.

The row vector r is the stationary probability distribution of the background
process n(t), which is obtained as the unique solution for the system rQ =
0, re = 1.

Proof. In (4), we denoted u1 = u2 = 0, which allows us to remove processes
m1(t) and m2(t) from consideration. Thus we get a system of equations yet for
the three-dimensional process {n(t), k(t), i(t)} and consider it in the stationary
regime, which spares us from the time derivative t.
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Let us denote
F k(w, ε) = lim

t→∞ F k(w, 0, 0, t, ε).

Then we obtain

(Q − Λ − αI)F 0(w, ε) + μ1F 1(w, ε) + μ2F 2(w, ε) + jF ′
0(w, ε) = 0,

ΛF 0(w, ε) + (Q + (ejεw − 1)Λ − Iμ1)F 1(w, ε) − je−jεwF ′
0(w, ε) = 0,

αF 0(w, ε) + (Q + (ejεw − 1)Λ − Iμ2)F 2(w, ε) = 0.

(5)

Making the passage to the limit ε −→ 0 in (5) results in

(Q − Λ − αI)F 0(w) + μ1F 1(w) + μ2F 2(w) + jF ′
0(w) = 0,

ΛF 0(w) + (Q − Iμ1)F 1(w) − jF ′
0(w) = 0,

αF 0(w) + (Q − Iμ2)F 2(w) = 0.
(6)

Solution for the system will be found as

F k(w) = Φ(w)Rk, (7)

where Rn is the server’s state stationary probability distribution, and Φ(w) is
the asymptotic approximation of the characteristic function of the number of
requests in the orbit under the condition of their long delay. Substituting (7) in
(6) and dividing it by Φ(w), we get

(Q − Λ − αI)R0 + μ1R1 + μ2R2 + j
Φ′(w)
Φ(w)

R0 = 0,

ΛR0 + (Q − Iμ1)R1 − j
Φ′(w)
Φ(w)

R0 = 0,

αR0 + (Q − Iμ2)R2 = 0.

(8)

Since w only appears in Φ′(w)
Φ(w) , other equation terms do not depend on w. It

means that Φ(w) is exponential. Taking into account that Φ(w) has the meaning
of an asymptotic approximation of the characteristic function of the number of
requests in the source of retrial calls, we can clarify the form of this function

Φ′(w)
Φ(w)

=
ejκwjκ

ejκw
, (9)

which follows to j Φ(w)′

Φ(w) = −κ. Let us substitute this expression into (8). Then
we obtain

(Q − Λ − αI)R0 + μ1R1 + μ2R2 − κR0 = 0,

ΛR0 + (Q − Iμ1)R1 + κR0 = 0,

αR0 + (Q − Iμ2)R2 = 0.

(10)

Let us write down the normality condition for the stationary distribution of the
number of served requests

R0 + R1 + R2 = r.
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Based on this equation, as well as on the last two equations of (10), we write
the system as ⎧

⎪⎨

⎪⎩

R1 = R0[Λ + κI](μ1I − Q)−1,

R2 = αR0(μ2I − Q)−1,

R0 + R1 + R2 = r.

(11)

Let us sum up the equations of system (5)

[F 0(w, ε) + F 1(w, ε) + F 2(w, ε)]Q + F 1(w, ε)(ejwε − 1)Λ

+ F 2(w, ε)(ejwε − 1)Λ + je−jwε(ejwε − 1)F ′
0(w, ε) = 0.

Multiplying the resulting equations by the unit column vector e, we obtain

{F 1(w, ε) + F 2(w, ε)}Λe + je−jwεF ′
0(w, ε)e = 0.

Then we substitute product (7) into the resulting equation

[R1 + R2]Λe + j
Φ′(w)
Φ(w)

R0e = 0

and make the replacement

[R1 + R2]Λe − κR0e = 0. (12)

From (12) we can express κ with R0,R1 and R2. In addition, we can rewrite
system (11) as follows

⎧
⎪⎨

⎪⎩

R0(κ) = r{I + [Λ + κI](μ1I − Q)−1 + α(μ2I − Q)−1}−1,

R1(κ) = R0(κ)[Λ + κI](μ1I − Q)−1,

R2(κ) = αR0(κ)(μ2I − Q)−1

Theorem 1 is auxiliary since the general solution for the system is stated in
Theorem 2 and needs the results obtained at this stage, namely, the normalized
average amount of requests in the source of retrial calls κ and the stationary
probability distribution of the server’s state Rk.

Theorem 2. The asymptotic approximation of the two-dimensional character-
istic function of the number of served requests of the MMPP input process and
the number of served outgoing requests for some time t has the form

lim
σ→0

M{exp(ju1m1(t)) exp(ju2m2(t))}

= lim
ε→0

{
2∑

k=0

F k(0, u1, u2, t, ε)}e = R · exp{G(u1, u2)t}ee,
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where matrix G(u1, u2) can be written as

G(u1, u2) =

⎡

⎣
Q − Λ − (α + κ)I μ1e

ju1I μ2e
ju2I

Λ + κI Q − μ1I 0
αI 0 Q − μ2I

⎤

⎦

T

,

row vector R = {R0,R1,R2} is the two-dimensional stationary probability dis-
tribution of the process {k(t), n(t)}, where Rk has dimension N , κ is the nor-
malized average number of requests in the orbit, and e and ee are unit vector
columns of dimensions N and N · K, where K is the number of server’s states.

Proof. After making the passage to the limit limε→0 F k(w, u1, u2, t, ε) =
F k(w, u1, u2, t) in resulting system (4), it will be written as follows

∂F 0(w, u1, u2, t)
∂t

= (Q − Λ − αI)F 0(w, u1, u2, t)

+ μ1e
ju1F 1(w, u1, u2, t)

+ μ2e
ju2F 2(w, u1, u2, t) + j

∂F 0(w, u1, u2, t)
∂w

,

∂F 1(w, u1, u2, t)
∂t

= ΛF 0(w, u1, u2, t) + (Q − Iμ1)F 1(w, u1, u2, t)

− j
∂F 0(w, u1, u2, t)

∂w
,

∂F 2(w, u1, u2, t)
∂t

= αF 0(w, u1, u2, t) + (Q − Iμ2)F 2(w, u1, u2, t).

(13)

Solution for (13) will be found as

F k(w, u1, u2, t) = Φ(w)F k(u1, u2, t). (14)

Substituting (14) into (13) and dividing both parts of equations by Φ(w) we
obtain

∂F 0(u1, u2, t)
∂t

= (Q − Λ − αI)F 0(u1, u2, t) + μ1e
ju1F 1(u1, u2, t)

+ μ2e
ju2F 2(u1, u2, t) + j

Φ′(w)
Φ(w)

F 0(u1, u2, t),

∂F 1(u1, u2, t)
∂t

= ΛF 0(u1, u2, t) + (Q − Iμ1)F 1(u1, u2, t)

− j
Φ′(w)
Φ(w)

F 0(u1, u2, t),

∂F 2(u1, u2, t)
∂t

= αF 0(u1, u2, t) + (Q − Iμ2)F 2(u1, u2, t).

(15)
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Function Φ(w) has form (9). After substituting it, (15) will have the form

∂F 0(u1, u2, t)
∂t

= (Q − Λ − (α + κ)I)F 0(u1, u2, t)

+ μ1e
ju1F 1(u1, u2, t)

+ μ2e
ju2F 2(u1, u2, t),

∂F 1(u1, u2, t)
∂t

= (Λ + κI)F 0(u1, u2, t) + (Q − Iμ1)F 1(u1, u2, t)

+ 0F 2(u1, u2, t),
∂F 2(u1, u2, t)

∂t
= αF 0(u1, u2, t) + 0F 1(u1, u2, t)

+ (Q − Iμ2)F 2(u1, u2, t).

(16)

Let us denote

FF (u1, u2, t) = {F 0(u1, u2, t),F 1(u1, u2, t),F 2(u1, u2, t)},

G(u1, u2) =

⎡

⎣
Q − Λ − (α + κ)I μ1e

ju1I μ2e
ju2I

Λ + κI Q − μ1I 0
αI 0 Q − μ2I

⎤

⎦

T

,

G(u1, u2) is the transposed matrix of system coefficients (16). Then we obtain
the following matrix equation

∂FF (u1, u2, t)
∂t

= FF (u1, u2, t)G(u1, u2),

the general solution of which is

FF (u1, u2, t) = CeG(u1,u2)t. (17)

Finding a unique solution corresponding to the functioning of the system
under consideration requires us to set the initial condition

FF (u1, u2, 0) = R, (18)

where row vector R is the two-dimensional stationary probability distribution
of server’s state k(t), which was found in Theorem 1. With (18) described, we
solve can solve the Cauchy problem (17)

FF (u1, u2, t) = ReG(u1,u2).

Since we are focusing on the probability distribution of requests in output pro-
cesses the marginal distribution is needed. For this, we multiply row vector
FF (u1, u2, t) by unit vector-column e of size N and the right part of the equa-
tion by unit vector-column ee of size K · N . We obtain

FF (u1, u2, t)e = ReG(u1,u2)tee. (19)

(19) is the solution for the considered system.
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5 Explicit Probability Distribution

Characteristic function (19) allows us to move to an explicit formula for calcu-
lating probabilities of the number of served requests in output processes m1(t)
and m2(t). (19) contains the matrix exponent, for which we apply the similarity
transformation [4]

G(u1, u2) = T (u1, u2)GJ(u1, u2)T (u1, u2)−1,

where T (u1, u2) is an eigenvector matrix of G(u1, u2), and GJ(u1, u2) is a diag-
onal eigenvalue matrix of G(u1, u2). This conversion is objective for any power
m of some matrix Am, which follows it is also valid for the matrix exponent

eG(u1,u2)t = T (u1, u2) ·
⎡

⎣
etΛ1(u1,u2) 0 0

0 etΛ2(u1,u2) 0
0 0 etΛ3(u1,u2)

⎤

⎦ · T (u1, u2)−1,

where Λn is an eigenvalue of G(u1, u2). Then the distribution is written as follows

F (u1, u2, t)E = R·T (u1, u2)·
⎡

⎣
etΛ1(u1,u2) 0 0

0 etΛ2(u1,u2) 0
0 0 etΛ3(u1,u2)

⎤

⎦·T (u1, u2)−1 ·E.

To restore the distribution, we use the inverse Fourier transform for discrete
values

P (m1,m2, t) =
1

(2π)2

∫ π

−π

∫ π

−π

e−i·u1·m1e−i·u2·m2FF (u1, u2, t)e du1du2. (20)

The resulting formula characterizes the probability of servicing m1 input
process requests and m2 outgoing requests at the moment t in the system under
consideration.

6 Numerical Examples

Let us compare simulation output with the calculations based on the obtained
asymptotic results. σ affects accuracy, since the solution of the system was
obtained under the asymptotic condition of a long delay of requests in the orbit.

We measure the accuracy of the results with the Kolmogorov-Smirnov dis-
tance, which is calculated as

Δ = max
0≤i≤∞

∣
∣
∣
∣

i∑

v=0

(P0(v) − P1(v))
∣
∣
∣
∣,

where P0(v) and P1(v) are comparable probability distributions.
Let us set the following parameters

α = 0.6, μ1 = 2, μ2 = 1.5, t = 15,



The Two-Dimensional Output Process of a Retrial Queue with MMPP Input 343

Q =

⎡

⎣
−0.5 0.2 0.3
0.15 −0.2 0.05
0.3 0.4 −0.7

⎤

⎦ ,Λ =

⎡

⎣
1 0 0
0 0.6 0
0 0 0.7

⎤

⎦ .

The input process intensity can be written in form r · Λ · e, after calculation of
which, we get the value 0.72. For the parameters set, we obtained the following
results.

Let us denote: ΔS is the KS distance values for the summary distribution,
which implies, that served incoming and outgoing requests are homogeneous,
and ΔTD is the KS distance values for the two-dimensional distribution of served
requests, which are, in the two-dimensional case, of different types.

Table 1. KS distance values for various σ

σ 10 1 0.6 0.4 0.2 0.1 0.05 0.01

ΔS 0.053 0.045 0.04 0.036 0.028 0.023 0.018 0.016

ΔTD 0.059 0.049 0.042 0.035 0.024 0.015 0.01 0.003

In Table 1, we can notice that for lower values of σ asymptotic results of
the two-dimensional distribution are more accurate. Let us raise system load by
setting up the new intensity matrix with greater values of diagonal elements

Λ =

⎡

⎣
1.2 0 0
0 0.9 0
0 0 1.5

⎤

⎦ .

For these parameters, the overall input process intensity is 1.07. Calculations for
the new set of parameters are

Table 2. KS distance values for various σ with high system load

σ 10 1 0.6 0.4 0.2 0.1 0.05 0.01

ΔS 0.037 0.029 0.024 0.02 0.015 0.01 0.008 0.008

ΔTD 0.066 0.048 0.039 0.031 0.019 0.01 0.006 0.002

Based on the performed experiments, we can conclude that a tendency
towards an accuracy increase of asymptotic results is always observed when
decreasing σ. For a value of σ exceeding the intensity of the input process, the
accuracy does not exceed 0.066 (the longest KS distance, which is observed in
the case of a two-dimensional probability distribution), which indicates a high
degree of accuracy of the obtained approximation. Raising system load with
input process requests, as can be seen in Table 2, has a positive effect on the
accuracy of the asymptotic results. It is because more events occur within a fixed
time interval during simulation.
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7 Conclusion

In this paper, we have described the process of finding the asymptotic approxi-
mation of the two-dimensional characteristic function of the number of incoming
and outgoing requests that have finished serving in retrial queue with two-way
communication under the condition of a long delay in the source of retrial calls.
This allows retrieving different performance characteristics, including the corre-
lation of the processes in the system output. Moreover, we used it to calculate
probability values for further experiments.

Carried out numerical experiments show that obtained approximation gives
high accuracy results, and for this reason, it can be used for further research of
this type of system.
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Abstract. The development of network technologies leads to the intro-
duction of data transmission systems in all areas of human activity. Prob-
lems cover large areas with reliable networks, intellectualizing devices
for receiving and transmitting data, increasing the speed, quality and
spectrum of transmitted information. Requirements for the given char-
acteristics of the reliability of networks are among the most promising
and essential tasks since the cost of equipment, service life, and network
maintenance strategy depend on this. Analytical and simulation models
play an essential role in determining the reliability characteristics; math-
ematical apparatus and programming become an inevitable factor in a
successful project. This paper presents a methodology and an example
of calculating the reliability of networks in a mesh topology.

Keywords: simulation · system · mesh network · mean availability
factor · probability

1 Introduction

Mesh network topology is designed to solve a wide range of tasks, from mon-
itoring the battlefield and analyzing weather conditions to redistribute smart
sustainable city technologies’ load. The mesh network structure can be repre-
sented in a graph or an m×n matrix. Determination of reliability characteristics
depends on the initial structure of the network and, depending on the reliability
of its elements, and their maintenance strategies can take different values. Today,
many sources are known on the topic of determining the characteristics of the
system reliability [1,9].

Nowadays, the applications of communication networks has been rapidly
increasing. The reliability and cost of these systems are important and are largely
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determined by network topology [4]. Also in [12] authors studied the global reli-
ability of communication networks.

Authors in [6] studied and compared the reliability of networks using Wiener
index. The paper presented the topology invariant which calculates the reliability
of the newly constructed network using graph operations tensor product and
Cartesian product in Topology theory.

In [10] authors assumed that the failure probability of a failure set, a set of
network elements that simultaneously fails at a single disaster, can be decreased
according to cost for protection. Hence, the network failure probability defined
as the probability that the entire information network is not connected, is
decreased. They defined a network design problem that determines cost assigned
to each failure set so that the sum of the cost assigned to each failure set is min-
imized under the constraint that the network failure probability must be within
a threshold.

The paper [11] discussed new trends in the design of reliable communication
systems with special focus on software failure mitigation, reliability of wireless
communications, robust optimization and network design, multilevel and mul-
tirealm network resilience, multiple criteria routing approaches in multilayer
networks, resilience options of the fixed IP backbone network in the interplay
with the optical layer survivability, reliability of cloud computing networks, as
well as resiliency of software-defined networks.

The paper [8] presented an effective optimization solution by designing the
dual redundancy warm-standby module of the mission computer and I/O port,
the algorithm of selecting output path of the mission computer in network nodes,
the decision-making algorithm upon the on-duty host and output, and the video
output decision-making algorithm upon the upper host to optimize the network
node architecture of amphibious combat simulation system.

In this book [5] authors presented the core concepts and methods of net-
work reliability analysis. The book explains the modeling and critical analysis
of systems and probabilistic networks, and requires only a minimal background
in probability theory and computer programming.

The paper [3] discussed conventional consecutive k systems and considered
failure criteria (single failure criterion and multiple failure criteria), geometric
structure of the system, states of components and the system, weight of each
component, dependency of components.

The paper [14] presented a method for obtaining lower and upper bounds on
the required value, which produces a functional (symbolic) form for the answer,
especially useful for subsequent sensitivity analyses.

Authors in [7] provided the development and implementation of a new
methodology for expanding existing computer networks. A genetic algorithm was
proposed to optimize a specified objective function (reliability measure) under
a given set of network constraints. The proposed algorithm can be applied to
solve various network expansion problems (optimize diameter, average distance
and computer network reliability for network expansion).
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Papers [2,13,15,16] are devoted to studying the reliability characteristics of
network structures and computer systems, such as calculations for the expo-
nential distribution of reliability characteristics, packet coding in communica-
tion channels, and reliability calculation for Cisco equipment. In these articles,
asymptotic estimates of reliability characteristics were used, however, evalua-
tion of complex structures and non-asymptotic models were not given attention.
Therefore, let us describe the functioning strategy more detail in this paper.

2 Description of the Functioning Model

The model assumes the presence of built-in control with the detection of failures
in the system and its complete recovery. In the event of a failure, the system is
repaired and is idle until it is restored.

At the initial moment t0 = 0, the system starts to work, and the availability
has a maximum value. After that, the system works to failure – ξi then recovery
is performed, which lasts a period – ni fr.

After recovery – τir the system continues its work until the next moment of
failure, then there is a recovery and transition to an operational state. This cycle
is repeated until the selected time t. The presented strategy is shown in Fig. 1.

Fig. 1. The strategy takes into account the built-in control

The pros and cons of the above designations are the periods of operation
and repair of the system; ξi – i-th time to failure; ni fr – the duration of the
i-th disaster recovery; τif and τir – time intervals from the start of work to the
i-th failure and the i-th recovery. These values can be written in terms of several
other random variables:

τ0r = 0;

{
τ1f = ξ1

τ1r = ξ1 + ηfr

;

{
τ2f = τ1r + ξ2

τ2r = τ1r + ξ2 + ηfr

;

{
τif = τi−1,r + ξi

τ2r = τi−1,r + ξi + ηfr

The mean availability is the sum of the probabilities of the system being in
a working state:

K(t) =
∞∑

i=1

P (τi−1,r < t < τi,f ) = P1(t < ξ1) +
∞∑

i=1

P (τi,r < t < τi+1,f )

= (1 − Fξ(t)) +
∞∑

i=1

P (τi,r < t < τi+1,f )

(1)
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After performing some transformations, we obtain the convolution by doing
the inverse Laplace transform. Then, we obtain the equation of the non-
asymptotic system availability factor. Thus, the availability can be written as
follows:

K(t) = [1 − Fξ(t)] +
∫ t

0

fηfr

∫ t−χ

0

fξ(y)K(t − x − y)dydx (2)

The asymptotic availability equation is found under the condition t → ∞ and
can be derived from this equation. The asymptotic availability is the ratio of the
mathematical expectation of the failure time to the sum of the mathematical
expectations of the failure and recovery times.

Ka =
M(ξ)

M(ξ) + M(ηfr)
(3)

2.1 Identical Elements in the System

If under the condition of the same elements in the graph and a parallel data
transfer condition, we can assume that the reliability of elements in each chain
can be calculated as a sequential structure (Fig. 2).

Fig. 2. The mesh network structure

Therefore, the reliability calculation (the probability of no-failure operation
and the availability) can be calculated using a similar formula for non-recoverable
and recoverable systems. Using the method of dimension reduction of the orig-
inal problem, first, we calculate the reliability of independent paths of the sys-
tem (chains) in the graph. Next, we determine the reliability of parallel chains.
Finally, we use the method of minimal paths and minimal sections. A path is
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any set of elements for which the system is operable. Thus, the availability for
an individual chain will have the following product form:

Ki =
m∏

i=1

Knod i = Knod i
m (4)

where Knod i is the availability of the i-th element of the chain, in this case it
should be taken into account that Knod i are the same for ∀i ∈ (1 . . . m)

As can be seen from the equation, chain availability is the availability of an
individual element to the power m. Therefore, to receive the upper-reliability
estimate based on the minimum path method, we first need to find all the mini-
mum paths of the system. Then, we connect the elements of each minimum path
in series, and all the resulting chains with a series connection of the elements are
connected in parallel.

Then, we will find the system availability. For this, we write the availability
(and the probability of no-failure operation) for a parallel connection. It is known
that the element unavailability ratio is determined first for parallel connection
of recoverable elements, or the element failure probability is determined for non-
recoverable systems.

Thus, the system availability factor Ks is calculated as the deviation from
the unit of the system unavailability factor

∏n
i=1 Kun.i, i.e.:

Ks = 1 −
n∏

i=1

Kun.i = 1 − (Kun.i)n = 1 − (1 − (Knod j)m)n (5)

where Kun.i = (1 − (Knod j)m) is the chain unavailability factor; Kun.s =
(1 − (Knod j)m)n is the unavailability factor of all chains or system, where
j ∈ (1 . . . n).

Using the method of minimum sections, we find the upper availability value.
To do this, we find all the minimum sections of the system, then we connect
the elements of each minimum section in parallel, after which we connect all the
minimum sections in series. Thus, if we find a homogeneous network section, it
contains all elements vertically in the number n.

Then the availability equation can be written in the following form:

Ks = (1 − (1 − Knod j)n)m (6)

where (1 − Knod j) – the unavailability factor of the j-th element.
Next, we give an example of calculating the system under the conditions of

the asymptotic formulation of the problem. In this case, the asymptotic avail-
ability value is calculated using the formula (3). The initial data are the mathe-
matical expectations of the time of failure and recovery. Based on the real data
of the equipment passports, it is known that the mathematical expectation of
failure is 90000 h, and the recovery time is two days. In this case, the value of the
asymptotic availability factor of the element will be equal to Knod j = 0.999467.
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It should be noted that this value is the worst estimate of the availability coeffi-
cient of a system element. As a mesh topology, we take a network with dimension
n = 8 and m = 7 cells. Substituting this value into the Eq. (5), we receive:

Ks = (1 − (1 − 0.9994677))8 = 1 − (3.71E−20) ∼= 1 (7)

where the unavailability coefficient of a single chain is 0.003725. In this case,
the system availability will tend to unity since the chain availability slightly
decreases with an increase in its length (with an increase in the degree m of
Eq. (5)).

We consider the lower value of the system availability coefficient in this case.
We calculate the unavailability of an element, it will be as follows: (1−Knod j =
5.33e−4. Then the lower value of the availability coefficient will be as follows:

Ks = (1 − (1 − 0.999467)8)7 ∼= 1

Due to the high availability coefficient of one element, the upper and lower
availability coefficient will be very high and tend to unity. Let us show using a test
example that the availability can take values different from unity. Assume that we
have a system with low reliability Mean.failure = 1000, Mean.recovery = 300.
Then the asymptotic availability ratio will be 0.769. Based on this, substituting
the value in (5) and (6), we get the availability value equal to 0.751 and 0.99994.

2.2 Failure of Some Elements

In this section, we present formulas that can be used to failure some elements,
where the rest of the elements send data, and the system performs its function.
For example, suppose that half of the elements of the system fail and evenly. After
a failure, a different number of elements may remain in the system horizontally
and vertically. Depending on how many elements - even or odd remain, the
original formula can be converted to one of the followings presented below:

even n, m → Ks = 1 − (1 − K
m/2
nod j)

n/2

odd n, m → Ks = 1 − (1 − K
(m+1)/2
nod j )(n+1)/2

even n, odd m → Ks = 1 − (1 − K
(m+1)/2
nod j )n/2

odd n, even m → Ks = 1 − (1 − K
m/2
nod j)

(n+1)/2

where, n and m represent the initial number of nodes horizontally and vertically
in the graph representing the mesh topology.

2.3 Different Elements of the System

In this case, the availability coefficient cannot be written in a concise form.
However, it is possible to write a general formula for the entire system in the
following form:

Ks = 1 −
n∏

i=1

⎛

⎝1 −
m∏

j=1

Knod ji

⎞

⎠ (8)
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3 Example of Availability Analysis

We describe the results of calculating the availability factor of the mesh network
using the Esari-Proshaan method. Figure 3 shows three simple mesh structures
with a minimum number of elements. The formulas for calculating the upper
(6) and lower (5) boundaries of the system availability factor were used in the
calculations.

(a) square structure (b) horizontal structure (c) vertical structure

Fig. 3. Simple mesh structures

The following analytical formulas were obtained for calculating the bound-
aries of the availability factor of the presented structures. For the first structure
Fig. 3a), simple equations for the lower and upper bounds of the availability
factor are derived, respectively:

Ks.up.b = (Knod)2 × (2 − (Knod)2)

Ks.low.b = (Knod)2 × (2 − Knod)2
(9)

The figure below shows the behaviour of the boundaries of the availability
factor for structure Fig. 3a) in identical system elements. The dotted line shows
the average value of the availability factor, which can be considered close to the
actual value. As can be seen from the graph, the upper limit of the availability
factor is due to the initial parallel connection of single vertical elements, the
resulting section of the circuit and their further serial connection. Moreover, the
lower boundary is obtained by serial connection of horizontal elements and their
further parallel connection.

For the second structure (Fig. 3b, using formulas (5) and (6), the following
equations for the boundaries of the availability factor were obtained:

Ks.up.b = (Knod)3 × (2 − (Knod)3)

Ks.low.b = (Knod)3 × (2 − Knod)3
(10)

Figure 5 below shows the boundaries of the availability factor with orange
and dark blue lines and its average estimate with a dash-dotted line.
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Fig. 4. Dependence of the boundaries and the average estimate of the system (Fig. 3a)
availability factor on the network element availability factor

Fig. 5. Dependence of the boundaries and the average estimate of the (Fig. 3b and 3c)
systems availability on the element availability factor (Color figure online)

For the third structure Fig. 3c), the following equations for the bounds of the
availability factor were obtained:

Ks.up.b = (Knod)2 × (3 − 3 × (Knod)2 + (Knod)4)

Ks.low.b = (Knod)2 × (3 − 3 × Knod + (Knod)2)2
(11)

As can be seen from the graph above, the reliability of the scheme for the
third structure (Fig. 3c) is on average higher than for the second. This is because,
during the section in the third structure, there will be three parallel elements,
while there are only two of them in the first cases. It should be noted that the
average value of the availability factor should be used since it will give values
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close to reality since the failure of horizontal and vertical elements is equally
likely. The construction of graphs similar to the graphs shown in Fig. 3, 4 will
allow installing elements in the system with an availability factor that satisfies
the required level of the system resource, which is useful for systems with a high
level of reliability and for planning preventive and remediation works.

4 Maintenance Strategy Description

4.1 Simulation Model

In this work, we describe a simulation model for calculating reliability charac-
teristics.

First, the model finds all paths in the graph (matrix) from the source node
to the destination node. We can use different dynamic methods to find a path,
such as breadth-first and depth-first traversal. In the latter case, we take the
initial node vertex of the graph and move in the direction of the output node
to the right, while we can measure the path length and move along the vector
of decreasing the distance to the output node. We mark the traversed vertices
when we reach the output node and save all the paths in the matrix. Then we
start moving in the opposite direction, accidentally adding a new and not yet
traversed adjacent vertex to the path while checking the identity of the new path
with the saved one. If there is no new adjacent vertex, we return to the vertex
from which we got to the current one and make the next attempt. If all vertices
are exhausted, then we have received a complete list of paths. Thus, the first
path found will be the shortest. Finding all the paths manually for the dimension
of network structures more than five seems to be impossible. Therefore the use
of software and traversal methods is necessary.

The developed application defines all paths leading from the source node
to the destination node. We use the Ezari-Proscan method to determine the
reliability characteristics. In order to calculate reliability characteristics from
above, it is required to know unique minimum paths. However, knowledge of
all paths is necessary to determine both the least reliable nodes and paths and
determine the most reliable ones.

After the paths have been determined, the minimum paths required to deter-
mine the upper-reliability estimate are determined. Then, the operation of the
elements of the system is simulated, with a given functioning strategy. In the
implemented version, the presence of built-in control is taken into account,
as described above. The simulation of a random value of failure and recov-
ery was carried out according to the normal distribution with the parameters:
M.f = 100000, V ar.f = 25000, M.rec = 100, V ar.rec = 25. The size of the
mesh structure was taken equal to 7 × 7. The total simulation time is taken
equal to ten times the recovery period (Mo.f + Mo.rec) ∗ 10.

We used the Box-Muller method for generating random variables. The
method is convenient because it allows one to obtain two independently dis-
tributed random variables with zero mean and unit variance. Below are the
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formulas for generating random variables using this method.

X1 = R1

√
−2lnD

D
;X2 = R2

√
−2lnD

D
(12)

where X1,X2 – the desired values, D = R1 + R2, where R1, R2 – uniformly
distributed random variables on (−1, 1). It should be noted that the presented
random variables must satisfy the condition D ∈ [0...1],

4.2 Methodology for Reliability Evaluation

1. A structural diagram of the system is constructed in the form of a graph or
matrix.

2. Find all the paths leading from the source node to the destination node.
3. The functioning strategies of the elements are set.
4. For modelling, periods of preventive maintenance, distribution character-

istics of the time of failure, recovery, determination of the failure place, etc. are
set.

5. Simulation of work with statistics is performed for each element at least ten
thousand times. The average value of the simulated random variable is taken as
the calculated estimate. Simulation is performed over the entire specified time
interval. The random values of failure and recovery are stored in the element
state matrix, which contains the times of the element state change. The num-
ber of elements in this matrix is defined as the ratio of the simulation time to
the estimate of the mathematical expectation of the failure and recovery cycle,
multiplied by two.

6. Using the element state matrix, a binary matrix (or vector for each) state
is created for the entire simulation time. Binarization is performed to simplify
calculations of reliability characteristics using functions of logic algebra and log-
ical operations. The sampling step was taken equal to one minute, the size of
the binary matrix is calculated as the size of the matrix of states multiplied by
60. When passing from the matrix of states of elements to the matrix of bina-
rization, the state of the elements is checked. The working sections of the first
matrix go to the unit elements of the second, non-working ones to zero.

4.3 Model Calculation Example

We present the results of simulation for the element and the cellular system.
Below is a graph of the availability factor of one element with a value of a
mathematical expectation of a failure time of 100000 h, a recovery time of 50 h,
a standard deviation of a failure of 25000 h and a recovery of 10 h. The mean
availability of the element according to the presented data was 0.9995.

When modelling the mesh network, the parameters of the distribution laws
presented above were taken, except the mathematical expectation of the recovery
time, which was taken equal to 100 h. As a result, the mean non-asymptotic
availability was obtained approximately equal to one as:

Kc = 1 − (3.18e−25) ∼= 1 (13)



356 A. Dagaev et al.

Fig. 6. Element availability

As can be seen from Eqs. (5)–(13), the calculated values of the asymptotic
availability and the mean availability obtained by simulation converge to one.
The rapid recovery of the system determines high values of the asymptotic and
non-asymptotic availability coefficient of the element and the system as a whole
in the event of the failure and the high value of the system operation time to
failure.

Calculations of the probability of no-failure operation were performed in the
case of non-recoverability of the elements in the mesh network with the param-
eters presented above. The graph of the probability of failure-free operation is
shown in Fig. 7.

Fig. 7. Probability behavior of the uptime element

For non-recoverable elements, the probability of failure-free operation of the
system can be calculated by analogous to formula (5) for the uptime probability.
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At the moment, one hundred thousand hours, the uptime probability will be
0.939, which is a sufficiently high value for 11 years of system operation.

5 Conclusion

In this research, the following results were obtained:
1. The analysis of the operation and functioning of the elements has been

carried out in the network with mesh topology.
2. The technique of analytical determination of the availability is described

for a homogeneous network. The calculation model of minimum paths and
section was considered.

3. A method of availability determination has been developed using a simu-
lation model.

4. The simulation model of the system has been developed, it is shown that
it converges to an analytical model 5.

It should be noted that the simulation model can be used to analyze the reli-
ability characteristics and other indicators of systems of any dimension and com-
plexity. It can be used to model subsystems of hazardous and expensive objects,
such as aerospace, telecommunications, energy, transport and other areas of
human activity.
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1 Introduction

In many countries (for instance, China [1], India [2], Russia, Turkey1, UK [3])
research evaluation is based on the indicators of the sources, i.e., journals, con-
ference proceedings, book series, in which the results are published. This often
leads to labeling publication sources with several predefined classes and judging
the importance of a publication based on the class of the source. As in many
research areas original results are published in journals [4], research evaluation
policies are often biased towards journals.

As an example of such a policy, we can mention the ongoing discussion on the
Comprehensive Methodology for Evaluating Publication Performance (CMEPP)
[5] in Russia. The methodology is based on the evaluation of publications depend-
ing on the Impact Factor (IF) quartile of journals in Web of Science: a journal
article published in the first quartile journal gets 20 points, the second quartile
- 10 points, the third quartile - 5 points, and the fourth quartile - 2.5 points. All
other publications, including conference papers, book chapters, journal articles,
indexed only in Scopus or Russian Science Citation Index, receive 1 point. This
scale applies to the natural sciences, engineering, and life sciences. There is a
flat scale for social sciences and humanities: all publications in Scopus or Web of
Science get 3 points regardless of the quartile. The advantages of this technique
include its simplicity and the ability to evaluate the re-search manuscript directly
at the time of publication, as the process of gathering citations takes time. The
disadvantages of the method are discussed in the Declaration on Research Assess-
ment, DORA [6] and include the possibility of manipulation with quantitative
journal metrics [7], although this is true of all purely quantitative methods of
evaluation. However, the main drawbacks of the methodology are the possible
discrepancy between the citation count of a specific article and the value of the
journal where it is published and high variance in the citations to the articles
in the same journal [8]. More recent research [9] shows that it is possible that
the Impact Factor is accurate predictor of the significance of an article than the
number of citations it has received. However, the design of the study does not
allow the authors to make conclusions about whether in practice the Impact
Factor is indeed more accurate than the number of citations. Without going into
further details of article-level vs journal-level metrics arguments, we will try to
reconcile the debates for the purpose of this paper. IF and other journal-level
metrics are widely used in research evaluation to judge the impact of research
contributions or researchers. If an article was published in a Q1 journal, it most
probably has a higher probability of being superb than an article in a Q4 journal
in the same discipline. However, counter-examples could be found, i.e., a weak
article in the Q1 journal or a superb article in the Q4 journal. Therefore, article-
level metrics, or even better, qualitative research methods should be used next
to the quantitative journal-level indicators. The statement that it is necessary to
use not only quantitative, but also qualitative methods for quality assessment is
supported by the REF Guidance on submissions [10], which recommends relying

1 https://www.urapcenter.org/Methodology, last accessed 03.07.2020.

https://www.urapcenter.org/Methodology
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more on qualitative research assessments than on citations. Now, let us turn back
to the purpose of the paper and stress that the CMEPP approach, as well as
most of journal-level approaches neglects the conferences: even the most presti-
gious conferences receive a lower rating than articles in the journals of the fourth
quartile.

Let us recall the advantages of conferences. First, the publishing process is
usually faster, which can be especially important in rapidly changing fields such
as computer science. Secondly, conference reports can be a good way to get early
feedback on current work or promote its results. Thirdly, attending conferences
is a great way to build connections in your field, learn about the latest work of
other groups, and meet people who may be interested in your results or working
with you in the future. Problems that may arise when participating in confer-
ences include paying a fee, preparing a presentation and speaking, which takes
quite a long time, as well as the fact that publications in conference proceed-
ings often have less weight for the researcher in his resume than journal articles.
The problem of underestimating conferences in the researcher’s resume should
be solved, since in areas where most scientific results are published in the pro-
ceedings of the conference, they have a great weight for scientific communities.
The above advantages and disadvantages are listed in [11]. Also, one of the dis-
advantages may be the rapid review process, which may lead to a less thorough
selection of works [12].

Unwillingness to participate in conferences, which is provoked by the above
factors, can lead to more serious consequences. So [13] calls the lack of scientific
communication skills as one of the factors that negatively affects the effective-
ness of re-searchers’ publishing activities. The lack of scientific communication
in some countries leads to the creation of platforms for the exchange of scientific
information [14,15], which do not always work effectively. The Research Collab-
oration System and the SECI model among scientists in Thailand were studied
in [14]. This was the first step to improve knowledge sharing. In turn, in the
study [15], the authors examined whether Turkish scientists use an academic
social media service, such as ResearchGate, Academia.edu, Google Scholar Pro-
file, LinkedIn, ResearcherID and Mendeley. The study found that these services
are widely used, but most scientists do not use them for knowledge sharing and
collaboration.

The authors [16] emphasize the importance of conference participation for
re-search scientists in computer science and engineering and the speed of infor-
mation transfer outweighs the many disadvantages of conferences. And the fact
that scientists or teachers are evaluated in the traditional way (through publi-
cations in journals) hinders their career [16], and despite the fact that this work
was published more than 20 years ago, the trend continues to this day.

In this paper we 1) review the current practices of using conferences in the
re-search evaluation; 2) identify scientific disciplines, where conference proceed-
ings play a significant role in the communication of primary research results;
3) propose a new methodology for the assessment of conference proceedings
based on Scopus and Scimago Journal Rank (SJR) data; 4) show that such
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bibliometric-driven methodology produces classification of conferences similar
to the classification designed by domain experts, such as CORE. This article
is structured as follows: Sect. 2 presents the role of conferences in the scientific
community. Section 3 describes the methodology of the study, Sect. 4 presents
the results of the study and its limitations, and Sect. 5 describes the conclusions
and prospects for the development of this study.

2 The Role of Conferences

Conferences play an important role in some areas of science - for example, in
Computer Science, more than 60% of the research results are published in con-
ference proceedings [17]. The authors of this study also identified several prob-
lems related to evaluating impact of conference proceedings: first, rankings such
as Google Scholar and Microsoft Academic miss or underestimate some con-
ferences due to the young age of the conference or the unreliable size, which
forces researchers to look for new methods of ranking conferences. For confer-
ences that are at least four years old2, CiteScore provides equal opportunities
for all conferences, symposia, and seminars, regardless of their size or age. Sec-
ondly, the authors show that Scopus’ CiteScore is an effective method of evalu-
ating computer science conferences. Thirdly, the CiteScore method shows that
conference papers also have a high impact, as do articles in leading computer
science journals. Research [4] show that a small number of elite conferences have
higher average citations rate than elite journals. The authors of [18] looked at
the bibliometrics of conferences and concluded: conferences are more popular
than journals; about 78% of publications reflecting the most relevant research
are published in conference proceedings; publications in journals are cited more
than those in conferences (57% vs. 43%, respectively); the distribution of publi-
cations in conferences vs journals is country-dependent. While there is a range
of metrics for evaluating journals, e.g., Impact Factor, SCImago Journal Rank
(SJR), there is no common metric for evaluating conferences [19].

The first attempts to create conference rankings appeared in Computer Sci-
ence. The most frequently used rankings, based on the experience of the authors,
are the Computing Research and Education Association of Australasia, CORE
and ERA Ranking [20], Qualis (2012), China Computer Federation (CCF) rank-
ing (2012), MSAR (2014), and GII-GRIN-SCIE (2014). The CORE Conference
Ranking3 provides evaluation of major computer science conferences. Decisions
are made by academic committees based on data requested as part of the submis-
sion process. ERA Ranking (2010) was created in the framework of Excellence
in Research in Australia (ERA)4. It incorporates data from a previous ranking
2 More specifically, “conferences, whose proceedings have been indexed in Scopus for
at least 4 years”, but as we mostly interested in conference that have proceedings
we will use “conferences” and “conference proceedings” interchangeably through the
paper.

3 Available at http://www.core.edu.au/conference-portal (date accessed 01.03.2020).
4 Available at https://www.arc.gov.au/excellence-research-australia (date accessed
01.03.2020).

http://www.core.edu.au/conference-portal
https://www.arc.gov.au/excellence-research-australia
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attempt done by CORE. Qualis [21] has been published by the Brazilian min-
istry of education and uses the H-index (strictly speaking, H-index percentiles)
as a performance measure for conferences. The latest edition was released in
2016. The fifth edition of the list of journals and conferences recommended by
the CCF5 was released in April 2019 and assigns A, B, C ranks to conferences
in each CS subarea. Interestingly, the release mentions that “the influence of
journals and conferences is not directly related to the influence of a single paper
published there. Therefore, it is not recommended to use this list as a basis
for academic evaluation” - see our earlier discussion on journal- vs. article-level
metrics. MSAR6 is the Microsoft Academic’s field rankings for conferences. It is
similar to the h-index and calculates the number of publications by an author
and the distribution of citations to the publications. Field ranking only calcu-
lates publications and citations within a specific field and shows the impact of
the scholar or journal within that specific field. GII-GRIN-SCIE conference rat-
ing7 is an attempt to develop a unified rating of computer science conferences led
by GII (Group of Italian Professors of Computer Engineering), GRIN (Group of
Italian Professors of Computer Science), and SCIE (Spanish Computer-Science
Society), see [22]. The latest version ranks all conferences in four tiers (top notch,
very high quality, good, and work in progress) based on the CORE, Qualis and
MSAR rankings and it was released in 2018. Last but not the least, there is
also Google Scholar Top publications [23] tool which lists both conferences and
journals in the same ranking.

Now that we reviewed why conferences are important in Computer Science
and how this is tackled with different rankings, let us check if conferences only
matter in Computer Science. As in previous research on conference [17,24] we
used Scopus to compute the share of conference proceedings in the total number
of publications for particular subject categories in 2015–2019. Figure 1 shows
the subject categories where the share of conference proceedings is more than
10% of all publication sources. The highest percentage of conferences is observed
in Computer Science, as well as Mathematics and Decision Sciences. Note that
given that publications in Scopus can belong to several categories, there might
be overlap. There is a substantial share of publications in conference proceedings
for Engineering and Energy.

The conference rankings mentioned above provide an initial basis for the eval-
uation of research published in conference proceedings. While most of the cur-
rent rankings are based on citations, alternative metrics can be used to identify
influential articles and authors, e.g., PageRank-like algorithms [26]. A promising
research direction is whether such rankings could be used to address the phe-
nomenon of predatory or fake conferences [27]. However, most of the existing
rankings have been created for specific local communities and were never meant
to be used globally, like journal IFs. In the following, we will propose a metric

5 Available at https://www.ccf.org.cn/c/2019-04-25/663625.shtml (date accessed
28.04.2020).

6 Available at https://academic.microsoft.com/home (date accessed 04.03.2020).
7 Available at http://gii-grin-scie-rating.scie.es/ (date accessed 28.04.2020).

https://www.ccf.org.cn/c/2019-04-25/663625.shtml
https://academic.microsoft.com/home
http://gii-grin-scie-rating.scie.es/
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Fig. 1. The share of conference proceedings in the total number of publications for
particular subject categories 2015–2019. Source: authors’ own calculations based on
Scopus [25] data (data retrieved on 19.03.2020)

for the conferences indexed in Scopus and compare it with the most frequently
used CS conference ranking, CORE. Thus, the overall goal of this study is to
use the bibliometrics methods to estimate the role of conference proceedings in
different disciplines.

3 Materials and Methods

At the first stage, in the Scopus sources list8 we selected those which are as con-
ference proceedings (Conference Proceedings post-1995). In terms of data collec-
tion time and completeness, Scopus is the optimal tool for conducting research
[28]. The authors [29] who conducted a similar study, but much later than the
first one, made the same conclusions. We then focused on those which are cur-
rently indexed (i.e., have the ongoing status), and for which an SJR9 score is
available. This selection resulted in 171 sources with conference proceedings.
Note that the way Scopus indexes conferences depends on the conference and
the publication outlet (journal, book series, conference proceedings). So the 171
sources we selected contained a much bigger number of conferences, as sources
like ACM International Conference Proceeding Series or CEUR Workshop Pro-
ceedings publish several hundreds conference proceedings per year.

The SCImago Journal Rank (SJR) is not just a citation indicator such as
Impact Factor or CiteScore; it is based on a PageRank-like algorithm, which

8 Available at https://www.scopus.com/ (date accessed 04.03.2020).
9 Available at https://www.scimagojr.com/ (date accessed 04.03.2020).

https://www.scopus.com/
https://www.scimagojr.com/
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is an iterative process of prestige transfer among the publication sources. The
calculation is an iterative process in which the prestige of each source depends
on the prestige of the sources which cite it. The final SJR value is normalized
over the number of documents published in the citation window [30].

Given that the SJR is computed based on Scopus data, we also used this
database in our analysis. Out of the 171 conference proceedings sources, 153
were assigned one or more subject categories (third level ASJC10) in Scopus.
For the 18 conferences proceedings sources that were not assigned any subject
category; we deduced the categories based on publications in Scopus.

Next, for each of the subject categories, we computed the threshold SJR val-
ues for the quartiles, in the same way SCImago calculates them for journals.
This was necessary because SCImago does not assign quartiles to the confer-
ences proceedings sources, only to journals and book series. This allowed us to
assign each conference source to the corresponding quartile (Q1, Q2, Q3, Q4) in
each subject category. For example, the minimum SJR for journals and book
series of the first quartile is 0.261, the second is 0.139, the third is 0.104, and
the fourth is 0.1. The IOP Conference Series: Materials Science and Engineering
has an SJR of 0.195, so we can classify the source as Q2. We emphasize that
this is not a quartile itself; it is a conditional assignment of conference proceed-
ings source to a quartile based on the SJR value. For journals covering several
subjects, CMEPP research evaluation guidelines suggest using the maximum of
the quartiles in those subjects. However, the importance of the same conference
in different communities varies, as also mentioned in the CCF release notes. We
therefore would like to stress the importance of using subject-specific quartiles
for conferences, i.e., a conference can belong to several subject categories and
can have different quartiles there.

4 Results

The distribution of conferences proceedings sources across subject categories is
shown in Fig. 2. Note that one conference can belong to several subject categories.
Out of 171 sources, one was assigned to five subject categories, one to four, 13
to three, 66 to two, and 90 conferences had only one subject category.

Figure 3 shows the distribution of conference proceedings across quartiles
in the context of subject categories. If one considers all sources (journals, book
series, conference proceedings), the share of each quartile is obviously 25%. How-
ever, as our selection is limited to the conference proceedings, the distribution
between the categories Q1–Q4, is very different for each subject category.

From the graph, it is evident that Engineering and Computer Science have
not only the highest share of conference proceedings but also the largest number
of high-impact conference proceedings. This once again confirms the thesis that
conference proceedings must be considered when evaluating research in these

10 All Science Journal Classification Codes. Available at [31] (date accessed 04.03.2020).
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Fig. 2. The distribution of conferences proceedings sources across subject categories.
Source: authors’ own calculations

Fig. 3. Distribution of conference proceedings sources into categories. Source: authors’
own calculations
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areas. Our results are in line with the results of earlier studies [17]. The differ-
ence in the number and quality of conference proceedings between these subject
categories and the rest is substantial. The source data is available in [32].

Out of the 73 proceedings of Computer Science conferences, 45 conferences
(62%) are in the CORE ranking; 10 sources are aggregators that publish the
proceedings of many conferences (e.g., Procedia Computer Science, ACM Inter-
national Conference Proceeding Series, etc.); and 18 conference proceedings are
not core CS conferences, but are from related fields (for example, IEEE MTT-S
International Microwave Symposium Digest). The latter appear in our dataset
because according to the ASJC classification conferences can fall simultaneously
into several subject areas/categories. Such conferences, however, are out of scope
for CORE, which focuses exclusively on Computer Science conferences. For the
45 conferences from our list, which are also present in CORE, we compared the
distribution by category (Fig. 4, Q1 for SJR corresponds to A * for CORE, Q2
- A, Q3 - B, Q4 - C). Spearman’s rank correlation coefficient was 0.452, which
suggests an average correlation dependence. This is an interesting fact, given
the fundamentally different approaches to the formation of lists, bibliometric
and expert. The full table is also presented in the dataset available online (see
Footnote 8).

Fig. 4. A comparative analysis of distribution of conferences into categories

4.1 Limitations

The study has several limitations:

1. We have evaluated conference proceedings sources, not the conferences them-
selves. If one would like to evaluate conferences, they should take into account
not only the bibliometric data, but also various other parameters: topical
scope, program committee, authors, the peer review process, proceedings pub-
lication culture, etc. However, a quantitative assessment presented here may
be a convenient auxiliary tool, even though it does not eliminate the need for
expert evaluation.
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2. The list reflects only non-journal and non-book sources. Conference proceed-
ings published in journals and book series (e.g., Journal of Physics Conference
Series, Lecture Notes in Computer Science) can use the SJR quartile of the
corresponding journal or the book series.

3. The list only reflects conference proceedings with the serial ISSN; some con-
ferences do not receive it due to the oversight of the organizing committee.
Such conferences are not included in the list of serials in Scopus and could
not be included in the analysis.

4. The list includes not only the proceedings of individual conferences but also
aggregators such as CEUR Workshop Proceedings, Leibniz International Pro-
ceedings in Informatics (LIPIcs). The level of conferences within such publi-
cations may vary significantly. Unfortunately, the data granularity in Scopus
does not allow for the conference-level analysis within these sources.

Even though the CCF recommends not using conference rankings for aca-
demic evaluation, [33] shows how such rankings influence publishing behavior of
scientists. Therefore, it is important to provide more transparency in how rank-
ings are created, what is included, which metrics are used, etc. The methodology
proposed in this paper represents a step in this direction, as it combines trans-
parent bibliometric indicators and correlates with expert opinions.

The authors will continue research on the evaluation of conferences and con-
ference papers. We would like to move towards paper-level metrics, as differ-
ent papers in the same conference proceedings have different quality, citations,
importance. In this regard we would like to mention several projects that aim
at providing open identification of conferences, which is the first step before
doing any bibliometrics. ConfIDent aims at developing a crodwsourcing plat-
form for providing semantically structured metadata of scientific events [34].
The ConfRef.org project, which was created to provide information on scien-
tific conferences and provide standard identifiers for conferences. The current
prototype provides data on 40,000 conferences, mainly from computer science,
provided by Springer Nature and DBLP. The primary purpose of ConfRef is to
provide trusted information about the history, dates, venues, places of publica-
tion/past issues of a series of conferences (and related conferences) in various
disciplines (Computer Science, Electrical Engineering, Mathematics), as well as
information about upcoming conferences and invitations, dates and information
about program committee. On top of this, ConfRef will deal with identifying
predatory or fake conferences.

5 Conclusions

In this paper we made an attempt to review the role of conferences in the research
evaluation and to identify scientific disciplines, where conference proceedings are
an important outlet for publishing original research results. Next to the “usual
suspects”, i.e. Computer Science, conference proceedings often used for pub-
lishing results in Engineering, Mathematics, Energy, Decision Sciences. We also
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presented a new methodology for applying Scopus and Scimago Journal Rank
(SJR) data for the assessment of conference proceedings and showed that it pro-
vides similar results to expert-designed ranking, such as CORE. The methodol-
ogy shows that some conference proceedings in Computer Science, Engineering,
Material Science, Physics and Astronomy, and Mathematics are comparable with
Q1–Q2 journals.

Future work includes development of tools which would implement the pro-
posed methodology and work on removing the limitations such as the different
granularity of conference proceedings sources.
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Abstract. In this paper, the research of computer algorithms for auto-
matic detection of heart rhythm disorders based on the analysis of elec-
trocardiograms have been conducted. A new model of the electrocardio-
gram classifier is proposed, as an ensemble of a two-dimensional con-
volutional neural network and a long short-term memory model, which
includes an attention layer. Computer experiments conducted on the
MIT-BIH Physionet collection of ECG showed its high performance com-
pared to other models of machine and deep learning. Proposed model suc-
cessfully detected cardiac arrhythmia classes with an accuracy of 99.34%,
AUC = 99% and recall = 99%.

Keywords: cardiac arryhythmia · cardiovascular diseases ·
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1 Introduction

Cardiovascular disease (CVD), according to the World Health Organization, is
one of the most common causes of death in the world [1]. Problems of the cardiac
system can lead to aberrations in electrical pulses that disrupt the normal heart
rate and rhythm. This abnormality is widely known as arrhythmia, a dangerous
disease that threatens human life, therefore, timely diagnosis of arrhythmia is of
great importance in the prevention of cardiovascular diseases. The most effective
clinical method for visualizing the electrical activity of the heart is electrocardio-
graphy (ECG). In addition to being non-invasive, it is also fast and easy to use,
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providing enough information to diagnose and treat heart disease [2,3]. Manual
analysis of the ECG signal is a complex task, which justifies the need to develop
methods for the automated detection of cardiac arrhythmias. Automated ECG
computer analysis has been a subject of great interest in the field of biomedical
technology for many years, and it is still a challenging theoretical and practical
task.

The volume of studies of electrocardiograms and the demand for computer-
aided diagnostics of cardiovascular diseases is constantly growing, so the com-
puter methods of processing and analyzing electrocardiograms, as well as their
use in real time, as well as in the form of remote applications, are becoming pop-
ular. The formulation of the problem of automated detection of cardiac arrhyth-
mias can be reduced to the problem of classifying ECG signals. When develop-
ing approaches to automating the ECG classification process, such methods as
hidden Markov model (HMM) [4], discrete wavelet transform (DWT), machine
learning algorithms, as well as artificial neural networks were used [5,6]. With
the introduction of deep learning models, computer diagnostics of ECG signals
has reached a new level. In particular, the authors of the paper [7] used a deep
convolutional neural network to identify arrhythmias according to ECG data of
5 different heartbeat classes, having obtained an accuracy of 92%. In paper [8], a
model of a one-dimensional convolutional neural network 1D CNN was developed
for the classification of 5 types of cardiac arrhythmias by electrocardiograms and
an accuracy of 92.70% was obtained. In addition, in paper [9], two-dimensional
model of convolutional neural network was implemented to detect heart arrhyth-
mias.

In this paper, a number of deep neural network models, including convolu-
tional, recurrent networks and their ensembles, are investigated and implemented
in software for the classification of ECG signals. The ensemble of deep neural
networks is proposed based on a one-dimensional convolutional network 1D CNN
and a recurrent network with a long short-term memory (LSTM) unit. A com-
parative analysis of these deep models with popular machine learning algorithms
is carried out and the effectiveness of using deep neural networks for the auto-
mated detection of cardiac arrhythmias is approved. The accuracy of the best
deep model is achieved 99.34%.

2 Development of Deep Learning Models for ECG
Signals Classification

2.1 Deep Convolutional Neural Networks

Convolutional networks were originally designed for image recognition, however,
due to their advanced ability to extract the features of classes from the objects
under study, they are also used for processing time sequences and digital sig-
nals [5–7]. The traditional architecture of such a neural network consists of two
parts: in the first step, it performs feature extraction from raw data, including
a convolution layer and pooling layers. Then, in a second step, the dense layer
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performs classification based on the extracted features. A convolutional layer
convolves into localized regions by transforming an incoming layer into a subse-
quent one. This approach is used specifically to extract features from raw data.
Union layers are used after convolutional layers, which minimizes the number
of convolution parameters and computational complexity. In addition, a batch
normalization layer is used.

2.2 Recurrent Neural Networks

Another class of deep neural networks, often used in the analysis of one-
dimensional digital signals and time sequences, are recurrent neural networks.
They were originally created to solve the problem of text processing and natural
language. In this work, for the classification of ECG signals, we used a fairly
well-known model with a long short-term memory (LSTM) unit.

3 Description of the MIT-BIH Database of ECG Signal
Samples

There are fifteen diagnosed types of arrhythmias, which are divided into five
large classes [3]. Based on this, one can judge about pathological changes in
various parts of the heart in a wide variety of cardiovascular diseases, and this
can help doctors in making specific clinical decisions. To validate and test the
proposed methods, we used the MIT-BIH database [10,11], a freely available
dataset that is widely used to assess the effectiveness of ECG signal classification
algorithms. In accordance with the Association for the Advancement of Medical
Instrumentation (AAMI) standard EC57, each ECG signal can be divided into
5 types of heartbeats [11]:

– N – normal rhythm;
– S – Supraventricular ectopic beats (atrial premature): atrial (supraventric-

ular) extrasystole, a violation of the heart rhythm, characterized by the
occurrence of single or paired premature heart contractions (extrasystoles)
caused by excitation of the myocardium. Frequent atrial extrasystoles can be
harbingers of atrial fibrillation or atrial paroxysmal tachycardia, accompany-
ing overload or changes in the atrial myocardium;

– V – Ventricular ectopic beats: ventricular extrasystole, premature ventricular
contraction. Ventricular arrhythmia can be a manifestation of coronary heart
disease;

– F – Fusion beats: fusion of ventricular and normal rhythm;
– Q – undefined rhythms.

4 Analysis of the Effectiveness of the Deep Learning
Models Application to the Classification of Cardiac
Arrhythmias

In this section, we proceeded to the development and research of deep learning
models for multi-class classification of ECG signals from a data set MIT-BIH [10].
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The analyzed dataset consists of 109446 samples of ECG signals. Let us for our
convenience to enumerate the records by classes as ‘N’: 0, ‘S’: 1, ‘V’: 2, ‘F’: 3,
‘Q’: 4. Then the number of ECG records in each class are as follows: 0-72471,
1-2223, 2-5788, 3-641, 4-6431. The distribution of records over classes is shown in
Fig. 1. It could be seen from this, that the classes of ECG signals are extremely
misbalanced and it is a real problem for us, because most of the machine learning
classifiers ignores minor classes and this can lead to their poor performance. But,
as a rule, the accuracy for minor classes is most important for us, so how exactly
do they describe heart rhythm disorders.

One approach to solve this problem is to duplicate examples from the minor-
ity class in the training dataset before fitting the model. This can balance the
class distribution, but does not provide any additional information for the model.
The improvement with regard to duplication of examples from the minority
class is to synthesize new examples from the minority class. This is a type of
data augmentation for a minority class and is called the Synthetic Minority
Technique (SMOTE) method [19]. So, in this paper we applied SMOTE algo-
rithm to balance the distribution of ECG-signal classes realized in [15]. As a
result of its application, the following distribution of classes ECG-signals was
obtained: 0-26.3%, 1-18.4%, 2-18.4%, 3-18.4%, 4-18.4%. The following data are
used as input data for the computer algorithms studied in the work: train-
ing data X train = (87554, 187), y train = (87554, 187); validation data
X val = (21892, 187), y val = (21892, 1).

In this paper we proposed one-dimensional 1D CNN model of the deep con-
volutional network for ECG-signal classification as follows: a vector of input data
of dimension (187, 1) is fed to the input of the neural network. The first layer
of the network is a one-dimensional convolutional layer with 32 filters of size
(6 × 1), a convolution step of 1 and a non-linear activation function ReLU. This
is followed by the Max Pooling layer with a kernel size (3 × 1) and a step equal
1. Its application halves the number of parameters, choosing only neurons with
the maximum activation value within the region (3 × 1). This is followed by the
second block, consisting of a one-dimensional convolutional layer with 64 filters,
a kernel (3 × 1), a convolution step equal 1 and an ReLU as activation function,
as well as a Max Pooling layer with a kernel size (3 × 1) and step 1. The third
block also consists of a one-dimensional convolutional layer with 128 filters, a
kernel (6× 1), a convolution step of 1, and a ReLU as activation function. Next,
a Dropout layer is added with a coefficient of 0.25. Dropout is one of the most
effective and common neural network regularization techniques. Dropout applied
to a layer consists in removing (assigning zero) to randomly selected features.
The dropout coefficient is the proportion of the nulled features, usually it is
selected in the range from 0.2 to 0.5 [12].
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Fig. 1. Distribution classes of records of ECG signals in MIT-BIH base

Then comes the Flatten layer, which converts the multidimensional feature
vector to the one-dimensional vector, preparing the output for a Fully Connected
(FC) layer. The output of the Flatten layer is then passed to a dense layer of 100
neurons and a ReLU activation function. This is followed by another dense layer
with 50 neurons and the ReLU activation function. Finally, another dense layer
is included in the network with the Softmax activation function, which is used
to predict the class to which the input belongs. The output size of this layer is
5 because there are 5 classes of ECG signal patterns.

As the hyperparameters of the neural network, we have chosen the learning
rate, the number of training epochs, the optimizer, and a number of others. As a
result of their optimization, the optimal learning rate was 0.001, the number of
training epochs was 150, the value of the dropout layer parameter was obtained
equal to 0.2, batch size = 32. To train the network, the Adam optimizer was
used, and a sparse categorical cross-entropy as a loss function. Neural network
models are implemented in the Keras and Tensorflow environment, and the basic
libraries of the Python programming language was also used in the implementa-
tion of machine learning algorithms [12,13]. To optimize the hyperparameteres
of deep learning models we used KerasTuner library [20].

Next, we proposed the recurrent neural network (RNN) model based on long
short-term memory (LSTM) as follows. The introduction of recurrent neural
networks (LSTM) has become a popular and effective approach in modeling
not only in natural language processing systems, but also digital signals in gen-
eral [23]. So, the input layer is proposed to convert ECG signals into a structure
of dimension (187, 1) corresponding to the length of the ECG signal. Next comes
the LSTM layer, which contains an LSTM cell with 187 neurons. Next we add
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one more LSTM layer with 128 neurons. To prevent overfitting in the neural
network architecture, the Dropout layer with the parameter equal 0.2 is also
used. This is followed by a dense layer (none, 5) containing a Softmax activa-
tion function that is used to predict the class to which the input belongs. Then
LSTM model was compiled with a sparse categorical cross-entropy loss function,
an Adam optimizer, and an accuracy metric. To optimize the hyperparameters
of this model we used KerasClassifier [12,13]. Obtained in this way values are
batch size = 40, epochs = 40, learning rate = 0.0001.

To improve the classification accuracy of individual classes of the data under
study, the stacked model of the reviewed above LSTM model and 2D CNN net-
work was proposed. As a whole, CNN model consists of the input layer, next
it follows by three convolutional blocks, which includes the first convolutional
layer 2D CNN (256, kernel size(8,2), padding = ‘valid’), BatchNormalization(),
ReLU(), Dropout (0.25); second covolutional layer 2D CNN(512, kerne size(5,1),
padding = ‘valid’), BatchNormalization(), ReLU(), Dropout (0.25); third convo-
lutional layer 2D CNN(512, kernel size(5,1), padding = ‘valid’), BatchNormal-
ization(), ReLU(), Dropout (0.25). In this model the convolutional block first
analyzes the ECG signals, selects the key features of the classes from them and
transmits them to the subsequent part of the model of. Further, the received fea-
tures enter the LSTM unit, where they are analyzed and classification is done.

To this convolutional unit we attached LSTM (128) and Dense (5, activa-
tion = ‘softmax’) layers. In classical deep models, all neurons of the input layer
have the same weight. However, different areas of the heartbeat rhythm have
different interpretations and affect the results of detecting rhythm disorders. To
take into account this feature of the studied data, we proposed to include an
attention layer in order to adjust the model to a more attentive perception of
the most important parts of the ECG signal [24]. The model constructed in this
way is compiled with optimizer = ‘Adam’, loss = ‘categorical crossentropy’ and
trained on epochs number = 100.

In addition, the following machine learning algorithms were used: sup-
port vector machine (SVM), decision trees (DT), random forest (RF) and
extreme gradient boosting classifier (XGB). We used Grid Search method to
optimize the hyperparameters of these algorithms: Best Parameter of SVM:
(C = 1, gamma = 0.8, kernel = rbf’), Best Parameter of DT: (‘criterion’: ‘gini’,
‘max depth’ = 12), Best Parameter of RF: (‘criterion’: ‘gini’, ‘max depth’: 8,
‘max features’: ‘auto’, ‘n estimators’ = 500), Best Parameter of XGB: (‘colsam-
ple bytree’ = 0.8, ‘gamma’ = 1, ‘max depth’ = 4, ‘min child weight’ = 1, ‘subsam-
ple’ = 0.6).

The main results of the classification of ECG signals using machine learning
algorithms and deep neural networks are shown in the Table 1. To analyze the
performance of the algorithms, we used next metrics:

Accuracy = (TP + TN)/(TP + TN + FP + FN),

P recision = TP/(TP + FP ),



Cardiac Arrhythmia Disorders Detection with Deep Learning Models 377

Recall = TP/(TP + FN),

F1 score = 2 ∗ (Precision ∗ Recall)/(Precision + Recall),

where TP-true positives (data examples labeled as positive that are actually
positive), FP- false positives (data examples labeled as positive that are actually
negative), TN-true negatives (data examples labeled as negative that are actually
negative), FN-false negatives (data examples labeled as negative that are actually
positive) [12].

As we can see from the Table 1, almost all of the studied algorithms have
demonstrated high accuracy in the classification of ECG signal samples. On the
other hand, since that our main task is the detection of cardiac arrhythmia,
which is mainly characterized by classes S, V and F, we are primarily interested
in the accuracy of classification of these classes. As can be seen from Fig. 1, they
contain an extremely small number of samples of ECG signals compared to other
classes.

In this situation, an effective indicator of the performance of the machine
classifier is the confusion matrix (CM) [15]. The accuracy of the classification of
each class can be visually found by its main diagonal in the corresponding row.
After computing of the CM for corresponding algorithms, it can be argued that
despite the overall high accuracy of classification, machine learning algorithms
do not allow to detect heart rate disorders with high quality. For example, Fig. 2
shows a graph of the confusion matrix for the DT algorithm. It follows that
the classes of heart rhythm disorders S, F are classified with low accuracy (58%
and 57% correspondently). Figure 3 shows the CM for the RF algorithm, which
implies that, despite the high accuracy of the classification of classes N and Q
(98% and 94%, respectively), but classes S and F are still characterized by low
accuracy (65% and 59%, respectively).

Table 1. The results of classification of ECG classes

Classifier Accuracy Precision Recall F1-score AUC

model macro,% macro,% macro,% macro% macro,%

SVM 90.76 79.22 77.3 78.12 81.18

DT 95 81.22 80.13 81.4 83.16

RF 97 96 79.2 85.4 88.55

XGB 96.69 95.22 74.81 81.934 89.6

1D CNN 97.36 97.66 97.54 97.68 97.8

LSTM 97.49 97.3 96.8 97.35 97.87

2D CNN LSTM 99.34 99.25 99.247 99.43 99.7
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Fig. 2. Confusion matrix of the DT model

For deep learning models, confusion matrices were also constructed and ana-
lyzed. Figure 4 shows the confusion matrix for the 1D CNN deep learning model.
It follows that with a sufficiently high accuracy of classification of all classes of
samples, the accuracy estimates for classes S, F were less accurate (81% and
84%), compared to the other classes N, Q, V, but significantly higher, compared
to the results obtained by the SVM, DT, RF models. Analyzing the confusion
matrix of the 2D CNN LSTM ensemble model shown in Fig. 5, it can be argued
that it performs very well the classification of ECG signal samples, the overall
classification accuracy was 99.34% (Table 1), the classification accuracy of classes
S, F is turned to be 100%.
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Fig. 3. Confusion matrix of the RF model

When analyzing the classification performance of the machine learning algo-
rithms on imbalanced classes, the ROC AUC curve graph and the area under
curve (AUC) are also effective indicators [15]. Figure 6 shows the ROC curves
for each class, and the AUC values for each class of the 2D CNN LSTM ensem-
bled model. The analysis of these values shows that the classification quality was
very high for all classes of cardiac arrhythmias, compared to the other proposed
machine models.
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Fig. 4. Confusion matrix of the 1D CNN model

Thus, summarizing up our studies of classification quality analysis by var-
ious computer algorithms for individual classes of heart rythm disorders, we
can say that almost all machine learning algorithms classify well samples from
classes with a large volume of samples and demonstrate low classification accu-
racy for classes containing a small number of samples. At the same time, ana-
lyzing and comparing the performance of various neural network models based
on the obtained classification accuracy estimates, it can be argued that the
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Fig. 5. Confusion matrix of the ensemble of 2D CNN LSTM model

2D CNN LSTM stacked model allows not only to obtain high classification accu-
racy, accuracy = 99.34%, but also high values of other classification metrics F1-
metric, precision, recall and ROC AUC curve for the minor classes. This could
be explained by the special properties of the attention module, which is used by
us in the architecture of the proposed stacked deep model.
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Fig. 6. ROC curves for each class of ECG signals and the corresponding AUC scores

5 Conclusion

We have conducted extensive research of various machine learning algorithms in
order to develop the methods for automatical detection the heart rhythm disor-
ders. For this aim, we used the MIT-BIH Physionet database, which consists of
5 classes of ECG signals that characterised by various cardiac arrhythmias. The
paper proposed the classifier of the ECG signals, which combines the 2D CNN
model and the reccurent neural network with LSTM unit. We proposed to include
an attention module in the recurrent network architecture. As shown by com-
puter calculations, this made it possible to significantly increase the values of
the accuracy scores of the classification of minor classes that characterize heart
rhythm disorders compared to other computer models. Computer experiments
showed that the proposed model successfully classifies cardiac arrhythmias with
an overall accuracy of 99.34%.

The most important practical application of the results of the work is the
promotion of the developed algorithms for the study of other bases of electrocar-
diograms in order to create algorithms for the transfer of learning to recognize
arrhythmia [22]. The most important line of development of our research is the
elaboration of a mobile application that allows solving the problem of remote
detection of arrhythmias using an electrocardiogram sample uploaded by a doc-
tor in the form of two-dimensional images. Another significant problem is the
imbalance of the classes of ECG signal databases. Standard approaches to its
solution in this case can hardly be effective, since artificial samples of digital
signals created, for example, by the SMOTE algorithm [14], may simply not be
a human electrocardiogram. We will also put our further intellectual efforts in
this direction.



Cardiac Arrhythmia Disorders Detection with Deep Learning Models 383

References

1. WHO (2018). http://www.who.int/mediacentre/factsheets/fs317/en/
2. Society, H., Heart diseases and disorders (2018). https://www.hrsonline.org/

Patient-Resources/Heart-Diseases-Disorders
3. Benjamin, E.J., Virani, S.S., Callaway, C.W., et al.: Heart disease and stroke statis-

tics, 2018 update: a report from the American Heart Association. Curculation
137(12), 67–492 (2018)

4. Coast, D.A., Stern, R.M., Cano, G.G., Briller, S.A.: An approach to cardiac
arrhythmia analysis using hidden Markov models. IEEE Trans. Biomed. Eng.
37(9), 826–836 (1990)

5. Isin, A., Ozdalili, S.: Cardiac arrhythmia detection using deep learning. Procedia
Comput. Sci. 120, 268–275 (2017)

6. Zhai, X., Tin, C.: Automated ECG classification using dual heartbeat coupling
based on convolutional neural network. IEEE Access 6, 27465–27472 (2018)

7. Acharya, U.R., et al.: A deep convolutional neural network model to classify heart-
beats. Comput. Biol. Med. 89, 389–396 (2017)

8. Kiranyaz, S., Ince, T., Gabbouj, M.: Real-time patient-specific ECG classification
by 1-D convolutional neural networks. IEEE Trans. Biomed. Eng. 63(3), 664–675
(2015)

9. Jun, T.J., Nguyen, H.M., Kang, D., Kim, D., Kim, D., Kim, Y.-H.: ECG
arrhythmia classification using a 2-D convolutional neural network. arXiv Preprint
arXiv:1804.06812 (2018)

10. Mark, R.G., Schluter, P.S., Moody, G.B., Devlin, P.H., Chernoff, D.: An annotated
ECG database for evaluating arrhythmia detectors. IEEE Trans. Biomed. Eng.
29(3), 600 (1982)

11. Association for the Advancement of Medical Instrumentation. https://www.aami.
org/

12. Chollet, F.: Deep Learning with Python, 384 p. Manning Publications (2017)
13. Muller, A.C., Guido, S.: Introduction to Machine Learning with Python. O’Reilly

Media, Inc. (2018). ISBN 13:9781449369415
14. Raschka, S., Mirjalili, V.: Python Machine Learning: Machine Learning and Deep

Learning with Python, Scikit-learn, and TensorFlow, 3rd edn. Packt Publishing
(2019)

15. Sevastyanov, L.A., Shchetinin, E.Y.: On methods of improving the accuracy of
multiclass classification on unbalanced data. Informatika i yeye primeneniya 14(1),
63–70 (2020). (in Russian)

16. Shchetinin, E.Y., Sevastyanov, L.A., Demidova, A.V., Kulyabov, D.S.: Classifica-
tion of skin lesions according to dermoscopy using deep learning methods. Matem-
aticheskaya biologiya i bioinformatika 2(15), 180–194 (2020). (in Russian). https://
doi.org/10.17537/2020.15.180

17. Rajpurkar, P., Hannun, A.Y., Haghpanahi, M., Bourn, C., Ng, A.Y.: Cardiologist-
level arrhythmia detection with convolutional neural networks. arXiv preprint
arXiv:1707.01836 (2017)

18. Kachuee, M., Fazeli, S., Sarrafzadeh, M.: ECG heartbeat classification: a deep
transferable representation. arXiv arXiv:1805.00794v2 (2018)

19. Chawla, N.V., Bowyer, K.W., Hall, L.O., Kegelmeyer, W.P.: SMOTE: synthetic
minority over-sampling technique. J. Artif. Intell. Res. 16, 321–357 (2002)

20. Keras tuner documentation. https://keras-team.github.io/keras-tuner/

http://www.who.int/mediacentre/factsheets/fs317/en/
https://www.hrsonline.org/Patient-Resources/Heart-Diseases-Disorders
https://www.hrsonline.org/Patient-Resources/Heart-Diseases-Disorders
http://arxiv.org/abs/1804.06812
https://www.aami.org/
https://www.aami.org/
https://doi.org/10.17537/2020.15.180
https://doi.org/10.17537/2020.15.180
http://arxiv.org/abs/1707.01836
http://arxiv.org/abs/1805.00794v2
https://keras-team.github.io/keras-tuner/


384 E. Y. Shchetinin et al.

21. Chen, D., Li, D., Xu, X., Yang, R., Ng, S.-K.: Electrocardiogram classification and
visual diagnosis of atrial fibrillation with DenseECG, arXiv:2101.07535v1 [eess.SP],
19 January 2021

22. Tajbakhsh, N., et al.: Convolutional neural networks for medical image analysis:
full training or fine tuning? IEEE Trans. Med. Imaging 35(5), 1299–1312 (2016)

23. Shchetinin, E.Y., Sevastianov, L.A., Kulyabov, D.S., Ayrjan, E.A., Demidova,
A.V.: Deep neural networks for emotion recognition. In: Vishnevskiy, V.M.,
Samouylov, K.E., Kozyrev, D.V. (eds.) DCCN 2020. LNCS, vol. 12563, pp. 365–
379. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-66471-8 28

24. Vaswani, A., et al.: Attention is all you need. In: Advances in Neural Information
Processing Systems, pp. 5998–6008 (2017)

http://arxiv.org/abs/2101.07535v1
https://doi.org/10.1007/978-3-030-66471-8_28


Distributed Systems Applications



Autonomous Infrared Guided Landing
System for Unmanned Aerial Vehicles

Mainak Mondal(B) , S. V. Shidlovskiy , D. V. Shashev ,
and Mikhail Okunsky

National Research Tomsk State University, Tomsk 634050, Russia
mainakme2140@gmail.com, dekanatfit@tic.tsu.ru

http://fit.tsu.ru

Abstract. This article highlights the requirements for precision land-
ing systems in multi rotors and proposes a 3 point IR-guided Landings
system for a standard portable landing pad. The proposed system uses
a monocular camera with an IR Filter and Open CV. The geometrical
Centroid formula is used to anchor itself over the landing pad.

Keywords: Multi-rotor · Guided Landing · Autonomous Navigation

1 Introduction

Today most off-the-shelf consumer multi-rotors are equipped with features like
autonomous flight, GPS way-point-mission, optical-flow stabilization and a lot
more. An important aspect of autonomous flight is GPS or Global Positioning
System. It uses GNSS to triangulate a position approximate to 5 m. Using this,
UAVs have achieved great feats in the past decade by using this to navigate far-
away territories without human intervention. These features enable multi-rotors
to navigate through the skies with ease, and in recent years the industry of multi-
rotors has grown due to the consumer interest in these devices. Manual control
of these multi-rotors are as safe as the pilots but autonomous fights depend on
the flight controller as well as the on-board computer on the UAV itself. Since it
is already established that GPS is approximately accurate to 5 m [1] and which
is in the best of conditions, landing autonomously in tight or dangerously small
spots is fairly risky. Camera Assisted landing makes autonomous flights in these
UAVs more reliable. The main objective of this research is to use a monocular
camera (with IR Lens) in a UAV to detect visual cues (IR Beacons), and use
it as an anchor to align itself while landing at the spot, to avoid unnecessary
hitches or movement due to wind or other susceptible causes like COG.

1.1 Design of a Quad-copter

A Multi rotor is made up of multiple thrust-generating engines. A quad-copter,
as the name suggests has four rotors or 4 thrust-generating engines. These 4
c© Springer Nature Switzerland AG 2022
V. M. Vishnevskiy et al. (Eds.): DCCN 2021, CCIS 1552, pp. 387–395, 2022.
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rotors have to be places such that 2 rotors spin clockwise and 2 rotors spin anti-
clockwise. There is flight controller in the quad-copter, usually near the center
of gravity, which has an IMU or Inertial Measurement Unit, which measures
linear acceleration and the angular velocity. This data can be processed by the
controller to produce, the pitch and roll rates/angles and this data can be used
by the controller to command the 4 rotors accordingly to stabilize the UAV
[2]. The yaw rate is also measured by it, but its not very accurate, and thus a
magnetometer is used and to physically yaw the reactive torque generated by
the motors is used. A general ‘x’ quad-copter as seen in Fig. 1 usually has the
following equations for distributing thrust to the motors.

Fig. 1. X Quad-copter

M1 = Thrust − Roll + Pitch − Y aw (1)

M2 = Thrust + Roll − Pitch − Y aw (2)

M3 = Thrust − Roll − Pitch + Y aw (3)

M4 = Thrust + Roll + Pitch + Y aw (4)

1.2 Control of a Quad-copter

The control system of the Quad-copter can be seen in Fig. 2 [3] where various
sensors are used to estimate the local position of the drone in a local/global
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space. The Eqs. (1), (2), (3) and (4) make up the MMA or Motor Mixer Algo-
rithm. MMA or Motor Mixer Algorithm, which translates the inputs received
(pitch, roll, yaw, thrust) to the values understandable by the Electronic Speed
Controllers concerning the frame of reference of the quadcopter.

Fig. 2. Control System of a UAV

2 Concept

Assisted landing has existed for a while in open-source flight controllers like
the pixhawk, using an infrared emitter beacon and receiver. The controller is
connected to an IR-LOCK sensor which is a slightly modified camera to detect
IR light. The sensor spits out the position of the detected IR light and the
controller uses this data to align itself and land at approximately 1 m/s. This
mode of landing can be difficult to use on sunny days as the IR Sensor might
recognize the sunlight as a landing beacon. In the tests conducted, on a fairly
sunny day, it was observed that 3 out of 4 times the sensor mistook the spot
formed by crepuscular rays under a tree as a landing beacon. One can suggest
the use of specialized colors and landing markers to use for this process but it
might also be mistaken by the camera in many situations.

In usual cases, a brightly colored landing pad can be used by the UAV as the
landing area. Recognizing a bright color like orange is simple using Open CV and
it works well because there is not a lot of computation involved. This method
however fails to work in a dimly lit day and completely fails during the night
when it’s dark. Keeping this scenario in mind, High Intensity Infrared Beacons
were chosen because they are visible from far away distances and are visible in
the daylight as well as in the dark. (Note: Visible to a camera with the IR Lens).
This method improves on the “Assisted landing” and uses 3 Infrared Beacons
around the landing area and a special IR Lens/Filter to let only the IR Light
pass.

It is theorized that using a monocular camera (with a IR filter) and three
infrared beacons as a marker will provide ample guidance for a multirotor to
land at a designated location.
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3 Placement of the High Intensity IR Beacons

The 3 High Intensity IR beacons should be placed as marked in Fig. 3. The IR
Beacons should be placed such that the center of the triangle (formed by them)
and the center of the landing pad fall over each other.

Fig. 3. Landing Pad with beacons

3.1 Calculation: To Find the Distance Between the IR Beacons

Let’s assume the Landing Pad to be 1.5m in diameter, and the landing area
(white circle) has a diameter of 1m. The triangle formed around the landing
area is an Equilateral Triangle, i.e. the length of sides (a) are equal to each
other and the angle formed in each vertex is 60 ◦.

r = (
√

3a)/6 (5)

or,
a = 2

√
3r (6)

In (6), r is the radius of the inscribed circle or 0.5 m. Thus, the length of each
side is 1.73m. Thus, the IR Beacons should be at least 1.73 m apart from each
other.

4 Anchor Point Calculation

The Anchor Point is shown in Fig. 3. It is the center of the Landing Pad and it
marks the in-center of the triangle formed by the High Intensity IR Beacons.

The anchor is the centroid of the triangle. Given the coordinates of the three
vertices of the triangle ABC, the coordinates of the Anchor(O), are given by the
Eqs. (7) and (8).
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Ox = (Ax + Bx + Cx)/3 (7)

Oy = (Ay + By + Cy)/3 (8)

Where, Ax and Ay are the x and y coordinates of the point A (IR Beacon). Bx
and By are the x and y coordinates of the point B (IR Beacon). Cx and Cy are
the x and y coordinates of the point C (IR Beacon).

5 Algorithm

Figure 4 outlines the process of assisted autonomous landing. This landing
sequence can be initiated in the air, which will wait for the UAV to navigate to
the final waypoint in its mission parameters. Once the final waypoint is reached,
it will look for the IR beacons in the ground using the monocular camera (with
IR Lens) pointed downwards.

Usually, drones are controlled manually, using radio equipment. In this case,
the operator has full control over the flight of the aircraft from takeoff to landing.
In the case of automated missions, the operator is less involved in the flight
process. Here GPS coordinates are used in order to follow the set trajectory,
and takeoff and landing are performed automatically. In the flowchart shown in
Fig. 4, the sequence of actions can be described as follows -

1. Start the algorithm.
2. Takeoff in automatic mode (or guided mode, depending on the firmware)

and traverse the set points, using the mission-provided GPS coordinates.
3. As soon as the flight mission is completed, the multi-rotor stops and hovers

in the mission-set point.
4. The Infrared assisted Landing Sequence module starts searches for beacons.
5. If the aircraft then obtains the coordinates of the beacons, it calculates the

coordinates of the central point relative to the triangle, on the top of which
the beacons are located. (If the beacons aren’t visible in the image received,
the last mission-set GPS coordinates are sent back to the controller to verify
if the mission is finished and if the aircraft is in the right place).

6. The coordinates calculated using the given method, are sent to the flight
controller, the distance to the point is calculated (correction values) and
passed through the PID controller to smooth en the transition to the desired
point.

7. The transition movements begins using the correction values until the cor-
rection values are negligible (nearly zero).

8. If the correction values reach zero (0), then the desired point is reached, and
henceforth the position is maintained in the x and y axis, while the thrust(z)
is slowly reduced.

9. When the thrust is reduced, the aircraft looses altitude and eventually lands
at the desired spot.

10. Stop.
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Fig. 4. Flowchart
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6 Results

The output of the algorithm should look like Fig. 5 from about 10 m altitude.
Once the Beacons are located, the OpenCV will broadcast (publish) the detected
location in the ROS network. This data is read by another subscriber which does
the necessary Centroid Calculations and transformations required and publishes
delta values to the flight controller.

Fig. 5. Image from the Camera with IR Filter

The landing area shown in Fig. 6 is the ideal place where the multi-rotor
should land after the program finishes. The beauty of this algorithm lies within
its simplicity as its not very mathematically or computationally intensive. The
size of the multi-rotor also fairly irrelevant as the size of the landing pad as well
as the space between the IR Beacons can be scaled up and down easily.
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In our tests a standard landing pad was used which is about 1.5 m, like this
instance and the largest multi-rotor we landed was a DJI Matrice 600 Pro which
has a Diagonal Wheelbase of 1133 mm (1.13 m) but it can easily fit a larger
aircraft.

Fig. 6. Ideal Landing Area

A PID controller is also applied for accurate reaction to the changes in the
position of the UAV and to account for external factors. The delta distance values
will be sent to the flight controller, so the UAV aligns itself over the marker and
lowers altitude, while locked on the marker. Eventually, the altitude reaches 0
and the UAV will land.

Similar research presented in [4] and [5] can be seen in Table 1 with excellent
results.

Table 1. Comparison of the Landing Methods

Method Wind Speed Gusts Number of Trials Average Accuracy

GPS Mission 4m/s 8m/s 15 3.9 m

Precision Landing [4] 3m/s 5m/s 17 0.44 m

Apriltag Landing [5] 3m/s 4m/s 15 0.15 m

IR Landing 4m/s 5m/s 15 0.19 m

Remark 1. The wind speed and wind gusts have been recorded from windy [6]
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The IR Landing method presented in this article is very robust and reliable as
seen in the Table 1. It is worth noting that the precision landing presented by
the authors of [4] is at a disadvantage as it was performed in an uneven surface
and it is safe to assume that the method presented might also be inconsistent
when the conditions are less than perfect.

In comparison to the Apriltag Landing, this method was less accurate by
0.04 m but that may be due to the margin of error in experiments conducted.

7 Conclusion

Today, multirotors are not only expected to perform military tasks like pay-
load delivery and remote recon but are also expected to fulfill general civilian
needs like simple point to point delivery. Tech giants like DHL and Amazon
have invested a huge chunk of money into unmanned delivery systems. Many
cities have already allowed these companies to test their platform and adding a
precision landing system like the one mentioned in this article, will significantly
make these multirotors safer to use in a populated area. A precision landing sys-
tem will also build confidence with the local aviation authorities as the Landing
Areas (landing pad + ir sensors) can be marked as the only designated places
where a multirotor could land/take off.
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Abstract. R programming language is commonly used for statistical
computing, data science and stochastic simulation. Existing packages for
R allow to run parallel code on various parallel architectures, however,
the support for distributed (volunteer) computing is rather weak. This
article describes a new R package RBOINC that allows to run parallel code
on desktop grid systems via the BOINC open source system for grid com-
puting, which is a promising approach for parallel stochastic simulation.
Among the possible ways to utilize the new package, an approach to
parallel regenerative stochastic simulation within the generalized semi-
Markov processes framework is suggested.

Keywords: Distributed Computing · Volunteer Computing · BOINC ·
R Software · Generalized Semi-Markov Processes

1 Introduction

Parallel and distributed computing are widely used technologies of computation-
ally consuming software application speedup used both for the science and for
production. These technologies within the field of scientific research are actively
used for modeling and simulation, estimation and data analysis.

In terms of the hardware architecture used to implement the aforementioned
technologies, the corresponding software applications can be classified by the
degree of interdependence of the so-called parallel threads, and the amount of
synchronizations (e.g. for data exchange) needed within the application. As such,
the parallel hardware architectures correspond to various classes of software
applications based on the demand of synchronization. These are: Uniform Mem-
ory Access (UMA), Non-Uniform Memory Access (NUMA), and Distributed
Memory, ordered by the possible synchronization speed decreasingly.

The latter class of hardware includes various realizations of grid computing
systems, including the Desktop Grids and Volunteer Computing. The software
c© Springer Nature Switzerland AG 2022
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applications most suitable for this class belong to the class of so-called embar-
rassingly parallel. This means that a large computing task can be decomposed
into a large number of small independent subtasks that allow to aggregate the
results of their computation into the solution of the original task. In the field of
stochastic modeling and simulation, a few examples are the perfect simulation
technique [18], time-parallel simulation [4,5], discrete-event simulation [7] and
heuristic optimization [6], to name a few.

One of the popular environments both for data analysis [19] and for stochastic
modeling in queueing [3] is the R language environment [13]. The language is
extensible by over 18000 packages in various application fields available at CRAN
repository. Existing packages for R support all the aforementioned architectures
of parallel machines. There are two main types of parallel processing for R:

– creation a subprocess via fork system call (at unix-like machines, UMA archi-
tectures).

– running an additional R interpreter and establishing a connection with it at
network level.

In particular, the following packages are widely used: doMC (UMA, unix-like sys-
tems only), rslurm (supercomputing backend), snow (simple network of work-
stations, connected by a conventional network), parallel (the one included into
the basic distribution by default). At the same time, there are, to the best of
our knowledge, almost no packages specific to the Volunteer Computing systems
(which is a good choice for establishing a sustainable computing environment at
low cost).

BOINC is a Volunteer Computing system [2] used for utilization of the idle
CPU time and reducing the energy waste. All the resources are donated by the
volunteers at no cost. Any BOINC project has a central server controlled by the
project maintainers who create and upload the necessary applications, tasks,
and summarize the results of computations. Usually the number of tasks in a
project far exceeds the number of BOINC users. The tasks are distributed to the
computing resources donated by the users with a certain level of redundancy.
Upon the completion of computations, the results are uploaded to the server and
summarized afterwards. As such, organizing a BOINC project may allow one to
obtain significant computing resources at almost no cost.

In summary, using BOINC for certain tasks in simulation modeling and opti-
mization is promising. Thus, it is important to develop an R software package
to equip the researchers with a software solution for parallel simulation over
the volunteer computing resources. In this paper we introduce such a software
package named RBOINC, following the concept introduced in [15].

The structure of the paper is as follows. We introduce the architecture of our
framework and highlight the functions implemented in the package in Sect. 2. The
general scheme of the working process is briefly outlined in Sect. 3. A possible
application of the approach to an embarrassingly parallel implementation of the
discrete-event simulation approach is presented in Sect. 4. Finally we draw some
conclusions in Sect. 5.
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2 Parallel Backend for R Using BOINC High-level
Architecture

The presented software package allows to organize a seamless connection from
the R environment to the BOINC computing platform. To do so, a backend is
used, which contains the following three parts:

– Client part - an R package that is installed by the package users (researchers)
on their computers.

– Virtual machine - a specific virtual machine that runs the independent jobs
on the donated computing resources organized and managed by the BOINC
software.

– Server part - a set of shell scripts, programs and configuration files that
need to be run on the BOINC server.

The package is distributed within the so-called R-Forge resource hosting the
packages in the development phase, and is planned for distribution within the
so-called CRAN network (the package distribution service for R software). The
project summary page https://r-forge.r-project.org/projects/rboinc/ contains
the necessary usage and licensing information. Next, we briefly describe the
structure of the aforementioned backend parts.

2.1 Client Part

The client part is implemented by the RBOINC.cl package available at the R
environment upon completion of the installation procedure run from R console
as follows

install.packages("RBOINC.cl", repos = "http://R-Forge.R-project.org")

The package is used by the researchers aiming to utilize the BOINC network as
a computing resource. This package is intended for non-BOINC specialists who
need to run some computations in parallel. Long latency while transmitting,
validating and assimilating the data cause a huge communication overhead that
forces one to split the initial task into small subtasks (the so-called workunits)
in such a way to guarantee relatively large computational time per workunit.

Below we briefly summarize the meaning and the parameters of the functions
provided by RBOINC.cl package. Firstly we give the corresponding name in bold,
and the parameters are explained afterwards.

– create connection – the function is used to create a connection to the
BOINC server with a project hosting the computations. The possible param-
eters are:

• server an ssh or http server URL of the form
“<protocol>://<full domain name/IP address>:<port>”
The protocol can take one of the following self-explaining values, “ssh”,
“http” or “https”.

https://r-forge.r-project.org/projects/rboinc/
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• dir is an RBOINC project directory on the BOINC server. For the ssh
connection, this is the directory where the BOINC project is located.
For the http/https connection, this is the full path to the project page
(omitting the server name).

• username is a string containing the username. For the ssh connection, this
is the user login. For the http/https connection, this is the user email.

• password is a string containing the corresponding user’s password. If this
parameter is equal to NULL, then a window will be displayed prompting
the user to enter the password.

• keyfile is a path to a private key file. This parameter is used for ssh
connection only.

The return value of this function is a list, which needs to be passed to all
other functions interacting with the server.

– create jobs – the function is responsible for creation and transmission of
tasks to the BOINC server. The parameters are (only the first three listed
below are required, while the subsequent can be NULL):

• connection is a connection (list) created by the create connection func-
tion call.

• work func is a data processing function. This function runs for each ele-
ment in the data object. This function can be recursive.

• data is the data for processing. Must be a numbered list or vector object.
• n is the requested number of jobs. This parameter must be less than or

equal to the length of the data. If not specified, then the number of jobs
will be equal to the length of the data.

• init func is an initialization function. This function runs once at the begin-
ning of the job computation before the job is split into separate threads.
It may be used to implement some specific initialization procedure. This
function can not be recursive.

• global vars is a list of global variables in the format <variable name> =
<value>. These variables will be available to the functions work func and
init func.

• packages is a string vector with imported packages names. These packages
will be included into R environment at the BOINC host machines (at
volunteer’s computers) at the initialization phase.

• files is a string vector with the files and directories names that should be
available for jobs. They will be located in the working folder of the job.

This function makes a tar.xz archive with files required for creation of batch
of jobs and uploads it to the BOINC server available by the connection object
passed as the function parameter. Subsequently, the BOINC server unpacks
the archive and registers the unpacked files as the data and the scripts that
will be distributed as the workunits to the volunteers upon request. Then the
function creates a batch of jobs at the BOINC server. The return value is a
list containing the current states of jobs.

– update jobs status – the function is responsible for updating the status
information of the jobs submitted earlier by sending the corresponding request
to the BOINC server. The parameters are:
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• connection is a connection created by create connection.
• jobs status a list returned by create n jobs or update jobs status.
• callback function is a function that is run for each single result available

after downloading it from the BOINC server. This function must take
one argument which is the result of the completed workunit. The value
returned by this function is placed in the results list.

This function communicates with the BOINC server, updates the status of the
uploaded workunits results and then downloads the results available. Upon
sequential calls of this function, the workunits with results already down-
loaded are skipped. After downloading the result, it is loaded into memory
(in R environment on the client side) and passed to the callback function
function. The results of the callback function are then placed into the cor-
responding positions of the result array which is considered as the return
value.

– close connection - graceful shutdown of the connection to the BOINC
server previously opened. The parameters are:

• connection is a connection created by create connection.
This function is needed for the correct release of the resources when sending
jobs or receiving results is no longer required.

– test jobs is a debug function. Its parameters are similar to the functions
create jobs and update jobs status, except for connection and jobs status
parameters, which are not used in this function. The parameters are:

• work func is a data processing function. This function runs for each ele-
ment in data. This function can be recursive.

• data is a data for processing. Must be a numerable list or vector.
• n is a number of jobs. This parameter must be less than or equal to the

length of the data. If not specified, then the number of jobs will be equal
to the length of the data.

• init func is a initialization function. This function runs once at the start of
a job before the job is split into separate threads. Necessary for additional
initialization. This function can not be recursive.

• global vars is a list of global variables in the format <variable name>
= <value>. These variables will be available to functions work func and
init func.

• packages is a string vector with imported packages names.
• files is a string vector with the files and directories names that should be

available for jobs. They will be located in the working folder of the job.
• callback function is a function that is called for each result after loading.

This function must take one argument, which is the result of the work
performed. The value returned by this function is placed in the result list.

This function makes a batch of jobs and runs it locally on the client’s
computer. In the working process, the function allows one to gain informa-
tion about the actions performed and the events occurred. This function is
intended for quick debugging of the code that uses the RBOINC.cl package.
Note however that if the jobs are performed correctly within this function,
this does not guarantee that the same process will be performed correctly
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using a real BOINC server, create jobs and update jobs status functions
due to a specific environment and possibly sophisticated configuration of the
BOINC server.

A necessary condition to use the RBOINC.cl package is the pre-installed R envi-
ronment. It is also necessary to establish an account with rights for job creation
at the BOINC server. Connection to the BOINC server may use http, https or
ssh protocols.

2.2 Virtual Machines

This part of the backend must be specially prepared before running the compute
tasks. We use the VirtualBox as a hypervisor. Below we list specific conditions
and requirements that need to be satisfied to prepare the virtual machine.

– Firstly, a virtual machine must be bootable for IA32 and AMD64 processor
architectures (one machine for each architecture). We recommend to install
a Gentoo Linux on these machines due to space limits induced by necessity
of internet transmission, and since many R packages require C++ headers
and link libraries for the system libraries at build time. However, other Linux
distributions will work as well.

– Secondly, R environment must be installed on these machines. We also rec-
ommend to install all the packages needed for computations beforehand, how-
ever, this is optional. If the required packages are not available on the virtual
machine, the job will try to install them from the resources rforge.net or
cran.rstudio.org.

– Thirdly, a regular user must be created. This user must automatically login
into the system after boot.

– Fourthly, the so-called VirtualBox Guest Additions must be installed on this
VMs. Latest Linux kernels contain vboxsf and vboxguest drivers and they
can replace the guest additions. It is also needed to add the user to the
vboxguest and vboxsf groups.

– Fifthly, VirtualBox shared directory with the name shared must be mounted
in the user home directory as shared. In the user home directory there should
exist a directory with the name workdir having full access privileges. We
recommend to move workdir to RAMFS.

– Finally, a shell scripts provided as a part of the package for virtual machines
must be copied into the user home directories at VMs and added to the
autoload.

When all these conditions are met, the virtual machine is ready to run the jobs.
We have also prepared ready-made images of virtual machines that can be used
for most types of tasks immediately or after a slight modification.

The virtual machine is downloaded, configured and launched by the BOINC
client software installed at the host machine by a volunteer. The algorithm of
the virtual machine is as follows:

http://rforge.net/
http://cran.rstudio.org/
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1. Configure network at boot time with dhcp.
2. Mount vboxsf shared folder as �/shared and RAMFS as �/workdir. The

BOINC client puts the workunit files in this folder.
3. Copy all files from �/shared to �/workdir.
4. Unpack the archive common.tar.xz. This archive contains common files for

all jobs. If not exists, create directory �/workdir/files.
5. Run file �/workdir/code.R in Rscript program. This script will load the

necessary packages, load the code and data, change the working directory to
�/workdir/files, call the initialization function and start the job. After the
completion of the calculations, the result will be saved in �/shared/result.rda.

6. Shutdown the virtual machine.

After the virtual machine is shut down, the BOINC client uploads the result file
(result.rda) to the BOINC server.

2.3 Server Part

It is a set of scripts and programs that provide functions which are not available
in BOINC. These functions are:

– File uploading to BOINC server via http and https protocols1.
– Unique name generation for the uploaded files.
– Getting the state of the job if the connection to the BOINC server uses the

ssh protocol.

Besides, the server part provides the templates for BOINC applications and the
so-called validator that may be used for arbitrary R jobs.

This part of package must be installed on the BOINC server before it can
run the jobs from the client part of the backend. Installation requires copying
the files to a BOINC project directory and editing the application templates
and configuration files. Virtual machines required for the application are not
included in the server part and must be built manually.

To use the validator supplied with the server part of the backend, then the
R interpreter needs to be installed on the server. This validator performs the
minimal necessary checks: it checks that the result file is a valid *.rda file and
that it has an object named “result”. Alternatively, the sample trivial validator
from the standard BOINC server distribution can be used.

Figure 1 demonstrates how the R package is integrated into BOINC, using
the services provided by BOINC where possible. The job creation starts on the
clients (researchers) computers. R package collects all common files, generates
the necessary code file and saves the tasks into the files used by the BOINC
server to create jobs. All obtained files are packed in a tar archive, compressed

1 In fact, BOINC server is able to download jobs files through these protocols, but in
our case it was more convenient to pack all the necessary files into an archive, transfer
it to the server, unpack it, resolve name conflicts, register the files in BOINC, and
only after that return the list of files back to the client.
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by the lzma algorithm and uploaded to the BOINC server. Server part unpacks
the archive, generates unique names for the job files and registers these files in
BOINC, returning these names back to the researcher’s computer. Subsequently,
requests are issued to the BOINC server to create a batch of jobs. The name for
the batch is generated based on the current date and time and is always unique.
The server returns the names of the jobs in the batch upon a batch successful
creation.

3 General Working Scheme

Fig. 1. General scheme of work

Volunteers install the standard BOINC client and configure it. BOINC client
connects to the BOINC server and downloads the VirtualBox virtual machine
with R and the corresponding assigned job. The virtual machine is not down-
loaded every time a new job is received. Instead, it is downloaded once at the
first connection to the server, if a new version of the application is available or
if virtual machine was deleted from the volunteer’s computer.

The virtual machine is booted and a job is started. Using the virtual machine
it is allowed to provide running code isolation from the host that is good for
security reasons. In addition, the job is independent on the software installed
on the volunteer computer, such as the R interpreter, and only BOINC client,
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VirtualBox and VirtualBox Extension Pack are mandatory. The disadvantage,
though, is a slight performance degradation.

Upon computation completion, the virtual machine is shut down. BOINC
client uploads the result to the BOINC server where the result is processed and
validated by the validator part provided by server part of the backend. Since
every task generates only one job, assimilator just copies any valid job result to
the results folder.

Users can update local status of the jobs on their computers by the function
provided by package. Being called, this function sends messages to the BOINC
server to get a list of jobs complete and having results not yet downloaded.
After that R downloads the results from the server and loads it into the users
environment. As such, the package user observes the results as if the tasks were
run on the local machine.

4 Applications to Discrete Event Simulation

Discrete event simulation (DES) is a powerful technique used for stochastic mod-
eling of sophisticated systems such as high-performance [1] and distributed com-
puting systems [12] as well as communication networks [17] (for details on this
approach see [14]). The main idea of the method is to build up a sequence of
discrete time epochs of event occurrences (e.g. customer arrivals/departures in a
queueing system) which allow to reconstruct the corresponding continuous-time
stochastic process (e.g. the workload process of a queue) assuming the process
between events to be deterministic (e.g. linear workload decrease).

One of the possible implementations of the DES technique are the so-called
Generalized Semi-Markov Processes (GSMP) [10,11]. The GSMP is a multidi-
mensional stochastic process

Θ = {X(t),T (t)}t≥0, (1)

having the discrete state space components X(t) = (X1(t), . . . , Xn(t)) ∈ X
known as the state (e.g. the number of customers in the system or the speed
regime of the server), while the continuous state space components T (t) =
(T1(t), . . . , Tm(t)) ≥ 0 are known as clocks (e.g. residual service and inter-
arrival times), each having the corresponding event. The clocks decrease lin-
early with time, each of them having a distinct state-dependent rate r(x) =
(r1(x), . . . , rm(x)) ≥ 0, whereas for each x ∈ X the set of active events are
those having positive clock rates A(x) = {i : 1 ≤ i ≤ m, ri(x) > 0}. At
least one event is active for each x ∈ X , that is, A(x) �= ∅. As such, for
h � mini∈A(X (t)) Ti(t)/ri(X(t)) it follows that

T (t + h) = T (t) − hr(X(t)).

The time epoch t ≥ 0 for clock i hitting zero, Ti(t−) = 0, is known as the event
epoch of type i ∈ A(X(t)) (for simplicity, assume that only one such event per
unit time is possible). At such an epoch, the state X may make a transition
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from the state x ∈ X to x′ ∈ X on event i ∈ A(X(t)) according to stochastic
matrix P (i) = ||P (i)

x,x′ ||x,x′∈X , where

P
(i)
x,x′ = P{X(t) = x′|X(t−) = x, Ti(t−) = 0}.

Upon transition caused by event i ∈ A(x), the set of active events may change.
At that, the clocks of new active events i′ ∈ A(x′) \ (A(x) \ {i}) are initialized
from some given distribution with density

fi′(u,x,x′, i) = P{Ti′(t) ∈ du|X(t−) = x,X(t) = x′, Ti(t−) = 0}, (2)

whereas all other clocks remain unaffected. It may be noted that if i �∈ A(x′),
then ith clock remains at zero state. However, since i �∈ A(x′), event i is not
duplicated at time t, while the corresponding clock will be initialized upon
appearance of the event i in the set of active events. Moreover, events from
the set {1, . . . , m} \ A(x′) may have positive clock values and zero clock rates.
Such clocks may be interpreted as being suspended which is a useful property
for stochastic modeling of, say, preemptive-resume, vacation and breakdown sys-
tems.

It is known that the GSMP model has the so-called one-dependent regener-
ative structure [9], that is, the corresponding stochastic process may be decom-
posed into identically distributed one-dependent cycles (the neighboring cycles
may be dependent). Moreover, conditions are known for such a process to be
positive recurrent, in particular, when the state space is finite. At the same
time, it is possible to construct a stochastically equivalent process with inde-
pendent regenerative cycles [8]. This opens the possibility to use the so-called
time parallel simulation [4] to construct the independent regenerative cycles in
an embarrassingly parallel way, which can be done using the proposed RBOINC
package. It remains to note that the corresponding confidence estimation using
the regenerative simulation [16] approach can be done during the assimilation
phase.

5 Conclusion

We introduced a software package for computing of embarrassingly parallel appli-
cations over BOINC environment using R language. We find this approach
promising in the field of stochastic simulation and optimization, however, the
package is rather general and allows various applications including bioinformat-
ics, Monte-Carlo methods etc. As preliminary experiments show, the package
allows seamless integration into the R environment. We plan to continue this
research by using and enhancing the package for the sake of parallel stochastic
simulation. In particular, it is planned to simplify the organization of iterations
over the parameter space. It might be also useful to complete the practical imple-
mentation of the suggested parallel regenerative GSMP implementation, which
we plan to do in future research.
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Abstract. The article outlines a new approach to constructing a feature
vector for implementation on computers with a parallel pipeline architec-
ture. The feature vector consists of the calculated characteristics of the
gradient of a binary image (binary gradient) by analogy with the opera-
tion of the HOG algorithm. The proposed algorithm detects features of
the contour pixels of objects in a binary image, which are further used
for pattern recognition. After using the newly generated feature vectors
for training a support vector machine (SVM) classifier, the speed of pro-
cessing and classifying objects of interest on an image with a size of
1280 × 720 pixels increased by 3.5 times, in comparison with using the
classical HOG descriptor.

Keywords: binary gradient · descriptor · reconfigurable computing
environments

1 Introduction

In the field of creating automatic motion control systems for mobile platforms,
the development of computer vision systems (CVS) has a great priority. To solve
the problems of interaction with the environment, it is necessary to analyze the
external situation in real time. CVS are used in modern underwater, surface,
ground, aviation and space mobile robotic objects. For such platforms, the prob-
lem of reducing the time of image processing at high speeds of movement, as well
as reducing power consumption, is urgent.

The solution to these problems is the implementation of image process-
ing algorithms on parallel-pipelined computing architectures, such as Field-
Programmable Gare Arrays (FPGA), Graphic Processing Unit (GPU), and Cen-
tral Processing Unit (CPU). Using FPGAs will allow you to achieve lower power
consumption and higher performance through parallel computing.

At the moment, the most common use of hybrid computing devices based on
FPGA and GPU [1–6]. However, used for digital image processing, computing
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architectures have drawbacks that significantly limit their capabilities, especially
in the presence of low computing resources. Such disadvantages include: the lack
of an automatically reconfigurable architecture to achieve adequacy to the struc-
tures and parameters of the tasks being solved, the invariability of communica-
tion lines, the difficulty of distributing tasks between parallel processors, etc. For
these reasons, intensive research is being carried out, the purpose of which is to
find new, effective architectural solutions that provide high quality characteris-
tics of computers for processing, segmentation and recognition of images, as well
as the development of new algorithms and software [7–10].

An alternative approach was used in the work to develop a specialized, high-
speed algorithm for processing and subsequent classification of binary images.
The developed algorithm is intended for hardware implementation on comput-
ers with a parallel pipeline architecture, namely, reconfigurable computing envi-
ronments (RCE), which, due to their unique architectural properties, make it
possible to achieve high technical and economic indicators.

2 Calculation of the Parameters of the Image Gradient
and Constructing the Feature Vector

A descriptor is an identifier of an image or image area, consisting of a set of fea-
tures. Features are a descriptive element that characterizes an image. A feature
vector is a numerical or binary vector of certain parameters. The type of param-
eters and the length of the vector depends on the algorithm used. Descriptors
are used for pattern recognition and object detection in the image. One of these
descriptors is the HOG (Histogram of Oriented Gradients) descriptor, commonly
used for image processing and object detection in computer vision systems. The
HOG descriptor is constructed by calculating the directions of the gradient in
the local areas of the image. The main idea of the algorithm is the assumption
that the appearance and shape of an object in the image can be described by
the distribution of intensity gradients.

To extract the features of a binary image, it is proposed to use the algorithm
for finding the gradient by analogy with the HOG algorithm. In this case, the
binary gradient will be the value m and the direction φ of the change in the
brightness of the neighboring image pixels from 0 to 1 or vice versa. The direction
of the gradient can take three values: 180◦, 225◦ and 270◦. If there is no change
in the brightness of pixels (between the current pixel and pixels of its neighbors),
then m = 0, which means there is no gradient. In Fig. 1 shows 4 possible variants
of the gradient values for the considered pixel I in relation to the neighboring
pixels x and y.

Figure 2 shows the result of determining the direction of the binary gradient,
where Fig. 2a - initial binary image, Fig. 2b - visualization of a binary gradient
in each pixel of the image.

The value of the direction of the gradient was encoded with a two-digit binary
number φ = φ1φ2 according to Table 1.
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Fig. 1. Variants for the values of the binary gradient.

Fig. 2. Visualization of a binary gradient on the image.

Table 1. Encoding the directional values of the binary gradient.

φ “No gradient” 180◦ 225◦ 270◦

φ1 0 0 1 1

φ2 0 1 0 1
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The feature vector, consisting of the values of m, φ1, and φ2 of the binary
gradient of the image pixels, is further used to classify objects using the Support
vector machine.

3 Support Vector Machine (SVM)

The SVM algorithm solves the classification problem by training on features
from the training sample for which class labels are known in advance. Then
the already trained algorithm can predict the class label for each vector with N
features X = (x1, x2,. . ., xn) in the space Rn. Class labels can take values less
than −1 or greater than 1. During training, the algorithm constructs a function
F (X ) = Y, which takes a feature vector X from the space Rn and produces
a label of the class Y. To do this, it is necessary to find the equation of the
separating hyperplane W ∗ X + b = 0 in the space Rn, which would separate
the two classes in some optimal way. The weight vector W is perpendicular to
the dividing hyperplane. The parameter b

||W || is equal in absolute value to the
distance from the hyperplane to the origin. If b is zero, the hyperplane passes
through the origin.

The algorithm maximizes the distance between the optimal and boundary
hyperplanes. The feature vectors that are closest to the optimal hyperplane are
called support vectors, and the hyperplanes passing through them are called
boundaries. These boundaries can be described by the following equations: W ∗
X + b = −1 and W ∗ X + b = 1. The width of the strip between them is easy to
find for reasons of geometry, it is equal 2

||W || , then in SVM the weights W and
b are adjusted in such a way as to minimize ||W ||.

As a result, substituting the vector of weights W and the parameter b
obtained during training into the formula W ∗ X + b = Y , as well as the vector
of features X of the image (or image area) in question, we get a value Y less
than −1 or more than 1, which indicates belonging to one of the two trained
classes. The construction of a feature vector from the binary gradients of a
binary image, and the multiplication of these gradients by the corresponding
weight coefficients, can be implemented using the RCE concept.

4 A Reconfigurable Computing Environment

RCE is a discrete mathematical model of a high-performance computing system,
consisting of identical and equally connected to each other, the simplest universal
elements (elementary calculators, ECs), programmatically tuned to perform any
function from a complete set of logical functions, memory and any connection
with its neighbours [11–13].

The fundamental principles of creating RCE are: parallelism, reconfigurabil-
ity, homogeneity and pipelining of information processing. RCE has the form
of a geometrically regular lattice, having at least two symmetry axes, with ECs
located at the nodes, which contain a certain set of operations performed. A set-
ting code is supplied to the input of each elementary calculator, with the help of
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which the reconfigurability of the RCE is carried out and it is determined which
of the pledged operations will be performed. All elementary calculators are of the
same type and are geometrically similarly connected with neighboring ones, and
each of the ECs can be conventionally considered the center of symmetry with
relation to its connections with the surrounding ECs. The cell of the elementary
calculator has functional and connective completeness, i.e., can be configured to
perform at a given moment any one function of at least one complete basis and
function of the signal transmission channel in a given direction. The operations
performed in the EC and the connections between them are intended to ensure
the hardware execution of the algorithm being implemented.

The work of RCE can be considered from the point of view of the theory of
automata. An automaton is called reconstructible if a set of automaton mappings
implemented by it is given and an algorithm for tuning to implement each of these
automaton mappings is defined [11]. An automatic mapping is an unambiguous
mapping of the dependence of the output vector of the automaton on the vector
of inputs, and tuning for the implementation of each of the automatic mappings
is carried out by determining their tuning codes.

5 A Model of ECs of the RCE for Calculating Binary
Gradients and Their Products by Weight Coefficients

The paper proposes an implementation of the previously described algorithm on
the RCE architecture, where each EC is responsible for parallel processing of
one of the pixels of a binary image. Thus, the dimension of the RCE coincides
with the dimension of the processed image, while the elementary calculators are
connected in the same way. Automata mappings that implement the algorithm
for calculating the binary gradient are shown in Fig. 3. Each automaton mapping
was assigned a tuning code (z4, z3, z2, z1), at which the automaton is rebuilt to
it, as well as systems of output formulas:

1) for z4 = 0, z3 = 0, z2 = 0, z1 = 0 (Fig. 3, a)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

fx = I,

fy = 0,

W = wm(I ∨ (I · ȳ ∨ Ī · y)) + wφ1(I · ȳ ∨ Ī · y)
+wφ2(I · (I · ȳ ∨ Ī · y) ∨ Ī · (I · ȳ ∨ Ī · y));

(1)

2) for z4 = 1, z3 = 0, z2 = 0, z1 = 0 (Fig. 3, b)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

fx = I,

fy = 0,

W = wm((I · x̄ ∨ Ī · x) ∨ (I · ȳ ∨ Ī · y)) + wφ1(I · ȳ ∨ Ī · y)
+wφ2((I · x̄ ∨ Ī · x) · (I · ȳ ∨ Ī · y) ∨ (I · x̄ ∨ Ī · x) · (I · ȳ ∨ Ī · y));

(2)
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3) for z4 = 0, z3 = 1, z2 = 0, z1 = 0 (Fig. 3, c)
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

fx = 0,

fy = 0,

W = wm((I · x̄ ∨ Ī · x) ∨ (I · ȳ ∨ Ī · y)) + wφ1(I · ȳ ∨ Ī · y)
+wφ2((I · x̄ ∨ Ī · x) · (I · ȳ ∨ Ī · y) ∨ (I · x̄ ∨ Ī · x) · (I · ȳ ∨ Ī · y));

(3)

4) for z4 = 1, z3 = 1, z2 = 0, z1 = 0 (Fig. 3, d)
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

fx = 0,

fy = I,

W = wm((I · x̄ ∨ Ī · x) ∨ (I · ȳ ∨ Ī · y)) + wφ1(I · ȳ ∨ Ī · y)
+wφ2((I · x̄ ∨ Ī · x) · (I · ȳ ∨ Ī · y) ∨ (I · x̄ ∨ Ī · x) · (I · ȳ ∨ Ī · y));

(4)

5) for z4 = 0, z3 = 0, z2 = 1, z1 = 0 (Fig. 3, e)
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

fx = 0,

fy = I,

W = wm((I · x̄ ∨ Ī · x) ∨ I) + wφ1I

+wφ2((I · x̄ ∨ Ī · x) · Ī ∨ (I · x̄ ∨ Ī · x) · I);

(5)

6) for z4 = 1, z3 = 0, z2 = 1, z1 = 0 (Fig. 3, f )
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

fx = I,

fy = I,

W = wm((I · x̄ ∨ Ī · x) ∨ I) + wφ1I

+wφ2((I · x̄ ∨ Ī · x) · Ī ∨ (I · x̄ ∨ Ī · x) · I);

(6)

7) for z4 = 0, z3 = 1, z2 = 1, z1 = 0 (Fig. 3, g)
⎧
⎪⎨

⎪⎩

fx = I,

fy = I,

W = wmI + wφ1I;
(7)

8) for z4 = 1, z3 = 1, z2 = 1, z1 = 0 (Fig. 3, h)
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

fx = I,

fy = I,

W = wm(I ∨ (I · ȳ ∨ Ī · y)) + wφ1(I · ȳ ∨ Ī · y)
+wφ2(I · (I · ȳ ∨ Ī · y) ∨ Ī · (I · ȳ ∨ Ī · y));

(8)

9) for z4 = 0, z3 = 0, z2 = 0, z1 = 1 (Fig. 4, a)
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

fx = I,

fy = I,

W = wm((I · x̄ ∨ Ī · x) ∨ (I · ȳ ∨ Ī · y)) + wφ1(I · ȳ ∨ Ī · y)
+wφ2((I · x̄ ∨ Ī · x) · (I · ȳ ∨ Ī · y) ∨ (I · x̄ ∨ Ī · x) · (I · ȳ ∨ Ī · y));

(9)
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On the basis of the structural automaton method [11], we obtain the following
system of equations, which will describe the work of the EC of the RCE:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

fx = I(z̄1z̄2z̄3 + z2z4z̄1 + z2z3z̄1 + z̄2z̄3z̄4),
fy = I(z3z4z̄1 + z2z̄1z̄3 + z2z̄1z̄4 + z1z̄2z̄3z̄4),
W = (wm(I ∨ (I · ȳ ∨ Ī · y)) + wφ2(I · (I · ȳ ∨ Ī · y) ∨ Ī · (I · ȳ ∨ Ī·
·y)))(z̄1z̄2z̄3z̄4 + z2z3z4z̄1) + wφ1(I · ȳ ∨ Ī · y)(z̄1z̄2z̄3 + z3z̄1z̄2 + z3z4z̄1

+ z̄2z̄3z̄4) + (wm((I · x̄ ∨ Ī · x) ∨ (I · ȳ ∨ Ī · y)) + wφ2((I · x̄ ∨ Ī · x)·
·(I · ȳ ∨ Ī · y) ∨ (I · x̄ ∨ Ī · x) · (I · ȳ ∨ Ī · y)))(z4z̄1z̄2 + z3z̄1z̄2 + z1z̄2z̄3z̄4)
+ (wm((I · x̄ ∨ Ī · x) ∨ I) + wφ2((I · x̄ ∨ Ī · x) · Ī ∨ (I · x̄ ∨ Ī · x) · I))z2z̄1z̄3
+ I(wφ1(z2z̄1z̄3 + z2z̄1z̄4) + wmz2z3z̄1z̄4).

(10)
In Fig. 3 automaton mappings describe the operations in the EC, necessary

to take into account in the processing of a binary image, edge pixels that have
no neighbors. In the description of automata mappings basic logical functions
“AND, OR, NOT”, as well as classical algebraic operations of multiplication and
summation are reflected.

The EC of the RCE model performs the above-described system of equations,
rebuilding to perform the specified automatic mappings using the tuning code
(z4, z3, z2, z1). In a simplified form, the structure of the RCE model is shown
in Fig. 4b.

In Fig. 4b, only a part of the 3 × 3 EC model is shown, which reflects the
processing of the upper left corner of the original 3 × 3 pixel image. Here I is
an array of brightness values of pixels of a binary image; Z - an array of tuning
codes for ECs, and the figure has already marked the correct codes in accordance
with the automatic mappings; w is an array of values of the weighting coefficients
obtained after training using the SVM algorithm; W is an array of products of
weight coefficients and binary gradient parameters. The communication bus is
used to transmit data about the pixel value to another ECs, between the outputs
fx, fy and the inputs x, y.

When calculating the characteristics of the gradient of each pixel of a binary
image, each EC RCE is four-connected and bi-directionally connected with its
neighbors. The connections between the ECs RCE are shown in the Fig. 5, where
i and j are the coordinates of the image pixel being processed by the EC.

Thus, in the RCE model, simultaneous parallel pixel-by-pixel processing of a
binary image is carried out and, for each pixel, the product of the binary gradient
parameters by the corresponding weight coefficient is calculated. Subsequently,
summing up the values of the array W, we obtain the result of the product of
the feature vector by the vector of weights. Adding to the calculated number the
parameter b, obtained during training using the SVM algorithm, we determine
the class to which the considered image (or image region) belongs.

For training, 5459 images without an object of interest and 4000 images of
vehicles with a size of 128 × 128 pixels obtained from the Berkeley Deep Drive
100 K dataset were used. After that, the classifier was tested on 16 test images
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Fig. 3. Automatic mappings: I, x, y, wm, wφ1, wφ2 - information inputs; W - automaton
output; fx, fy - outputs of inter-automaton connections.
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Fig. 4. RCE architecture.
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Fig. 5. Connections between elementary calculators in a reconfigurable computing envi-
ronment.

where the object of interest is present. On all these images, the location of the
object was determined correctly, and the number of false positives was equal to
0. To compare the results, two more classifiers were trained. The first classifier
uses HOG-descriptor feature vectors, and also correctly determines the object of
interest on test images. The second classifier uses vectors consisting of sequential
values of the magnitudes and directions of the HOG intensity gradients. As a
result, the location of the object is determined correctly on 10 out of 16 test
images. In 3 images, there are false positives along with the object, and in the
remaining 3, the object was not detected.

The time of processing and recognition of vehicles was measured on an image
with a size of 1280 × 720 pixels (Table 2).

Table 2. Comparison of the processing speed of one image.

Feature vectors Binary HOG descriptor Magnitudes and directions of
HOG intensity gradients

Processing time, sec 196.5 694 109

The analysis of classification algorithms was carried out in MATLAB R2020a
using a computer with the following characteristics:

• Intel(R) Core(TM) i9-9880H CPU @ 2.30 GHz;
• 32 Gb RAM;
• NVIDIA Geforce RTX 2080.
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6 Conclusion

The paper presents the results of constructing a RCE model for calculating
and using the parameters of the gradient of a binary image in the problems
of classifying objects in an image. The peculiarities of constructing the RCE
architecture make it possible to implement an algorithm for finding a binary
gradient in parallel processing of each pixel in 1 clock cycle of the EC operation.
Using computer simulation methods in MATLAB R2020a, it was shown that an
SVM classifier trained on binary feature vectors processes a 1280 × 720 pixel
image 3.5 times faster than a classic HOG descriptor.
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Abstract. The paper addresses the problem of evaluating the trust in
the results of complex computer data analysis. The approach of con-
structing empirical dependencies based on similarity of precedents in the
training sample, which has already become classical, is used. Two types
of approximation of the causal bases have been constructed. The first
type of approximation uses the functions of causal influence and, when
there is only one cause, provides a confident interpretation of the results
of computer analysis. The second type of approximation is based on
simulation of the training data by random sampling from an unknown
distribution. Both approaches implement approximate causal analysis
and have advantages and disadvantages.

Keywords: Information security · Artificial intelligence · Trust in
distributed computing

1 Introduction

System administrators and security officers face the need to make a responsible
decision based on empirical and sometimes incomplete data in large distributed
information systems (DIS). The question arises whether the result of information
technology execution (IT) in DIS is reliable. That is, whether the extraordinary
results of monitoring can indicate the presence of an anomaly or are they merely
the result of correct calculations of extraordinary input data.

Classical approaches to the evaluation of trust in the decision making process
aided by computer modeling may in general appear to be inadequate for Big
Data, process-real time, IT openness regarding new input data. Serious problems
arise both due to incompleteness of information about the object being studied,
which often occurs in information security (IS) applications, and due to the
limited expressive capabilities of such models, as well as their effective analytical
or numerical solvability.

The efficient alternative approach to this class of problems is to use the so-
called interpolation-extrapolation mathematical models. With this approach, the
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initial data is presented as precedent descriptions, i.e. the examples and coun-
terexamples of the target phenomenon being studied, combined into a so-called
training sample. Further, this sample is interpolated by empirical dependencies
(ED) of a specific form. Conclusion about presence or absence of target effect
in newly analyzed precedent is formed by means of check of extrapolation on
it of ED. To date, a variety of actively used implementations of this approach
are known, which are based on both statistical and deterministic mathematical
techniques of data analysis and decision support.

In many applications of computer-based data analysis, responsibility for the
consequences of decisions made is critical. In particular, such tasks include the
information security of the critical information infrastructure. As the result,
meaningful informal explainability must be ensured for the conclusions and rec-
ommendations being formed. That is, not only the question of “how?”, but
also to the question “why?” must be both answered. The required properties of
understandability, interpretability and stability of the results should be natu-
rally provided. It can be done in those versions of computer data analysis that
are based on the causal relationships.

Thus, within these information security (IS) constraints, it is efficient to
employ intelligent data analysis (IAD), presented by interpolation-extrapolation
analysis of computer data based on the detection and study of causal relation-
ships. This seems to be the only method to build responsible decisions for ensur-
ing the IS in large heterogeneous DIS. It should be added that methods for
solving such problems are complicated, and most often use brute force. This
means that it is necessary to search for approximations of causes analysis, most
often reducing it to special cases of polynomial complexity problems.

Experts in the field of artificial intelligence (AI) over the past 2–3 years
increasingly discuss the so-called third “wave” of AI evolution as a field of
research and development [1]. The first “wave” is associated with the so-called
rule-based AI-systems, the second “wave” - with statistical models and data
analysis methods widely ranging from classical Bayesian inductive inference to
various types of artificial neural networks. The attention of the third “wave”
[1] is focused at the possibility of automated forming of so-called partial theo-
ries that are generated based on empirical data being received and updated in
“portions”. In fact, we are talking about the development of mathematical tech-
niques and their implementation in appropriate software and hardware solutions,
which make it possible to represent the knowledge and effectively make use of it
in form of partial theories being reconstructed as new data arrives. For example,
this includes computer analysis results interpretation based on empirical causal
relationships and the sustainability of empirical conclusions.

The answer to the question “How is the transition to the third “wave” moti-
vated?” is associated primarily with the:

– critical role in applications of the problem of responsibility for decisions made
during human-machine interaction;

– requirement for explanations and trust in the conclusions and recommenda-
tions [2–4];



422 A. Grusho et al.

– limitations of the first and second “waves” of AI development in terms of the
above requirements (see, for example, program [3] preceding program [5]).

The ability to generate adequate explanations is a fundamental characteristic of
effective IAD solutions in IS support applications. IAD in such situations implies
human-machine interaction, in which the responsibility for decisions being made
lies on the decision making person (DMP), for example, the system administrator
or the security officer. Often the DMP does not understand how to justify the
results generated by the computer system. In these cases, he simply has to resort
to what is available at that moment, that is, “manual” calculations, intuition, etc.
Thus, the requirement of explainability of the results generated by the computer
system in the process of data analysis in understandable terms and “formats” is
essential.

The creation of an explanation involves at least two components:

1. the generation of a variant of the reasoned, i.e. substantiated, non- contra-
dictory to the factual data, causal “scheme,” which provides an appropriate
answer to the question “Why should the result be trusted?”

2. the generation of an informal interpretation in a meaningful language, not
duplicating the method used to produce the result, for the answer to the
question “Why...?” generated within the framework of the causal “scheme.”

The problem of explanation is well known in the literature (see, for example,
[6]). The most common approaches here are:

– the deductive-nomological model of explanation proposed by K. G. Hempel
[7,8];

– the diagram of C.S. Pierce’s abductive explanation [9,10].

In methodological terms, both of these schemes can be compared with corre-
sponding clarifications of the concept of truth. Specifically, the first scheme can
be compared with the semantic concept of truth by A. Tarsky [11], and the
second scheme - with the concept by A. S. Yessenin-Volpin [12] of truth as unde-
niable by the existing empirical material.

When dealing with open subject areas constantly updated with new data,
and working with Big Data, it turns out that the classic explanation scheme by
K. G. Hempel is already insufficient when dealing with a number of important
practical applications. For example, when applied to IS, medical and techni-
cal diagnostics, this technique is simply not applicable due to the absence of a
sufficiently “capacious” set of universal statements from which the relevant con-
clusions could logically follow. In turn, the study and formalization of abductive
reasoning (procedures for generating particular dependencies from conclusion to
such assumptions, the logical consequence of which is this conclusion) showed a
number of interesting possibilities for generation of effective explanations (see,
for example, [13,14]), including causal schemes for explaining the results gener-
ated during the IAD process (see, for example, [15]).

The analysis of the causes of the studied phenomena and effects plays a
critical role in ensuring the explanability and interpretability of the computer-
generated results. Accentuation of causality factors from among the available
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empirical data, which lead to the presence of target effects, allows to form sta-
ble empirical dependencies (ED) in relation to the expansion of the analyzed
data with new information. The usage of such ED makes it possible to form sus-
tainable measures which do not change upon data replenishment. For example,
ED could help form targeted countermeasures against harmful consequences of
monitored effects and phenomena [16,17].

The concept of precedent similarity used in IAD can be refined in various
ways (see, for example, [18,19]). Two classes of similar formal constructions are
given as examples:

1. metrical, i.e. understood as distance and proximity measures;
2. representing similarity as a binary algebraic operation.

Within the framework of the widely known algebraic approach developed by
the school of Yu. I. Zhuravlev - K.V. Rudakov [20,21], the task of training by
precedents in the IAD process is considered to be a non-classical version of
the interpolation-extrapolation scheme for data analysis and prediction. Here, a
number of dependencies are built based on the elements of the initial training
sample of precedents. The portability (or, conversely, non-portability) of these
dependencies is based on new precedents and there is a procedural base for
the corresponding prediction. The correctness of such prediction is provided
by the feasibility of a number of conditions and constraints, based on formal
proofs of the existence of correct solutions for the corresponding mathematical
problems (for example, the procedural technique of correct algebras over sets of
heuristic algorithms [22,23]). The explanation of the generated computer results,
as the answer to the question “Why...?” in this approach is based on the proven
existence of correct solutions to the corresponding mathematical problems. For
example, in [22], such a proof is based on the existence of the basis in the
corresponding metric space. At the same time, the refinement of similarity by
metric means used here (i.e., meaningful ideas about similarity as the proximity
of the analyzed objects in the corresponding space) allows generation of informal
interpretations of computer results that are easily understood by the DMP.

When the similarity is considered as a binary algebraic operation [15,24,25],
the non-classical interpolation-extrapolation scheme presented above takes the
following formA binary relation of similarity is formed according to the operation
of similarity, taking into account the results of its application. Then, standard
similarity classes are formed for the obtained similarity relation, and then all
equivalence classes covering the similarity classes are restored. outclasses are
formed according to all fixed results of existing similarity operation being applied
on elements of the initial training sample of precedents. Each equivalence class
obtained this way is compared with the corresponding empirical dependency.
The problem of extrapolatability of any of the existing dependencies onto the
description of a new precedent is solved by checking whether it is “included”
into the equivalence class corresponding to this dependence.

This paper examines the approximate approach to causal analysis, which
only provides additional arguments to DMP for making a responsible decision.
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Therefore, for such problems, similarities can be described in terms of probability
statistical models.

For simplicity, the task of finding interpretation and increasing of trust in
the extraordinary IT results from the system administrator’s point of view is
considered. Namely, whether the IT result is generated by extraordinary initial
data, or it has appeared as a result of a covert anomaly.

2 The Method for Evaluation of Trust Based on Functions
of Causal Influence

Suppose that the system administrator observes and accumulates the results of
IT execution. Each j-th copy of IT has its own source data xj that belongs to
the definition range D. The results of the IT j execution are denoted as yj and
belong to the range of values B. Each range B is divided into extraordinary range
of IT outcome data B+ and range of ordinary IT outcome data B−. Similarly,
the input data is divided into D+ and D−. If yj belongs to B+, then this can
be caused either by extraordinary source data, or by an implicit anomaly of the
computational process. In this case, additional information is required to make
a decision.

Here are some examples of obtaining such information.

1) If an extraordinary result of IT j has been obtained, one can take the
known precedents IT j1 and IT j2 , and repeat the calculations in the following
sequence IT j1 , IT j , IT j2 .
Obtaining the previous extraordinary result, which matches with yj , means
that computer IT support works, but there may be an anomaly in the IT j

procedure.
2) The k-programs method uses similar logic, but also depends on implementa-

tion of IT j .
3) Let there be an independent copy of IT. Then you can run this copy with the

same input data what IT j was using. In this case, obtaining the same result is
a sufficient reason that the result is not an anomaly. However, another imple-
mentation of the hardware-software platform may round fractional numbers
differently and uses different elements of the input data. Therefore, the result
may differ from the previous one, which under certain conditions can alter
the trust in the first result. In addition, such method is expensive and time
consuming.

Next, we will consider the method of evaluation of the trust with the help of
causality influence functions. Suppose that training was performed on precedents
of extraordinary data being obtained in IT realizations, denoted as x+

1 , ..., x+
n .

Let all the other precedents be marked with (-). Suppose that there is a single
cause for including the correct result into the set of extraordinary data. Let
the input data be described by subsets of characteristics from the finite set U .
Then the simplest measure of the similarity of the input data is defined as the
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intersection of characteristics of this input data. Among all the inputs collected
for training, we highlight those that have the following property.

For each pair x+
r1 , x+

r2 , if x+
r1 ∩ x+

r2 = V , then no pair x−
l , x−

t exists such that
x−
l ∩ x−

t = V . This property is called the ban on counterexamples (BC) [26].
Let’s denote as T (V ) the set of pairs of input data from x+

1 , ..., x+
n which

have the measure of proximity V . The sets T (V ) will be called causal influences
on the extraordinary values of IT.

Statement 1. If there is a single cause for the occurrence of an extraordinary
IT result, then there exists V such that T (V ) contains the entire set x+

1 , ...,
x+
n , n > 1.

Proof. Assuming that the cause is expressed through characteristics describ-
ing precedents, the occurrence of an extraordinary value is associated with the
occurrence in the source data of the cause of this value. If V cause is the only
one, then this is the set of characteristics that is present in all x+

1 , ..., x+
n . The

statement is proven.

Corollary. If only one cause V exists for the appearance of an extraordinary IT
result and x is the new input data, then under BC conditions x ∈ D+, if and
only if x contains V .

The considered case of the only one cause fully determines the trust in this
scheme.

If there is more than one cause, then the new data x under BC conditions
should belong to one of the sets T (V ). In this case, we are talking only about
increasing trust. Consider some of the important properties of this causal analysis
method.

1. Let the cause be the only one, but n = 1. Then the new data x, which gener-
ated an extraordinary result in B+, have a common set V at the intersection.
However, such V can appear randomly, and the extraordinary result y is the
result of an anomaly [27].

2. Let there be several causes for the creation of an extraordinary value of y and
x+
1 , ..., x+

n , n > 1, however, the empirically estimated set D− is small. Then,
in addition to the sets of causal influence, there may exist V , which belongs
to the new data, has no common intersections with x+

1 , ..., x+
n , n > 1, and

satisfies the BC condition. Again, an uncertainty appears in the estimation
of the causal base, since V may be an element of some cause y, but also a
random fragment of data not yet obtained from D−.

3. Sometimes it is difficult to substantiate the BC condition.
4. The considered approach is applicable to the class of finite sets of charac-

teristics U and provided that the cause is a subset of U . This may not hold
true when the characteristics are aggregated (unions of other characteristics)
and then the BC condition may not be satisfied on them. In these cases, it is
necessary to change parametrization of the observed data [28].
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Example 1. In this example, we will show how the described method works and
what issues rise. Let y = x2, D = [0, 2}, B+ = {y ≥ 1}, B− = {y < 0}. Consider
the set of characteristics (parametrization) of the input data, considering that the
values of x are obtained from real numbers, leaving k decimal places. Obviously,
the BC requirement only takes place only when k = 0. At the same time, it is
easy to see the ED: if the integer part of x equals to 1, then the result y ∈ B+.
Then if the new data x has an integer part that equals to 1, then this is the causal
rationale that the extraordinary result of the calculations is not an anomaly. In
this example, the value of 1 of the integer part of the original data is the cause
why the result belongs to B+, and the value 0 of the integer part of the original
data is the cause why the result belongs to B−. Note that when k � 0 the
proving of BC becomes a labor-intensive task.

3 Evaluation of Trust Using Probabilistic Statistical
Methods

Section 2 discusses the simplest measure of similarity (measure of proximity).
More generally, choosing the proximity measure is a complex problem. Later
in this paper, the approximate method of estimating the causal bases of the
obtained IT result based on probabilistic-statistical analysis of precedents is
considered. The main idea of the method is as follows.

In [29], the association is constructed between the cluster structure of empiri-
cal data and the measure of proximity associated with the probabilistic distribu-
tion, according to which the data is selected. Suppose that the initial IT data is
derived from probabilistic distributions on D+ and D−. Let these probabilistic
distributions have single-humped density of probabilities in space with a mea-
sure of proximity ρ. Then (see [29]) the closer data corresponds to inclusion into
the high probability area and therefore gets included into a single cluster. This is
due to the fact that significantly more data is included into the high-probability
area than into the low-probability area. The data entering the low-probability
area is at a greater distance from each other.

Let the ordinary data possess its own distribution that generates its own
cluster. Therefore, including data into different clusters corresponds to different
distributions (different statistical hypotheses). Causal bases for estimation of

P-+P

+D D- x

Fig. 1. The example of a contradiction in case of single-humped distributions.
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trust in computer results can be substantiated by comparing the densities of
single-humped distributions. Consider the example of such substantiation.

In Fig. 1 P+ denotes the probability distribution density of the occurrence
of extraordinary data, P− - the density of the probability distribution of the
occurrence of ordinary data. If computer calculation result y ∈ B+, and x is
located near the maximum of P+ density, then it follows from the difference
in densities P+ and P− that the difference ordinate P+(x) − P−(x) > 0. This
condition does not contradict to y ∈ B+, and therefore increases the trust in the
result of computer calculation. If y ∈ B+ and x is located near the maximum of
density P−, i.e. far from max P+, then the difference ordinate P+(x)−P−(x) <
0. Hence with a high probability x ∈ D−, which contradicts the condition y ∈
B+.

Since we cannot point out exact values of functions in the tasks under con-
sideration, it is convenient to perform comparative analysis of causal bases in
terms of the concept of “contradiction,” as shown above.

In case of multidimensional data, cluster methods based on this proximity
ideology are easier computed and require less input data then in the case of
estimation of distribution density. The main problem of using this method is the
choice of an appropriate measure of proximity, consistent with the “humps” of
distributions.

To evaluate the causal bases, we construct the method that at least depends
on the conjugation of “humps” of distribution density with measures of proxim-
ity. Let x+

1 , ..., x+
n , n > 1, be the data of the training sample from D+. Sup-

pose that space D+ is arranged so that for D+ is divided into local areas
D(1), ..., D(s), D(1) ∪ ... ∪ D(s) = D+, D(i) ∩ D(j) = ∅, i �= j, which allows to
efficiently distribute which data belongs to which of these areas. These arias
have approximately the same size according to the proximity ρ. Then, accord-
ing to the data x+

1 , ..., x+
n , n > 1, it is possible to calculate the frequencies of

appearance of data in these areas. Let these frequencies be ordered in descending
order, i.e. the set of order statistics is constructed as follows:

ν[1] ≥ · · · ≥ ν[s]. (1)

Let’s order the local areas D(1), ..., D(s) in accordance to the set of order statistics
(1):

D[1] 	 · · · 	 D[s]. (2)

where D[i] 	 D[j] in only case when ν[i] ≥ ν[j].
Then, according to the relationship between the “hump” of distribution den-

sity and the concentration of data around this “hump”, we obtain the empirical
order of local areas with descending probabilities. From here we get the approx-
imate order of data x+

1 , ..., x+
n , n > 1, and the method of determining the data

belonging to the “hump” of probability density for the case of extraordinary
data.

Let x be new data that generates the extraordinary result. If the data x
belongs to the local area having a low number in order (2), this is the causal base
that the IT result is derived from the original data and not from the anomalies.
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If data x belongs to the area with a high number in order (2), then it can refer
to both D+ and D−. In this approach, the BC condition is not required, but it
is required that the local areas with small numbers in (2) are strictly ordered.

Example 2. Let data space D+ be a family of balls D1, ..., Dm in the space of
a finite dimension, and the radii of all balls are the same. The IT result is one
of two values y1, y2, where y1 is the extraordinary value. If the radii of balls are
not large, then there exists an effective algorithm for calculating whether data
x belongs to a particular ball.

The one-humped distribution in this scheme can be constructed, for example,
using probabilities pi1 > ... > pim that describe the independent sampling of
balls D1, ..., Dm in the case of D+. If all radii are equal to each other, the
distributions inside the balls D1, ..., Dm are uniform, then obviously we get a
one-humped distribution on D+.

In this example, it is assumed that the distributions on D+ and D− are not
known, but are both one-humped. Then the initial training data x+

1 , ..., x+
n , n >

1, effectively determines the frequency of balls occurrence and the order (2).
Therefore, the appearance of new data x can be considered as the causal base of
an extraordinary result if the ball to which x belongs has a low number in the
order (2).

Example 2 shows that analysis of causal bases can be performed simultane-
ously using different information spaces from which IT input data can be taken.
The BC region corresponds to the intersection of distributions on sets D+ and
D−. At the same time, the probabilistic evaluation of the causal bases for the
appearance of extraordinary data allows errors of the 1st and 2nd kind, the
estimation of which requires Big Data for training.

Consider some positive and negative aspects of the probability-statistical
approach to the analysis of causal bases. This approach can be applied when it is
possible to construct (at least indirectly) the sequence (2). In turn, this is possible
when the source data is considered to be a part of large areas. However, increasing
the size of the area leads to complication of the algorithm that calculates whether
the data belongs to the corresponding areas.

It should be noted that to confirm the causal bases of the extraordinary data,
it is not necessary to require that the areas do not intersect. In this case, it is
possible to simplify the aforementioned algorithm. But the data that appears at
the intersections of areas must either be discarded or taken into account in (2)
only once.

Since the estimates of causal bases are approximate, the assumption that
areas may intersect should not affect the changes in order (2). It should be noted
that the one-humped probabilistic distributions are required to substantiate the
monotonicity of probabilistic estimates.



Evaluation of Trust in Computer-Computed Results 429

4 Extension of the Statistical Approach to the Evaluation
of Causal Bases

The concept of “contradiction” can be used in several other cases of the causal
bases of extraordinary results of computer calculations.

Let the original data be x = (x(1), ..., x(r)), x(i) ∈ S(i), i = 1, ..., r, where
S(i) is some isolated information space. This model corresponds to the fact that
several partial input data portions can be used to “enhance” trust.

Let the input data has already appeared in S(1) earlier and x+
1 (1), ..., x+

n (1)
correspond to extraordinary results from B+. Suppose that the space S(1) is
arranged so that for D+(1) is partitioned into local areas D(1)(1), ..., D(s1)(1),
D(1)(1)∪ ...∪D(s1)(1) = D+(1), D(i)(1)∩D(j)(1) = ∅, i �= j, that allow efficient
calculation of the data belonging to each of these areas. Then, according to the
data x+

1 (1), ..., x+
n (1), n > 1, it is possible to calculate frequencies of appearance

of areas ν(1), ..., ν(s1) containing this data, and the set of order statistics

ν[1] ≥ · · · ≥ ν[s1]. (3)

Let’s order the local areas D(1)(1), ..., D(s1)(1) in according to the set of order
statistics (3):

D[1](1) 	 · · · 	 D[s1](1). (4)

D[i](1) 	 D[j](1) in only case when ν[i] ≥ ν[j].
If the coordinate of the new data x(1) does not contradict the extraordinary

IT result, then this is the rationale for the correctness of computer calculations.
The same reasoning can be made for the remaining coordinates of the input

data x. In each case, the contradiction “enhances” the trust in the computing
results. If only one coordinate does not conflict with an extraordinary result,
then additional research is needed on the possibility of a strong effect of the
value of this coordinate on IT results.

If all coordinates show a contradiction with the extraordinary result y in the
considered IT, then computer calculations cannot be trusted.

Let x ∈ D−, but y ∈ B+. Then, in search of the root cause of the anomaly,
the IT model can be divided into parts, that is, the IT model is considered to
be a form of a DAG (Direct Acyclic Graph). For example, the model of the
following form:

y

vz

v

x

1

z

1

2 2

Fig. 2. IT model in the form of DAG.
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If x ∈ D− and z1 ∈ B−(z1), then the transformation x → z1 (Fig. 2) has
completed without contradictions. If x ∈ D− and z2 ∈ B+(z2), an anomaly has
occurred during transformation x → z2. If in this example, y ∈ B−, but x ∈ D+,
then this case can also be considered an anomaly. However, in this case, when
looking for the root cause of the anomaly, it is necessary to move from y to v1 and
v2, and further to z1 and z2. Thus, with the known mathematical model of IT
and the contradiction between input and output, this method of the statistical
approach to causal bases estimation can be used to approximate the localization
of the anomaly.

The concept of contradiction of the causal bases with results of computer cal-
culations can also be used to determine a preference when computer calculation
present various options and a solution has to be chosen by the DMP. In fact, let
solutions y1 and y2 be the results of data processing x ∈ D offered for the DMP
to choose from. Consider the solution for which we build on known precedents
x+
1 , ..., x+

n , n > 1, separately from others. This data can be used for the causal
bases of the solution y1. Assume that the data generates the certain position [i]
in the order (2). Similar reasoning can be made to solve y2 and get the position
[j] in (2). Then, if i < j, then by its causal base the solution y1 is preferable.

This statistical approach allows you to build causal bases without reference
to the analysis of examples and counterexamples.

If extraordinary data appear rarely enough, then for the causal bases of
the correctness of the calculation against the alternative that implies that an
anomaly has occurred, we will use the Tukey approach [30]. From the previously
observed data from D, we construct the set of order statistics and the sequence
of disjoint regions of type (2) in descending order. This construction corresponds
mainly to ordinary data, since extraordinary data is rare by assumption. If the
IT result for the new data x generates extraordinary data from B+, then we find
the position x in the constructed order. If this place x corresponds to frequently
occurring data, then the extraordinary result is possibly the result of an anomaly.
If data x corresponds to the area of rarely appearing data in the set of order
statistics, then there is no contradiction between x and extraordinary output
data. This can be an argument that rare inputs produce rare, extraordinary IT
results.

5 Conclusion

This paper is devoted to the use of evaluation of causal bases for increasing
trust in the results of computing. Trust in computing results is not an accurately
computable characteristic. Therefore, the results of the paper are not focused on
accurate estimates of causal bases.

It should be emphasized that approximate studies of causal bases do not set a
goal to accurately describe the causes of the studied characteristic. Approximate
estimates aim to independently interpret and increase trust in computer results.
Accompanying complex calculations by these estimates of causal bases allows
for interpretation of computer calculations results in terms of inconsistency of
input and output data.
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Abstract. The article is devoted to the creation of a digital ecosystem
of an industrial holding. It contains the set of tools for solving problems
associated with building digital ecosystems of an industrial holding, its
scientific and technological capacity and methods of its transformation
into a new product, taking into account the sufficiency of resource pro-
vision. These tools and methods can be used comprehensively in the
process of creating and manufacturing heterogeneous products, develop-
ing new management processes based on big data analytics.

Keywords: Unique products · Intelligent systems · Digital economy ·
Systemic approach · Digital ecosystem

1 Introduction

Currently, the economies of most countries are undergoing digital transforma-
tion. This process is related to the emergence of new economic categories and
paradigms, as well as the formation of new approaches to the management of
economic processes at equal levels with the establishment of new subjects of
management. In this regard, in Russia it was proposed to establish a new sub-
ject of regulation at the state level—a digital platform or ecosystem and to
establish qualifying features for them at the legislative level, as well as to define
a regulatory body.

This understanding of the digital ecosystem corresponds to the general con-
cept of the Innovation Triple Helix, which represents the relations of such key
participants and stakeholders of the innovation ecosystem as the State, business
and scientific organizations [1]. This concept is currently being actively devel-
oped [2,3].

In the modern world, trends in world economies not only influence each
other, but also enter into insoluble contradictions [4,5]. We can observe their
obvious transformation, the redistribution of the roles of the leading countries
and macroregions in the global economic and geopolitical arena, as well as the
redistribution of spheres of influence in crucial market segments driving the
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economy. At the same time, technology holdings and corporations, which are
becoming increasingly important, are beginning to dictate the rules of the game
in the markets. In this regard, national businesses find themselves under the
strong influence of large technology giants, and on the other hand, they are forced
to survive in the current economic situation. All this leads to the formation of
large business ecosystems.

Sberbank has been developing the largest ecosystem in Russia since 2017.
To do this, it buys other players of the financial and non-financial market. For
three years, Sberbank has spent $ 1 billion on its development, or 3% of net
profit. Now the Sber ecosystem includes about 30 companies and services in var-
ious areas: e-commerce, ready-made food delivery, taxi, car sharing, media and
entertainment, a mobile operator, healthcare, real estate transactions. Ecosys-
tems among Russian big business are developed by Yandex, Mail.ru Group,
Sberbank and Tinkoff-Bank. The Yandex ecosystem includes 87 services.

The development trends of digital platforms are already widely developed
abroad. For example, in China, digital platforms in the manufacturing sector are
already considered critical for modernizing industries, increasing productivity,
optimizing resource allocation and increasing employment.

China’s digital industrial platforms are beginning to compete globally. One
of the most important platforms is INDICS, created by China Aerospace Science
& Industry Corporation Limited (CASIC), a state-owned missile manufacturer
under the direct control of the central government. Two other corporate giants
have created even more influential platforms: Haier, a manufacturer of household
appliances and electronics, and Alibaba, an e-commerce giant.

The promotion of the Chinese economy of digital platforms is located in the
ecosystem of major policy initiatives, “Internet+”, “Made in China 2025” and
“China Standards 2035”, seeking to standardize advanced technologies, such as
artificial intelligence, cloud computing, the Internet of Things and big data .

Other countries, especially Germany with its strong industrial base and rich
experience in the field of “Industry 4.0” can benefit. German companies such as
Siemens, SAP and Bosch are already involved in the Chinese economy of new
digital industrial platforms.

2 Theoretical Basis for the Formation of a Digital
Ecosystem of an Industrial Holding

The formation of a digital ecosystem focused on the manufacture of diversified
promising products using the same production capacities, basic technologies and
competencies (with the addition of new ones if necessary for the manufacture of
certain products) for different market segments and different consumer groups
provides the manufacturer with economic stability through the successful sale
of products that are competitive in quality and price on the market. In this
case, when building digital ecosystems, it is necessary to determine the optimal
structure of the organization of production, in which the introduction of digital
production will be most effective, taking into account its characteristics [6,7]. To
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this end, it is necessary to determine the optimal structure of its own production,
the list of parts and components that will use the created flexible automated
production at full capacity, and the work that will be transferred to related
organizations that will produce certain parts, components, units of high quality
in a shorter time based on their competencies and technological capabilities,
while ensuring the lowest cost of production, which is carried out for a given
competitiveness.

The development of digital ecosystems of the industrial holding, as one of
the key factors and sources of economic development, is carried out at several
levels, corresponding to the stages of the life cycle of radically new products. The
development of the ecosystem is not a one-time, but a continuous process, the
course of which is determined by the flexibility of the company and the influence
of external factors-trends in global technological development.

The initial stages of the development of the digital ecosystem of an indus-
trial holding and the creation of competitive advantages that ensure its stable
development are shown in Fig. 1.

Fig. 1. The initial stages of the development of the digital ecosystem of an industrial
holding.

The main factor in creating new products aimed at long-term satisfaction
of needs is the continuous growth of the innovative capacity of the participants
of the digital ecosystem, related to a large volume of basic research, extracting
valuable information from large volumes, mastering and developing a set of com-
petencies, technologies and equipment based on this valuable information and
this research, improving management methods [8].

The development of such processes in economic systems is related to the
effect of the economic law of advanced development, which states that the devel-
oped products must have consumer utility (value) that increases the needs of
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society, leading to the emergence of new markets and creating a stable economic
development of the producer. In the context of globalization, outdated economic
mechanisms and technological solutions are stagnating, and only the most inno-
vatively developed organizational and economic structures find new economic
and technological niches due to the previously created competitive advantages
and are able to create conditions for the establishment and development of mar-
kets for innovative goods.

Production management processes are rapidly changing under the influence
of advanced digital technologies integrated into the entire business process of
the organization. Digital technologies stimulate new business models aimed at
creating and producing goods of the future that can put the company on a
path of advanced development. The emergence of new players on the market
with fundamentally new products entails the need to organize such production
management, which will create highly competitive products and services with
the best technical characteristics and quality on the market at the lowest cost.

The solution to this problem is based on the transformation of the organi-
zational and economic system of the enterprise into a digital ecosystem. At the
same time, one of the most important assets of such an enterprise is data and the
results of their analytics [9], obtained in the implementation and use of modern
IT solutions when building a digital ecosystem.

The pace of distribution and application of IT solutions in each particu-
lar ecosystem depends primarily on its readiness to implement these processes,
which are not feasible without at least two necessary components: resources (pri-
marily logistical and financial) and the competence of management and ordinary
employees in the use of information solutions in the business management pro-
cess.

Basic elements of automation or their step-by-step implementation and adap-
tation to the specifics of business activities are the starting point in informatiza-
tion and the basis for developing appropriate strategies and programs aimed at
qualitatively changing the existing “structures” of management and production
activities associated with digital transformation trends. All management deci-
sions within development programs should be made reasonably with an assess-
ment of the effectiveness of existing organizational principles and business mod-
els, as well as predicting the return on the implementation of the most promising
approaches and methods aimed at improving the quality of business processes
due to their digitalization, increasing control over their implementation and opti-
mization through the use of information solutions. When choosing information
solutions, the main task is to create the solution that will be maximally adapted
and interconnected with the competence component and the business compe-
tency management system.

As a result, informatization penetrates into every organization striving to
comply with market trends, as well as to work in the advanced development
mode, demonstrating its leading positions in the world market, covering all
spheres of society and becoming a global phenomenon, and at the same time
a tool for stimulating economic development.
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In addressing the development of an organizational and economic system in
modern conditions, the most important information source for managing them
should be considered the data of the global information space, advanced knowl-
edge and prospects for the development of fundamental science, as well as the
results of intellectual processing of this information by modern mathematical
methods (neural networks, machine learning, discrete mathematics). As part of
the digitalization of business, a new organizational and economic environment is
being formed, integrated into the information space, in which many aspects of
activities related to the organization of the release of new products and services
are developing.

Currently, most researchers of the role of informatization in the development
of the economy consider the global information space as a set of information
resources and infrastructures that make up State and inter-State computer net-
works, telecommunication systems and public networks, as well as other cross-
border information transmission channels [10].

The active process of innovation and technological convergence that began in
the XXI century in the world economy, due to the rapid evolution of the global
information space stimulated the development of mechanisms for interpenetra-
tion and convergence of competencies, when the boundaries between individual
competencies and technologies based on them erase, and the final results of
the application of competencies are manifested in interdisciplinary research and
development at the junction of various fields of science, resulting in radical com-
petencies which cover the intersectoral level. The synergetic effect caused by the
development of convergent information solutions and the expansion of the global
information space contributes to obtaining a significant economic and production
effect in the economy as a whole by generating synergetic innovations.

Convergent information solutions contribute to building the bank’s key radi-
cal competencies, which make it possible to create a product that can potentially
meet the needs of society and take a dominant position in the market if there is
a sufficient amount of other resources. Such a product will be created according
to the principle of “semi-finished product”, when its final image will be formed
taking into account the requirements of a specific consumer. Such a mechanism
can be implemented as part of the new M2C business model (manufacturer
to customer) and the reverse C2M model, in which personalized production is
implemented, which involves the manufacture of a product that has the necessary
(or desirable) original properties for a given consumer. The closer the producer
is to the consumer, the more opportunities they will have to generate income.
In the context of global informatization, the “germination” of competencies into
various branches of science and their integration, as well as the accumulation of
intellectual capital by both manufacturing companies and society, the distance
between the manufacturer and the consumer of products is reduced at all stages
of the product life cycle, and especially at the stage of their operation, as a result
of the increasing spread of service models of the economy.

The considered effects of the evolution of the global information space and
the processes of convergence of competencies and technologies lead to the fol-
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lowing postulate describing the creation of unique products in the context of the
evolution of the global information space:

The global information space is developing due to its replenishment with new
knowledge underlying building key competencies and radical innovations. The
global information space stimulates innovation and technological convergence, in
which the boundaries of various competencies and technologies disappear, and
innovation is the result of interdisciplinary research, a “semi-finished product”
that a manufacturer, given the availability of resource opportunities, can bring
to the level of a radically new unique product.

The formulated postulate is proposed to be considered as one of the bases
for further theoretical studies of the advanced satisfaction of prospective needs
occurring under the influence of the information environment and digital tech-
nologies to ensure the economic growth of business.

The active development of the information environment and infrastructure
that provides the basis for the digital ecosystem for the implementation of the
production activities of a company leads to a significant variety of products and
services manufacured through the organization of personalized production, the
development of new forms of marketing (for example, targeted marketing) and
increased labor productivity through automation and robotization.

The economic growth achieved by these and other factors is justified by
modern models of economic growth, which explain it by the increasing variety
of products and services and the active development of the service sector.

In terms of economic growth and development of holdings, one global infor-
mation space is not able to become a source of economic growth without cal-
culating the effectiveness of its use and without taking into account the level of
key competencies.

Therefore, an important issue in the context of managing the economic devel-
opment of a company and creating unique products that meet current and future
needs is the implementation of targeted entry into the global information space
for a company interested in using it to build and develop necessary key com-
petencies. In this case, the global information space is considered as a set of
services (information is provided as a service for a fee), where the consumer pur-
chases them specifically, given their interests in solving specific production and
economic problems.

Herewith, there is such a phenomenon as recombination of innovations.
Recombination of innovations involves the intelligent integration of various

technologies in one solution, which allows the creation of new digital business
assets. These new digital assets are key opportunities that support the real digital
transformation of digital enterprise business models, creating proactive products.

Recombinant innovation allows using the existing technological and compe-
tence capacity of the organization, represented by a set of key technologies and
competencies that can be reconfigured using an integrated digital platform in
new ways to create new ideas.

The holding’s digital ecosystems also have an important impact on its com-
petitiveness and ability to transition to advanced development through the pro-
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duction of goods capable of creating new markets or significantly expanding the
boundaries of existing ones based on the competitiveness of products in terms
of quality and price.

Due to the redistribution of resources and the use of the capacity of the digital
ecosystem, it becomes possible to neutralize the negative impact of uncertainty
factors on the sustainable development of the holding. Based on the redistribu-
tion of resources, the holding can form the direction of the strategic choice of its
development:

– creation of competitive advantages that will strengthen positions in a certain
market segment or enter new ones;

– organization of new types of activities able to generate significant income;
– creation of new sales markets based on the development of radically new

products previously not available on the market;
– creating conditions for the holding’s transition to advanced development

based on the formation of a set of indicators of economic stability, competi-
tiveness and resource provision.

In order to avoid the loss of economic stability, as well as to ensure the break-
through creation of innovative capacity and adapt to work in a new technological
platform in modern conditions, the holding and its companies need to implement
a comprehensive approach to the development of radical competencies, provided
by the transformation of the principles of work from all spheres of activity. In
this regard, the following scheme is proposed for creating conditions for ensur-
ing the accelerated growth of innovative capacity and the development of the
holding’s digital ecosystem in the digital economy (Fig. 2).

The implementation of the steps shown in Fig. 2 by holdings, in practice,
will provide opportunities for the accelerated growth of their innovative capac-
ity, allowing them to develop radical competencies and products, to maintain
long-term competitive leadership in the market, and accelerate the industry’s
advanced transition to the creation of new technological platforms [11].

Here is a formal description of the mechanisms underlying the procedures
for the coordinated development of the digital ecosystem of a holding and the
companies operating within its perimeter.

3 Economic and Mathematical Model
for the Development of a Digital Ecosystem
of a Holding

To describe the development model of the digital ecosystem of the holding, we
will consider the problem of optimal management, taking into account the active
evolution of its companies, striving to achieve their own goals and operating in
the scientific, technological and innovative framework of the main platform. We
will use and develop the models suggested in [12].

Let P0 (the digital ecosystem of the holding) strives to achieve the highest
value of efficiency f0(xi, u), which can be understood, for example, as the profit
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Fig. 2. Scheme of creating conditions for ensuring the development of the holding’s
digital ecosystem in the digital economy.

from the sale of high-tech products of companies, where u is the innovative capac-
ity of the digital ecosystem, and xi is the competitiveness of companies, xi ∈ X,
x = (x1, ..., xn). The companies of the holding, in turn, strive to increase their
own efficiency fi(xi, ui), i = 1, 2, ..., n, which can be understood as its profitabil-
ity. Let’s consider several possible mechanisms for the coordinated development
of the digital ecosystem and its companies.

Mechanisms of the 1st type (direct). The digital ecosystem does not control the
competitiveness of companies, but freely provides them with the competencies
and knowledge of its own core. The best values of the control variables are
determined from the solution of the problem:

G1 = sup
u∈U

min
xi∈B1

i

f0(x, u),

where B1 is the set of optimal controls for the competitiveness of companies:

B1
i = {xi ∈ Xi|fi(xi, ui) = max

yi∈Xi

fi(yi, ui)}.

Mechanisms of the 2nd type (closed-loop). The digital ecosystem relies on the
use of the innovative capacity of companies in the formation of its own optimal
management strategy, and formulates it as functions ui = ui(xi). Then

B2
i = {xi ∈ Xi|fi(xi, ui) = sup

yi∈Xi

fi(yi, u′
i) − δi(u′

i)}, δi(u′
i) ≥ 0,
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and the greatest guaranteed result (efficiency of functioning) of the digital ecosys-
tem is

G2 = sup
u′∈U

inf
xi∈B2

i (u
′
i)

f0(x, u′).

In this case, the effectiveness of the holding companies is determined from the
condition

sup(xi,ui)∈Di
,Di = {xi ∈ Xi, ui ∈ Ui|fi(xi, ui) > max

xi∈Xi

min
ui∈Ui

fi(xi, ui)},

where the efficiency L = max min fi(xi, ui) of company i is guaranteed.
As a result of such mechanisms, the increase in the efficiency of the holding

companies determines the increase in the efficiency of the entire ecosystem as a
whole.

To implement one or more areas of strategic choice that ensure advanced
development, it is necessary to assess the capacity for the development of the
holding’s digital ecosystem and implement the first preparatory stage of its tran-
sition to the widespread use of digital technologies, based on two main directions:

– identification and systematization of advanced digital methods and technolo-
gies already used by the holding, assessment of their comparability or the
possibility of using them as a reference point for creating a digital transfor-
mation platform;

– creating conditions for providing a sufficient number of resources, competen-
cies and ensuring stable links between departments in the development and
manufac-ture of competitive products.

In a general form, the algorithm for the creation of the digital ecosystem of
an industrial holding, due to the requirements of digital transformation and the
creation of a single technological platform is presented as a block diagram in
Fig. 3.

For advanced development and global leadership in the market, high-tech
holdings need today to focus on the development of their own digital ecosystem,
corresponding to the advanced wave of innovation.

The achievement of global leadership by the holding involves the creation of
a set of conditions:

– management of the holding as a special self-organizing system interacting
with other systems based on corporate (industry) technology platforms and
through macroeconomic mechanisms;

– ensuring long-term financial and economic stability of the business;
– development and manufacture of fundamentally new products focused on

meeting long-term needs, with new properties, functions and consumer values;
– organization of a full life cycle (from shaping the techno-economic image and

the organization of mass production to operation and disposal) of radically
new products created on the basis of the latest advances in technology;
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Fig. 3. Scheme of creating conditions for ensuring the development of the holding’s
digital ecosystem in the digital economy.

– continuous and systematic development of scientific and technological capac-
ity and competencies based on the accumulation of knowledge and unique
experience in the creation and manufacture of high-tech piece and small-scale
products with unique technical characteristics and functions, as well as fun-
damental and applied research and development;

– building a high level of competitiveness (in the classical sense);
– active role in the development of industry technology platforms and centers of

competence for building cross-industrial innovations and technological solu-
tions at the global level;

– active development of mechanisms for intercorporate and intersectoral trans-
fer of breakthrough innovative technologies to significantly reduce the time
required to bring radically new products to the market.

Achieving the global competitiveness of the holding is closely related to the
effective management of research, development, innovation, production, organi-
zational and other processes, which determines building of scientific and tech-
nological capacity sufficient to create a completely new (radically new) product
with high consumer properties, allowing to win a significant share of the existing
market or create a new market for high-tech products.

In its very terms, with such a complex of interrelated activities, the holding
should have a wide range of different competencies that are transformed into
the creation of a new product through the functioning of the digital ecosystem.
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As a rule practical development for the creation of complex high-tech products is
carried out by several companies and their various design and technological divi-
sions, which can be combined within the holding through a corporate (industry)
digital ecosystem, which ensures the interaction between enterprises or organiza-
tions. The overall result of the implementation of the project to create a radically
new product, i.e. compliance with the necessary techno-economic characteristics,
allowing to maximally satisfy the needs of the customer and the market, or to
ensure the creation of a new sales market for the developed products will depend
on how these related organizations engaged in joint product development will
fulfill their private technical tasks and create the final result with the necessary
technical characteristics, materials, and components.

The developed products can be presented on the market only after their man-
ufacture, therefore, there is the question about the need to create fundamentally
new production facilities or modernize existing ones. The direction of develop-
ment of the digital ecosystem should be determined based on the availability
of the competencies of the holding structure, financial resources, timing of mar-
ket entry, taking into account possible risks, including the risk that competitors
may be ahead of schedule and release similar products with higher character-
istics. It follows that when creating and developing corporate (sectoral) digital
ecosystems, it is necessary to consider mutual production and technical ties,
the possibility of technology transfer and the exchange of unique competencies,
and to take measures to increase the scientific and technological capacity of the
holding.

Effective use and development of unique competencies can provide global
leadership and enable the creation of a market of fundamentally new products
and technologies, and create new market segments based on them.

4 Conclusion

The solution to the problem of forming a digital ecosystem of an industrial
holding is associated with building its scientific and technological capacity and
methods of its transformation into a new product, taking into account the suf-
ficiency of resource provision.

To solve this problem in creating a digital ecosystem, it is proposed to use
the following tools and methods:

– a method for assessing the readiness of business units to increase scientific
and technological capacity;

– tools for capacity transformation (its “transfer” from the scientific and theo-
retical plane to the applied one) related to the normative and methodological
regulation of this process at various stages of the product life cycle;

– a model for assessing the impact of control actions on the components of
scientific and technological capacity, as well as from the impact on the growth
of the capacity and its transformation into radical properties of new products.
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These tools and methods can be used comprehensively in the process of cre-
ating and manufacturing heterogeneous products. In real economic conditions,
new products are created in companies that already are participants of the com-
modity markets and produce goods created within the digital ecosystem. The
creation of radically new products is linked to the continuous development of the
ecosystem itself due to the constant increase in scientific and technical potential
and its transformation into highly competitive products that ensure the stabil-
ity of the industrial holding in the market. It allows to build the trajectory of
economic development of a high-tech industrial holding and determine the con-
ditions under which the holding is in a state of advanced development and global
technological superiority.
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Abstract. The article proposes and discusses new approaches to the
development and effective use of intelligent systems for optimal control
of the production processes of unique technological products, that is, such
products that are able to satisfy unmet demand and have no analogues in
the world. The main results of this research are a conceptual model of an
intelligent control system formation for the development and production
of unique products.
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1 Introduction

The definition of a unique product as a product that has no world analogues
and is able to satisfy unmet demand is relatively new [19,20], although the
very problem of managing the manufacture of radically new products (radical
innovations) and the establishment of an appropriate control system, including
on the basis of intelligent systems and with the use of optimization models arises
earlier (see, for example, [1,8,10,22]).

Control processes for the development and manufacture of unique products
are rapidly changing with the development of the so-called new economy (cre-
ative, innovative, knowledge, digital) [9] and are influenced by the widespread use
of advanced digital technologies integrated into all processes of product creation
[5,7]. As a result, changes in these control and manufacture processes stimulate
new approaches and principles aimed at creating and producing new products
that can ensure the company’s economic stability and competitiveness in the
market [6,13,15].

The purpose of this research is to develop a system concept of an intelli-
gent control system for the production of unique products and an economic and
mathematical model of its functioning.
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In accordance with this purpose, the article has the following structure.
The next section presents the authors’ vision of the functioning of an intelli-

gent production control system for unique products in the context of the infor-
mation infrastructure of a digital enterprise.

Section 3 presents a systematic approach to the development of an intelli-
gent computing platform for solving the problem of automated control of the
development and production of unique goods.

Section 4 is divided into 3 subsections, which sequentially present: 1) a general
model of the decision-making system and optimal production control at all stages
of the life cycle of unique products; 2) economic and mathematical features
of the formulation and solution of the optimization problem for managing the
manufacture of unique products; 3) information basis of an intelligent control
system for the development and manufacture of unique products.

In the final part, conclusions are drawn on the results of the paper as a whole.

2 The Main Components of an Intelligent Control System
for the Development and Manufacture of Unique
Products

A modern digital enterprise integrates many automated control systems on its
platform, each of which has some intellectual properties: ERP, CRM, PLM,
EMS, MES systems. (see Fig. 1).

An intelligent control system for the development and manufacture of unique
products is part of the information infrastructure of a digital enterprise and is
closely integrated with other information systems and databases of the enter-
prise. The close integration of various information systems on the digital enter-
prise platform is due to the use in these systems of a single basic toolkit, which
include: 1) tools for working with data that ensure effective management and
use of big data about the internal and external environment of the enterprise,
on the basis of which the process of supporting effective management decisions
can be built; 2) tools for ensuring the production process, allowing industrial
enterprises to build the production process in the most efficient way and ensure
a balance of “high quality - cost” in order to create a unique competitive product
and 3) tools for interaction with the external environment of the enterprise.

The tools for working with data are represented by such technologies as
artificial intelligence, fog computing, end-to-end, quantum and supercomputer
technologies, identification technologies, blockchain, neural networks, etc. The
combination of these technologies provides effective control and use of big data
about the internal and external environment of the enterprise, on the basis of
which the support for making effective management decisions can be built [23].
This toolkit makes it possible to use past experience to shape future decisions
using progressive self-learning algorithms. In addition, decision-making models
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Fig. 1. Information systems of a digital enterprise.

independently adapt to new conditions when new data is obtained. An important
advantage of using these technologies in data management is the achievement of
high accuracy of their processing and minimization of errors that appear due to
the human factor.

The tools for ensuring the production process include cyber-physical systems,
3D technologies (printing), robotics, additive technologies, open production tech-
nologies, etc. The use of these tools in practice allows industrial enterprises to
build the production process in the most efficient way and ensure a balance of
“high quality - cost” in order to create a unique and competitive product. In this
case, the use of the listed technologies is aimed at minimizing the duration of
the production cycle and reducing costs at all its stages while maintaining high
technical parameters and creating competitive functionality.

The tools of interaction with the external environment of the enterprise are
represented by such technologies as unmanned, paperless, mobile, biometric tech-
nologies, brain-computer technologies. This block of technological tools allows
you to organize operational monitoring of changes in the external environment
of the enterprise and analyze consumer preferences in order to form innovative
ideas for creating new unique products, as well as to increase the duration of
their life cycle in the market by organizing effective service that improves the
image of the manufacturer in the consumer market.
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3 Systematic Approach to the Development
of an Intelligent Computing Platform for Solving
the Problem of Automated Control of the Development
and Production of Unique Goods

As shown in [6,13], the basis for building intelligent control systems for the
development and manufacture of unique products is the technological toolkit
described above. At the same time, there is currently no single definition of an
intelligent system for creating unique products and no single methodology for
its functioning has been developed. Researchers have considered certain aspects
of the construction and functioning of such systems. For example, the paper [11]
describes a method for managing the technical state of industrial equipment, a
method for choosing optimal technological routes, etc., based on the process-
ing and systematization of heterogeneous data using intelligent mathematical
methods. A number of works focus on the analysis of the applicability of specific
technologies for building such intelligent systems (for example, [16]). Given the
results described above, it is possible to create an intelligent system for solving
the problem of automated control of the development and manufacture of unique
products, taking into account the need to maintain its competitive advantages
for a long time (see Fig. 1).

The use of information methods and technologies for processing big data
makes it possible to analyze and build forecasts, on the basis of which deci-
sions are made to create the image of a unique product according to consumer
preferences in order to achieve a high level of competitiveness and outperform
competitors - market leaders. Currently, in order to dominate the market, enter-
prises create their own information computing platforms using advanced infor-
mation methods and technologies that allow integrating two processes - analysis
of the consumer market and creation of the image of promising products. The
basis of such platforms is the creation and integration of information support
systems for the development of techno-economic image and product design pro-
cesses based on the use of information resources, technologies and competencies
of the organization. The proposed intelligent control system for the development
and production of unique products, built into the information infrastructure of
a digital enterprise, provides a mechanism for flexible adaptation of the techno-
economic image of unique products and the production system of an enterprise to
changes in a competitive market environment, as well as to dynamically changing
consumer expectations, which allows to maintain high competitive advantages of
the manufactured unique products, and thereby contribute to the preservation
of the manufacturer’s dominant position in the market. The criterion for the
effectiveness of the proposed intellectual system is the level of competitiveness
of the manufactured product in real time.

In accordance with the block diagram of the proposed intelligent control
system for the development and production of unique goods created using the
advantages of modern information technologies (see Fig. 2), we describe its main
subsystems (see Table 1).
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Table 1. Subsystems as part of an intelligent control system for the development and
production of unique goods.

№ Name of the

subsystem

Subsystem task Intellectual component Influence on the

creation of

competitive

advantages

1 Subsystem for

shaping the image

of a unique product

Shaping the

techno-economic

image based on

monitoring

prospective needs

Using methods and

technologies for processing

and intelligent analysis of

big data obtained from the

global information space to

create competitive

advantages of unique

products

Shaping the image of

a product, which in

the future will have

competitive

advantages in the

market, considering

the forecast of the

development of the

needs of companies

and society

2 Subsystem of

automated control

of key competencies

Management of

scientific and

technological

capacity and key

competencies

Intellectual monitoring of

the global information

space, aimed at identifying

new knowledge and

competencies among

competing companies

Shaping radical

innovation

3 Resource control

subsystem

Effective resource

control at all stages

of creating unique

products

Using intelligent expert

systems to select the most

optimal composition and

quantity of all types of

resources required to ensure

the product life cycle

Creating competitive

advantages by

optimizing warehouse

inventory, minimizing

taxes, eliminating

ineffective diversion of

working capital,

providing a stock of

materials, raw

materials and

components necessary

for production

4 Subsystem for

managing the

development of

products for a given

cost and

competitiveness

Design,

pre-production,

providing high

technical

characteristics when

designing for a

given, competitive

price in the market

Intelligent selection of the

optimal ratio of

techno-economic

characteristics of the

designed product sample in

accordance with its

techno-economic image.

Using intellectual analysis

and predicting the results

of product testing at the

design stage, identifying

design errors. Intelligent

analysis and selection of

the most advanced

production technologies

that can provide high

competitive advantages of

products and minimize the

time of their manufacture.

Selecting the necessary

competencies to design a

product from the generated

intelligent database.

Testing products and

receiving recommendations

from the intelligent

subsystem in terms of

improving the prototype to

create a better product

Ensuring competitive

advantages through

the selection of

promising

technologies and

competencies of the

enterprise for the

manufacture of the

product

(continued)
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Table 1. (continued)

№ Name of the

subsystem

Subsystem task Intellectual component Influence on the

creation of

competitive

advantages

5 Subsystems for

pre-production and

production control

Pre-production and

production

Building the production

process based on the

optimal selection of

operations by an expert

system that analyzes

previous experience in the

manufacture of promising

products

Creating competitive

advantages by

ensuring a high level

of production process,

increasing the

profitability of

production

6 Sales control

subsystem

Releasing the

finished product on

the market

Using intelligent methods
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Fig. 2. Block diagram of an intelligent control system for the development and pro-
duction of unique goods.

The criterion for the effectiveness of the proposed intellectual system is the
level of competitiveness of the manufactured product in real time.

Due to the dynamic nature of the market situation, as well as a sharp and
often unexpected change in the parameters of the competitiveness of products,
there is a need for operational adjustments to the company. The proposed intelli-
gent management system for the development and manufacture of unique prod-
ucts is well suited for managing these processes, since it has the properties of
automatic adaptation to various changing parameters of the external and inter-
nal environment of the enterprise, providing the most effective mode of operation,
that is, the system is adaptive, flexible and easily adaptable to changes in the
external environment.

4 Systematic Approach to the Development
of an Intelligent Computing Platform for Solving
the Problem of Automated Control of the Development
and Production of Unique Goods

Now we turn to a more detailed formal description of the intellectual control
system for the development and production of unique goods – we will describe
the economic and mathematical model of its functioning.



452 A. E. Tyulin et al.

4.1 General Model of the Decision-Making System and Optimal
Production Management at all Stages of the Life Cycle
of Unique Products

Let x(t) ∈ RN be the parameters of the manufacture process of a unique product
as a function of time. Since production processes are considered at large time
intervals, we will consider continuous time.

We will consider the production process taking into account the control at
all stages of the life cycle. We describe this control by a vector-valued function
∈ RM , which will also depend on time. In this case, the dynamics of production
processes can be described by the following differential equation:

x′(t) = F (t, x(t), u(t)), t ∈ [0, T ] (1)

where T > 0 is the time of the entire life cycle of the production of unique
goods.

Equation (1) is generally quite complex for economic and mathematical anal-
ysis, so we can consider a linear approximation of this equation, which has the
form

x′(t) = A(t) · x(t) + B(t) · u(t), (2)

where A(t) is an N × N matrix; B(t) is an N × M matrix.
The goal of management when creating unique products is to minimize the

target functionality

J(u) = |xu(t) − x∗(t)| + α ·
∫

a(t) · |u(t)|dt, (3)

where xu(t) is the solution of the Cauchy problem (with some initial data)
for Eq. (1) or (2) in the case when control u(t) is selected; x∗(t) is the planned
parameters of the production process; a(t) ≥ 0 is the cost function of manage-
ment decisions; α > 0 is the dimension coefficient.

We will minimize the functional J on the set of admissible controls, which is
defined as follows:

U = v(t) ∈ U(t) : t ∈ [0, T ]. (4)

Thus, we will assume that u ∈ U . Without loss of generality, we can assume
that the sets U(t) ⊂ RM are bounded and closed, that is, compact.

The economic meaning of the functional J is that the first term shows the
degree of divergence of the results of our control and the planned values, and
the second term shows the “price” for making management decisions.

Thus, the optimization problem for managing production processes at all
stages of the product life cycle consists in finding such a control u∗ ∈ U such
that

J(u∗) = minJ(u) : u ∈ U. (5)
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Problem (4) refers to the classical optimal control problem, and to solve it,
one can apply the well-known methods of calculus of variations and optimal
principles.

4.2 Economic and Mathematical Features of the Formulation
and Solution of the Optimization Problem for the Control
of the Production Processes of Unique Goods

Firstly, the sets U(t) in problem (4) may be non-convex if economic solutions
are considered. A common case is that the set U(t) can consist of two points,
which corresponds to the situation when making decisions “yes” or “no”. Math-
ematically this circumstance can complicate the adoption of optimal decisions.

Secondly, when making control decisions in the production of unique goods,
it is necessary to take into account the possible instability of decision behavior.

The economic basis for instability in making management decisions in the
production is that, due to the uniqueness of products, non-optimal control deci-
sions can radically change production processes.

As we have already noted, the specifics of the control of the production of
unique products is that control decisions are unstable. Moreover, when formu-
lating a dynamic problem, one should take into account not only the instability
of control decisions, but also the uncertainty of the factors that exercise control.
The differential Eq. (1) does not allow us to take into account these uncertainty
factors, so we replace the considered dynamic model, described by a system of
differential equations, with a dynamic model, described by differential inclusions
[4,6,12,14,17,18,21].

To formulate the problem in the differential inclusions, we will consider multi-
valued mappings.

Let us denote by Φ the set of subsets Fs ⊂ RN , where each set Fs is a convex
and compact set in RN . In this case, F == ∪Fs. Now, using Φ, we will denote
the function (mapping)

F : [0, T ] × RN × U → Φ. (6)

Next, instead of the differential Eq. (1), we will consider the differential inclu-
sion

x′(t) ∈ F (t, x(t), u(t)). (7)

In the differential inclusion (7) instead of the derivative x′(t), we can consider
the contingent or paracontingence. A contingency is the set of all limit sequences

x(th) − x(t0)
th − t0

, th → t0, th �= t0, h → 0, (8)

and paracontingency is the set of all limit points

x(th) − x(tg)
th − tg

, th → t0, tg → t0, th �= tg, h → 0, g → 0. (9)
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The use of differential inclusions instead of differential equations provides the
following economic advantages of the economic-mathematical model:

– the ability to take into account the multivariance of the response to control
decisions;

– the ability to take into account the instability of control when creating unique
products;

– the ability to take into account uncertainty factors in the production of unique
goods. Optimization of differential inclusions has certain features both the-
oretically and in terms of obtaining numerical solutions. Using differential
inclusions, we can describe different scenarios for the production of unique
goods at all stages of their life cycle. In this case, it is necessary to use
the operational information that comes as a result of the implementation of
production processes. Modern conditions for the manufacture of high-tech
products are associated with the digitalization of production and the eco-
nomic environment, so to make decisions based on operational information,
it is necessary to use intelligent decision-making methods that fully work with
the available information flows. To this end, we will consider the information
bases of an intelligent control system for the development and production of
unique goods.

Optimization of differential inclusions has certain features both theoretically
and in terms of obtaining numerical solutions. Using differential inclusions, we
can describe different scenarios for the production of unique goods at all stages
of their life cycle. In this case, it is necessary to use the operational information
that comes as a result of the implementation of production processes. Mod-
ern conditions for the manufacture of high-tech products are associated with
the digitalization of production and the economic environment, so to make deci-
sions based on operational information, it is necessary to use intelligent decision-
making methods that fully work with the available information flows. To this
end, we will consider the information bases of an intelligent control system for
the development and production of unique goods.

4.3 Information Bases of an Intelligent Management System
for the Development and Manufacture of Unique Products

The proposed intelligent management system for the development and manufac-
ture of unique products is based on the use of the information principle when
making economic decisions in conditions of uncertainty that arise as a result of
the specifics of the manufacture of unique products. This information principle
is based on a game-theoretic approach, similar to the game-theoretic approach in
mathematical statistics. Let’s formulate its mathematical foundations. We will
assume that it is necessary to make one of the decisions, the set of which we
denote by W , but according to the dynamic model of optimal production control
of unique goods for each decision w ∈ W , a whole set of reactions is possible,
since in the production of unique goods we are forced to make decisions under
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conditions of uncertainty Let R(w) denote the set of reactions to the decision
w. Each reaction will give a different economic result, which we will describe
using dimensionless quantities, as is customary in game theory. To do this, we
will consider the win function, which depends on the choice of w ∈ W and each
reaction r ∈ R(w). Let H(w, r) be an estimate of the result of the reaction of r
to the decision made by w. Since H(w, r) is a numerical function, the informa-
tional decision-making principle can be formulated as a maximin solution. By a
maximin solution we mean w∗ ∈ W such that

min{H(w∗, r) : r ∈ R(w∗)} = max{min{H(w∗, r) : r ∈ R(w∗)} : w ∈ W}.
(10)

The maximin solution shows the assessment of the guaranteed result when
making decisions under the conditions of uncertainty arising in the process of
developing unique products. However, the use of maximin decisions is a delib-
erately pessimistic scenario that can be justified in simple antagonistic games,
but when making economic decisions in production management it is required
to use additional information about the state of production, which will make
it possible to make an optimal decision. Thus, the informational principle of
making economic decisions under conditions of uncertainty can be formulated
as follows: when making economic decisions in conditions of uncertainty gener-
ated by the uniqueness of the product produced, it is necessary to clarify the
non-maximin decision based on the available additional information about the
possible reaction to the management decision. This principle allows building an
intelligent management system for the development and manufacture of unique
products in the context of digitalization of science-based industries.

According to the information principle of decision-making under uncertainty,
the key issue is the probabilistic assessment of the onset of a particular reaction
to a decision. Consider an intelligent method for obtaining such a probabilistic
estimate.

Let the intelligent control system for the development and production of
unique goods recommend a certain solution w ∈ W at a certain stage of the life
cycle of a unique product. Assume that the set of possible reactions to the w-set
R(w) is finite, i.e. R(w) = {r1, r2, . . . , rN}.

By pn, n = 1, 2, . . . , N , we denote the probabilities of the reaction rn. Of
course, the following condition must be met:

pn ≥ 0, p1 + p2 + . . . + pN = 1. (11)

In the absence of any additional information, we will assume that the a priori
probabilities of the reaction to the decision are given. In the case where we have
certain information that can clarify the a priori probability of a reaction, we will
denote this information by D. In this case, the probabilities of reactions can be
expressed using the conditional probability

pn = P (r = rn|D), n = 1, 2, . . . , N. (12)
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Here, P (r = rn|D) denotes the probability of the onset of the reaction rn,
provided that there is data (information) D.

To actually calculate the conditional probability P (r = rn|D), the Bayesian
approach can be used, which is based on the formula of the same name. Using
the Bayes formula, the conditional probability can be calculated as follows:

P (r = rn|D) = (P (D|r = rn) · P (r = rn))/P (D). (13)

Calculating the conditional probability P (D|r = rn) is a simpler task
because, assuming a given system response, we can estimate the probability
of data D. The process of constructing these conditional probabilities is also
called a Bayesian machine learning process.

Normally the existing information is a collection of some facts. Therefore, we
can write

D = (D1,D2, . . . , DM ), (14)

where Dm is an “elementary” fact from the available information at all stages
of the life cycle of a unique product. Of course, different facts tend to be inter-
dependent, so calculating the probability P (D) may require knowledge of the
correlation between different facts, which is a serious technical problem. To solve
this problem, it is recommended to use a naive Bayesian approach [2], when an
assumption is made about the independence of various facts. In this case, the
probability P (D) can be easily calculated using the following formula:

P (D) = P (D1) · P (D2) · . . . · P (DM ). (15)

This assumption is not always the case, but the experience of using the
Bayesian learning process shows that such an assumption leads mainly to correct
reliable results, which, as our research shows, provides sufficient efficiency of
solutions developed automatically by an control system. This efficiency ensures
the implementation and operation of the proposed intelligent control system for
the development and production of unique products at established and already
functioning digital enterprises.

Let us demonstrate the application of the described approach based on a
naive Bayesian classifier by the example of solving the problem of making a
decision by an intelligent system to set a market price for a complex technical
system (engine), which is one of the main units of an aircraft. The aircraft engine
considered in the example has various technical characteristics determined by its
image [25,26].

Based on this list of characteristics and similar characteristics of competing
engines on the market, the relative competitiveness ratio Qeng of this engine
can be calculated using standard methods for determining competitiveness [3].
An important parameter on the basis of which the estimated value of the mar-
ket price of the engine will be formed is the specific weight of the cost of the
unit in question in the total cost of the aircraft. This assumption is due to the
competition of aircraft from different manufacturers within the same segment in
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conditions of comparable technical and cost characteristics. A larger value of the
competitiveness coefficient for a particular aircraft corresponds to higher val-
ues of the technical characteristics determined by its constituent units, or lower
values of cost parameters.

The initial data for an intelligent system to make a decision to set a market
price for an aircraft engine are:

– a set of aircraft that belong to the segment under consideration (list i);
– the competitive price of the aircraft (S0, is determined by the market method

based on a comparison of the characteristics of the aircraft on the market).
– coefficient of competitiveness of the aircraft (Q, known methods for assessing

competitiveness);
– the share of the cost of the considered unit in the competitive price of the

aircraft (a);
– the relative coefficient of the competitiveness of the engine, for the market

leader the actual value is set equal to 1.

Based on these data, for the market leader, we calculate the coefficient E of
the market-based price using the formula:

E =

√
Q · Qeng

S + a · S
, (16)

where S is the price of the aircraft minus the cost of the engine.
By varying the values of Qeng and a in the proposed formula in the range of

10% of the actual values, we obtain an interval for the value E, and if the price
of the considered unit falls within this interval, we will consider it reasonable. If
it is impossible to identify a clear market leader, then to calculate the range of
the value of E, the averaged initial values of the coefficients and quantities Q,
S, Qeng and a for several leading aircraft can be used.

Let’s consider an example of calculating the coefficient of a market-based
engine price. The initial data is presented in the Table 2.

Table 2. Calculation of the range for the coefficient of the market-based engine price.

Q Qeng A S E

0,878 0,9 0,04 20 0,042737

0,878 0,9 0,05 20 0,04233

0,878 0,9 0,06 20 0,041931

0,878 1 0,04 20 0,045049

0,878 1 0,05 20 0,04462

0,878 1 0,06 20 0,044199

0,878 1,1 0,04 20 0,047248

0,878 1,1 0,05 20 0,046798

0,878 1,1 0,06 20 0,046356
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Based on the calculation performed:

E ∈ (0, 0423; 0, 04373). (17)

To assess the adequacy of the cost of the considered unit, we will use the
machine learning method based on the application of a naive Bayesian classifier.

To apply Bayesian learning, it is necessary to determine the coefficients E for
each aircraft from the segment based on the initial data (with the exception of the
aircraft that includes the engine, the market price of which must be determined).

An example of calculating the E coefficient for each aircraft in the segment
is presented in Table 3.

Table 3. Calculation of E.

Aircraft Q Qeng a S E Note

Aircraft 1 0,878 1 0,04 20 0,04504 E ∈ (0, 0423; 0, 04373)

Aircraft 2 0,734 0,93 0,05 21 0,03747 E /∈ (0, 0423; 0, 04373)

Aircraft 3 0,799 0,96 0,04 19,5 0,04318 E ∈ (0, 0423; 0, 04373)

Further, to build a naive Bayesian classifier based on the training sample
(information about the aircraft of the segment), it is necessary to create a fre-
quency table, which reflects the number of specific characteristics falling into
certain ranges for the case when the value of E falls into the calculated inter-
val and otherwise. The border of the two ranges can be defined as the median
value of the corresponding characteristics of aircraft from the training sample
(Table 4).

Table 4. A naive Bayesian classifier based on a training sample.

E1(E ∈ (0, 0423; 0, 04373)) E2(E /∈ (0, 0423; 0, 04373))

a ≤ 0, 045 2 0

a > 0, 045 0 1

Q ≥ 0, 0799 1 0

Q < 0, 0799 1 1

Qunit ≥ 0, 96 2 0

Qunit < 0, 96 0 1

To determine the boundaries of the adequate cost of the unit in question,
based on the constructed Bayesian classifier, it is necessary to calculate the
probabilities of the aircraft on which the engine in question is placed in the
selected classes (in the example, these are classes E1 and E2), depending on the
share of the engine price in the market price of the aircraft, taking into account
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the known values of cost, competitiveness and technical characteristics of the
engine in question.

The calculation using the formula (5) provides the following results:

P (E1) = 0, 14 (18)

Accordingly, P (E2) = 0, 86.
Thus, the probability of falling into a class in which the price of the engine

in question is 3 times higher than the probability of falling into a class corre-
sponding to an adequate price for the engine.

The search for the market price of the engine is carried out by an intelligent
system on the basis of a simulation model, in which the share of the engine price
in the total price of the aircraft decreases. In this case, the competitiveness of the
aircraft is recalculated as a result of a decrease in its price caused by a decrease
in the cost of the engine under consideration.

Let the aircraft, for which the estimate of the market price of the engine
is determined, has the following parameters entering the input of the naive
Bayesian classifier:

– a = 0.043;
– Q = 0.88;
– Qeng = 0.9.

For this source data::

P (E1) = 0, 81;P (E2) = 1 − 0, 81 = 0, 19. (19)

In this situation, when the price of the engine is 4.3% of the cost of the rest
of the units, the probability that the price of the engine is adequate is 81%.

The obtained result can be interpreted using the Harrington universal verbal-
numerical scale [24]. The numerical values of the Harrington scale gradation
are obtained from the analysis of a large array of statistical data. Due to this,
the Harrington scale is universal and is traditionally used to interpret various
probability parameters (Table 5).

Table 5. Harrington scale for describing probability gradations.

Numerical value of probability Description of the probability gradations

0,8–1,0 Very high

0,64–0,8 High

0,37–0,64 Average

0,2–0,37 Low

0,0–0,2 Very low
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Thus, for the first example, in which the probability of an adequate estimate
of the aggregate price is 0.14, it can be interpreted as very low, and for the second
example, in which the corresponding probability is 0.81, it can be interpreted as
very high.

Based on the analysis carried out, the intelligent system determines the man-
agement decision on setting the market price for the aircraft engine at the level
of 4,3% of the price of the aircraft as a whole.

5 Conclusion

This paper presents economic and mathematical approaches to solving a pressing
problem related to building an intelligent management system for the develop-
ment and manufacture of unique products with high consumer properties. Based
on the results of the research, taking into account the modern principles of digital
modeling in shaping the techno-economic image of unique products, the devel-
opment of methods for analyzing its competitiveness, as well as algorithms for
evaluating the key competencies and scientific and technological capacity of the
organization that develops innovative products, a scheme for the establishment
of an intelligent management system for the development and manufacture of
unique products is proposed.

Efficiently functioning intelligent systems allow decision-makers to use data,
knowledge, objective and subjective analytical and simulation models for subse-
quent analysis and solution of semi-structured and unstructured problems arising
in the process of creating unique products.
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