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Abstract The dependence of everyday human endeavours to information systems
of different sorts is continuously increasing, simultaneously as important activities
such as work and healthcare are evolving so as to exploit the capabilities of com-
puters and networks. At the same time, malicious cyber activities are becoming ever
more often and more destructive as criminals also exploit technological progress. In
this context, the necessity for system survivability is becoming more important than
expecting that computer system security will avert all possible attacks. Artificial
intelligence is a technology that is achieving maturity and contributing in a variety
of applications. This chapter presents approaches for applying artificial technology
schemes in order to promote survivability by detecting evidence of cyber attacks.
This chapter presents three recently proposed schemes that detect such behavior in
different contexts. The first scheme aims at the detection of threats within data from
emails, programs and network traffic. The second scheme pursues the detection of
unexpected system behavior by using a clone of the operational system. The third
scheme is focusing on the use of redundant resources, such as those encountered in
cloud computing schemes, and on the events following a cyber-attack that is already
partially successful and affecting the pooled computing resources. The scheme can
be used as a toolkit for preventing the negative effects of computer virus cyber-
attacks and ensuring high availability for cloud pooled resources.
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1 Introduction

Economic, cultural and virtually all sectors of everyday life are over a period
of several decades now becoming increasingly dependent on information systems
and the electronic services provided via them, while critical fields like medicine
and defense are following the same trend. With cyber-crime and other forms of
malicious cyber activity continuing to rise, information systems need to display
increased survivability i.e., the capacity to continue operating despite attempted
or partially successful cyber-attacks. Artificial intelligence-based techniques are
therefore being sought that are capable of providing early warnings about intrusions
to information systems.

During the last two years, a large proportion of the population saw their ability
to work becoming dependent to the existence of internet connectivity and the
health of computers. The measures taken to prevent the spreading of COVID19
caused a dramatic increase in the use of computer systems for working remotely
while services involving critical sectors such as finance, health, commerce etc. are
being offered on-line. The already existing requirement for effective cyber-security
has become even more crucial and urgent, whilst new cybersecurity threats are
emerging and evolving rapidly. System users and operators require trustworthy and
adaptive frameworks to ensure security. The use Artificial Intelligence techniques
has also been increasing over the years, with the technology exhibiting maturity.
Computer information systems are designed to get more and more intelligent,
becoming able to perform difficult decision-making tasks and in less time. In
military environments mission areas are studied using simulation and object-
oriented architectures [1]. They imitate the human cycle of sensing, reasoning,
and acting quite satisfactorily that their significance in process automation [2].
Furthermore, machine learning leverages analytical model building to provide more
than the expected performance [3]. It is evident that security is a crucial factor for
the uninterruptible operations within this highly complex environment [4, 5]. AI
algorithms are therefore being employed as a tool to constantly monitor computer
information systems and produce warnings of imminent cyber-threats.

With an ever-increasing number of human activities depending on information
systems, the notion of survivability of an information system has been proposed [5–
7] that describes the ability of such a system to avert aspiring cyber attackers, avoid
total collapse and maintain a reduced service level during a successful attack and
promptly recover after the attack has been stopped. Cyber-security efforts aim to
promote survivability by focusing on the three R’s, namely robustness, response
and resilience [8]. Artificial Intelligence (AI) based cyber defend systems follow
the same principles and AI techniques have been proposed that pursue increases in
survivability by targeting the 3Rs. AI techniques promote robustness by enhancing
a system’s ability to maintain expected behavior in the event when it is processing
unexpected input by developing self-testing and self-healing software [8]. Such
input may arise from errors, random events or malicious activity. In the context
of response, AI enables a system to defeat an attack without intervention and
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simultaneously optimize its response strategy and adjust its aggressiveness based
on previous successes [8]. For example, systems exist that create their own honey-
pots for attackers and their own decoys. Finally, resilience is promoted by AI by
enhancing the system’s ability to detect threats and anomalies and hence increasing
their ability to withstand attacks [8].

Given the complexity of current information systems, as well as of cyber-
attacks, that are inherently of a deceptive nature, constant monitoring is required
for survivability and the 3R’s [8]. Monitoring is used for detecting deviations of
the actual system from expected behavior early, in order to trigger the appropriate
response. An AI system watching for such deviations needs profound knowledge
of the expected behavior. This can be achieved via the use of a clone copy
of the deployed system that acts as a control system, operating in a controlled
environment and providing benchmarks for the real systems expected behavior [8].
The sensitivity of this type of monitoring can be adjusted to be compatible to the
requirements of the application. A formal model for developing the clone system
has been presented [9] that is suitable for operation in conjunction with a decision
support system for promoting business goals, including cyber resilience.

This chapter presents three recently proposed schemes that detect such behavior
in different contexts.

The first scheme aims at the detection of threats within data. Malicious code
fragments are a critical risk to progressively more complex military computer
systems. Data from emails, programs and network traffic are collected and analyzed
to provide the datasets to model the threats and provide the tools to enhance
detection algorithms and evaluate existing protection schemata. In this work, open
datasets of threats for training and testing AI detection algorithms are used that
have been classified to benign and malicious code based on the features extracted.
Natural Language Processing algorithms have been used to train the classifiers
using a combination of the methods to provide better results. The overall detection
rate achieved is 87.76% in the tests and provides the basis for the usage of this
methodology and the integration to existing protection schemata.

The second scheme is targeting the facilitation of detection of unexpected system
behavior. One approach to this end, is the use of a clone of the original system that is
deployed in a controlled environment and its behavior is considered as a benchmark
for the expected behavior of the original system. AI algorithms are trained via
adversarial exercises and simulated attacks to recognize divergence between the two
systems and produce relevant cyber risk warnings. The presented technique focuses
on the implementation of the clone system with emphasis on decision support and
the prediction of breakdowns, optimization of service and quality improvement.

The third scheme is focusing on the use of redundant resources, such as those
encountered in cloud computing schemes, and on the events following a cyber-attack
that is already partially successful and affecting the pooled computing resources. A
mathematical model is proposed that considers the impact of the malicious activity
on resources and the failures of individual machines. A Semi-Markov approach
is used to create a technical subsystem that monitors states in order to solve the
problem of analyzing overall availability level, detecting failures and quantifying the
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impact of the operation of malicious software. The scheme can be used as a toolkit
for preventing the negative effects of computer virus cyber-attacks and ensuring
high availability for cloud pooled resources.

2 Related Work

An availability model has been presented [10] for an Infrastructure–as–a–Service
(IaaS) Cloud with multiple pools of physical machines (PMs). An independent,
autonomous mathematical model was proposed that considers abrupt failures of
PMs of the pool caused by the impact of deliberate malicious activity, hardware
and software failures or other unforeseen interactions with on information resources
of the IaaS Cloud. The model is constructed using a stochastic Semi-Markov
(SMP) approach. The model employs monitoring of the states of the observed
system and its subsystems in order to solve task of determining and analyzing
the overall availability level for the IaaS Cloud resource, to the extent that this
is affected by the failures and negative impact of the malicious computer viruses
and other cyber threats. The study presents the results compared to benchmark
steady state availability for the IaaS Cloud, failure rates and repair rates of the
PMs that were obtained via observation. For the presented results, overall estimates
of availability are obtained, considering the consequences of the activation of two
types of malicious computer viruses by using the monolithic SMP model for an IaaS
Cloud with three pools of PMs. Therefore, two additional branches of deliberate
malicious impacts on PMs resources are required to be implemented by using
proposed SMP availability model for an IaaS Cloud.

From the above considerations, it is concluded that the overall effort to promote
survivability against cyber-threats, it is necessary to use AI to monitor the content of
the emails, data in the databases, scripts, executable code that may contain malicious
code. This widespread range of sources of possible cyber-threats should undergo a
scanning and cleaning process before being used. Multiple approaches for detection
methodologies have been proposed which demonstrates that the problem of data
monitoring for potential dangers is a hard problem [8]. The proposed methodologies
can be categorized as signature and non-signature based approaches [9]. The
contribution of AI techniques is fundamental towards the aim of detecting all types
of threats in data. Relevant datasets have been created with annotations if they
belong to malicious code [10]. Machine learning algorithms include Supervised,
unsupervised, reinforcement methods. The three schemes that were outlined above
and are presented in this chapter promote the use of artificial intelligence in order
to (i) produce early warning indicators of cyber threats in data, (ii) detect divergent
system behavior that could be a sign of ongoing malicious activity within the system
and (iii) monitor the availability of pooled cloud resources and the operational state
of their individual physical machines during the period that they are suffering from
the impact of computer viruses. In all these cases, the final goal is the assurance of
increased survivability for systems.
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3 Security Infringement Detection

In this section a technique for detecting security infringements in information
systems is presented, that is based on a combination of learning techniques.
More specifically, the techniques considered are Linear classifiers, Naïve Bayes
classifiers, Decision trees with Random Forest technique and Convolutional neural
networks employing deep learning.

PE Format
From a practical point of view, part of the analysis is based on the examination of
Portable Executable (PE) files, a common type of files in the Windows Operating
System. They include .exe, .dll, and .sys files. All these files include a PE header,
which is a set of instructions to the Windows OS about the analysis of the code that
follows. The fields of PE header are usually used as features for the detection of
malicious software [11]. Programming libraries in Python can be used to extract the
values of PE header.

Many fields in PE files do not follow a strict organization. There exist redundant
fields and spaces which can be replaced by malicious code.

3.1 Static Analysis of Code

When static analysis is used, the sample code is tested without being executed. The
obtained information may be the PE of the file [12–14] or even more specialized like
YARA signatures [15]. In this section, several features will be presented that can be
extracted from the executable files via statistical analysis. These features are used in
the experiments performed on the dataset to train and the classification algorithms.

It has been proposed in literature [10] that emails be classified using machine
learning classifier in a cloud computing system. The security requirements of
defense information systems and cloud computing infrastructure have been analyzed
and benchmarks of the necessary performance have been determined. Information
system users and security software are aware that malware is more likely to be
embedded in files of certain types such as executable, shell script etc. Hence
attackers are adjusting by masking the true nature of malicious code by hiding it
inside normally harmless files or files of unknown type [13]. It is therefore necessary
to develop techniques capable of determining the type of file given byte sequences
correspond to, without depending on the standard identification criteria normally
used by operating systems e.g. file extensions, file headers etc. This part of the study
was focused on scanning files in order to definitively determine the type of the file by
examining and recognizing the nature of its contents. A database of files was created
for this purpose by scraping various internet sources such as GitHub and malware
repositories, providing current samples of both benign and malicious files [13]. A
base-64 encoding was used for binary data, when this was not already present. Script



290 N. Doukas et al.

Fig. 1 Exploring the PE header of a benign executable using a hex editor

files, e.g. Javascript, were processed in plain text format. The obtained files are
thoroughly filtered, adapted and selected for the testing environment.

In Fig. 1 the loading process of an executable file is visualized, and the code
image is examined.

Various parts of the file can hence be examined, including the special field
e_magic in DOS header which contains the MZ character series that corre-
sponds to 0x4D 0x5A sequence, and the special header field PE defined as the
IMAGE_NT_HEADERS structure. For the purposes of determining the file type,
the fact that for static analysis the file is not loaded in memory is advantageous,
since in this way the significant risk of malicious code concealment is avoided.

The malicious data is obtained from public databases which include real data
and is available for comparison. This PE dataset contains 425 different samples,
378 benign and 47 malicious [13, 14].

Natural Language Processing (NLP) provides a wide range of techniques in
text selection, analysis, and estimation. Since the content of the test and training
databases is encoded as character sequences, that may be considered as text, the
problem of classifying the file content as benign or malicious may be approached
as an NLP problem [13]. It is noted that the data has been already annotated for the
benign and malicious code fragments. Thus, supervised learning is used to design
the classifiers.

Similarity between files can be measured using the hash functions used in
cryptographic applications. The requirement in this case it to calculate quantitative
similarity scores for file comparison, via similarity hashing algorithms. It hence
becomes possible to detect modifications involving copying, insertions, deletions
and tampering of the content. These scores can then by used a distance measure
for clustering algorithms. Similarity hashing is more suitable in the current context,
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since it provides information about the nature and the extent of the intervention to
the data, rather than a decision on whether two files are identical [13].

3.2 Methodology

The code sequences of the database are processed by means of static analysis of their
respective files that are used for training and applying the following classification
techniques.

• Linear classifier with Gaussian calculation of the parameters
• Naïve Bayes classifier
• Decision trees with Random Forest technique to solve regression and classifica-

tion problem
• Convolutional neural networks employing deep learning for malware detection

The overall process is to create a dictionary of all the test cases. All data are
created as arrays of words using suitable delimiters. Duplicate entries are removed
resulting a dictionary of unique words. Data is transformed into vectors where the
entries are used as input to the algorithms.

The header is analyzed by parsing into items or tokens that may be bytes,
strings, or any other combination. A sequence of N such items is called N -Gram
and this model has been used in many quantitative studies like computational
linguistics, speech recognition, bioinformatics, etc. [16, 17]. The N -Gram model
has been successfully used to create Markov chains for statistical prediction and
text generation from a corpus [13]. In the context of malware detection, N -Gram
counts and assortments are used as a basis of the local statistical analysis of the core
data to provide a malicious code identification tool. In this study, data was analyzed
in 4-Grams of characters and the 10 most frequent ones in each file were used as
features. Once this process is completed, a global set of the most useful N -Grams is
determined, since for any database of significant size, it is infeasible to consider the
large number of all possibleN -Grams. For this purpose, theN -Grams that should be
chosen are the ones that present the highest discriminating capabilities i.e. ones that
are more often observed in a specific type of data, based on the particular dataset.
The resulting sequences are generally quite long scoring highly complicated search
space. The above feature selection is utilized to enhance performance and reduce
the dimensionality of the problem.

The filtering approach deals with the selection of the samples and the assignment
of labels. The dataset is separated into learning and test subsets, created as the N -
Grams from data and the feature vectors and normalized. The splitting is such that
the proportion of each of the two types of data is equal in the global, the training
and the test sets.

The classification algorithms receive as input both the data from the PE headers
and the features extracted from the N -Gram analysis. Each item is mapped to a
numerical vector x using hashing vectorizer, combined with a Term-Frequency
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Times Inverse Document Frequency (TFIDF) transformer [18], the text data is
converted into numeric form [18–20]. These phases correspond to the considerations
and the processing already described in the current Section.

For this study, instead of optimizing a single classifier, a composite scheme
utilizing several classifiers was used. A majority decision rule was then used
in order to produce the final classification. The distance between points can be
calculated with standard distances, like Euclidean, Manhattan or Chebyshev [21].
The Euclidean distance was used in the experiments in this study. A brief description
of the classifiers used will be given in the following paragraphs, with detailed
emphasis only on aspects that are different from their standard form described in
literature. Further details about these schemes are widely available e.g., [21–24].

For a given classification scheme, decision thresholds and similar decision
parameters obtained by training may require post adjustment in order to tune the
different false positive/false negative detection probabilities required in a particular
application.

Binary Classification Method
For a given item yielding the observations feature vector x, a discrimination function
f is given as

f (w, x) ∈ R

where w is a set of parameters selected so as to achieve the best separation of the
data. In linear models for classification have the general form

f (w, x) = wT x + w0

which are inadequate in most situations since the classes are not linearly separable.
In the multiple classes case, a k-rank discrimination function is used.

Naïve Bayes Algorithm
Data belong to two classes, i.e., benign and malicious. We have

P(Benign|k) = P(Benign)P (k|Benign)
P (k)

and

P(Malicious|k) = P(Malicious)P (k|Malicious)

P (k)

where k is the vector of N features.
Assuming that the features in k are mutually independent, the algorithm calcu-

lates the probabilities for new each sample case and compares the two probability
values. The larger value is the winner. In the case where the two values are equal the
algorithm cannot provide an answer.
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Decision Trees
Using supervised learning a decision tree can be constructed to according to an
if-logic. The data are classified using well defined questions like a calculated
quantity is over a given value. Pro-pruning procedures can be used like minimum
tree depth, the maximum leaf nodes, and the minimum samples for each leaf, are
used to minimize the size of the evaluated tree. In general, decision trees offer low
generalization.

A particular consideration in the case of the Decision Tree was the imbalance
caused in the classification mechanism by the fact that benign files were more
amply available than malicious ones. The reasons for this imbalance can be readily
comprehended by considering the fact that users tend to promptly delete any file
they perceive as a threat, e.g. based on the information from an antivirus program.
The imbalance can be corrected using several schemes [21]. One scheme involves
using class weights for each class that are inversely proportional to the frequency of
this class in the data. Another approach is to restore balance by randomly repeating
data samples of the least populated class within the iterations of the training epochs.
Alternatively, samples from the most populated class can be discarded, for the
purpose of equalizing the effect. All these methods were shown to improve the
classification performance.

Random Forest
After the calculation of the N -Gram, the names of the units and their number that
belong to the PE hear of each file, while the data that cannot be analyzed are omitted.
Using a hashing vectorizer the text data are converted into numerical values. A
random forest classifier [22] is used for the training, test, and validation data.

Convolutional Neural Network
The Convolutional Neural Network CNN is constructed following the steps [23,
24].

• Declaration of the required programming libraries
• Create a list of files and locations
• The bytes of the file are stored to an array
• Data are divided to train, validate and test
• Optimizer rate is defined
• The structure of the neural network is created
• The model is constructed

For a given number of epochs and batch size, the data are used to train the CNN.

The Aggregated Model
Once trained all models an aggregation of all results takes place. Each method
has its own strong aspects, and a soft voting procedure takes place to get the final
classification decision. In Table 1 a proposed aggregation classifier is presented.
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Table 1 Outline of the
composite classification
scheme used

Steps Details

Data preparation PE headers are being processed

Feature extraction Dictionaries and hashing

Training base classifiers Naïve Bayes

Random Forest

Convolution Neural Network

Feature identification Is the pattern recorded in the

database as known case

Soft voting engine Validate the result, find a weighted

average, insert in the quarantine,

update the database

Fig. 2 Confusion matrix for
binary classification
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3.3 Results

Applying the combined detection algorithm to the provided dataset the confusion
matrix in Fig. 2 is derived. True positive and true negative detection rates are both
over 80%. This performance is considered satisfactory as a base for the malicious
activity warning system application. With this starting point, the sensitivity of the
scheme may be adaptively adjusted for the probability of a false alarm, in order to
provide the required compromise between the frequency of alerts and the level of
security required. Application of the scheme on the entire dataset produces a correct
classification ratio of 87.76%. The efficiency of algorithm varies according to the
size of training data.

For the particular case of the Deep LearningMalware Detector algorithm Table 2,
the changes in performance with an increasing number of epochs is summarized.
The loss function is the objective function that is used to rank and compare the
candidate solutions. Epochs are full training cycles used it the training iteration. The
results demonstrate that large increases in the number of epochs are not necessary
in order to achieve the best possible accuracy of decisions.
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Table 2 Deep learning
testing accuracies

Epochs Loss Accuracy

1 0.3860 0.8604

5 0.3534 0.8906

10 0.3431 0.8813

60 0.3054 0.8996

200 0.4362 0.8709

3.4 Evaluation

The problem of using AI techniques in order to analyze the contents of files for
the purpose of determining if potentially malicious code is present was analyzed
and formulated as a NLP problem. Existing NLP software tools were used in order
to design an end-to-end scheme for processing stored data and producing warning
of the potential existence of malware, using machine leaning. The preprocessing
require in order to extract the necessary features from the raw data was determined
based on particular considerations arising from the nature of the problem. Datasets
and data dictionaries were obtained from the performed training of the schemes that
can be reused in order to repeat the detection task in other contexts. The datasets may
be enriched with additional examples when these are available, in order to improve
the classification performance. The framework designed is of particular importance
for military applications due to the ability for tuning its sensitivity.

The application of the scheme in specific contexts may be easily tested and
benchmarked before deployment to the production environment. This scheme
simultaneously illustrates, both in theoretical and practical terms, the feasibility and
benefits of using AI classifiers in order to produce indicators of cyber threats and
malicious cyber activity. The scheme is essentially used to develop a model for
the potential malicious activity. Using this model, it significantly improves security
compared to customized rules and datasets. The data and the software tools and
libraries used are open source. They can hence take advantage of improvements
proposed by the community and continue building knowledge on the appearance
of new threats. The composite classification approach used provided, combined
with the NLP formulation of the problem provided superior results compared
to those expected form applying the individual methods. Numerical data of the
benchmark performance of this technique were produced that can be used in future
enhancements. The scheme is suitable for demanding applications, such as military
environments.

4 Digital Twin Cyber Resilience Decision Support

In the introduction, the notion of how using a duplicate system operating in
a controlled environment for the prompt and early detection of cyber-attacks
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was presented. A formal model supporting the specification, implementation and
deployment of digital twin (DT) systems using AI and Internet of Things (IoT)
concepts was recently presented [9]. The formal model contributes to the design
of DTs capable of detecting diversions from the expected behavior and hence
supporting decisions and giving early warnings of cyber threats.

A DT is an exact copy of the actual system under modeling, that exhibits identical
dynamic behavior in the environment, but under controlled conditions. The purpose
of this system is to provide benchmark or reference behavior for the expected
behavior of the actual system so as to enable automated anomaly detection. Ideally,
the duplicate system has the same physical structure as the actual one. The overall
system concept is illustrated in Fig. 3. However, since the actual system model may
include non-replicable entities such as people or behaviors, some of the duplicate
subsystems may have to be virtualized. This technology, together with simulation
primitives, exhibits a wide variety of prospective applications for the purposes of
predicting breakdowns, anomalies and cyber-attacks, optimizing service plans, and
optimizing performance. The technology has been demonstrated to cooperate with
IoT, AI and Virtual and Augmented Reality subsystems [9]. Thus, DT is a purely
digital replica system that exhibits the same behavior as the real-world object,
process or system in a controlled environment. DTs can also be considered at sub-
system level to formulate components for creating twins of larger systems.

The DT concept arises from the Industry 4.0 movement and has been developed
in order to facilitate the following [9].

Fig. 3 Overall system concept
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• The detection of divergence in behavior due to physical faults, adversarial
intervention or erroneous input,

• Planning by means of the prediction of outcomes
• Global system optimization and decision making.

The concept of DT is related to previous concepts of computer aided design and
to the notions of online customer profiles, but current DTs involve four significant
differences:

• The model reliability with an emphasis on how they support specific performance
aims;

• Communication with the real world, for monitoring and control in real time;
• The use of advanced big data analytics and artificial intelligence to open

innovative deduction perspectives;
• The capability of evaluating what-if scenarios and conducting realistic exercises.

DT systems are combined with AI subsystems in order to promote survivabil-
ity thereby improving performance and reducing downtime. Machine learning
algorithms for manufacturing are shaped and tuned to the specific challenges of
systems—such as reducing losses, improving process stability, limiting downtime
and detecting anomalies [9].

Applications of AI in currently active operational systems include the predictive
maintenance of production computer systems and machines, the use of image pro-
cessing technologies for the automatic sorting of items such as consumer products,
like batteries or food, or user communication using text-based dialog systems e.g.,
in chatbots. AI supported DT systems are critically dependent on the availability
of databases containing real-world or high-quality, artificial performance data.
Furthermore, a prerequisite for the successful deployment of AI enabled DT systems
is advanced digital maturity of the organization. In physical terms, this implies
e.g., the installation of suitable digital sensor systems in many applications along
the field of operations. In terms of management know-how, the development of AI
applications requires the availability of knowledge of data analysis and/or computer
science. However, since this knowledge is not or only to a limited extent available
to many organizations, external services are a solution [9]. Modular designs are
feasible, in the context of which specific isolated cognitive AI-based services, such
as image or face recognition or the conversion of speech into text can be delegated
to external entities, like cloud processing resources, in the case where the size of the
organization does not permit in-house support for all functionalities.

Additionally, due to the continuously increasing potentials of AI supported
applications, the information processing environment paradigms are evolving.
Applications involving pattern recognition tend for example to become more
autonomous and cost efficient [9]. Simultaneously, AI systems bring improvements
in the system’s ability to forecast user and environment dependent parameters such
as customer actions and wishes, adversarial activities and external interventions.
As a result, innovative operational models arise that focus on adapting to the
deployment environment, including user behavior. As the AI’s acquaintance with the
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user, the equipment and the environment progresses, deviations from the expected
norm become easier to be identified as potential cyber-attacks.

Further amplification of the benefits of the application of AI systems, data
stores of limited scope need to be integrated with others in broad range data
platforms that promote cross-application collaboration and the creation of digital
ecosystems. This necessity is caused by the fact that AI is critically dependent on the
volume of training data, including synthetic ones generated from digital models. The
training data must include information regarding all possible states of the entities of
interest. The quality, the representativeness and the robustness of the training data
significantly affect the performance of the system and its overall effectiveness.

Even though AI does not demand the existence of analytical knowledge about
the problem to be solved, such as the divergence from the expected behavior caused
by the actions of a cyber intruder, data describing all occurrences that may be
encountered during normal operations.

Possible benefits from the application of AI include the following [9].

i. Collection of statistics necessary for highlighting disruptions from normal behav-
ior occurring over the entire dataset.

ii. Identification of critical situations encountered at operation time that are not
provided for with the predictive analytics;

iii. Processing of large volumes of data produced at operation time and identifying
and assessing inconsistencies.

Current research activities on Artificial Intelligence in operations data analysis
focuses on the following topics [9].

i. Hierarchical and distributed neural networks-based system with combined
relearning

ii. Big Data analytics for multi drone fleets-based monitoring adverse occurrences,
such as accidents in remote locations

iii. Deep learning of neural networks for image recognition in space monitoring and
manufacturing

iv. Machine vision of autonomous systems
v. Expert systems for logistics based on fuzzy logic
vi. Text recognition using deep learning neural networks
vii. Application of AI for development and implementation of IoT for industry

domains.

4.1 Landscape Model Development

The concept of the Landscape has been proposed [9] that is an instrument for
representing and analyzing the state of technological development in an entity.
Entities may be systems of different sizes, from an information system to a country.
It is significant regarding the Industry 4.0 movement which includes modern
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technologies such as AI, Digital Twins, IIoT etc. The landscape usually consists of a
disorganized set of technologies, actors involved, development and implementation.
Such a collection cannot serve as a model and be used in any analysis using formal
techniques [9]. It has been proposed to describe the landscape in terms of a formal
model as

LS = {Reg, T ech,Ent, t,Mtt ,Met }

where Reg is a region or location or set of regions, {Regi}, i = 1, . . . , n, T ech is
a technology or set of technologies {T echj }, j = 1, . . . , m, Ent is a technology
or set of entities or enterprises {Entk}, k = 1, . . . , p, t is the time or time-slot of
interest, MT T is a mapping M : T → T connecting technologies, and MET is a
mapping M : E → T describing technologies included in entities.

The model can be described by

• different technologies, locations etc.
• metrics obtained from n,m, p and the cardinalities of the sets Reg, T ech,Ent

The set-theoretical model of the landscape can be also represented as a connected
graph with weighted nodes and links. More specifically,

• the set of nodes is defined by T ech

• the weight of each node is given by the number of entities including the
technology

• the weight of each connection is given by the number of unique technologies
included by the two entities.

For the case of enterprises, this model allows the evaluation of the most developed
technologies and the description of the activities of each enterprise.

A variant of the set-theoretical model of the landscape has been presented [25]
that is applicable for the case of Digital Twins. The model is given by

DT = {PE,V M, Ss,DD,CN}

where PE are physical entities, V M are virtual models, Ss are services, DT are
data and CN are connections [25]. In this context, the physical entities need to be
represented as virtual models in the digital twin, in order to reproduce their behavior.
They can be units, systems or systems of systems.

The virtual models are representations of the PEs that maintain their physical
and operational properties and present the same behavior for the same events.
Additionally, they follow the same rules or logical abilities, such as reasoning,
evaluation and decision making.

The data comes at different times, from different sources, are multidimensional
and heterogeneous. Some of the data may be actual observations, some may be
artificially generated and finally, some may be the product of knowledge of the
functionality of the system. Data from multiple sources may be fused according
to the needs of the application.
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The services cover services offered and services received by the DT. The
offered services can be simulation, verification, monitoring, optimization etc., while
received services include data services, knowledge banks, computing services etc.

The DTs are connected with their real duplicates to perform complex operations
and analyses. Each DT contains six connections

• physical entities to virtual model
• physical entities to data
• physical entities to services
• virtual models to data
• virtual models to services
• services to data

Digital twins designed using such models have been developed for production
lines, training personnel, business process optimization, smart cities, construction,
healthcare, shipping etc. In the context of cyber resilience, it is proposed that
DTs are used for parallel and dynamic monitoring. This concept [8] employs
continuous monitoring of the operational system under observation. Due to the
diverse and unpredictable nature of possible cyber attacks, the proposed approach
for detecting such events is by detecting divergence of the observed system behavior
from expected system behavior. This detection needs to be early and prompt in
order for the possible attack to be adequately deterred. It is hence proposed that
the DT is operated in parallel to the operational system and an AI monitoring
system is used to compare the performance of the two systems. The AI system
receives input from the data connection and obtains monitoring and telemetry
information. Additional training for recognizing divergent behavior is provided to
the AI system by executing simulated attacks on the DT. The AI system hence
produces security alerts regarding detected divergent behavior. The sensitivity of
the alerts is configurable via suitable thresholds of the severity of the attack. Current
research involves the additional development of the set-theoretical model so as to
further formalize the design and implementation of the DT and its software and
hardware components.

5 Semi-Markov Cloud Availability Model

The capability of assessment of the level of survivability achieved following the
consequence of cyber-attacks before and after the introduction of the AI survivabil-
ity promoting schemes is an indispensable tool for the successful development of
such schemes.

Cloud Infrastructure–as–a–Service (IaaS) is an extensively used and appreciated
cloud computing model with applications to a diverse variety of tasks in different
operational environments, manufacturing installations, as well as in the scientific
domain. The successful deployment of IaaS Cloud implementations critically
depends on the existence of robust solutions to the problem of maintaining avail-
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ability and guaranteeing cybersecurity for the cloud infrastructure components [10].
Therefore, the challenge of ensuring the availability level of the IaaS Cloud in
an environment of diverse cybersecurity threats becomes a particularly significant
component of the cybersecurity effort at national level. In order to address this
problem, cloud service providers and users of cloud services require techniques
capable of determining the effective cybersecurity level for IaaS Cloud, taking
into account reliability characteristics of physical machines (PMs) in the process.
Such resources typically include different types of servers based on virtual and real
physical computer systems components.

Given that cybersecurity and reliability for cloud infrastructure components and
availability of the IaaS Cloud are all elements of the overall system survivability, it
has been proposed [10] to employ a monolithic Semi-Markov (SMP) model for the
purpose of quantifying the overall availability level of the cloud infrastructure. As
the global monitoring parameter, the steady state availability was used in order to
derive state information [10].

In the research presented in [10] the monolithic SMP model was used for
obtaining overall estimates of availability in the context where the effects of two
types of malicious computer viruses were required to be studied for an IaaS Cloud
instance encompassing three pools of PMs. For this purpose, the proposed SMP
availability model for an IaaS Cloud [10] was used in order to implement two
branches of deliberate malicious impacts on PMs resources.

Virtually all cloud service providers and users are currently appreciating the
necessity to apply significant amounts of effort in order to maintain availability
and promote cybersecurity of the IaaS Cloud. A variety of modeling approaches
have been employed as instruments for the development of a toolkit necessary
for preventing the adverse impact of deliberate malicious activity and ensuring
increased availability level of the cloud services [10]. These approaches include
models based on [10]

• stochastic non-state-space
• state-space,
• continuous-time Markov chains and
• discrete-time Markov chains (DTMCs).

Other schemes presented in literature employ non-Markovian approaches in order
to solve identical tasks in preference to Markov models [10]. Alternative SMP
models have also been proposed [10]. The research presented in [10] involves the
development of two types of SMPmodels. The first proposed SMPmodel is one that
can be solved through usage of Embedded Markov Chains for Cloud Systems [10].
The second proposed SMP model is also a model based on embedded DTMCs. The
SMP based approach is then employed for the modeling and the determination of the
steady-state availability of an IaaS Cloud with three pools of PMs. The modelling
includes consideration of sudden failures and deliberate malicious impacts [10].

The model is not bound to a particular cloud architecture, but considers a generic
simplified structure for the implementation of the PMs pools belonging to a single
IaaS Cloud. According to this structure, an IaaS Cloud consists of hot, warm and



302 N. Doukas et al.

cold pools of PMs. Hot pool PMs are powered on and operational. Warm pool
PMs are also powered on, but are not active. Finally, cold pool PMs are turned
off. Additionally, it assumes that all PMs in a pool belong to the same kind: a
hot pool contains only fully operational PMs, a warm pool also includes normal
working machines, but these PMs are not ready and a cold pool contains only turn
off PMs. A specialized Technical and Information Monitoring System (TIMS) is
used to monitor the sequence of states the system is following. Furthermore, TIMS
is responsible for performing repair, remove or replacement operations for failed
PMs. The entire range of deliberate malicious effects on software and hardware
components of IaaS Cloud is also detected by TIMS [10]. The example considered
involves the spreading of the WanaCry and Petya ransomware within the system.

The aim of the model is not to provide comprehensive screening and absolute
protection from ransomware attacks; the operation of model is based on considering
the stochastic process of the spreading of the impact of the malware on the cloud
infrastructure. The ultimate purpose for using the Semi-Markov model is to obtain
availability estimates of the timeframe for users to observe the effects of the
ransomware to the system [10].

The model design is based on the assumption that there exists a relation between
the ransomware attack and the reduction of the overall availability level and
performance of the IaaS Cloud. Suppose that attack develops in accordance with
familiar scenario, namely: first phase, when virus penetrates to physical machine
and tries to impact information resource allocated by the PM (WannaCry pattern);
second phase, when virus spreads by using of cryptography and ransomware
techniques (Petya pattern). In Fig. 4, the finite graph is illustrated of the SMP
availability model considering deliberate double insidious malicious impacts on
information resources of IaaS Cloud. According to the model description given
earlier on, the model also considers that the IaaS Cloud consists of three identical
PMs, which are deployed as hot, warm and cold physical machine, respectively [10].

The proposed model additionally contains the TIMS component which, together
with additional devices, are responsible for monitoring the system and detecting
unauthorized intrusions. Vendors and users of cloud computing platforms are
generally incorporating rigorous and effective monitoring systems, that comprise the
Monitoring plane [10]. The Monitoring plane provides the functionality necessary
to detect multiple instances of unauthorized penetrations employing different points
of access. The model proposed can be used as an additional analytical toolkit to
develop of anomaly detection technique based on considering different adverse
effects, such as sudden failures of PMs and separate deliberate hacker attacks.
The SMP availability model considering the adverse effects of deliberate malicious
activities on information resources of IaaS Cloud consists of 20 states. Two branches
for the activation and evolution of the viruses within the system are modeled. First
branch is branch of activation of the WannaCry virus and second branch is the
branch of the dispersion of the Petya virus. Table 3 separates the state transitions
occurring in Fig. 4 for the case of each of the malwares that cause them in the context
of the SMP availability model. The model is considering the impact of malicious
activities internal to the information resources of the IaaS Cloud consisting of three
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Fig. 4 Finite graph of the SMP availability model for the IaaS Cloud

Table 3 System state
transitions caused by the two
types of malware [10]

WannaCry virus Petya ransomware

0
p0,3−−→ 3

p3,5−−→ 5 0
p0,4−−→ 4

p6,4−−→ 6
p6,8−−→ 8

5
p5,7−−→ 7 7

p7,11−−→ 11
p11,12−−−→ 12

p12,15−−−→ 15

8
p8,13−−→ 13

p13,14−−−→ 14
p14,15−−−→ 15

15
p15,18−−−→ 18

p18,19−−−→ 19
p19,17−−−→ 17

PMs, as well as the impact of external malicious actions. Furthermore, according to
previous experience [10] the monitoring system may be used, which this is a really
effective means in order to achieve timely detection, but not prevention, of attacks
on cloud assets and resources. In Fig. 4, the following conventions are observed
for the presentation of the states of the second model: available states are in yellow
color, unavailable states are in red color, control and monitoring states for TIMS
system are green color.

As illustrated in Fig. 4, if three PMs fail the IaaS Cloud becomes unavailable.
Consider the occasion where the system state is unavailable for the IaaS Cloud.
Following that, the IaaS Cloud becomes available when the model has been in the
states s0, s7, s8, s15. In state s0, the IaaS Cloud is operational, because all three
PMs are available. The opposite situation can only arise when system enters states
s3, s4, s11, s13, s18. These states may be described as states of viruses’ attacks, when
the system is unavailable due to hidden failures of PMs. The subset of states for
TIMS involves all remaining states, namely s1, s2, s5, s6, s9, s12, s14, s16, s19.
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Indeed, the states s1, s2, s5, s6, s9, s12, s14, s16, s19 are states, when system main-
tainers will have the ability to exploit the findings of TIMS in order to determine and
solve control or monitoring tasks, including measures to implement the defensive
features, regarding the viruses’ activity.

In order to solve task pertaining to the SMP modeling for cloud infrastructure,
it is proposed [10] that the control of the technical and information states the hot
PMs perform over the deterministic period of time T , and transitions from states
si to states sj are given by

Q0,1(t) = Q012(t) = Q7,9(t) = Q8,10(t) = Q15,16(t) =
{
0 if t < T

1 if t > T

It is also proposed [10] that transitions for the TIMS from state si to sj state occur
during period of time τc as

Q1,0(t) = Q2,0(t) = Q5,3(t) = Q6,4(t) = Q9,7(t) = Q10,8(t)

= Q12,11(t) = Q14,13(t) = Q16,15(t) = Q19,18(t) =
{
0 if t < τc

1 if t > τc

The transitions for branch of activation of the WannaCry virus can be written
based on hypoexponential distribution as [10]

Q10(t) = Q10(t) =
{
1 − αe−λ1t + βe−λ2t if t < T

0 otherwise

where a = λ2
λ2−λ1

, β = λ1
λ2−λ1

.
Then, the transitions for branch of development of the Petya virus can be written

based on hyperexponential distribution as [10]

Q0,4(t) = Q6,8(t) = Q7,11(t) = Q8,13(t)

= Q12,15(t) = Q14,15(t) = Q15,18(t)

= Q19,17(t) =
{

ρ(1 − e−λ3t ) + ω(1 − e−λ4t ) if t < T

0 otherwise

where ρ ∈ [0, 1], ω = 1 − ρ.
For other states, the exponential and Erlang-k, (k = 2) distributions are used in

order to describe all times to sudden failures and recoveries of PMs respectively.
The cumulative distribution functions for these states are stipulated in Table 4 [10].

Next, if by using the steady-state probability vector, all previous equations and
total probability relation

∑19
i=0 πi = 1, the required result is obtained as A = π0 +

π7 + π8 + π15, where π0, π7, π8, π15 are steady states for states s0, s7, s8, s15.
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Table 4 Transitions for
failures and recoveries of
PMs for the IaaS cloud

Transitions for PMs CDFs for time transitions

1 → 7

2 → 8

9 → 15

10 → 15

16 → 17

exp(λs)

7 → 0

8 → 0
Erlang(2, μ1)

15 → 7

15 → 8

17 → 15

Erlang(2, μ2)

Simulation results presented in [10] demonstrate the capability of the SMP to
model the expected behavior of the system, where the modelling prediction of the
availability matches the observed values and reducing the spreading rate of the
viruses, the availability increases.

The modeling results have several theoretical and practical implications [10].
Theoretical perspectives involve the development of Semi-Markov availability
models with special states. This type of models may be solved using embedded
DTMCs. Practical perspectives relate to the availability assessments of IaaS Cloud
and possibility to optimize the architecture and diversification of specific services
to be provided. AI techniques are an ideal technique to be employed for this
optimization.

Future research could be dedicated to specifying numerical values of parameters
for modeling availability assessments of IaaS Cloud with three pools of physical
and virtual machines using AI for continuous tracking of such parameters.

6 Future Work

As it was explained in the introduction section of this chapter, cybersecurity is a
problem concerning not solely the technical community, but society in general due
to its dependence on information systems. AI techniques have been identified as a
feasible means of processing large volumes of data for the purpose of identifying
threats and divergent behavior. The technology of AI assisted cybersecurity has not
yet reached the required level of maturity [26]. There exist several issues that need
to be further studied. The success of any AI algorithm is highly dependent on the
quantity and quality of the data used for its training.

Current techniques for AI based cybersecurity are primarily based on data
originating internally from the organization that they concern. Internal data are
naturally closer and more fitted to the organization’s internal structure and may
allow a quicker learning curve about detecting previous attacks and existing
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threats. However, the ability to exploit external data offers the prospective for
better resilience and hence survivability, by considering the broader trends and
developments in the Cyberspace. To this extent, data from GitHub was used in
first scheme presented in this chapter, in order to support the recognition of benign
files. The fact that a new dataset can be regularly rebuilt in an automatic way, gives
the scheme the ability to adapt to emerging threats. Further data sources need to
be exploited such SourceForge, search engines, feeds of threat intelligence data
by industry and hacker forums that would provide more insight into software like
exploit development kits, trends in threat design etc. Additionally, exploitation of
data from public or private cyber threat reporting repositories and stores should be
considered.

Adversarial Machine Learning (ML) is a growing class of techniques that aim
to deceive algorithms by generating data that can pass as rel data. Malicious users
are using such techniques for a variety of purposes, including generating AI driven
system attacks [26]. Adversarial ML defense focuses on threat modeling, attack
simulation, countermeasures, detection and evasion [26]. These schemes attain
learning with small datasets and can hence quickly adapt to evolving environments,
similarly to human actors. The second scheme presented in this chapter contributes
in this direction by providing the infrastructure for realistic attack simulation
detection and countermeasure exercises. Due to the dynamic nature of cyberattacks,
it is proposed in literature that AI algorithms should not be allowed to take the
relevant decisions, but rather support human operators in deciding. The second
scheme presented in this paper should be used to become a fundamental part
of the code of an AI based cybersecurity decision support system. To the same
end, the third scheme presented, involving the SMP used for modeling system
availability is suitable for providing such decision support systems with insight into
the survivability prospects of cloud systems and the health of each one of their
pooled resources.

7 Conclusions

Three techniques were presented, capable of producing indicators of malicious
activity within information processing systems that could be associated with the
presence of cyber-attacks. The first scheme concerned the detection of threats
within data. Executable code, e-mail messages and network packets were processed
via AI algorithms in order to model the threats and achieve effective detection
of computer viruses and other dangerous content. Open databases and Natural
Language processing were employed in order to train different types of classifiers
and optimize the results. The second scheme was related to the detection of
unexpected system behavior that can be associated to an ongoing cyber-attack.
Such behavior can be identified by operating a clone system of the system under
observation and using its behavior as a benchmark for the expected behavior for
the original system. A technique has been proposed that enables the design and
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implementation of the clone systems in order to facilitate decision support. AI
algorithms can be trained in order to detect diversions of the observed from the
expected behavior and produce timely warnings. The final scheme focused on the
cloud processing paradigm and was related to the examination of its availability and
the detection failures of its constituent subsystems. The analysis was based on a
Semi Markov model that enables monitoring of system states, analyzing availability
and measuring the impact of the activation of computer viruses within the system.
These results contribute to the prevention of the adverse effects of computer viruses
and the assurance of high availability of computer systems.
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