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Abstract. With the increasing penetration of technology into society, algorithms
are more widely used in people’s lives. The intentional or unintentional bias
brought about by algorithms may affect people’s lives and even affect the des-
tiny of certain groups of people, which raises concerns about algorithmic fairness.
We aim to systematically explore the current research of human-centered algo-
rithmic fairness (HAF) research, understand how to involve human in algorithmic
fairness issue and how to promote algorithmic fairness from the human perspec-
tive. This review followed the procedure of systematic review, identifying 417
articles of algorithmic fairness ranging from the years 2000 to 2020 from 5 target
databases. Application of the exclusion criteria led to 26 included articles, which
are highly related to human-centered algorithmic fairness. We classified these
works into 4 categories based on their topics and concluded the research scheme.
Methodological conclusions are presented from novel dimensions. Besides, we
also summarized 3 patterns of human-centered algorithmic fairness. Research
gaps and suggestions for future research also be discussed in this review based on
the findings of current research.

Keywords: Algorithmic fairness - Human-centered - Systematic review -
Algorithmic bias

1 Introduction

Fueled by the ever-growing development of artificial intelligence (AI) technology,
algorithms are often embedded in a wide variety of systems and are increasingly
employed to make consequential decisions for human subjects. However, the algorithmic
bias/discrimination issues have aroused a lot of concern recently due to their potential
impact on human lives.[1] believe that algorithm might be inherently biased since it
learns and preserves historical biases. Algorithmic bias was found in various scenarios.
For instance, in the field of criminal justice, some studies showed the algorithm used by
the criminal justice system (COMPASS) has a preference for white people since it falsely
predicted future criminality among African-American [2]. Another example is adver-
tisement. It was shown that Google’s ad-targeting algorithm proposed higher-paying job
advertisements for men than for women. [3].
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Luckily, a lot of scholars have explored how to develop fairer algorithms from a tech-
nical perspective. They proposed different definitions of algorithmic fairness, including
disparate impact [4], demographic parity [5], equalized odds [6], equal opportunity [6],
and individual fairness [7]. Each definition has its own formula and metrics that can help
evaluate whether the algorithm is fair. But it’s impossible to satisfy multiple notions
of algorithmic fairness simultaneously [8, 9]. Indeed, many studies support the exis-
tence of trade-off between fairness and accuracy from both theoretical and empirical
perspectives [10]. Thus, how to achieve a model that allows for higher fairness without
significantly compromising the accuracy or other alternative notion of utility still needs
to be explored.

However, in addition to the technical perspective, we believe that algorithmic fair-
ness research should also be conducted from a human perspective. The reasons are:
(i) Algorithms serve human beings, and some algorithmic decisions may even have a
lifelong impact on humans. Therefore, human feelings and cognitions of algorithmic
fairness should also be considered. (i) Compared to technical data training, human can
evaluate fairness and utility more directly based on their own needs, which may provide
a different solution for developing algorithms that balance fairness and utility. (iii)In
fact, it has become the consensus of many scholars that algorithmic fairness is not only
a technical problem but should be regarded as a sociotechnical issue [11].

Motivated by this, we conducted this systematic review to explore how to involve
humans in algorithmic fairness issue. To be more specific, what can be done, what
methods could be used, and how to accompanist technical research.

To the best of our knowledge, there is no systematic literature review to date inves-
tigating algorithmic fairness from the human perspective. It’s helpful to emphasize
the importance of human on algorithmic fairness and provide some research clues for
scholars interested in this topic.

2 Methodology

We put forward and define human-centered algorithmic fairness (HAF) as “exploring
algorithmic fairness from the human point of view.” To be more specific, HAF regard
human as an important part of algorithm development and emphasizing the impact of
human (including users, developers, practitioners, etc.) on algorithmic fairness.

A systematic review focuses on the detailed research question and aims to provide
evidence of a subject or research area [12]. To conduct this study, we follow the four-
element framework put forward by [13], which including a) set up the review question(s);
b) mapping and scoping the review space; c) reviewing, evaluating, and synthesizing
extant research base, and d) devising systematic empirical evidence drawn from the
reviewed articles.

We proposed our detailed research questions based on the research goal put forward
in the introduction part and established our research protocol. We designed the research
questions as follows:

RQ1: What are the research topics and the research scheme of HAF research?
RQ2: What kinds of research methods are appropriate for HAF research?
RQ3: How to involve humans in the whole process of algorithm development?
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2.1 Search Terms and Retrieval Strategy

Although we focus on articles that explore algorithmic fairness, the occurrence of algo-
rithmic bias has led to discussion among society on the topic of algorithm fairness. We
believe that there is a twin relationship between algorithmic bias and algorithmic fair-
ness. Thus, we also include algorithmic bias as search terms. We expanded the search
terms based on “algorithmic fairness” and “algorithmic bias” and developed a Boolean
search string as follows: (algorithm* AND (fairness OR equity OR bias OR discrimina-
tion)). We adopt this search string in the article title, abstract, and keywords. We limited
the time to “2000-2020" and the language to “English”.

The strategy above was applied to the following five databases: WOS, ACM dig-
ital library, APA, Wiley online library, and Elsevier ScienceDirect. The search for
databases was modified to fit the specific settings for each database due to the different
characteristics of databases, such as adjustment of thesaurus keywords and limitation
settings.

The initial search was conducted on November 23, 2020. All data were imported
into Endnotes for management, and duplications were then removed.

2.2 Selection Strategy

Two rounds of screening were conducted to select relevant articles.

The first round of screening is the title and abstract screening. In this part, we aimed
to filter out the articles related to the topic of algorithm fairness. Based on this, we used
the following four selection criteria for article exclusion in this phase:

Non-English articles.

— Domain irrelevant: Articles unrelated to algorithms.

Topic irrelevant: Articles unrelated to algorithm fairness.

— Low topic relevance: Articles briefly mention algorithm fairness, but algorithm
fairness is not the main content of its research.

This round of screening was conducted by a trained reviewer according to the criteria.
The screening is performed twice and at intervals of one month. If there is a difference
between the two times, a second person is brought into judge, ultimately reaching a final
consensus of the coding and article inclusion. We regard articles left after the first round
of screening as potentially eligible.

The second round of screening is full-text screening. In order to ensure articles
included are fit to our research goals and RQs, we set up another 2 criteria to limit the
inclusion of articles:

— Not focuses on human perspective: As we mentioned at the beginning of this section,
this study focuses on Human-centered perspective, that is, emphasizing the impact
of human (including users, developers, practitioners, etc.) on algorithmic fairness
or using methods of user study. Articles that do not meet this qualification will be
excluded.
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— Atrticles with low quality. We evaluate the quality of the articles based on three aspects:
(i) whether the research is complete, (ii) whether the method is appropriate, and (iii)
whether the conclusion is representative.

2.3 Data Extraction Strategy

A top-down code of articles’ content was developed for data extraction. We captured gen-
eral information (author, title, publication year) and methodology components (methods,
sample size, and sample group background) of included articles.

We also conducted a content analysis of the included articles in terms of research
topics, research methods, and research patterns by browsing through the full text.

Articles identified through searching in
S target databases
(N=417)

Articles left after duplicates removed

(N=325)
A
First round of scanning |
Exclude criterion 1: Exclude criterion 2:
Non-English records Unrelated to algorithms and
(N=11) realted domain (N=43)

feort Exclude criterion 4:
Exclude criterion 3: q
- & A Mentioned but not focus on
Not focus on algorithmic A A N
2 algorithmic fairness
fairness (N=51) (N=30)

Remaning after abstract and title screening
(N=190)

|

d round of scanning I
Exclude criterion 5: Exclude criterion 6:
Not human perspective Low study quality
(N=154) (N=13)

Remaining after full text screening
(N=23)

by hand search and web tool
(N=3)

\

Articles included in
qualitative synthesis
(N=26)

Additi 1 articles

PP

Fig. 1. Flow diagram of the studies selection.
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3 Results

Through the search strategy developed earlier, we have retrieved 417 articles in 5 target
databases distributed as follows: WOS 235, ACM digital library 93, APA 14, Wiley
online library 33, and Elsevier ScienceDirect 42. Removing duplicates resulted in 325
articles.

After two rounds of screening based on the criteria we set, 23 documents were
included. Indeed, 3 articles were included through web tools based on references pro-
vided in articles included before. Of these, 26 eligible articles were included. Figure 1
summarizes the process of study identification and selection.

Although 26 included articles seem to be relatively small, it’s reasonable. Because the
topic of algorithm fairness has only been widely concerned in recent years, the number
of studies is generally tiny. What’s more, studying algorithmic fairness from the human
perspective is a branch of algorithmic fairness, which is a new research topic.

The reasons we use 26 articles for this systematic review are: 1) It has high value
to conduct a systematic review of algorithmic fairness from a human perspective due to
increasing attention to it. It’s worth analyzing their content. 2) Research on this topic is
still in its infancy. It is necessary to conduct a review to form systematic cognition to
help with follow-up research.

Besides, [14] and [15] conducted their systematic reviews based on 25 and 19
included articles. This means conducted a systematic review with a small number of
included articles is practical.

3.1 General Information About the Papers

We reported the qualitative analysis of the included studies with publishing time and
paper type.

(1) Publishing time. Although our time limit in the search process is 2000-2020,
the included articles’ year of publication ranged between 2017-2020. The number of
articles published from 2017-2020 are 3, 4, 13, 7. The time distribution of included
article could indicate that HAF is a relatively new topic of algorithmic fairness. And
there is also an increasing trend in the number of articles in 2017-2019, which means
that more and more attention is being paid to algorithm fairness related topics from the
human-centered perspective.

(2) Paper type. There are 20 conference papers, like ACM SIGCHI Conference on
Human Factors in Computing Systems (CHI) and The International World Wide Web
Conference (WWW), there are 6 journal papers, and 4 of them were published in 2020.
It reflects the transformation of outcome in HAF research from conference to journal,
indicating that the relevant research gradually matured.

3.2 ROQ1: Topics and Schemes

Through a content analysis of the 26 articles included in this review, we summarized the
research topics of each article and finally excavated 12 research topics (some articles
contain more than one topic, and there is an uneven distribution of these topics.). We
sorted these topics into 4 categories to present the scheme of HAF research: phenomena



166 D. Wu and J. Liu

and sources of algorithmic bias, users’ perception of algorithmic fairness, promoting
algorithmic fairness, the related concepts of algorithmic fairness (see Fig. 2). These
topics indicated the research scheme of HAF research: social phenomenon appears —
question perception — question solution — topic expansion.

— Category I: Phenomena and sources of algorithmic bias

The social demand for algorithmic fairness comes from the discovery and confirmation
of algorithm discrimination/bias phenomenon. The exploration of algorithmic fairness
begins with the study of algorithm discrimination/bias. Topics in this category include
phenomena of algorithmic bias and sources of algorithmic bias.

Phenomena of algorithmic bias were detected by data collection and analysis in
specific situations. Studies focus on this topic explore both intentional or unintentional
bias in algorithm usage. Scholars revealed the phenomenon of algorithmic in multiple
situations, like advertising [17], social media [21, 34], justice [26] and so on. This
topic does not appear as the only topic of the article, but often with sources detecting
algorithmic bias or promoting algorithmic fairness together.

Studies detecting sources of algorithmic bias usually analyze the causes of algorithm
bias. Although different studies express the source of algorithm bias from different
aspects, there are three main sources: 1) data collection bias. Engineers may use biased
data during algorithm development without taking data representation into account [20].
2) bias in data labeling. Some biases from the real world were brought into the data
labeling process [36]. 3) attributes selection. Programmers may use attributes that might
lead to bias, like population attributes, as they develop algorithms [24].

| Question Emerging
Il Human’ Perception of Algorithmic Fairness
Detecting Algorithmic
ias Concept Perception
(117].121},/22], (122].123], /z 51,126, /3 11,132,
[26],/34)) — [331.134].136].[37]./381.142])
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o "I!I;Ii?’;lul Emotional
7,120]./24], Py ti
1361,13%)) ‘ —>| T
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1351.138].142))
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Fig.2. Topics and scheme of HAF research.
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— Category II: Human’ perception of algorithmic fairness

The human’s understanding of fairness may deviate from technical knowledge. Some
scholars have studied algorithm fairness from human perception. There are three topics
in this category: concept perception, emotional perception, and influencing factors of
human perception.

On topics of concept perception, scholars summarize the popular definition of algo-
rithmic fairness from the technical perspective. Participants are allowed to choose con-
cepts they regard as fairer in experiments or questionnaires [22, 36]. Articles in this
topic have a context characteristic, which means specific scenarios are usually setting
for users to understand. For example, [25] set a credit loan scenario in their study for
interviewees to make a loan decision.

Emotional perception refers to the emotional reflection of people’s understanding
of different algorithmic fairness definitions. For instance, [38] found that people with
the strongest comprehension of demographic parity express the most negative sentiment
toward it.

Influencing factors of human perception explore factors that influence human judg-
ment of algorithmic fairness. Scholars have studied factors like the definition style of
algorithmic fairness [23], personal experience of algorithmic bias [33], demographic
characteristics [42], and so on. Especially, Wang et al. [35] explored situation factors
and found that participants consider accuracy more important than equality when stakes
are high.

— Category III: Promoting algorithmic fairness

This category mainly focuses on exploring measures to promote algorithmic fairness.
Articles in this category were characterized by taking multiple stakeholders into account,
including users, experts in related fields, industry practitioners, programmers, and so on.
There are four topics in this category: developing principles for fair algorithm devel-
opment, interventions of algorithm development, developing toolkits for algorithmic
fairness, auditing of the algorithm.

The topic of developing principles for fair algorithm development aims to guide
the practitioners to develop a fair algorithm by moral constraints. Some principles, like
require engineers to select representative data and beware trade-offs, were put forward
[20]; Interventions of algorithm development refer to giving developers some tips or
help to assist engineers in developing fair algorithms. For example, [19] found that both
representative data and interventions effectively promote algorithmic fairness based on
control experiment; Some stakeholders suggest that toolkits for algorithmic fairness are
needed, like processes and tools for fairness-focused debugging [28]; Besides, conduct-
ing algorithmic audits has also become recognized by stakeholders. They call for more
proactive auditing processes and more holistic auditing methods [28].

— Category IV: Related concepts of algorithmic fairness

Articles in this category linked algorithmic fairness to concepts like algorithm trust, FAT
(Fairness, Accountability, and Transparency), and algorithmic experience. Although
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topics of this category are scattered, algorithmic fairness is generally linked to other
related concepts, which is beneficial for exploring algorithmic fairness.

Algorithm trust is a concept that refers to whether human trust algorithms, Al, or
machine learning technics. As far as algorithm trust is concerned, studies were con-
ducted to explore the relationship between algorithmic fairness and algorithm trust [27,
29]. [33] claim that algorithmic fairness might affect users’ trust in algorithms and
even affect their attitude towards companies and their products; FAT topic explores
algorithmic accountability and transparency, bringing algorithmic fairness into a larger
concept [40]. Conference on Fairness, Accountability, and Transparency have been held
since 2018 to discuss FAT issues. Usually, scholars regard transparency and accountabil-
ity of algorithms as an essential part of promoting algorithm fairness [24]; Algorithm
experience refers to how users experience and perceive algorithms. Shin, [40] regarded
algorithmic fairness as an essential index to measure users’ algorithm experience.

3.3 RQ2: Methodologies Identified

We usually classify research methods into qualitative and quantitative methods. How-
ever, to answer RQ2, we noticed that acquiring human behavior and thoughts in human
interaction with algorithms is one of the foundations of studies to explore algorith-
mic fairness from the human perspective. Based on the mindset of human-centered, we
summarize the research methods of included articles from the two original dimensions:
behavior collection and thought collection (see Table 1).

Table 1. Methods of HAF.

Dimension Methods Definition Advantages
Behavior collection | Interventional Collecting behavior - Systematic
behavior collection | data in a laboratory observation of the
environment participants’ behavior

- Control experiments
have great flexibility

Non-interventional | Collecting behavior - Observing participants
behavior collection | data through technical |in a natural state
means without being - Reduce the
detected by interference of external
participants factors
Thoughts collection | Independent Participants - Understanding user’s
self-expression independently reported | authentic response by
their personal feelings | individual self-report
and thoughts - Participants think
without influence from
others

(continued)
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Table 1. (continued)

Dimension Methods Definition Advantages
Group heuristic Participants share their | - Participants could
expression personal thoughts with | inspire each other about
other participants the topics

- Opinions from
different perspectives
can be collected in a

group

In the dimension of behavior collection, the methods used include interventional
behavior collection and non-interventional behavior collection. Interventional behavior
collection usually carries out laboratory experiments, setting scenarios (i.e., Criminal
justice, credit lending, medical treatment, etc.) to guide the participants to complete
relevant tasks and collecting the behavior data during them complete experimental tasks.
Based on the characteristic of algorithmic fairness, scholars also add some technics in
computer science into user experiments, such as setting up the user interface (UI) [20,
30], using algorithms to calculate the minimum number of tasks required for different
participants [32], using some material made by algorithms [36] and so on. These technics
could help participants record their choices and understanding of algorithmic fairness
in a timely manner. The use of these new intervention methods provides new ideas
for collecting user behavior in laboratory environments. Non-interventional behavior
collection allows scholars to collect user behavior data in a natural state of participants.
This method is often used to collect data on mainstream social media, such as Twitter
and YouTube. Scholars use API to collect data to detect algorithmic discrimination [21,
22] and understand users’ attitudes towards algorithmic fairness [37].

When it comes to thoughts collection, methods used in HAF research including
independent self-expression and group heuristic expression. Independent self-expression
collects individual self-feedback through questionnaires or one-on-one interviews. This
method is generally used to express the participants’ understanding of algorithmic fair-
ness [23] and their opinions on promoting it [28]. Group heuristic expressions often use
workshops or focus groups which allow participants to discuss as a group. This method
could be used in studies which focus on a particular group, like potential affected by algo-
rithmic bias [33]. It also is used to explore the measurements of promoting algorithmic
fairness from the multi-stakeholder perspective [18, 40].

3.4 RQ3: Research Patterns of HAF Based on the Process of Algorithm
Development

To answer RQ3, we try to conclude research patterns to explain what’s human could do in
the whole process of algorithm development. [16] concluded three types of mechanisms
to enhance fairness in machine learning algorithms based on the timeline. Inspired by this,
we summarized the general process of algorithm development first, including algorithm
research, algorithm design, and algorithm application. And then we concluded 3 research
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patterns of HAF: pre-process pattern, in-process pattern, and post-process pattern (see
Fig. 3).

Pre-process pattern focuses on the stage before algorithms are developed. It is nec-
essary to fully investigate the algorithm on the applicable scenarios and target users
before developing it. Pre-process pattern aims to get a comprehensive understanding of
algorithmic fairness in a specific context. The object of these studies is the user of algo-
rithm. It focuses on algorithmic bias detection, users’ perception of algorithmic fairness
definition, and their fair needs.

In-process pattern focuses on finding measures to promote algorithmic fairness dur-
ing the process of algorithm design. Studies in this pattern usually focus on the staff
involved in the development of the algorithm. For example, [19] tested the impact of
interventions on the fairness of algorithms by adding interventional measures in the
laboratory experiment.

Post-process pattern refers to the research pattern of testing the adaptability and
fairness of users after designing an algorithm. This pattern aims to identify problems
through actual usage.
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Fig. 3. Research patterns of HAF research.
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4 Discussion

In this section, we focus on the relationship between these findings and future research,
trying to find the research gaps and summarizing recommendations and implications for
future research.

4.1 Taking Advantage of Human Research

Technical research and social research are complementary to each other. Technical
research promotes algorithmic fairness through dataset testing, metrics conditioning,
and model training. However, research from a human perspective has many advantages.
One of the most common advantages is the ability to deeply understand the behavior and
ideas of the algorithmic service recipients. Compared to deal with data, direct face-to-
face contact with users through experiments or interviews could provide a more direct
and in-depth understanding of users’ needs and avoid the potential risk of algorithmic
bias. Another advantage is that human research makes it easier to collect feedback in
real-world use to assist programmers in finding problems. It will reduce the times of
adjusting parameter for programmer. Therefore, it is necessary to integrate a human per-
spective in the whole process of algorithm development and conduct human-centered
algorithm fairness research.

In Sect. 3 we summarized three pattern of HAF research. Future research could be
conducted with this in mind, and here are some recommendations based on the three
patterns.

Pre-process Pattern: Future research could explore human perception and demand for
algorithmic fairness through more extensive questionnaires or interviews. Although the
perception of algorithm fairness is variable in a different group of people, some universal
demand could be extracted. Based on this, scholars could construct an evaluation index
of algorithmic fairness from user and algorithm developer perspectives independently
and achieving the standard expression and collection mode of the fair demand of the
algorithm.

In-process Pattern: This pattern is mainly focused on the developers and practitioners
in the field of algorithms. Some achievements of algorithmic fairness have been made
at the technical level. These outcomes could combine with user research in the future,
which could be more practical. For example, scholars could conduct user experiments to
test different toolkits, adjustment measures designed by technical scholars and further
summarized a systematic solution for promoting algorithmic fairness.

Post-process Pattern: Future research could collect large-scale user feedback for real-
life usage scenarios, which depends on deeply explores the relationship between user
behavior and user algorithm fair perception. Of course, it is also possible to capture the
direct expression of the user through user experiments. The advantage of the experiment
is that scholars could compare users’ perception change between the pre-use stage and
post-use stage, finding the gap between human need and actual usage and solutions for
the gap.
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4.2 Topic Expansion and Content In-Depth Mining

We analyzed 12 topics of HAF research and divided them into 4 categories which reflect
the overall research scheme. It shows that HAF research has the characteristics of a wide
range of topics and content coverage. However, we also noticed that HAF research has
an uneven distribution of topics. The research gaps we found are as follows:

— Few scholars have systematically studied the consequences of algorithmic discrimi-
nation from the level of user behavior (e.g., burnout behavior, deprecation behavior,
etc.).

— Current studies focus on the concept perception of a few special contexts like hiring,
criminal justice, and medicine. In the future, more attention should be paid to context
perception. The research scenario needs to be expanded. Therefore, we believe that
Category Il should focus more on contextual perception rather than concept perception
in future studies.

— Current studies have explored users’ perceptions of algorithmic fairness and its influ-
encing factors. These factors are mainly focused on demographic characteristics. More
factors and the relationship between factors still need to be discovered.

— The measures to promote algorithmic fairness are relatively fragmented, and no
systematic solution has been developed.

Based on these gaps, we give some research recommendations from the topic level
(see Table 2).

Table 2. Research recommendations of HAF research.

Category Topic expansion Detail
Category I: phenomena and Human behavior when The consequence of
sources of algorithmic bias encounter algorithmic bias algorithmic bias:

- Burnout behavior
- Avoidance behavior
- Deprecation behavior

Category II: human’ Context perception - Explore more practical
perception of algorithmic context
fairness - Multi-contextual comparison
Emotion perception - Fine-grained emotional
analysis

- Connection of emotion
perception and user behavior

(continued)
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Table 2. (continued)

Category Topic expansion Detail

Influencing factors of human | - Background of human
perception (knowledge of algorithm, prior
experience of algorithmic
bias/discrimination)

- Situational factors (risks of
context)

- Quantitative study of
influencing factors

- Interaction between the
influencing factors

Category III: promoting Theoretical construction - Fusion of multi-disciplinary
algorithmic fairness theory

- The mechanism of
system-pushing algorithm

fairness
HCI (Human Computer - UI design for algorithmic bias
Interaction) - User study of interaction

between human and algorithm

multi-stakeholders - Gambling between
multi-stakeholders
- Finding systematic solutions

Category IV: related concepts | Algorithm trust, FAT, Deeper relationship
of algorithmic fairness Algorithmic experience exploration between each other

4.3 Physiological Signals: The Breakthrough Point of Research Methods

Research on HAF requires humans to be an important research object. This systematic
review divided the research methods into four research methods from the two dimensions
of human behavior collection and human thought collection in Sect. 3.

However, technological development has provided new support for the development
of HAF research. In the future, scholars could also incorporate the collection of human
physiological signals. Eye-tracking experiments and brain-computer interfaces can be
used to collect more diverse data. For example, by collecting data like movement tra-
jectory, gaze duration and frequency of eye-tracking, users’ gaze interest areas could be
found. It could help us to design user interfaces that cultivate users’ algorithmic fairness
perception. Besides, lectroencepha-lography (EEG) data could also be beneficial for
scholars to explore user’s cognitive burden of algorithmic fairness concept in different
situations.

5 Conclusion and Limitation

As a socio-technical issue, algorithmic fairness not only requires technical exploration
but also requires people to be included as important research objects. Algorithm fairness
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is a frontier topic in both computer science and social science, and HAF is a new trend
in algorithmic fairness research. The articles included in this systematic review revealed
that HAF research is gradually attracting more and more attention of scholars, and the
number of articles is increasing year by year. Results show a trend from conference to
periodical in article types. However, we also noticed that HAF research is still in the
preliminary stage of exploration.

Our main contributions including (i) Presentation of an overview of existing research
in exploring algorithmic fairness from the human perspective; (ii) Identified the research
topics and scheme of HAF research, summarized the research methods based on the idea
of human-centered, and concluded 3 research patterns; (iii) Concluded possible gaps in
this field and summarized future research directions which could provide suggestions
for future research.

There are, of course, limitations to our study. First, although we selected five main-
stream databases, some articles that is written in English or not included in our target
database may have been omitted. Second, limited by the topic of this review, we finally
included only 26 articles for analysis, so this article could only provide a systematic
overview of the initial stage of HAF research, which is time-sensitive.

Acknowledgement. This work is sponsored by Major Projects of the National Social Science
Foundation: 19ZDA341.
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