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Preface

The present book includes extended and revised versions of a set of selected papers
from the 16th International Conference on Evaluation of Novel Approaches to Software
Engineering (ENASE 2021), held as an online event during April 26–27, 2021.

ENASE 2021 received 96 paper submissions from authors in 30 countries, of which
16% are finally included in this book as extended versions. These papers were selected
by the event chairs and their selection is based on a number of criteria that include the
classifications and comments provided by the ProgramCommittee members, the session
chairs’ assessment, and also the program chairs’ global view of all papers included in the
technical program. The authors of selected papers were then invited to submit revised
and extended versions of their papers having at least 30% innovative material.

The mission of ENASE is to be a prime international forum to discuss and pub-
lish research findings and IT industry experiences with relation to novel approaches
to software engineering. The conference acknowledges evolution in systems and soft-
ware thinking due to contemporary shifts of computing paradigm to e-services, cloud
computing, mobile connectivity, business processes, and societal participation. By pub-
lishing the latest research on novel approaches to software engineering and by evaluating
them against systems and software quality criteria, ENASE conferences advance knowl-
edge and research in software engineering, including and emphasizing service-oriented,
business-process driven, and ubiquitous mobile computing. ENASE aims at identify-
ing most hopeful trends and proposing new directions for consideration by researchers
and practitioners involved in large-scale systems and software development, integration,
deployment, delivery, maintenance, and evolution.

The papers included in this book contribute to the understanding of relevant trends of
current research on novel approaches to software engineering for the development and
maintenance of systems and applications, specifically with relation to software for social
media, (end-)user-centered design, user interfaces, software engineering education,
enterprise information systems, business process engineering, requirements engineering,
development process, software architecture, and code mining.

We would like to thank all the authors for their contributions and the reviewers for
ensuring the quality of this publication.

April 2021 Raian Ali
Hermann Kaindl

Leszek Maciaszek
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Validating HyDe: Intelligent Method
for Inferring Software Architectures

from Mobile Codebase

Dragoş Dobrean(B) and Laura Dioşan

Computer Science Department, Babes Bolyai University, Cluj Napoca, Romania
{dobreand,lauras}@cs.ubbcluj.ro

Abstract. Interacting with businesses, searching for information, or accessing
news and entertainment sources all have a common feature, they are predomi-
nately accessed nowadays from mobile applications. The software architecture
used in building those kinds of products represents a major factor in their life-
cycle, costs, and roadmap, as it affects their maintainability and extensibility. In
this study, our novel approach designed for detecting MVC architectural layers
from mobile codebases (that use SDK for building their UI interrfaces) is val-
idated and analysed from various perspectives (Artificial Intelligence, architec-
tural rules, empiric evaluation). Our proposal is validated on eight different-sized
iOS codebases corresponding to different mobile applications that have different
scopes (both open and closed source). The performance of the detection qual-
ity is measured by the accuracy of the system, as we compared to a manually
constructed ground truth, achieving an average accuracy of 85% on all the ana-
lyzed codebases. Our hybrid approach for detecting architectural layers achieves
good results by combining the accuracy of the deterministic methods with the
flexibility for being used on other architectural patterns and platforms via the
non-deterministic step. We also validate the workflow of the proposal from an
empirical point of view through an interview with two mobile application devel-
opers.

Keywords: Mobile applications software architecture analyser · Automatic
analysis of software architectures · Structural and lexical information · Software
clustering · Hybrid approach

1 Introduction and Context

With over two-thirds of the world’s population using them [21], smartphones have
become our most personal device. We use these devices for communicating with oth-
ers, entertainment, analyzing our health, ordering food, exercising, finding a date, and
so much more. Slowly they have even started to be a replacement for wallets, as they
allow us to make payments, store digital tickets, and validate the identity of the owner.

In the beginning, mobile applications were simple pieces of software that most often
handled a small number of states and displayed data obtained from a server. Later, this
kind of software became quite complex, and nowadays mobile apps do a lot of pro-
cessing on the device itself, they run Artificial Intelligence algorithms, manipulate and
c© Springer Nature Switzerland AG 2022
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store databases, handle and process information from all kinds of sensors (gyroscope,
LiDar, GPS, accelerometer, etc.) and do heavy, high-performance computer graphics
processing. With the increased complexity of the apps, rapid hardware advancements,
and huge market demand for new and exciting features, software architecture has come
to play a major role in the lifecycle of mobile products.

With this study, we are furthering our work [12] towards creating an autonomous
system for improving the architectural health of those projects since a large number of
the mobile codebases do not have a well defined architectural pattern in place, or even
if they do, it is not consistently implemented all over the codebase [11]. In [16] we
have presented our hybrid approach for solving the problem of inferring architectural
layers from mobile codebases, we called it HyDe. With HyDe we continue our pursuit
in developing new and novel ways for automatically detecting the architectural layers
(and their composition) of mobile codebases. Our hybrid approach takes advantage of
the software development kits (SDKs) used in building those kinds of applications.
By using the information from those SDKs insightful data can be extracted regarding
the types of the components in the codebase and the architectural layer they should
reside in. In addition to the usage of information from SDKs, Machine Learning (ML)
techniques are also involved in some of the introduced approaches for aiding the process
of categorizing the components of a mobile codebase in architectural layers.

With this study, we pave the way for building a system capable of identify-
ing architectural issues early, in the development phase, or Continuous Integration
(CI)/Continuous Delivery (CD) pipelines, and to lay a strong foundation of knowl-
edge that could also be applied to other platforms. Such a system would benefit both
developers as well as managers as it could provide insightful information regarding the
architectural health of a codebase, and would also be capable of showing the progress
as is being made in long refactoring periods. An architecture checker system would
also benefit beginner developers or new developers on a project, as it would allow them
to spot architectural issues while they are developing new features. More experienced
developers could also use it when reviewing the code submitted by others.

Mobile startups are another area where such a system would be valuable, as it could
help them implement a certain software architecture in their minimum viable products
that would later be able to support the full product.

Education is another area where such a system would be useful, as architectural
issues are very common in the code written by students. By having a system that high-
lights the architectural issues in the projects they develop, they would grow to be much
more experienced from an architectural point of view and would implement systems
that are flexible, testable, and maintainable.

In [13] we have presented our purely deterministic approach for automatically
detecting architectural layers, in [15] we have furthered that research by solving the
same problem using Machine Learning techniques. Our newest proposal is a hybrid one
in which our two previous approaches (the deterministic and non-deterministic ones)
are combined. By using a hybrid approach, we try to obtain the accuracy of the deter-
ministic methods while taking advantage of the flexibility of the non-deterministic app-
roach and to pave the way for more specialized architecture detection (such as MVVM,
MVP, VIPER, etc.), we call this approach HyDe (Hybrid Detection).
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The purpose of this study is to find a viable way of combining the deterministic
methods (such as SDK inheritance) with non-deterministic ones into a hybrid approach
capable of analyzing mobile codebases and flexible enough to support enhancements
for the analysis of other non-mobile codebases or more specialized architectures.

Research Challenges. The main challenges of these research topics are:

– architecture detection using a combined approach (deterministic + non-
deterministic);

– a clustering process that works while combined with the information obtained from
the deterministic process;

– automatically inferring the architectural layers of an MVC codebase that uses an
SDK for building the user interfaces—as those SDKs usually contain more types of
items than web SDKs.

Contributions. The main contributions of this study are listed below:

– a new workflow for automatic detection of architectural layers using a hybrid sys-
tem;

– a novel approach at combining a deterministic method that uses SDK and lexical
information for detecting architectural layers in a codebase with a non-deterministic
one that uses a wide range of features extracted from the codebase (such as the
number of common methods and properties and components name similarities) for
solving the same problem;

– an innovative way of leveraging the information from the deterministic step to aid
the non-deterministic one to increase the accuracy;

– gaining more insights regarding the functionality of our proposal in an industrial
context;

– learn more about the features which are important for developers when using a soft-
ware architecture checker system.

This is an extended study of our previously published work [16]; with this new
work, our focus in on the validation of the proposal, and we present new evaluation
metrics and data. The numerical evaluation step was enriched with 2 new research
questions which examine our proposed approach by analyzing the topological structure
of the analyzed codebases and the dependencies between the components for getting
insights on the extensibility and maintainability of the analyzed codebases. In addition
to this, we’ve also conducted an empiric evaluation study, where the workflow of our
approaches is analyzed in real-world scenarios, and interviews were conducted with 2
mobile developers, for getting insights on the practicality of our approaches. Further-
more, we’ve also added details about the comparison of the features of our approach
with other related work from literature.

The paper is structed as follows. The next section introduces the formalisation of
the scientific problem and presents details about other related work. Section 3 intro-
duces our approach HyDe. The numerical experiments and analysis of the method are
presented in Sect. 4 and 5. Section presents the empirical evaluation of our study while
the end of the paper is presents our conclusions and some directions for further work in
Sect. 7.
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2 Scientific Problem

A mobile codebase is made of components (classes, structures, protocols, and exten-
sions); we represent a codebase in a formal matter by using the following notation
A = {a1, a2, . . . , an} where ai, i ∈ {1, 2, . . . , n} denotes a component.

The purpose of this study is to find a way for splitting the codebase into architectural
layers. An architectural layer is represented by a partition P of the components P =
{P1, P2, . . . , Pm} in the codebase that satisfies the following conditions:

– 1 ≤ m ≤ n;
– Pj is a non-empty subset of A, ∀j ∈ {1, 2, . . . ,m};
– A = ∪m

j=1Pj , Pj1 ∩ Pj2 = ∅, ∀j1, j2 ∈ {1, 2, . . . ,m} with j1 �= j2.

In this formulation, a Pj (j ∈ {1, 2, . . . ,m}) subset of A represents an architectural
layer.

Since we are using a hybrid approach, the detected architectural layers (partitions)
P1, P2, ... Pm are determined by applying a set of deterministic rules and a clusteriza-
tion process on some of the output partitions.

In order to apply a clustering algorithm, each component ai (i ∈ {1, 2, . . . , n})
has to be represented by one or more features or characteristics. We suppose to have k
features and we denote them by F (ai) = [F 1

i , F 2
i , . . . , F k

i ].
The purpose of the hybrid approach is to output partitions of components that match

as best as possible the ground truth (the partitions provided by human experts).
The Model View Controller is one of the most widespread presentational archi-

tectural patterns. It is used extensively in all sorts of client applications, web, desktop
and mobile. It provides a simple separation of concerns between the components of a
codebase in 3 layers:

– Model—responsible for business logic.
– View—responsible for the user’s input and the output of the application.
– Controller—keeps the state of the application, acts like a mediator between the

Model and the View layer.

There are many flavours of MVC in which the data-flow is different, but they all share
the same model of separation. MVC is also the precursor of more specialised presenta-
tional architectural patterns such as Model View View Model (MVVM) or Model View
Presenter (MVP) [9,14].

In this study, the focus is on analyzing MVC architectures, therefore, the number of
partitions m = 3. For a better understanding of the concepts, we are going to substitute
the notation of partitions P = {P1, P2, P3}, with P = {M,V,C}, as this notation
better reflects the partition and the output layers we are interested in finding, M rep-
resenting the Model layer, V representing the View layer, and C being the Controller
layer. For the rest of the paper, this notation will be used to refer to the partitions for
architectural layers.

Other studies have focused on architecture recovery by clusterization. For instance,
Mancoridi [27], Mitchell [28] or Lutellier [26] from a structural point of view, Anquetil
[1] or Corazza [8] from a lexical point of view and Garcia [18] or Rathee [33] from
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a structural and lexical point of view. However, none of those approaches specifically
focused on mobile codebase or codebases that use SDKs for building their UI interfaces.

HyDe combines our previous work, regarding splitting a mobile codebase into archi-
tectural layers, a deterministic approach where information from the mobile SDKs is
being used for detecting the architectural layers for a certain component using a set of
rules [13] with a non-deterministic one for which we previously paved the way with a
study where we have applied Machine Learning techniques for solving the same prob-
lem [15].

3 HyDe: A Two-Stage Automatic Detection of Architectural
Layers in Mobile Codebases

In the vast majority of cases, mobile applications are clients – they use presentational
software architectures, and one of the most commonly used architectural patterns for
developing these kinds of products is MVC [40]. HyDe combines our two previous
approaches (the deterministic approach – MaCS [13] and the non-deterministic one –
CARL [15]) for solving the problem of inferring the architectural layers from a mobile
codebase. Just like with MaCS and CARL, our initial study focuses on inferring the
architectural layers and their composition from MVC codebases.

With HyDe we want to leverage the performance of the deterministic approach
(MaCS) and increase its flexibility (suited for more complex architectural patterns) by
using techniques from the non-deterministic step (CARL). This new approach statically
analyses the components of the codebase and uses the definition of the components,
their methods signatures as well as the properties of those components, moreover,
it leverages the information from the mobile SDKs for improving the categorization
process. HyDe applies serially MaCS and CARL since the two approaches are com-
bined into a single one, the input and the way CARL works it’s slightly different than
the one presented in our initial non-deterministic approach study [15]). In addition to
this, our new proposal is also characterized by two important features: unsupervised –
which means there is no prior knowledge needed before analyzing a codebase – and
autonomous – no developer involvement needed.

3.1 Pre-processing

The preprocessing step is identical to what we did on our two previous approaches: the
examined codebase is statically analyzed and information regarding the components
is being extracted (a comprehensive presentation of the pre-processing particularities
can be found in [13]). As an outcome of this step, we have the set of components
A = {a1, a2, . . . , an} where every ai, i ∈ {1, 2, . . . , n} is characterised by:

– name
– type (class, struct, protocol)
– path
– inherited types
– all the private, static, and non-static methods and properties.
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3.2 Deterministic Step

In this part of the process, MaCS [12] is applied: the codebase is split into architectural
layers based on the set of heuristics and the involvement of the SDK entities after its
topological structure has been defined.

Extraction. After the preprocessing step, a directed graph (topological structure) is
being created for the extracted components. The nodes represent codebase components
(classes, structs, enums, protocols) while the links between nodes are represented by
dependencies between the components. Unlike a typical topological structure, in this
one we could have one or multiple links between a pair of components; for instance,
if component A has 3 properties of type B, then the graph will contain 3 directed links
between the node A and B.

Categorization. The categorization part is where the deterministic step places the com-
ponents in architectural layers. Since our focus was on MVC architectures, the output
of this step is represented by 3 sets of components each corresponding to one of the
MVC architectural layers (Model, View, Controller).

When we have developed MaCS we have come up with 2 different flavors, one
which worked well on small-sized codebases – SimpleCateg. [12]) – and another one –
CoordCateg. [12] – which is better suited for medium and large-sized codebases. Since
one of the cornerstones of HyDe is to be an inference method capable of analyzing more
complex architectural patterns and codebases we have decided for the categorization
process to use the CoordCateg. approach as it is better suited.

The architectural layers are being defined in a deterministic manner by using the
CoordCateg. approach heuristics:

– All Controller layer items should inherit from Controller classes defined in the used
SDK;

– All View layer items should inherit from UI classes defined in the used SDK;
– All the remaining items are treated as Model layer items;
– All the components which have properties or methods that manipulate Controller

components (including other Coordinating Controller components, also) are marked
as Coordinating Controllers.

The Coordinating Controllers are simple plain objects that manipulate the flows
and states of the application; together with the components which inherit from an SDK-
defined Controller component they form the Controller layer of the analyzed codebase.

The output of MaCS represents a partition P = {M,V,C}, where the M , V , and
C subsets are constructed by applying the above rules over all the codebase’s compo-
nents A = {a1, a2, . . . , an}. To be able to formalize these decision rules, we involve
the concept of a predicate as follows: a predicate of type X over two components as
predX(el1, el2) is True if we can apply the action X over el1 and we obtain el2. The
proposed checker system defines the following predicates:
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– predinstanceOf (componenta, T ype) = True when componenta is a variable of
type Type;

– predinheritance(componenta, componentb) = True when componenta inherits
from componentb;

– predusing(componenta, componentb) = True when componenta has a property
or a method that takes as a parameter a value of type componentb;

– predusing(componenta, listComponentb) = True when componenta has a
property or a method that takes as a parameter a value of a type present in the
listComponentb list;

– predinheritance(componenta, listComponentb) = True when componenta has
a inherits from a type present in the listComponentb list;

With these definitions in place we can represent the layers using the above-stated
rules as sets:

Csimple = {ai|predX(ai, SDK’s Controller) = True,

where X ∈ {instanceOf , inheritance}, ai ∈ A} (1)

Coordinators = {ai|ai ∈ A,∃v ∈ ai.properties and

c ∈ C such as predinstanceOf (v, c) = True or

∃m ∈ ai.methods and c ∈ C such as

predusing(m, c) = True}

(2)

C = Csimple ∪ Coordinators (3)

V = {ai|predX(ai, SDK’s View) = True,

where X ∈ {instanceOf , inheritance}, ai ∈ A} (4)

M = A\(V ∪ C) (5)

The output of the categorization process represents the initial assignment of compo-
nents into architectural layers – this categorization is identical to what we would have
obtained from applying MaCS. This initial categorization has a high accuracy for the
View layer due to the heuristics used. The Controller layer is also being detected with
good accuracy, and this information will be used later in the non-deterministic step.

While the results obtained from this initial deterministic step are very promising, in
the case of more complex architectural patterns this method can not be applied success-
fully due to the heuristics used. In addition to this, the performance for the Coordinating
Controllers and Model layer could be further improved even in the case of MVC.

3.3 Non-deterministic Step

With the non-deterministic step, of HyDe we have tried to improve the performance of
the approach but more importantly to pave the way for more specialized architectures
and custom architecture support. Our previous approach CARL [15] – in which we have
used only Machine Learning techniques (clustering) for solving the problem of splitting
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codebases into architectural layers had increased flexibility over MaCS but it lacked the
performance. With those ideas in mind, we’ve decided to pursue a hybrid approach in
which the output of MaCS is used as input for CARL. In order for this new approach
to work, the feature selection had to be changed; even if the algorithm involved in the
clusterization process is the same as in the case of CARL, the input and feature detection
is completely different.

As we have previously stated, the output of the deterministic step is an initial distri-
bution of components into architectural layers. This initial split has a very high accuracy
for the View layer that’s why this is marked as the final View layer and its components
are not feed to the non-deterministic step. With this non-deterministic step, we want to
achieve a better separation of components from the Model and Controller layers (M
and C partitions) which was not possible with the help of heuristics; that is why the
clustering algorithm works only with the components from the Model and Controller
layer – as they were received from the deterministic step. The purpose of the clustering
process is to find particularities in the data which were less obvious to us or for which
we couldn’t come up with a good enough heuristic. The View layer (V ) is ignored as
the detection precision for this layer is 100% (see Table 3 ).

Therefore the set of analysed elements is represented by E = M ∪ C =
{ai1 , ai2 , . . . , aik}, where aij is a component from set A (see problem definition) and
denotes a component that was identified as either as a Model or Controller element by
the Deterministic step, and k represents the number of components in E.

Feature Extraction. The feature extraction part is one of the most important steps in a
clustering algorithm as based on its selection the clustering algorithm could yield good
or not so good results. We could have 2 different sets of features extracted from the same
data collection which yield completely different results after the clustering process was
applied.

For every component analyzed by the non-deterministic step, we have 2 sets of
information, the one obtained from the preprocessing stage and the one obtained from
the deterministic step (in which layer it was placed the Model or Controller layer).

To come up with a good selection of features, we have applied HyDe, with different
feature selections on a mid-sized codebase (E-Commerce) that had the ground truth
previously constructed by 2 senior developers. We have tried multiple features such as:

– Levenshtein distance between the components name;
– Whether a component inherits from a Model component (from the output of the

deterministic step);
– Whether a component is using a Controller or Model component (it has properties

or methods that use Controller or Model items from the deterministic step output);
– Whether a component is using a Controller component (it has properties or methods

that use Controller items from the deterministic step output);
– Whether a component is a class or another type of programming language structure

(such as structs, protocols, extensions);
– Whether a component is included in the Controller components (from the output of

the deterministic step);
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– Number of common methods between the analyzed components;
– Number of common properties between the analyzed components.

By using a trial and error approach of various combinations of features from the
ones above we have found out the configuration that yields the best results on our bench-
mark application.

Two features take into account the already obtained assignments in the first step of
our proposed system:

– Whether a component is included in the set of Controller components (from the
output of the deterministic step). We associate a score θ if the component is included
in the Controller layer and 0 otherwise. The score value has no influence over the
detection process because, by normalization, a Boolean feature is created.

F1(ai) =

{
θ, if ai ∈ C

0, otherwise;
(6)

– Whether a component is using a Controller component (it has properties or meth-
ods that used Controller items from the deterministic step output). We associate a
score of 1 if the component uses another component from the Controller layer and 0
otherwise.

F2(ai) =

{
1, if predusing(ai, C) = True

0, otherwise.
(7)

In addition to those two rules, for every pair of components from the analyzed set
(E) we compute the following values for the feature set of a component:

– a feature that emphasizes the similarity of two components’ names

F3(ai) = [NameDist(ai, ai1), NameDist(ai, ai2), . . . , NameDist(ai, aik)]
(8)

where NameDist(ai1 , ai2) is the Levenshtein distance [25] between the names of
component ai1 and component ai2 ;

– a feature based on how many properties two components have in common

F4(ai) = [CommProp(ai, ai1), CommProp(ai, ai2), . . . , CommProp(ai, aik)]
(9)

where CommProp(ai1 , ai2) is the number of common properties (name ant type)
of component ai1 and component ai2 ;

– a feature based on how many methods two components have in common

F5(ai) = [CommMeth(ai, ai1), CommMeth(ai, ai2), . . . , CommMeth(ai, aik )]
(10)

where CommProp(ai1 , ai2) is the number of common methods (signature, name,
and parameters) of component ai1 and component ai2 .
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The output of this feature extraction phase is represented by the matrix that encodes
all five feature sets, M = F1 ∪ F2 ∪ F3 ∪ F4 ∪ F5. In fact, a (3 × k + 2) × k
matrix, that contains the feature set for every component in the codebase is constructed.

Clusterization. As a clusterization algorithm, we have used the same one as on CARL
– Agglomerative Clustering [31] – a hierarchical, bottom-up approach, as using a trial
and error approach, we have discovered that this works best for the type of problem
we want to solve. Unlike CARL, HyDe only applies the clusterization process to the
Model and Controller components obtained from the deterministic step and has only
two output clusters that correspond to the remaining architectural layers from MVC
(the Model and Controller). For measuring the similarity between clusters, we have
used a well-known, highly used approach – the Euclidian distance [20].

After the clusterization process has finished, we need to assign semantics to the
output clusters – which one corresponds to the Model and which one to the Controller
layer. To accomplish this, we’ve leveraged the information from the SDK and marked it
as the Controller layer, the output cluster which has the highest number of components
that inherit from an SDK-defined Controller element.

If this process is applied to more complex architectural patterns – where more archi-
tectural layers should be discovered by the clusterization process, a set of architecture-
specific heuristics should be used for assigning architectural layers to the output clus-
ters.

Once this final step has been completed, the entire HyDe process is finished and we
have 3 sets of components corresponding to the three architectural layers from MVC.
The View layer is determined by the deterministic step, while the other two layers are
detected by applying the non-deterministic step. A sketch of our system is depicted on
Fig. 1.

We have conducted a literature study where we have compared our proposals with
other methods from the literature. Unlike any other method to our knowledge, our pro-
posals are the only ones that use the information from the SDKs for enhancing their
detection mechanism. Other methods from literature rely only on structural and lexical
information from the codebases. Moreover, to our knowledge HyDe is the only app-
roach that uses a combination of heuristics together with clustering for inferring the
architectural layers, the other methods use only one of the three possibilities present in
literature (static analysis, heuristics, or clustering).

The vast majority of other methods from literature work at a package or module
level, all our proposals, including HyDe, work at a class level as our long-term plan is
to detect architectural issues at a component level. By analyzing either the modules or
the packages only the macro-structure of the codebase could be analyzed and we are
particularly interested in what happens at a micro-structure level, as the vast majority
of precursor steps towards an architectural drift start here. Since HyDe works at the
smallest level of architectural elements (classes) that makes this proposal is a well-
suited candidate for highlighting architectural issues more accurately and early, in the
development phase.
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Fig. 1. Overview of the HyDe workflow [16].

Our proposals works with multiple programming languages and unlike other
approaches from literature they are not bound to a single language. The only constraint
of HyDe in respect to the programming languages it can be applied to is the fact they
need to be Object-Oriented ones. Other approaches such as [30] or [36] for on non-
Object-Oriented languages, but only take advantage of the structural information and
work at a module level.

Another feature that makes our proposals stand out among the other work done in
this space, is the fact they are platform-agnostic, which means HyDe as well as MaCS
and CARL work on multiple platforms, not only mobile ones. The only constrain is that
those platforms should use SDKs for building out their user interfaces. To the best of our
knowledge, no other method from literature is platform-agnostic, there are indeed other
approaches developed specifically for mobile applications, but even those are focusing
on the Android platform, and they are not transferable to iOS, or other mobile platforms
(Table 1).
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Table 1. Comparison of the detection methods with previous approaches.

Approach Information Analysis Granularity Language dependent Platform

Structural Lexical SDK Static Heuristics Clustering Package Module Class

[4] � � – – � – � – – No Not mobile

[5] � � – – � – � – – No Not mobile

[6] � � – – � – � – – No Not mobile

[17] � – – – � – � – – No Not mobile

[23] � – – – � – � – – Yes (Java, C#, C++
and Smalltalk)

Not Mobile

[30] � – – � – – – � – Yes (C, COBOL) Not mobile

[33] � � – – – � – – � Yes (Java) Not mobile

[35] � – – � – – – – � Yes (Java) Not mobile

[36] � – – – – � – � – Yes (C/C++) Not Mobile

[37] � � – – – � – � – Yes (Java) Not mobile

[38] � – – – � – – � – Yes (Java) Not mobile

[42] � – – – � – – – � Yes (Java) not mobile

[7] � � – � – – – – � Yes (Java) Android

[9] � � – – � – – – � Yes (Java/Kotlin) Android

MaCS [13] � – � – � – – – � No Platform
agnostic

CARL [15] � � � – – � – – � No Platform
agnostic

HyDe � � � – � � – – � No Platform
agnostic

4 Performance Evaluation

Our evaluation is two-folded: validation of the categorization process and analysis of
how the architectural rules are respected or not. With both approaches, we were inter-
ested in the same metrics. The evaluation methodology was inspired by [32] which was
used as a starting point in our study.

In the validation stage, to measure the effectiveness of the categorization, we com-
pare the results from manual inspection (that acts as ground truth) to those of our meth-
ods. To validate the performance of our approach, we are using the following metrics for
analyzing the result of the HyDe against a ground truth obtained by manually inspect-
ing the codebase by two senior developers (with a development experience of over five
years):

– accuracy: Acc =
NAllLayers

DetectedCorrectly

NallComponents
,

– precision for the layer X: PX = NX
DetectedCorrectly

NX
TotalDetected

,

– recall for the layer X: RX = NX
DetectedCorrectly

NX
GroundTruth

,

where:

– NX
DetectedCorrectly is the number of component detected by the system which belong

to the X layer and are found in the ground truth for that layer;
– NX

TotalDetected is the number of component detected by the system as belonging to
the X layer;
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– NX
GroundTruth is the number of component which belong to the X layer in the

ground truth.

In addition to those metrics, we are also interested in the performance of the process
not only from a software engineering point of view but also from a Machine Learning
perspective. To analyze the ML performance of our approach we have used the follow-
ing metrics:

– Silhouette Coefficient score [34] and
– Davies-Bouldin Index [10].

The Silhouette Coefficient measures how similar is a component of a cluster com-
pared to the other elements which reside in the same cluster compared to the other
clusters. The range of values for this score is [−1; 1] where a high value means that the
component is well matched in its own cluster and dissimilar when compared to other
clusters. We have computed the mean Silhouette Coefficient score over all components
of each codebase.

Davies-Bouldin Index is defined as the average similarity measure of each cluster
with its most similar cluster. The similarity is represented by the ratio of within-cluster
distances to between-cluster distances. The Davies-Bouldin Index indicates how well
was the clustering performed; the minimum value for this metric is 0, the lower the
value the better.

Both of these metrics provide insightful information regarding the clustering perfor-
mance: the Silhouette Coefficient score indicates how well are the components placed,
while the Davies-Bouldin Index expresses whether or not the clusters were correctly
constructed.

The Machine Learning perspective was applied to the output data obtained from the
entire HyDe process, when computing these metrics we looked at the final result, and
we’ve viewed the output architectural layers as clusters, even some of them might come
from a deterministic step (View layer in our particular case). By computing these met-
rics, we can also understand the structural health of the codebase, how related are the
components between them, and how high is the degree of differences between architec-
tural layers.

In the analysis stage we are interested in the topological structure of the analyzed
codebases. Furthermore, the architectural dependencies are studied to serve as a basis
for an informed discussion about how the codebase respects the architectural rules and
about how well-suited the system is for expected changes.

We were interested in the number of external dependencies (#ExtDepends) of a
layer. #ExtDepends represent the links between the components of a layer and com-
ponents which reside within the other two layers of MVC. Moreover, the #Complete-
ExtDepends include the external links relative to MVC layers and the links with other
SDKs and third-party libraries defined types, as well as Swift predefined types (such as
String, Int) or codebase defined types (such as closures).

Another important metric is the number of different external links (#DiffExtDe-
pend)—the number of different codebase components on which a certain component
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depends. The components with a large amount of different dependent items which vio-
late the architectural rules are problematic and represent architectural pressure points in
the analyzed codebase.

Besides these metrics, we also have two ones oriented for evaluating how well-
suited the system is for expected changes: Cumulative Component Dependency (CCD)
and Average Component Dependency (ACD) [19,22].

– The CCD is the sum, over all the components in a subsystem, of the number of
components needed in order to test each component incrementally [22].

– The ACD is defined as the ration between the CCD of the subsystem and the number
of components of the analysed subsystem [22]. ACD = CCD(Subsystem)

#Components .

The CCD indicates the cost of developing, testing, and maintaining a subsystem.
When developing a new feature or modifying an already existing one in a large number
of cases the changes will impact more components of the subsystem, that is why the
cost is better reflected by using the ACD metric. Note that architectural change metrics
(e.g. architecture-to-architecture, MoJoFM, cluster-to-cluster [24]) can not be used to
establish which rules are violated since the conceptual/intended architectures of the
analyzed systems are unknown.

5 Numerical Evaluation

Our analysis focuses on MVC, a widely used architectural pattern [40] for mobile devel-
opment. Our experiments are run on the iOS platform; however, they can be replicated
on other platforms that use SDKs for building their user interfaces.

For validating our proposal, we have compiled a list of questions for which we
search answers with our experiments:

– RQ1 - How can the deterministic approach and the non-deterministic one be com-
bined?

– RQ2 - How effective and performant is the HyDe approach?
– RQ3 - What are the downsides of using a hybrid approach for architectural layers

detection?
– RQ4 - What is the topological structure of the codebase after applying HyDe?
– RQ5 - What is the extensibility and maintainability of the codebases by using HyDe

for inferring architectural layers?

5.1 Analysed Codebases

We have conducted experiments on eight different codebases, both open-source and
private, of different sizes:

– Firefox - the public mobile Web browser [29],
– Wikipedia - the public information application [41],
– Trust - the public cryptocurrency wallet [39],
– E-Commerce - a private application,
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– Game - a private multiplayer game.
– Stock - a private trading application,
– Education - a private education application for parents,
– Demo - the Apple’s example for AR/VR [3].

We were interested in MVC codebases, as this is one of the most popular soft-
ware architecture used on client applications. iOS applications implement the MVC pat-
tern more consistently than Android, as Apple encourages developers to use it through
examples and documentation [2]. To our knowledge, there is not a selection of reposi-
tories used for analyzing iOS applications, that is why we have manually selected the
codebases. The selection was performed to include small, medium, and large code-
bases. In addition, we have included both private source and open source codebases as
there might be differences in how a development company and the community write
code. Companies respect internal coding standards and styles that might not work or
are different than the ones used by open-source projects.

Table 2. Short description of investigated applications [16].

Application Blank Comment Code No. of components

Firefox 23392 18648 100111 514

Wikipedia 6933 1473 35640 253

Trust 4772 3809 23919 403

E-Commerce 7861 3169 20525 433

Game 839 331 2113 37

Stock 1539 751 5502 96

Education 1868 922 4764 105

Demo 785 424 3364 27

Table 2 presents the sizes of the codebase, blank – refers to empty lines, comment
– represents comments in the code, code states the number of code lines, while the
number of components represents the total number of components in the codebase.

5.2 Validation - Stage

After the experiments were conducted on all of the codebases, we have analyzed the
results based on the 3 questions which represent the base for this study.

RQ1 - How Can the Deterministic Approach and the Non-deterministic One Be
Combined? For constructing a system that would yield good results and involve a
hybrid approach, it is clear that the only way to do it is to apply the non-deterministic
approach after the deterministic one. These approaches can work well together if we
leverage the best parts from both of them and try to improve the methods where they
lacked.
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From [13] it is clear that the deterministic approach works really well for the layers
for which there are rules strong enough to determine the components with high accu-
racy. In the case of the current study, MaCS was able to identify with high accuracy the
View layer. When analyzing custom architectures, a deterministic approach might yield
great results on other architectural layers as well, but for the purpose of this study, we
have focused only on MVC.

The non-deterministic approach which was inspired by [15] works well for finding
similarities between components without using heuristics.

With those ideas in mind, we have concluded that the best way for those approaches
to function well together and achieve good results is to apply the deterministic method
for identifying the layers, and afterwards to apply the non-deterministic approach to
those layers for which the deterministic approach did not work that well. The second
stage of HyDe could be considered as a filter, enhancing the detection results.

To summarise, we have applied the deterministic approach first and obtained the
components split into architectural layers based on the rules used by MaCS, afterward
we have applied the non-deterministic method for the layers in which MaCS results
were not confident – the Model and Controller layers.

RQ2 - How Effective and Performant is the HyDe Approach? We have applied the
HyDe approach to 8 codebases of different sizes, to cover multiple types of applications
from a size perspective, but also from functionality and the domain they operate in
perspectives.

The proposed approach achieved good results on the analyzed codebases with three
codebases that achieved over 90% accuracy with the highest one at 97%. The average
accuracy for the analyzed set of applications was 85% as seen in Table 3.

The layer which came from the deterministic approach and was left unaltered by
the non-deterministic step, the View layer, has achieved a perfect precision score on
all the analyzed codebase, indicating that HyDe does not produce false positives (it
does not label as View components those that, conform the ground-truth, they belong
to other layers). In respects to recall, the same layer achieved lower scores on some of
the codebases, this was mainly caused by the fact that those codebases used external
libraries for building their UI interfaces, and they did not rely solely on the SDK for
implementing those features.

In the case of the other layers which were altered by the deterministic step, the
precision and recall were heavily influenced by the way the codebase was structured,
naming conventions, and coding standards.

The proposed method worked best for the Game codebase which was a medium-
sized application. For larger codebase which had higher entropy due to their dimensions
and used external libraries the method did not work as well.

For some of the smallest codebases, the method achieved the worst results, this is
because the non-deterministic step did not have enough data to make accurate assump-
tions as the codebases were rather small.

From a View layer precision point of view, HyDe achieves perfect results, all the
detected View layer elements are indeed views, there are no false positives. In respect
to the recall of the View layer, the results are not perfect, there are some false negatives,
this is because the analyzed codebases use external libraries for implementing certain
UI elements and those libraries were not included in the analysis process.



Validating HyDe 19

Table 3. Results of the process in terms of detection quality [16].

Codebase Model
precision

Model
recall

View
precision

View recall Ctrl
precision

Ctr
recall

Accuracy

Firefox 0,97 0,77 1,00 1,00 0,47 0,91 82,71

Wikipedia 0,79 0,74 1,00 0,66 0,74 0,95 80,00

Trust 0,86 0,89 1,00 0,70 0,66 0,72 82,86

E-commerce 1,00 0,80 1,00 1,00 0,81 1,00 90,97

Game 0,95 1,00 1,00 1,00 1,00 0,92 97,22

Stock 0,80 0,77 1,00 0,59 0,78 0,93 79,09

Education 0,87 0,95 1,00 1,00 0,92 0,90 93,60

Demo 0,91 0,77 1,00 1,00 0,25 0,67 78,79

Table 4. Results in terms of cohesion and coupling [16].

Codebase Mean Silhouette Coef. Davies-Bouldin index

Firefox 0,64 0,61

Wikipedia 0,67 0,51

Trust 0,68 0,52

E-commerce 0,63 0,58

Game 0,86 0,20

Stock 0,81 0,28

Education 0,80 0,29

Demo 0,52 1,55

Table 5. Homogeneity and Completeness on the analyzed codebases [16].

Codebase Homogeneity score Completeness score

Firefox 0,60 0,63

Wikipedia 0,50 0,56

Trust 0,20 0,18

E-commerce 0,66 0,73

Game 0,74 0,79

Stock 0,40 0,50

Education 0,17 0,31

Demo 0,80 0,90

In respect to performance, we have computed the Mean Silhouette Coefficient, the
Davies-Bouldin Index as well as the Homogeneity and Completeness scores.

The Mean Silhouette Coefficient had the best values in the case of medium-sized
codebases where the distinction between the 3 output layers was more pronounced as
seen in Table 4. In the case of the large codebases, the accuracy was worse as we had
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many types of components in each architectural layer. The value for the smallest code-
base was also poor, this is because it had small number of components.

As seen in Table 4, the results for the Davies-Bouldin Index were hand in hand with
the ones for the Mean Silhouette Coefficient: the best performing codedbases were the
medium-sized ones, the largest and smallest ones achieved worst results due to the same
reasons that affected Silhouette metric.

In case of Homogeneity and Completeness, Table 5, HyDe did achieve good results
for the medium-sized and small-sized codebase. The scores were better for the code-
bases which had a naming convention and coding standards in place.

RQ3 - What Are the Downsides of Using a Hybrid Approach for Architectural
Layers and Components Detection? The most important downside of using a hybrid
approach is that based on the analyzed codebase and the architecture it implements, the
workflow might need to be adjusted in two places:

– the rules for the deterministic part of the process;
– the feature selection for the non-deterministic step.

In addition to those, an analysis would have to be conducted on the output of the
deterministic step to identify the layers which should be feed to the non-deterministic
step.

Another downside would be that this method only works if the deterministic step
yields really good results for at least some of the layers, otherwise this part of the
process becomes irrelevant.

From a computational performance point of view, the proposed approach is also
heavier on the processing part as a simple singular process as it is composed of two
separate steps; this also applies to the run time, as this is increased due to the same
reasons.

In respect to the results, our proposal’s main downside is the fact that for the output
clusters from the non-deterministic step a manual analysis of those might be needed to
match a cluster to an architectural layer if no heuristics can be found in the case of more
specialized or custom architectural patterns.

Our proposed approach remains automatic in the case of more specialized software
architectures, as it does not need the ground truth of the codebase. The feature extrac-
tion process needs to be enriched with information regarding the particularities of the
analyzed architecture, in order for the process to yield good results.

5.3 Analysis - Stage

RQ4 - What is the Topological Structure of the Codebase after Applying HyDe?
The same metrics were used as in the case of the other two approaches MaCS [13] and
CARL [15]). From a topological structure point of view, HyDe split the codebase into
architectural layers that had the fewest wrong dependencies between them as shown in
Table 6.

Since HyDe is a combination of the first two approaches (MaCS and CARL), the
results showed that it managed to combine the previous approaches successfully, by
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Table 6. Analysis of codebases dependencies - HyDe.

#ExtDepends / #DiffExtDepend

Dependency Firefox Wiki. Trust E-comm. Game Stock Educ. Demo

View-Model 24/9 9/5 21/14 63/25 1/1 11/4 1/1

View-Ctrl

Model-View 94/7 1/1

Model-Ctrl 65/14 3/1

Ctrl-Model 226/30 79/30 290/66 427/61 38/6 65/14 94/15 23/11

Ctrl-View 57/20 32/14 26/13 156/30 2/2 53/10 10/6 5/3

#CompleteExtDepends

Model 2951 968 1200 814 111 177 229 138

View 677 258 280 293 42 107 79 8

Ctrl 2739 3114 1398 2691 196 681 416 283

Table 7. CCD and ACD metrics for the analysed codebases - HyDe.

Codebase Metric Model View Controller Total

Firefox CCD 2860 841 5506 9207

ACD 7 7 22 12

Wiki CCD 437 301 4776 5514

ACD 3 5 19 9

Trust CCD 2148 369 4027 6544

ACD 6 6 22 11

E-comm CCD 1011 612 6028 7651

ACD 6 6 21 11

Game CCD 94 28 90 212

ACD 3 3 7 4

Stock CCD 253 112 1323 1688

ACD 5 5 16 9

Educ. CCD 243 72 799 1114

ACD 3 5 15 8

Demo CCD 73 3 117 193

ACD 2 1 8 4

achieving the best results from an architecture correctness point of view. In the case
of the number of complete external dependencies, the results are comparable with the
other two approaches.

RQ5 - What is the Extensibility and Maintainability of the Codebases by Using
HyDe for Inferring Architectural Layers? For measuring the extensibility and main-
tainability of the hybrid approach, we have used the same metrics as for the other two
approaches – CCD and ACD. The split into architectural layers made by HyDe achieved
good results from a CCD and ACD point of view. In the case of one of the largest code-
bases, Firefox, HyDe matched the best result obtained by MaCS. The results obtained
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by HyDe, shown in Table 7, are comparable with the best results obtained by MaCS (in
both approaches – SimpleCateg. and CoordCateg.). HyDe also achieved better results
than CARL. As in the case of other approaches, the most complex analyzed system was
Firefox, while the least one was Demo. In the case of the E-commerce codebase, HyDe
managed to achieve the best score among all the other approaches, strengthening our
previous findings that HyDe works best on medium and large-sized codebases.

5.4 Threats to Validity for Numerical Evaluation

Once the experiments were run and we’ve analyzed the entire process we have discov-
ered the following threats to validity:

– Internal - the selection of features for the non-deterministic step was found using
a trial and error approach, there might be another set of features that yield a better
result. The selection of features can be improved by measuring the entropy of a
feature for finding out its importance. Another reason for concern is the fact that in
this approach we are only looking at the codebase, ignoring the external libraries
used, and that can lead to wrongly detected components. This can be improved by
also running the process on the libraries used by the analyzed codebase. We’ve also
applied ML specific metrics to the results, including the View layer which was an
output of the deterministic step. This might represent a threat to validity in respect
to the results for the Silhouette Coefficient and Davies-Bouldin Index.

– External - Our study has focused only on Swift codebases on the iOS platform;
other platforms and programming languages might come with their particularities
which we have not encountered in the current environment. Furthermore, this study
focuses on MVC alone. In the case of more specialized architectures, the rules from
the deterministic step might need to be adjusted as well as the features selection
involved in the non-deterministic phase.

– Conclusions - The experiments were run on a small number of applications that
might have some bias, more experiments should be conducted to strengthen the
results.

6 Empirical Evaluation

Our approaches were examined from an academic point of view MaCS in [13], CARL
in [15], and HyDe in the current paper, however, since our work can have a significant
impact on the way mobile applications are being built in an industrial context, it is also
important to analyze the perspective of those end-users (developers).

There are often cases where academic research is not used in the industry not
because it lacks performance or would not improve certain processes, but because is
not presented in a user-friendly manner and researchers haven’t got the time to pol-
ish their solutions to fit the real-world, production context. Even when our approaches
are still in an initial stage, it is important to gather feedback and see if the current
workflow of the approaches would fit an industrial context. In addition to this, we are
also interested in the usefulness of the approaches from the developer’s perspective. To
find out more about the developers’ points of view, we have conducted two interviews
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with senior iOS developers from a mobile applications development company. We have
chosen iOS developers, as the approaches are configured for this platform and all our
previous findings are on this platform. It’s important to mention that with this empiric
evaluation we were not interested in analyzing the performance of a certain approach
(HyDe, MaCS nor CARL), our focus was on finding more about the practicality of the
system resulted by using either one of the approaches in a real-world scenario.

When designing the interviews, we have directed our interviews on finding answers
to the following questions:

– IQ1 - Would a software architecture checker system be a valuable asset in a devel-
oper’s toolkit?

– IQ2 - When and how often would a developer use a software architecture checker
system?

– IQ3 - How can the current approach be improved?

We had 2 developers trying one of our approaches on real projects they are working
on, and asked them to give us feedback about their experience. We have prepared a
version of MaCS [13] as we have previously shown this approach worked well on all
kinds of mobile codebases. Since we did not know the types of projects the developers
are working on, we have decided to use a deterministic approach as those results are not
influenced by the size of the codebase. In addition to this, it was also easier to port our
solution to the developers’ machines, as we did not have to install Machine Learning
software for non-deterministic analyzing the codebases. Since the project is still in the
research phase, we have made sure that it was properly configured on the computers
used by the interviewed developers.

For assessing the performance and the usefulness of our proposal, we have asked
them to run the system on their current projects, on the development branch. The reason
for this is that in development, the code does not have yet the final form nor are all the
architectural rules respected. Before the interview, the developers revealed that they
approach each task with the following methodology Make it work, make it right, make
it fast!, hence analyzing their current development branch could yield issues with their
code and approaches. After the MaCS was applied, we have looked at the output and
talked with the developers regarding the results. In our discussion, we have used the
interview questions as starting points for conversation, but we were also interested in
their general feedback.

6.1 Participants Background and Analyzed Data

We have conducted our study with the help of 2 senior iOS developers, who develop
iOS mobile apps professionally for over 7 years. They work in the same software devel-
opment company, and the focus of the company is on mobile apps and the backend ser-
vices which serve those. They do both large-scale, enterprise projects, as well as smaller
ones, minimum viable products for startups.

Developer 1. The first developer we have interviewed has started his IT career as an
iOS developer. He has a Master’s Degree in a Computer-Science related field and has
worked his entire career as an iOS developer. When asked about what excites him the
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most about mobile development, his answer was “the fact that you can see your work
used by a lot of people, there are a few thousands of people every week which use a
button implemented by me, and that’s a great feeling”. He works on a large project,
the project started 4 years ago with an inherited codebase from another company, and
together with his team, they refactored the codebase, changed the UI interface of the
application, and have implemented a lot of new features. The project implements an
MVC architecture using Coordinating Controllers for the navigation part. The project
is a mobile application used in transportation, it handles multiple types of payments
and real-time data. One of the important things for the project is to have as much as
possible of the codebase covered by Unit Tests. When they inherited the codebase, it
had no tests, and the codebase did not easily allow writing those, so they had to refactor
a good part of the app.

Developer 2. The second developer we have interviewed does both iOS and Android
development, with his current focus being iOS. He has started his career as a mobile
developer over 8 years ago and has worked in multiple companies as a mobile developer
on both iOS and Android platforms. He said he likes working on mobile applications
“because unlike back-end or Web development, on mobile I get to play with a full stack
of technologies databases, networking, embedded devices, complex UI interfaces”. He
currently works on a minimum viable product for a startup, a small-sized project in the
area of social networks, where they use MVC as an architectural pattern. The app makes
it easier for its users to find interesting places to visit and ask for recommendations. The
scope of the project is to launch a version as quickly as possible and to gather feedback
from their audience. Mobile startups are built using a trial and error approach, where
the scope of the application and the way the product functions is heavily influenced by
the feedback received from early users, so it’s really important that for these types of
projects the architecture to allow great flexibility and extensibility.

6.2 Findings

After our initial discussion, we have ran the MaCS CoordCateg. approach on the code-
bases and analyzed the results and the feedback about the participants’ experience.

IQ1 - Would a Software Architecture Checker System Be a Valuable Asset in a
Developer’s Toolkit?
Not necessarily related to the performance of the system, but more with the need for
such a system, we have wanted to reinforce our assumptions. Both developers stated
that a system that could help their teams better architecture their projects would be
useful. In the case of Developer 1 who works on a large project, he thinks that such a
system would be of great value from both a development perspective as well as for the
management-oriented metrics it can yield (the current state of architectural health of
the codebase). Developer 2 thinks that such a system would be a great tool for startup
projects as well as they could easily see how flexible to change an app is and junior
developers could write better code when working on those kinds of fast-paced product
where code reviews are not that thoroughly made as in the case of large projects (due
to time considerations).
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IQ2 - When and How Often Would a Developer Use a Software Architecture
Checker System?
The process of setting up the system was manual so it took a bit of time to get everything
going on their machines. After the systems were run, they immediately saw its potential
as a code quality gate. A quality gate is a process that runs periodically, usually when
a new code is added to the central repositories, and before merging it into production,
it will have to go through multiple quality gates, for validating that the new code does
not break something else, that all the other integration and unit tests are working as
expected, etc.. Both developers see an architecture check system more used as a quality
gate in a CI/CD pipeline than to run it periodically on their machines. Both developers
had a lot of experience in writing mobile apps, and they have a lot of architectural
knowledge, which is why they might not find it useful for running it locally on their
machines. However, Developer 2 pointed out that the system might be useful for those
who just start programming for mobile applications, as it will give them architectural
guidelines.

IQ3 - How Can the Current Approach Be Improved?
When asked how the current approach can be improved, both developers had the same
two mentions (all approaches take the same input and yield the same output). They
have noticed that the output can be better formatted and instead of showing among
which architectural layers there is a violation, it would be better to show the actual
components involved. The other thing they mention is that the current way of running
the system can be made more user friendly, instead of using the command line and
running multiple commands, they would prefer to use something more graphic, like an
IDE plugin, or at least the system packed as a command-line utility library. Developer
2 also mentioned that for beginners, it would also be useful if the system would provide
some suggestions on how could the identified issues be fixed.

6.3 Threats to Validity for Empirical Evaluation

After conducting the interviews and analyzing the results we have discovered the fol-
lowing threats to validity:

– Internal - When designing the interview we have focused more on the usability
and practicability of the system. We were not necessarily interested in the exact
performance of the system. By accurately analyzing the performance of the system,
we could have obtained some more insights regarding its functionality.

– External - We have conducted the interviews on a small batch of developers. Val-
idating the approach with more practitioners, with different experiences, and func-
tions could yield much more comprehensive results.

– Conclusions - We have drawn our conclusions based on the feedback received from
our set of participants. Having more diversity in the terms of participants to this
study could bring to light some additional, new conclusions.

7 Conclusions and Further Work

With this extended study, we have strengthened the findings regarding our hybrid app-
roach for detecting architectural layers from mobile codebases. As shown in this study,
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the combination between the deterministic and non-deterministic methods (HyDe)
yields good results especially when is applied to medium-sized applications. Due to the
blending of deterministic and non-deterministic algorithms, HyDe becomes the most
our most promising approach for analyzing more complex architectural patterns and
different platforms (that use SDKs for building their user interfaces). The good perfor-
mance is an effect of the conjunction between the high accuracy of the deterministic
method and the flexibility of the non-deterministic one. Moreover, our analysis stage
showed that the layers’ distribution of the codebase performed by HyDe are compara-
ble with those of the two simple approaches (MaCS and CARL), which strengthens our
findings even more.

HyDe leads the way towards creating a software architecture checker tool, that could
highlight architectural issues early in the development phase, as it represents the core
feature of such a system and could be applied to more architectural patterns and types
of codebases. From our empirical evaluation, we reconfirm that a system that would
validate the architectural health of a mobile codebase would be useful in an indus-
trial context. The participants in the interview were pleased with the workflow of our
approaches and have identified multiple areas in which it could be used.

Next, we plan to further improve the accuracy of HyDe, by also analyzing the exter-
nal libraries used by the codebases, as this could provide more insights into the struc-
ture of the codebase and the purpose of components, especially in large-sized projects.
Another idea we plan to pursue is analyzing not only the signature of the functions but
also their body, for getting more insights into the scope of the components. Once we are
satisfied with the accuracy of the system, we plan to integrate it into a CI/CD pipeline
for testing it with real projects. In addition to this, based on the feedback obtained from
our empirical validation, the output of HyDe and packing has to be further developed
for a more user-friendly interaction. With the empirical evaluation, we were interested
in discovering how the approach performs in a real-case scenario, we have not ana-
lyzed the codebases it was applied to, and we have no information as regards whether
all the codebase issues were correctly identified as this was out of scope of the current
research, but we plan to tackle this in one of our next studies.

HyDe can represent the basis of the future software architecture checker tool that
could be used by developers, and managers for getting the status of architectural health
in a mobile project. In addition to this, such a tool would be also suitable in an academic
environment as it could provide insightful information to the students as to how the code
should be structured and how to avoid architectural issues.
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Abstract. Requirements engineering (RE) is a human-centric domain and
requires broader consultations. Oftentimes, focus of the process is on the soft-
ware development perspectives and fails to consider how users view the require-
ments engineering process. This research examineswhether cultural influences are
important in the software development requirement engineering process from the
users’ perspective. A case study to elicit user requirements was conducted using
design thinking and a human-centered approach, with data collected from univer-
sity students from Papua NewGuinea (PNG) and other Pacific Island nations. The
findings reveal 11 cultural characteristics distinct to the indigenous cultures of
participants have an impact on RE activities; six are related to Hofstede’s cultural
dimensions, while five are unclassified and unique to PNG. The study highlights
the importance of culture in the RE process and why it is essential to consider
users’ cultural expectations in software development.

Keywords: Requirement Engineering · Design thinking · Human centered ·
Design · Culture

1 Introduction

1.1 Requirement Engineering

In order to develop effective software systems, designers and developers often spend
time to understand how end-users perceive to use these systems. This procedure is usu-
ally referred to as the Requirement Engineering (RE) process, centered around the needs
and requirements of people. According to Arthur and Gröner [1], Jiang, Eberlein [2],
Davis, Hickey [3], RE is a human-centric domain that is considered a key aspect for
the development of effective software systems. Davis, Hickey [3], Pandey, Suman [4]
describe RE as an essential precondition for establishing a firm bond between products
and services, customers and the organization, as well as for software developers to bet-
ter understand user requirements. Studies have indicated RE to be the most critical and
complex process within the development of socio-technical systems [4, 5]. Furthermore,
RE is one of the most important processes that can influence whether software develop-
ment is successful or not. [6]. Jiang, Eberlein [2], Agarwal and Goel [7] contend that the
failure of a project is caused by poorly planned RE procedures. Poor requirement iden-
tification and inadequate requirements have been cited as the key reasons why systems
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fail to satisfy user expectations [8, 9]. Therefore, to enable the success of systems, the
RE techniques are often introduced in the different stages of the design and development
process to accommodate users’ expectations. Users become a significant component of
the systems development lifecycle, just as they do in design, and concepts like design
thinking and human-centered approaches are frequently used [10]. As a foundation for
eliciting and modelling requirements, the context in which RE is achieved is dependent
on cognitive and social familiarity [11, 12]. Whenever social aspects are included in a
study, it is essential to consider cultural factors.

Kheirkhah and Deraman [13] highlight culture as one of the factors that influences
the RE process because it affects how people act, think, and interact with systems and
products. It can be argued that the RE conception was derived from the Western culture
before taking into consideration other cultures [14]. Culture must be taken into account
for the benefit of the intended users of systems and technology. RE can be regarded from
two angles: from the developers’ and the users’ perspectives. To our knowledge, a lot
of studies presented RE from the perspective of developers, and not much have been
done from the users’ standpoint. A prior study underlined the influences of culture on
RE activities from software practitioners and academics [14]. Our research will fill a
vacuum in the literature by presenting RE from the users’ views who are deeply rooted
in their indigenous cultures.

This paper examines whether indigenous cultural aspects are relevant in the software
development requirements elicitation process from the users’ perspective. According
to [15], the notion of indigenous culture and practice relates to real-world knowledge
associatedwith the practical engagement than the theoretical approach.Being indigenous
(indigeneity) refers to the source of things or something that is natural/inborn to a certain
context or culture. The specificity of indigenous cultures lies around “the ideas, customs,
and social behavior of a particular people or society” [16]. In a more specific context, the
term “culture” is used in this paper to refer to the indigenous knowledge and practices
of students in Papua New Guinea (PNG) and other smaller Pacific Island countries, who
are the target population for our study highlighted in this paper.

Our inspiration came from previous works associated to cultural influences on RE
activities [14, 17–20]. These studies have brought newperspectives on culture and theRE
process, particularly for web technologies used in higher education in underdeveloped
countries.

The structure of this paper is organized as follows: Sect. 2 discusses the motivation
and related study on RE pertinent to the web and cultural influences associated to it.
Section 3 highlights themethodology adopted for the paper and also discusses the results
for each of the studies. Section 4 provides the overall discussions of the study. Finally,
Sect. 5 presents the conclusion of the paper and outlines plans for further studies.

2 Motivation and Related Study

This section highlights research on requirement engineering as the dominating approach
for systems that support technologies for online learning in developing countries, and
pays specific focus on culture. An overview of RE will be introduced in the context of
web application development with reference to cultural influences on the RE process.
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2.1 Phases of Requirement Engineering

In the software development life cycle, RE is the initial phase and forms the foundation
of any software products [21]. Many studies capture the RE process highlighting sev-
eral stages and among those, there are the five fundamental (sub) processes [22–25]:
requirements elicitation, requirements analysis, requirements specifications, require-
ments validation, and requirements management. For this paper, more emphasis will
be on requirements elicitation, analysis, and validation since requirements specifica-
tions and management were not part of our study. Figure 1 shows the RE process used
for this paper, highlighting the users’ and developers’ activities [26].

This study is also guided by the international standard that manages the RE process.
The standard ISO/IEC/IEEE29148:2011 provides the standard guidelines for the process
and activities for RE.

Fig. 1. The RE Process for the study (Adapted from [26])

Elicitation: One of the major processes in RE is requirements elicitation, which aims
to determine the project scope and elicit user requirements [27]. According to Kasirun
[28], this stage describes how to understand a problem and the circumstances in which it
can be implemented. Kasirun [28] highlights that the goal of requirements elicitation is
to collect as many requirements as possible so that different solutions to the challenges
at hand might be considered. Often, the success of the requirements elicitation activity
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leads to better outcomes on the RE goals, culminating in the development of a suitable
and effective application [28].

Analysis: The goal of the requirements analysis process was to gather stakeholder
input on desired service requirements and translate that information into a technical
view of a required product that could provide those services. This technique gives the
impression of a system that will meet stakeholder needs in the future, but it does not
advise any specific implementation as far as restrictions allow. It establishes quantitative
framework requirements that indicate what traits the supplier must possess and to what
extent stakeholder requirements must be met.

Validation: This activity verifies the authenticity, consistency, and validity require-
ments. It is at this point in the RE process when problems in the requirements document
are frequently discovered. Whenever problems are identified, they must be rectified and
corrected. Validation of requirements is contingent on the approval of project authorities
and key stakeholders. This method is brought up during the stakeholder requirements
definition process to verify that the requirements fully portray stakeholders’ needs and to
provide validation criteria to ensure that the correct requirements are obtained.Validation
tests are performedon the designed system to ensure that itmeets the stakeholder’s expec-
tations and requirements. We used a Learning Management System (LMS) prototype
for our research, which was tested and validated by students as stakeholders.

2.2 Requirements Engineering for the Web

The process used in RE has been widely used in a variety of systems and applications,
including the internet and theWorldWideWeb. However, Pasch [29] contends that there
are several engineering approaches to the development issues for theweb. The traditional
software development and web application development have some differences that may
cause classic requirements engineering principles to be agitated [30]. According to Sri-
vastava and Chawla [31], Escalona and Koch [32], multiple stakeholders are involved in
web applications, and the size and purpose of the applications differ. Previous research
has offered several strategies for developing web applications, including procedures,
models, and techniques [33–35]. These models may work for some people, but they
may not work for others due to country-specific user requirements. Internet connectivity
continues to extend access and enable opportunities, particularly in emerging economies
[36]. This transformation provides an opportunity for industries like education to incor-
porate web apps and technology into their classrooms. Since web technology can break
down educational barriers [37], learning institutions in emerging economies like PNG
and other Pacific Island countries (PICs) are adamant about implementing technology
like LMS to help with teaching and learning.

The PICs have several geographical challenges, such as their islands dispersed across
the ocean and also other infrastructural challenges and therefore, using LMSs would
allow learning resources to reach out to their citizens [38–40]. While access is still
important, software developers and designers may face obstacles due to a variety of end-
user requirements. One of these concerns is culture, which is regarded as an important
aspect in efficient learning [41].
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Culture is regarded as an important aspect of society in PICs [42]. As a result, cultural
concerns should be considered in the RE process if web technologies are to be utilized.

2.3 Cultural Influences on Requirement Engineering Activities

Culture has a significant impact on how individuals and businesses work, including their
preferences for RE approaches, methods, and practices. It affects the way people think,
communicate, comprehend, and choose what is significant Hofstede, Hofstede [43].
Every culture has its own set of beliefs, practices, and communication methods. The
behavioral practices within these cultures have an impact on their diversity. Hanisch,
Thanasankit [20] contend that the social and cultural factors of RE cannot be ignored
as it affects the success of software development. Previous research on the impact of
culture on RE activities has revealed a link between the impact of cultural background
on RE practice from the Saudi Arabian perspective [14].

Hofstede’s Cultural Dimensions: One of the most wide-ranging research conducted
by Hofstede, Hofstede [43] shows how culture influences values in the workplace. This
study has been broadly used in numerous domains, including RE. Hofstede, Hofstede
[43], Hofstede [44] defines culture as “the collective programming of the mind distin-
guishing the members of one group or category of people from others”. Six dimensions
of a nation’s culture was proposed by Hofstede, Hofstede [43] that focus on:

• Power Distance Index (PDI): The degree to which members of a group or organiza-
tion who are less powerful accept and anticipate power to be divided unequally, such
as in a family or school context.

• Individualism versus Collectivism (IDV): The extent to which people in a commu-
nityworkwith one another; for example, highly individualistic cultureswould promote
individual authority, achievement, and decision-making power. Individualism refers
to the degree to which people feel self-sufficient rather than reliant as members of
broader communities.

• Masculinity versus Femininity (MAS): The extent to which societal gender roles
differ, particularly in masculinity, when the use of force is socially sanctioned.

• Uncertainty Avoidance Index (UAI): The degree to which members of society are
either uncomfortable or at ease in chaotic or perplexing conditions. Uncertainty and
ambiguity are dealt with by UAI.

• Long- vs. Short-termOrientation (LTO):The degree towhichmembers of a society
are tied to their own past while addressing current and future issues.

• Indulgence versus Impulses (IND): The extent to which members of a society have
fun and enjoy life without being bound by rules and laws. It implies a long-term
approach to dealing with change.

With this approach, each country is assigned a number score based on the above
dimensions, which are used to define the country’s society. The scale spans from 0 to
100, with 50 being the average. According to Hofstede’s rule [43], if a score surpasses
the average of a cultural dimension, the culture is high on that dimension. Although
Hofstede’s model only featured a few of the world’s largest economies, it did reveal
significant cultural parallels.
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3 Methodology

This section presents the design of the methodology and procedures used in the study. To
achieve the objectives of our study,we conducted two user studies during the requirement
gathering phase in the design of the LMSprototype. These user studieswere conducted to
determine whether indigenous cultural factors are important in a software development
requirement gathering from the perspective of the users. These user studies incorpo-
rated survey questionnaires, semi-structured interviews, focus groups, observations, and
literature review. The user studies and their objectives include:

• Exploratory Case Study (S1):To elicit user requirements for technological solutions
for teaching and learning.

• User Experiment (S2): To validate requirements gathered from the case study.

The user requirements from the participants in S1 and S2 were gathered based on
the human-centric approach. The two studies were completed using the RE process
presented in Fig. 1. The number of participants who completed the study using respective
data collection methods is represented by ‘n’ in the below sections.

3.1 Exploratory Case Study

The first study was an exploratory case study (S1) conducted with students, lecturers,
and university administrators at a higher learning institution PNG. Survey data for S1
was extracted from questionnaires (n= 58), focus groups (n= 15), and interviews (n=
2).

Specific to the objectives presented in this paper, the S1 explored different teaching
and learning experiences from university students in PNG. Other growing economies
face similar infrastructure and administrative issues, according to the results. In addition,
various cultural influences on traditional knowledge and behaviors were discovered as
a result of this research. The questionnaire and focus groups were used to acquire these
needs.

S1 Result: In S1, participants shared different perspectives on how culture influences
teaching and learning. Their perspectives contributed to an understanding of traditional
cultures and learning approaches that could influence learning in PNG’s HLIs. Most of
the data came from the Likert scale ratings, survey comments and focus group sessions
where participants openly shared their experiences. We found that cultural influences
such as respect to the elders, gender differences, and hereditary statuses, pertinent to
indigenous knowledge, practices and customs affect students’ learning. In the focus
groups, participants expressed that the influence of Bigman system, which gives certain
men authority over others, affects the way they participate in university activities. They
also highlighted the significance behind hereditary concerns where in few areas, women
have power over the land and other hereditary privileges whilst in most, men obtain those
privileges. Participants also stressed on the wantok system, a practice that appeared to
have influenced the way teaching and learning is conducted; for example, favoritism in
class. Moreover, they also highlighted that in traditional learning, knowledge transfer
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happens between the same gender where men and women are segregated into gender to
learn certain skills. This influence is often brought into classroom learning. Comments
were also made regarding cultural practices such as respect to elders, which students
often reflect on their teachers. It has also been highlighted that often students fearmaking
mistakes because to them, it denotes being stupid. Likert scale ratings (1= not preferred
to 5 = highly preferred) provided by students also reveal gender preference for group
collaboration, whereby students prefer to work with the same gender.

The S1’s user requirements were examined and transformed into a technical repre-
sentation of a desired product, in this case, an LMS prototype. We divided the cultural
influences into three areas in the LMS prototype: language, motifs and symbols [45, 46].
Participants were given a set of tasks to complete. Following the S1 study, we created a
working prototype of an LMS in S2 that incorporated the cultural effects found in S1.

3.2 User Experiment (S2)

The second study (S2) was a user experiment that involved students from Papua New
Guinea and other smaller Pacific Island nationswhowere studying at various universities
in Victoria, Australia. This study was done to confirm and validate whether we have
captured the relevant criteria in S1.

In S2, an LMS prototype was developed incorporating some of the cultural elements
captured in S1 and tested on PNG and Pacific Island students from Fiji and Solomon
Islands studying in Australia. The survey data for S2 was gathered from a questionnaire
(n = 22) and observations (n = 22).

We incorporated aspects of traditional PNG culture into the design of the prototype
in S2 by looking at how local language, traditional motifs, and cultural symbols affect
HLI students’ view of the interface on an LMS [45]. We presented a learning module
incorporating these cultural elements (see Fig. 2. A: local language option, B: traditional
motif, C: cultural symbols) into a learning user interface.

S2 Result: In S2, participants highlighted the essence of culture and its value in their
society. These data came from the survey comments and Likert scale ratings provided
by participants after attempting the learning activity. Forty-one percent of participants
provided comments on their preference of a local language option on the interface. Of
these, 36% were in favor of a local language, while the remaining 5% preferred English.
The rest (59%) did not provide any comment. In reference to the use of traditional
motifs, 77% provided a high rating for their experience interacting with an interface
that has traditional motifs. The remaining 38% gave a neutral rating for their experience
interactingwith traditionalmotifs. Fifty-four percent provided a high effectiveness rating
for using cultural symbols in learning. They gave comments like, “The use of cultural
images brings a sense of pride from a cultural perspective”. The other 46% provided
lower ratings (32% = more effective and 14% = effective).

The two user studies that we conducted have been guided by Hofstede’s cultural
dimensions highlighted in Sect. 2.3, which sets the foundation for the framework for
cultural requirements discovered in those studies.
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Fig. 2. Screenshots of the interface for the developed LMS prototype highlighting (A) local
language option, (B) traditional motif, (C) cultural symbols

4 Discussion

The two user studies, which were conducted with PNG and other Pacific Island students
from emerging economies, acquired information on teaching and learning experiences,
as well as the role of culture in diverse RE activities that were influenced by indigenous
cultural factors.

The data for S1 highlight how culture influences learning style; e.g.: from the focus
groups, we provided the question, ‘Can you think of any ways in which traditional
culture affects the ways students communicate with each other and with their lecturers
at your university?’ Students’ responses included things like, ‘Teachers are considered
elders, thus they are respected and cannot be questioned’. Apart from that, data from S2
[45] indicates how students value culture; e.g., the comments relating to participants’
perception on interacting with the LMS prototype interface show 64% of PNG students
indicated that cultural symbols gave them a sense of “identity, pride and belonging”.
These are two examples from our studies. According to the findings from these two
research, 11 cultural characteristics specific to the indigenous culture of participants had
an impact on RE activities [26], and those include:
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1. Local language option for learning
2. Bigman system (e.g.: man has higher status)
3. Hereditary (e.g.: patrilineal and matrilineal)
4. Wantok system (e.g.: Favouritism in class)
5. Respecting teachers as elders
6. Gender preference for group collaboration
7. Learning styles
8. Knowledge transfer happens between the same gender
9. Students do not speak up
10. Making mistakes denotes stupidity
11. Cultural symbols – gives a sense of pride, identity, and belonging

These cultural influences were categorized into five groups, four of which were
derived from Hofstede’s dimensions (power distance, collectivism, masculinity, and
short-termorientation),while a fifth dimensionwas proposed as a newdimension specific
to PNG. Table 1 shows the influence of PNG culture on the main activities within the
RE process. The “✔” signifies that the corresponding RE activity has an impact on
the corresponding cultural dimension, whereas the “ ” signifies that the corresponding
cultural dimensions do not apply to the corresponding RE activity.

Table 1. Influences of cultural dimensions on the RE activities (from [26]).

RE activity Hofstede’s cultural dimensions

PDI IDV MAS STO Specific

Elicitation ✔ ✔ ✔ ✔ ✔

Analysis ✔ ✔ ✔ ✔

Specification

Validation ✔ ✔ ✔

Management

Wehave excluded twoofHofstede’s cultural dimensions: TheUncertaintyAvoidance
Index (UAI) and Indulgence versus Impulses (IND). The reasonwas that none of the data
collected has any cultural factors from PNG that influences or has any correlations with
these two dimensions. Instead, a specific cultural influence has been used. This added
dimension was included to accommodate the cultural influences that are unique to PNG
that were not captured by Hofstede’s cultural dimensions. The next section details the
cultural influences on RE.

Cultural Influences on Requirements Engineering
Hofstede’s cultural dimensions [43, 47] unfortunately does not include all the emerging
economies such as the smaller Pacific island nations, including PNG. Despite this, there
are few identical characteristics similar to those presented by Hofstede. PNG, being
in Melanesia, shares a lot of cultural similarities with many African and some Asian
countries [48].
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Power Distance Index (PDI). As mentioned above, Melanesian culture is similar to
many African and some Asian countries in which PNG and other smaller Pacific Island
nations come under. The 11 cultural influences from our S1 and S2 user studies that
relate to the cultural dimensions are presented below.

In countries with high PDI, respecting teachers and elders is considered a basic and
lifelong virtue [43]. We place PNG and the Pacific Island nations as ranging within the
high PDI category.

Respecting Teachers as Elders. According to Hofstede, Hofstede [43], teachers are
respected or even feared, and sometimes, students may have to stand when teachers
walk into the classrooms. The data from our survey showed comments from student
participants that relate to this where students find it difficult to criticize their teachers
because of the way they grew up respecting their parents and elders in their villages.
Hofstede, Hofstede [43] highlight, “students in class speak up only when invited to;
teachers are never publicly contradicted or criticized and are treated with deference even
outside school”. Besides, student participants in the focus group also highlighted that a
way to respect their elders was to keep a low profile and be humbled to avoid challenging
their teachers.

Students do not Speak up in Class. Hofstede, Hofstede [43] highlighted that classroom
situations often involve strict order, with the teacher initiating all communication. Stu-
dents only speak up in class when they are invited. Teachers do not get public criticisms
and are often treated with deference even outside school. In our study, similar statements
were expressed and one of which, a lecturer participant in the focus group highlighted
that “…students do not speak upwhen asked to. This is linked to traditional connotations
whereby their thoughts are expressed by an elder or a village representative”.

Collectivism (IDV). PNG, like other Melanesian islands, can be categorized as a Col-
lective society due to the fact they live in traditions, consisting of a living society of
men, sharing a common life as a member of the community [49]. Collectivism refers
to “societies in which people from birth onward are integrated into strong, cohesive
in-groups, which throughout people’s lifetime continue to protect them in exchange for
unquestioning loyalty” [43].

Wantok System. Data from the user studies show a range of wantok systems being prac-
ticed that would influence RE activities. Participants mentioned issues such as lecturers
and students with common relationships support each other academically. Other times,
it helps get people together for a common good. For example, a participant explained,
“…the wantok system brings us together to live and care for each other’s needs and
even protects each other during times of need or when facing attacks”. This system
often comprises relationships between individuals characterized by certain aspects like
a common language, kinship, geographical area, social association, and belief. Wantok
system is one that is often regarded as vital in traditional PNG societies [Renzio 1999,
as cited in 50].

Masculinity (MAS). Our user studies revealed the Bigman system where a male has a
higher status than female counterparts in PNG context. The Bigman system resembles
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a type of leadership role where males, have certain personal qualities and status that are
reflected in their character, appearance, and manner, enabling them to have power over
others within their society [51]. The Bigman system is built around respect and regard to
the Bigman for being the most respected person of worth and fame [50]. Supported by
Hofstede, Hofstede [43], “Men are supposed to be more concerned with achievements
outside the home – hunting and fighting in traditional societies. They are supposed to
be assertive, competitive, and tough.

Short-Term Orientation (STO). Short-term orientation stands for the “fostering of
virtues related to the past and present – in particular, respect for tradition, preservation
of ‘face,’ and fulfilling social obligations” [43].

Hereditary Statuses. Data from our user studies show students and lecturer participants
mentioned factors related to socio-cultural issues around the hereditary status ofmen and
women. This is a form of a culturewhere people keep their traditions and preserve certain
practices to fulfil the social obligation [43]. In specific contexts, PNG societies have the
unilineal descent system which comprises of patrilineal and matrilineal societies, where
men from patrilineal backgrounds inherit the land and other family obligations while
from matrilineal, female owns the land and all other obligations.

Specific Cultural Influences (Specific). Apart from Hofstede’s cultural dimensions
model, this study identified four cultural influences that are specific to PNG’s indigenous
cultures and those are: local language, gender preference, and learning styles.

In countries with high PDI, showing respect for teachers and elders is considered a
basic and lifelong virtue [43].

Local Language for Learning. The issue of language was considered to be an essential
cultural factor that affects students learning. Although English is an official language
taught in schools, participants expressed that it sometimes becomes difficult to under-
stand, especially when it is the third, fourth, or fifth language for many. PNG has over
800 languages and it would be extremely difficult to include all the languages in the
RE process and systems. However, there are four official languages and among those,
Tok-Pisin is regarded as the widely spoken language throughout the country [52–55].

Besides, participants also used Tok-Pisin while attempting the surveys and focus
groups and claimed that students and lecturers are speaking Tok-Pisin during course
discussions when confronting situations where English could not be clearly understood.

Gender Preference. In the Likert-scale survey questions, female participants rated a
higher preference for collaboration in any learning activitywith their samegender instead
of the opposite gender.

Learning Styles. There were also few comments and feedback regarding learning styles,
such as the suggestion that traditional learning was accomplished through observation,
storytelling, and practical means. For example, a participant in the focus group men-
tioned,”Learning is done through creative means through telling stories, arts & crafts,
and performances”. Furthermore, a comment on the gaming experience implies that
the game resembles practice-based learning, which is similar to traditional learning and
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engages participants. Besides, one participant stated that people are hesitant to take on
new challenges because they are afraid of being labelled as foolish and uneducated if
they make mistakes.

Cultural Symbols. Participants discussed materialistic cultural objects, indicating that
they have some value in their beliefs and feelings. For example, a student participant in
the user study explains, “…having cultural icons/ motifs is another way of preserving
culture by incorporating them in the interface…The icons are symbols and respectable
ornaments that are used by culturally signifying cultural standing and elevation”. This
was supported by another, “Traditional learning is always done in a playful and engag-
ing way. For instance, we learned to build houses by using clay and sticks, that basic
knowledge provides the fundamental idea of building a proper house”.

Transfer of Knowledge. Data from our user studies revealed that knowledge transfer
usually occurs between the same gender where an elderly male teaches a young male or
an elderly female training a young female. An example provided by a participant was,
“…elders coached youths in the villages through various cultural activities”. This can
be supported by another, “traditional knowledge is imparted through oral, visual and
hands-on activities which have interaction with the elders”.

5 Conclusion and Future Plans

RE is a human-centered and socio-technical process that is essential to any software
development projects. The process necessitates cultural sensitivity and a thorough under-
standing of user expectations. Consequently, it is critical to pay attention to the users’
culture. In areas where culture is an important part of everyday life, the RE process
should take cultural sensitivity into account.

This paper gathers perspectives fromparticipants through two user studies on cultural
influences of teaching and learning from university students from PNG and other smaller
Pacific Island nations. University participants from PNG participated in a requirements
elicitation study in S1. The requirements for this case study were examined, and used to
design an LMS prototype. This prototype was then used in S2 on PNG and Pacific Island
students studying in Victoria, Australia to test and verify the findings of S1. Four of the
six cultural dimensions and three of the five core RE activities that were influenced were
triangulated with the data gathered.

Thefindings highlight 11 cultural characteristics unique toPNG’s indigenous culture,
all of which have an impact on the RE activities. This supports our goal of emphasizing
the importance of culture in the RE process and the importance of considering users’
perspectives in choosing progressive RE activities. Six of these cultural influences were
linked to Hofstede’s cultural dimensions, while the other five were uncategorized and
unique to PNG.

Following this research, future work will broaden the scope of this paper to include
the impact of indigenous culture on RE activities from the perspectives of software prac-
titioners and academics in PNG and other smaller Pacific Island countries. This would
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entail directly researching the impact of indigenous culture on RE efforts from the view-
points of software practitioners and academics in the contexts of PNG and other smaller
Pacific Island countries. For example, we hope to identify localization impediments asso-
ciated to software design and development methods, and how indigenous knowledge,
culture, and tradition contribute to guiding RE decisions that software practitioners and
researchers make.
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Abstract. The range of technology users is continuously increasing from adults
to children as well as seniors. This introduces new age-related requirements and
considerations. Modelling frameworks are used to assist the software develop-
ment independently of the platform and the coding technology. However, very
limited research has been done on age-related issues within the modelling and
design frameworks. In this paper, we investigate how human-centric aspects
regarding age can be better modelled by extending wire-frames. We collected
both developers and end-users feedback through questionnaires and introduced
an extension of wire-frames to cater for decisions regarding age within the mod-
elling framework. We then conducted a usability testing by using the extended
age-modelling wire-frame approach to design a news app. This shows that when
using our extended wire-frames, developers can cater for different user types and
their accessibility needs easily. We finally conducted cognitive walk-throughs
with three personas, representing children, adults and seniors to evaluate the pro-
totype app. The results proved the usability of the app for all age groups.

Keywords: Human aspects ·Modelling · End-users age · Persona · Cognitive
walk-through · Usability

1 Introduction

There is an increase in the average age of the Internet users, with 73% of United States
adults over the age of 64 accessing the internet [37]. Elderly users can face issues such
as screen readability due to visual impairments, which is not usually an issue for the
mostly young developers who design and develop most software [36]. On the other
hand, the number of teenagers growing up with technologies is also increasing. The
study by Hussain et al. [18] compares web-browsing behaviour between different age
groups and discusses the issues teenagers have with poor visual designs, such as font
size, background colour and layout of certain websites. These provide evidence for a
need to better cater for different age groups of software systems end-users and carefully
consider the limitations and abilities of these groups when designing a software [22].

Modelling Languages are used to assist the development of complex software sys-
tems with implementation concerns such as usability, security, persistence, and business
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rules independently of the platform and the coding technology [19]. Existing require-
ments modelling languages, including iStar 2.0 [12], and conventional modelling lan-
guages such as the Unified Modelling Language (UML), have been designed to model
software functional and non-functional requirements. Human-centric aspects of end
users of software, such as their age, satisfaction, preferences, working environment,
and gender [22], are one of the most significant factors to the success of a software sys-
tem. However, these have been largely ignored and not modelled properly during the
system development process to date [15]. There have been works on modelling emo-
tions and interactions of the users [26,32,33]. However, there is little or no provision
to model diverse human-centric aspects of software end-users, including the age of the
end-users.

In this paper, we present an extended wire-frame to improve the modelling process
to better meet the human-centric issues regarding age. We critically analyse the existing
models, present our own extended model, and eventually build a prototype, and evaluate
it using personas and cognitive walk-through. Our research aim is to investigate how
human-centric aspects regarding age can be expressed in current modelling frameworks.
We initially investigate the type of modelling frameworks that are best fitted for adding
human-centric aspects regarding age by collecting inputs from developers and relevant
research papers. Next, we look into ways to best model user characteristics regarding
age in software requirements and/or design models. Last, we discuss what application
domains can benefit from human-centric aspects regarding age. Common applications
include news apps, discussion forums, and social media. For the evaluation, we identify
whether developers are easily able to create software systems with better usability for all
age groups using our extended wire-frame. We also evaluate the prototype apps created
using the extended wire-frame to understand whether the different user types are able
to easily use the software systems. Finally, we apply cognitive walk-through with three
personas, representing all three age groups, as a usability inspection method to evaluate
the usability of our prototype app for users of different age groups.

This paper is an extended version of an earlier work that appeared at Evaluation of
Novel Approaches to Software Engineering (ENASE) conference 2021 [20]. The key
contributions of this paper include:

– Presenting an extended version of wire-frames to design the application specific to
the age of the end-users

– Reviewing the literature on modelling the age of the users using personas
– Using personas to evaluate the usability of the method.

The rest of this paper is organised as follows. Section 2 provides a summary of the
research papers that are related to our study. We present our approach in Sect. 3 and
our evaluation approach in Sect. 4. Section 5 presents our extended modelling frame-
work including examples of the artefacts resulting from the research. We also discuss
evaluation responses from our developer survey questionnaires and the findings of our
cognitive walk-throughs with personas. We will finally conclude the paper in Sect. 6.
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2 Related Work

We reviewed a number of research papers related to extending modelling languages
to support the modelling of different human-centric aspects, including modelling emo-
tions, age, culture, language etc. [1,10,21,39]. We investigated how the languages were
extended and which human-centric aspects were modified in these existing research
papers. We also reviewed various works that extended existing modelling languages
to capture additional non-functional characteristics [13,14,16]. We investigated what
aspects could be changed in the existing modelling languages, in order to capture infor-
mation about different age groups of end users. After our analysis, we developed a set of
extensions to the widely used wire-frame based design notation [23] in order to model
different end user ages, age-related implications on the design, and different design
decisions based on user age characteristics.

2.1 Designing for Different Ages

We reviewed the key works done in three different categories related to designing for
children, seniors and extending models to capturing emotions of end users. The age
classification we used in this paper is called Life Cycle Groupings [40]. According to
Statistics Canada, age groups can be defined as: Children aged from 0 to 14 years;
youth aged from 15 to 24; adult aged from 25 to 64 years; and senior aged from 65 and
above. The Australian Bureau of Statistics (ABS) uses a similar convention except they
group both youth and adult as working-age population [2], which we named it as adult
throughout the research.

Children. Mobile Educational Applications are used byMasood et al. [27] for usability
testing. By recording with eye tracking glasses, they found some children had problems
working with mobile applications. The system status is not apparent for them and they
have a hard time finding out what to do next. They also had problems where they could
not remember which page or button was accessed earlier. This children-oriented soft-
ware needs to more clearly show the current state of the page, and sometimes the child
users may need some guidance to do the next step. Help toolboxes and documenta-
tion were identified as necessary. Another important factor is to consider whether the
buttons and menus are simple enough for children. Buttons and menu links should be
easily identified as being clickable while items such as menu headings and titles should
be easily identified as being not clickable.

A Fingerprint app [35] is used by Pan, to describe how to design the software user
interface for the children. This work discusses four key points for the vision element
regarding kids – integer vision effect, functional area design, icon and button design,
and font design. For example, children may not understand the text inside a button but
icons can be designed as buttons to show they are clickable.

The work of Michaels [31] and Boyatzis et al. [4] discusses colour preferences of
children users as well as the effect of colour on children’s emotions. They did colour
tests with children around 6 years old, and found that their top three favorite colours are
yellow, red, and green. Another type of testing they did was called the story test. If a
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child heard a happy story, most of them would select yellow. Using this research, they
used yellow and red as the gradient colour for the theme colour, and made the whole
app look funny and attractive.

Seniors. Boll et al. [3] provide a set of user interface design guidelines for people
between 55 to 75 years old. They found 41 participants between 55 and 75 years to fill
out questionnaires to research the actual requirement and the problems they have. They
used the results to make the user interface design guidelines. According to the guide-
lines, for font design, the sans serif fonts provide good readability. For colour selection
in the main content page, they recommended a light grey background with black fonts.
Regarding the size of the icons and the buttons, most of the users reported that the icons
are too small, and that double-clicking a small button is a problem for elderly people.
The last important thing is the structure of the page. For example, in menu page, a
good menu structure helps users to navigate through the user interface more easily. The
menu needs to be put in conventional positions to make sure the position of the menus
are consistent in the entire software.

Curumsing et al. [10] focus on designing emotion-oriented software, based on the
smart home device for elderly. They used extended Goal models, Interaction models,
Scenario models, Role models, and Behaviour models to keep track of the “cared for”
to a list of emotions. Analysis of these emotions helps developers to understand the
expectations of an older adult using the smart home. Using this approach, a goal model
for the smart home device was created. The model includes different emotions for the
elderly people to help get the elderly people to accept the device and feel like this
is what they need. The software can catch the emotion of the user, and analyse their
expectations. Thus, the software can make corresponding responses to meet the needs
of users. The software can understand users’ emotions, this could become one of the
determinants of software success.

Curumsing et al. [11] demonstrate a case study of an emergency alarm system for
elderly people, presenting the entire suite of models for this case study. They suggested
a few important factors on designing the framework and also keeping the interest of
the elderly people. Firstly, in order to encourage elderly people to adopt technologi-
cal solutions, they have to be designed in such a way that they suit the needs of its
users, are easy to use, and cost effective. The second important factor determining the
successful adoption of technology consists of willingness and enthusiasm for acquiring
new knowledge. However, this is rarely the feelings expressed by elderly people when
it comes to using a system which is linked with a stigma. For example, some refused to
use the pendant because of its visibility to others. It was viewed as a sign of stigma and
old age. These are the way users perceived technology from an emotional aspect.

Wagner et al. [41] explain the impact of age on usability. It states that there is an
increase in the average age of internet users which provides evidence that there is a need
for catering elderly users for applications. Usability helps organisations by improv-
ing the job performance, gaining higher productivity and reduced costs by the users.
There are five conceptualisations of age; Chronological or calendar age, Functional or
performance-based age, Subjective or psycho social age, Organisational age, and Life
span concept of age. Currently, mainly research chronological age is used to allow for
consistency and comparison with the existing literature. We have also used chronologi-
cal age as the other conceptualisations are mostly related to chronological age.
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Finally, Holzinger et al. [17] aim to derive metric-based benchmarks for measuring
usability. This study suggested two aspects of usability: passive and active interaction.
Passive interaction means users are not directly interacting with it, but it helps out in
the background. Active interaction means users directly interact with the technology.
Several questions were developed to ensure it meets both passive and active interaction.
They present an analogy between user anxiety and metrics.

2.2 Modelling Emotions of the Users

An emotion orientated software development method is developed by Chen et al. [8].
Existing emotion-aware applications lack accuracy in terms of emotion recognition due
to the small scale of data collected. Through cloud-based computing and cloud assisted
resources, mobiles phones can collect much more data. Combined with the architec-
ture itself, applications can recognise user’s emotional changes by big data analysis.
Based on the user’s current emotion, a common list of feedback is generated in the
remote cloud. The information is transferred back to the local cloud, providing users
with personalised services. Various in-home devices were used to accommodate the
user’s emotion.

Miller et al. [32] introduce the People Oriented Software Engineering (POSE)
method to capture emotional desires by using emotional goals. The emotional goals
are classified into two category of personal emotions and context-specific emotions.
A survey is then used to evaluate and compare the proposed emotional model against
iStar by implementing two domain models in both iStar and POSE. The survey results
show that participants preferred to use POSE models since they are clearer, easier to
understand, and not complicated to interpret. Participants mentioned that they were not
confident to make modifications to iStar models, and would prefer to modify POSE
model if required.

Lopez et al. [26] use personas within emotional scenarios to ensure that emotional
desires are met. They describe their experience with three projects in the domains of
aged well-being and mental health. Data are gathered form interviews and other ethno-
graphic studies and personas are built based on composing textual description of per-
sonality traits. Emotional scenarios are script templates which explore how different
personas react in identical situations.

Laurenzi et al. [33] propose a modelling language to support user interactions in het-
erogeneous physical scenarios. The model helps designers identify the services that will
be required by the users to support their activities. It is assumed that systems modelled
by this language are structured as Human-centric Wireless Sensor Network (HWSN).
The nodes participating in an HWSN can be human-based sensors, regular sensors,
mules, witness units and actuators.

Finally, a wire-frame extension method is presented in our previous work [20], to
incorporate end-user diverse ages into the design of the software.

2.3 Personas for Usability Evaluation

Personas provide good information about the ends users the software engineers are
designing the software for. Persona has also been used in evaluation of software inter-
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face using different usability inspection methods. Burnett et al. [5] reports multiple case
studies to evaluate gender inclusiveness in problem solving software using GenderMag
(Gender Inclusiveness Magnifier) approach [6]. According to the GenderMag approach
they perform cognitive walk-through on three problem solving software from different
domains with three personas provided with the GenderMag tool. They could identify
gender inclusiveness issues in those software that had been in maintenance for years.
They found most problems with the persona Abby that represented one group of users.

McIntosh et al. [29] also reported a study where they evaluated usability of pop-
ular e-commerce websites using cognitive walk-through with persona of different age
groups. They could identify usability issues in the popular e-commerce websites for the
persona representing users who are above 70 years of age. They also applied cogni-
tive walk-through with persona representing users of different age groups. Mendez [30]
has proposed a generalised framework called “InclusiveMag” that implements the main
concepts of GenderMag approach, however is not focused on gender. InclusiveMag can
be used to evaluate inclusiveness issues in any problem solving software with applying
cognitive walk-through using persona. We used persona and individual user stories to
guide the development of an improved smart parking app [25]. This resulted in a vari-
ety of individual user characteristics – age, language, physical and mental challenges,
culture – being considered as first class requirements in the design and evaluation of a
smart parking app prototype.

In summary there are some approaches and empirical research evidence of applying
cognitive walk-through using persona on problem solving software to conduct usability
evaluation.

3 Our Approach

3.1 End-Users and Developers Feedback

To evaluate our extended design modelling notation we used a set of different question-
naires, aimed at different classes, i.e., users and developers. We provided multiple solu-
tions to modelling software design decisions regarding human-centric aspects related
to age. We wanted to ask target end-users to identify the ones that are good for the age
group, in their opinion. We used a range of target end users from different age groups
to evaluate a prototype based on our augmented wire-frame design models. Using their
feedback, we checked to see which solutions are the best fit for our prototype use cases.

Our extended wire-frame modelling frameworks are to be used by Software Engi-
neers to create an end-product that is more age-aware and supports different interfaces
and interface components for differently-aged end users. We prepared a different set of
questions to ask a range of developers their opinion on the new modelling framework.
We wanted to identify key current issues that can be found with the pre-existing model
frameworks not supporting modelling of end user age. We also wanted their opinion on
the new framework and whether it helped them in addressing these issues. Using the
questionnaire results, we have refined our extended wire-frame-based design approach
to better match the needs of the developers.
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3.2 Extended Wire-Frames

There were multiple modelling frameworks that could be extended to support end user
age difference modelling in our research. We decided that extending wire-frame-based
design models would be the best option as most of the changes required for the different
age groups were based on the application user interface. wire-frames provide a simple
way for developers to create the basic design of an application and our extension point
was to create a workflow that a developer can follow for each of the different age groups.
In recent years, various other works have looked to extend the use of wire-frame-based
UI design and to suggest wire-frame-based designs or partial designs [7,23]. None have
focused on supporting different design decisions based on end user ages.

Based on the research review, our age groups are defined as: 1) Kids; Under 15
2) Adults; Aged between 15 and 64; and 3) Seniors: Aged above 64. To model differ-
ent ages, age-related design considerations, and age-related design differences to wire-
frame models, we added three features to the original wire-frame modelling framework:

1. Branching (Branch a screen into two or three pathways)
2. Merging (Merging two or three pathways into a single pathway)
3. Splitting (Splitting a screen into multiple screens).

Fig. 1. Example of branching (from [20]).

Figure 1 shows an example of branching. A single pathway has been branched into
two pathways. This is used when there is a need for different user interface or func-
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tionality for the same screen for different aged users. It thus gives developers a tool to
express the need for a change in a single screen for different ages.

Fig. 2. Example of merging (from [20]).

Figure 2 shows an example of merging. Two pathways have been merged into a
single pathway. This is useful when multiple pathways arrive at a specific screen that
will be the same for multiple age groups that have been previously branched out. It
saves the developers from creating the same screen design for different pathways. It
also helps show that multiple screens will be the same across different age groups.

Figure 3 shows an example of splitting. A single screen is split into two screens.
This is useful for age groups that require additional assistance in getting a task done. For
example, adults may prefer a single register page as it allows them to quickly register.
However, kids or seniors may need additional help when registering, e.g. by using a
step by step multiple screen approach. Using multiple screens will give developers more
room to explain key features within each screen, make items larger, or choose different
interaction components. This will be a trade-off between speed and ease-of-use.

4 Evaluation Approach

4.1 Prototype News App

We created a prototype news app based on our extended wire-frame approach to evalu-
ate how easy it was for a developer to use this extended wire-frame model. The proto-
type was also used to evaluate the final prototype system by different age group target
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Fig. 3. Example of splitting (from [20]).

end-users. We chose a news app as the prototype as (i) most age groups use them or are
interested to use them; (ii) despite their seaming simplicity, they often have quite com-
plex interfaces and design decisions are not always fitting differently aged users; (iii)
the interface design is reasonably detailed but not overwhelmingly so; and (iv) many
lessons from news app development can be applied to social media, communications,
education and other widely used apps [9]. Hence, the news reading app domain contains
enough variation points between the three age groups to try out the use of our extended
wire-frame modelling language features.

We used our extended wire-frames to design and develop a Figma-based proto-
type. The extended wire-frame designed to create the news app prototype is shown
in Appendix. By using the extended modelling framework we captured key human-
centric aspects regarding the age of the users and designed solutions to accommodate
these. This news application has different functionality and user interface for different
age groups of its users. In this prototype, we decided to keep the colours for each of
the branches specific to the age groups even if a screen was for all three user types. For
example, a screen that has not been branched out which is used for all three user types
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will still have different colour themes to allow for a more consistent experience for the
end user.

In the extended wire-frame design model, we have many common pages for all three
age groups. We needed to find a balance point for these age groups such as use of font
size, user interface complexity, and any related points to ensure that the design for the
common pages is clear enough for use from all three age groups. An age selector is
presented to users at the start, as shown in Fig. 4.

Fig. 4. Age category selection page (from [20]).

Children. For the kids application, the key aim was to make the application enjoyable
and attractive enough for the children. Some user interface design decisions that needed
to be considered are:

– Colour: Research showed that children prefer colours like red and yellow and thus
we used a rainbow gradient colour schema to catch the eyes of the children.

– Font Style: Use a fun looking font size to help children stay focused.
– Icon selection:We chose a more cartoonish icon for children to cater for their shorter
attention span.

Figure 5a shows a user interface designed for kids, based on that specified in our
extended wire-frame.

Adults. For the adult application, the key aim was to make the app clear and simple
so that they will be able to quickly navigate between pages without too much overhead
information. Thus key design decisions for the adult app user interface design included:
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Fig. 5. User interfaces adapted from the extended wire-frames (from [20]).

– Font Size: Normal size
– Colour: Simple and conventional colours. More professional compared to the kids
version.

Figure 5b shows a user interface designed for adults, using our extended wire-frame.

Seniors. The senior application is similar to the adult application, but we needed to
make sure that everything is large enough, easily accessible, and that the user interface
is simple enough. We added some additional functionality to help aid seniors so that
they can comfortably use aspects of the technology that they may not be familiar with.
Some key design decisions for the senior age group include:

– Colour: Similar to adults, use simple and conventional colours.
– Font Size: use a larger font size to aid visual impairments.
– Voice control: Senior users may have trouble typing on a mobile device or reading
smaller font sizes and speech-to-text and text-to-speech functionality would be good
for them.

– Larger components:Make items such as buttons, and links large enough for them to
easily click.

Figure 5c shows a user interface designed for seniors, using our extended wire-
frame.

We also provided a toggle setting, shown in Fig. 10, so that users can customise
the app styles such as the font size, font style, etc. This was necessary because there
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may be some users who do not require the customisations that were categorised within
their user age groups. Other customisations that were determined necessary during our
research are specified in the extended wire-frames. This allows developers to choose
whether to include a customization within their applications (Fig. 6).

Fig. 6. Toggle setting (from [20]).

4.2 Usability Evaluation

To evaluate the news app prototype’s usability, a usability test was conducted to gain
insights into what went well and what needs to be improved in our extended wire-frame
modelling approach. Users were asked to complete two tasks:

– Change the user mode along with some settings to match their preferences; and
– Find an article they are interested in, save the article, and open the article again using
the saved articles page.

The details of the tasks given to the users were purposely given without too much
detail on how to navigate within the application. This was so that we can see how a new
user will act when using this application. These tasks helped us to gather user data on
key age-based design decisions in the news app:

– Whether each user type is able to use the interaction flow designed for them within
the application, as well as change the settings to match their accessibility needs; and

– whether the navigation supported within the application is easily understandable to
new users.
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The testers were asked to record whether the tasks were successfully completed as
well as to describe any troubles that they encountered during performing the tasks. We
conducted a preliminary test, and using the results, we enhanced our extended wire-
frame models to increase the usability of the prototype. We plan to conduct a more
comprehensive usability evaluation with developers to evaluate whether the extended
wire-frame is applicable to different domains and can be easily used to create proto-
types. We also plan to conduct usability evaluations with end-users from various age-
groups to evaluate whether the created prototype actually increased the usability of the
news app prototype for each age group.

4.3 Cognitive Walk-Through Using Personas

In order to evaluate our extended wire-frame designs we applied a cognitive walk-
through process [38]. Cognitive walk-through is a popular usability inspection method
that includes performing some specific tasks on the design or the user interface itself by
an evaluator in order to assess the usability of the interface or the design. User charac-
teristics are taken in to consideration while performing the walk-through. This is often
done with user personas. Personas are archetypal descriptions of users that include their
goals, general characteristics, pain points and any other information. In our cognitive
walk-through approach we use some user personas and evaluate our wire-frame while
accomplishing set tasks.

According to Wharton et al. [42], we need to define the cognitive walk-through pro-
cess before conducting the walk-through. They also advise to record all critical infor-
mation while walking though and later analysing those. In the first step Wharton et al.
[42] advise to define who the users are, what the tasks they will perform, what is the
design or interface they will perform the tasks on and the sequence of actions needed
to accomplish the task. Since we want to evaluate our wire-frame design, the interface
would be the wire-frame. The wire-frame is designed particularly for users of different
age groups. We collect personas of different age group from a search in the existing
literature.

Collection of Personas. Creating new personas for the evaluation of the wire-frame
is out of scope for this study. We searched for existing personas representing end users
of different age groups in the existing literature. We searched with “elderly persona”,
“children persona” and “persona of news app?” on Google scholar and looked into the
published research that describe personas. We then reviewed the quality of the persona
and how the persona is created. Based on our reviews we selected three personas -
one child, one senior and one adult persona. We will use these three personas in the
cognitive walk-through process.

Children Persona: We collected children persona from [34]. This article was found
while searching for children persona. The article focuses on persona creation for chil-
dren and elderly end users. They describe different factors that can influence the deci-
sion of adopting a qualitative, quantitative or mixed method for data collection for cre-
ating personas. They provide several case studies as example. One of the case studies
describe a project called “FamCannector”, where they have created some children per-
sona. We take the persona called Sarah, as shown in Fig. 7, who is an eight years old
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school girl who uses computers for didactic games and information seeking. She often
needs help using the system. We believe she represents the children end users for our
news app wire-frame.

Fig. 7. Children persona collected from [34].

Adult Persona:Mayas et al. [28] describes the opportunities and challenges of personas
from several projects. They present an example persona Michael, as shown in Fig. 8,
who is a 34 years old consultant. He is a commuter and a frequent traveller. We take his
persona as an adult persona as commuters often read news during their travel.

Senior Persona: We collected one senior persona from [24]. The article reports a sur-
vey to understand elderly end users of mobile devices and to identify the factors that
influence their interaction. They presented three personas with different level of literacy
and interaction. We selected the persona Manoel, shown in Fig. 9 among those. Manoel
enjoys using computing devices, however is reluctant to spend much time learning new
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Fig. 8. Adult persona collected from [28].

things. He often struggles with the font size. Since the other two personas do not use
computing devices frequently, we think Manoel will best represent the senior end users
for our news app wire-frame.

Fig. 9. Senior persona collected from [24].
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Usability Tasks. In order to perform the cognitive walk-through we need to define
some usability inspection tasks that we assume the selected personas perform using the
prototype app. We define the following two tasks that we will perform on the prototype
app:

– Task 1: User can change the font size from settings: For this task we assume that the
user will be able to bring the setting interface and customise their font size.

– Task 2: User can search for desired news article: For this task we assume that the
user can perform a keyword based news search on the prototype app interface.

5 Results

In this section, we present the results of our survey of developers and users, and the
cognitive walk-throughs using personas. We collected a total of 27 responses – 6 from
developers, 21 from app end users. We also conducted the cognitive walk-throughs by
three personas: one child, one adult, and one senior.

5.1 Evaluation Results - Developer Questionnaires

Fig. 10.Developer responses on designing in issues regarding different end user age during devel-
opment (from [20]).

Six developers responded to our survey – 3 with 5 to 10 years development experience,
2 with 1 to 4 years, and 1 with more than 20 years of experience. Among all of these
developers, 4 said they think there is a need for human-centric aspects regarding age
in modelling frameworks e.g. UML diagrams, Wire-frames, User stories, etc. One had
never thought of this issue, and one thought it is not important. We collected a list of
approaches and frameworks they currently use to deal with age related issues of the
users in the software that they develop. This included use of wire-frames (3 of the
developers), UML (3), user stories (2), use cases (2), and BPMN diagrams (1).

We asked the 6 developers whether they have encountered any issues regarding age
during software development. Based on their responses, as shown in Fig. 10, one of
the key issues is that the majority of developers do not address differing age of their
end users at all in their software development. To address this issue in this study, we
captured a lot of end user requirements from our end user survey questionnaires. The
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second issue is that some developers believe it is hard to define an “age group”. To
address this, we decided to research more about the target audience of the particular
software and then defined the age groups accordingly.

We asked developers what tool(s) they used to help them address differing age issues
of their app and web site end users. They mostly stated they never used any tools.
Some suggested that although they did not use any tools in particular, they tried to
address age related problems such as security restrictions in the identity server (e.g.
some websites are for adults only); and informally captured non functional requirements
in text, annotate the odd use case/user story. For a news application, age selection is
important to restrict inappropriate news from the children. Icons, text, and background
colours might also need to be changed to accommodate different types of users sight
limitations and preferences based on their age.

Regarding what other human-centric aspects they think could be a good addition to
better support in software modelling frameworks, developers included gender, culture,
end user language, physical and mental challenges of users, accessibility needs of end
users, Convenience of usage, usability test (user test), cognitive load (mental effort) test
(including performance measures in terms of user’s response time taken to complete a
task and its accuracy, or physiological measures, e.g. pupil dilation and blink rate).

5.2 Evaluation Results - End-User Survey

We received 21 responses, 13 from 18–25 (Young Adults) respondents, 6 from 26–49
(Adults), and 2 from those 50–64 years old. The age demographics for the questionnaire
participants are mostly young adults with ages ranging from 18 to 25. We did not have
any younger participants (below 18) and senior participants (above 65). Most of the
participants used technology for daily activity for a significant amount of time (8 h+).
A majority of the participants found that using technology is easy for them (14 people
said they are proficient with it, five said they are good with it, and one said they are
doing okay with it). We also found out that the most popular device is a smartphone
used for social media, entertainment and news apps. We asked if any participant had any
accessibility requirements. The majority of people saying they had visual impairments,
such as needing glasses to read, having short sight, and one person answered that they
needed to use voice output to “read” app text.

Fig. 11. Key pain points of using software systems (from [20]).
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5.3 Evaluation Results - Cognitive Walk-Through

We performed cognitive walk-throughs on our news prototype app with the selected
personas representing children, adult and senior users. We evaluated the usability of
the news prototype app by performing the defined usability tasks as the persona. The
cognitive walk-through is performed by one of the authors. Table 1 and 2 present the
results of our cognitive walk-through process for the tasks defined in Sect. 4.3.

In our usability evaluation using cognitive walk-through with child persona “Sarah”
we found evidence for all the related works summarised in Sect. 2. We used the colour
theme advised by Michaels [31] and Boyatzis et al. [4] and found that the interface was
intuitive for Sarah. We used icons for buttons as advised by [35] and made the title
texts and clickable button distinguishable according to [27]. We found that Sarah could
find the icons easily and could successfully conduct a search for news article using the
search option. She could complete the usability tasks without help from others. We have
implemented background colour and font suggestions provided by Boll et al. [3]. In our
usability evaluation with senior persona “Manoel”, we found that the font was suitable
for him. In the description of “Manoel” persona we found that he prefers fonts bigger
in size on mobile devices.

Table 1. Cognitive walk-through with selected personas - Usability task 1: Change the font size.

Persona Cognitive walk-through Notes

Children
persona -
Sarah

Opens news app wire-frame After signing in she lands on the
“KidsNews” page. There is no option on this page to change the
font size. She explores the four options available at the bottom.
She finds the “profile” page where the second options says
“Toggle Settings”. She selects that and finds the option for “font
size”

Sarah can complete the task
without any help from others. The
theme is intuitive and easy for
Sarah to explore and find the
functionalities

Adult persona Opens news app wire-frame After signing in she lands on the
“News” page. Although the font size is good for him, he often
needs to make the fonts bigger while he reads news while
travelling on public transport. He clicks on the settings icon, and
finds the toggle settings option. He takes the short cut and
selects senior mode presents the text in bigger font size. He
likes the fact that he can change the settings with very fewer
clicks and while on the move

Michael can change the font from
toggle setting or can switch
account settings to make the font
bigger. He likes that he can do this
with minimum effort on the app

Senior
persona -
Manoel

Opens news app wire-frame After signing in he lands on the
“News” homepage. He likes the fonts since those are bigger
than usual. He wants to play with the font size. He goes to
profile page and checks “adult mode” and “child mode”. He
finds that fonts are smaller for adults. He goes to “Toggle
Settings” and changes the font size for his profile to smaller as
adult mode

Manoel can easily check all the
font size options available on the
app wire-frame and can change the
font size for his profile

Based on the cognitive walk-through, we made the following findings about the user
interface.

– The user interface is easy for children and intuitive enough that they are happy to
explore and find functionalities they desire without help from others

– The user interface is easy for senior users who prefer larger fonts as well as for
others who prefer normal fonts - they can toggle the setting very easily.



62 H. Khalajzadeh et al.

Table 2. Cognitive walk-through with selected personas - Usability task 2: Search for news arti-
cle.

Persona Cognitive walk-through Notes

Children
persona -
Sarah

Opens news app wire-frame After signing in she lands on the
“KidsNews” page. She wants to read the article about “calls to
change cheese” that she heard from her friend. She likes the
small categories icon at the bottom left of the screen. She finds
it easy to select food since this is shown as a category on the
main screen. She selects the category and finds all the articles
related to food. She quickly finds the search icon at the top right
and searches for the particular news she was looking for. She
can find it easily

The interface layout and the
options are intuitive and easy for
children to figure out common
functionalities

Adult persona Opens news app wire-frame After signing in he lands on the
“News” homepage. He writes his preferred keywords to search
for news he enjoys to read. He does not have any difficulty in
looking for the search options

The search option on top of the
homepage is easy to locate

Senior
persona -
Manoel

Opens news app wire-frame After signing in he lands on the
“News” homepage. He does not like the trending news that is
highlighted on his homepage. He likes to read about sports so he
clicks on the categories to find other categories of news. He
finds “sports” category and selects that to find more on sports.
He searches for the articles on yesterday’s match by clicking top
right search icon

The interface is designed in a way
that the common functionalities
can be found easily

5.4 Discussion

From the result in Fig. 11 we can see that most of the problems are User Interface related
issues. This is one of the main reasons we decided to extend wire-frames since wire-
frames provide early visuals that can help with these problems, they are also easy to
adapt compared to conceptual designs. We used questionnaires for collecting data. We
created both end user and developer questionnaires to capture data frommultiple angles.
We got a range of feedback from different age groups that indicated usability enhance-
ment in the prototype news app for different age groups of target end users. However, we
need to recruit more participants to gain a larger sample size, especially younger (under
18) and older (over 65) end users. According to our survey results in Fig. 12, we can
see that our participants are commonly using a range of different application domains
such as social, entertainment, study, etc. These results helped us in deciding on which
domain our example extended wire-frame and prototype would focus on. Generalising
our experiences to those other common domains would help to show if the approach
can enhance different age group usability for them as well.

We chose to extend wire-frame design models with information about the age of
target end users and alternative user interface design decisions based on these ages.
However, other modelling frameworks such as interaction and sequence diagrams may
help developers understand the human-centric aspects regarding age further and use
similar approaches based on the wire-frame extensions we have created. For example,
Fig. 13 contains an interaction diagram that is adapted from the extended wire-frames
presented in this paper. Adapting other human-centric aspects, such as gender, emotion,
and physical support, into the extended modelling framework presented in this paper
may also be beneficial. Additional research can be done to increase the range of our
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Fig. 12. Devices used by participants and for what purposes (from [20]).

Fig. 13. Interaction diagram adapted from the extended wire-frames (from [20]).

user types and changes to the designs to accommodate their needs. Using approaches
developed in the accessibility research field could also help us to better understand the
needs of users with a range of disabilities. The specific requirements of these user types
need to be identified so that the developers can create an appropriate pathway and design
decisions for those users in our extended wire-frame models.
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6 Summary

In this paper, we discuss the need for incorporating human-centric aspects into mod-
elling frameworks in order to make software suitable for diverse end users. We reviewed
the existing modelling frameworks, and found they mostly do not support modelling the
age of end users. The existing modelling and design frameworks do not provide differ-
ent design solutions for different age groups according to the specific needs of end
users. We developed a set of extensions to the commonly used wire-frame modelling
approach to incorporate different designs for child, adult and senior end users. Evalu-
ation of our modelling approach with developers and a prototype news app developed
using our approach with a range of differently aged end users are represented. We con-
ducted cognitive walk-throughs with three personas representing children, adults and
seniors to evaluate the usability of the prototype app. Our future work includes incorpo-
rating other human-centric aspects e.g. gender, culture, and language into the extended
wire-frame model. Another future direction is to try the same model extension approach
in other modelling frameworks, such as user stories, use cases, and sequence diagrams.

Acknowledgement. Support for this work from ARC Laureate Program FL190100035 is grate-
fully acknowledged.
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28. Mayas, C., Hörold, S., Krömker, H.: Personas for requirements engineering. In: Ebert, A.,
Humayoun, S.R., Seyff, N., Perini, A., Barbosa, S.D.J. (eds.) UsARE 2012/2014. LNCS, vol.
9312, pp. 34–46. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-45916-5 3

29. McIntosh, J., et al.: Evaluating age bias in e-commerce. In: 2021 IEEE/ACM 13th Interna-
tional Workshop on Cooperative and Human Aspects of Software Engineering (CHASE),
pp. 31–40 (2021). https://doi.org/10.1109/CHASE52884.2021.00012

30. Mendez, C.: The InclusiveMag method: a start towards more inclusive software for diverse
populations (2020)

http://arxiv.org/abs/1605.07767
https://doi.org/10.1007/978-3-540-70540-6_13
https://doi.org/10.1007/s10664-020-09872-1
https://doi.org/10.1007/978-3-540-71949-6_2
https://doi.org/10.1007/978-3-030-34223-4_24
https://doi.org/10.1007/978-3-030-34223-4_24
https://doi.org/10.1109/CLEI.2014.6965103
https://doi.org/10.1007/978-3-319-45916-5_3
https://doi.org/10.1109/CHASE52884.2021.00012


66 H. Khalajzadeh et al.

31. Michaels, G.M.: Colour preference according to age. Am. J. Psychol. 35, 79–87 (1924)
32. Miller, T., Pedell, S., Lopez-Lorca, A.A., Mendoza, A., Sterling, L., Keirnan, A.: Emotion-

led modelling for people-oriented requirements engineering: the case study of emergency
systems. J. Syst. Softw. 105, 54–71 (2015)
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Abstract. Requirements elicitation, analysis, and, above all, early detection of
conflicts and resolution, are among themost important, strategic, complex and cru-
cial activities for preventing software system failures, and reducing costs related to
reengineering/fixing actions. This is especially important when critical Require-
ments Classes are involved, such as Privacy and Security Requirements. Recently,
organisations have been heavily fined for lack of compliance with data protection
regulations, such as the EU General Data Protection Regulation (GDPR). GDPR
requires organisations to enforce privacy-by-design activities from the early stages
and for the entire software engineering cycle. Accordingly, requirements engi-
neers need methods and tools for systematically identifying privacy and security
requirements, detecting and solving related conflicts. Existing techniques support
requirements identification without detecting or mitigating conflicts. The frame-
work and tool we propose in this paper, called ConfIs, fills this gap by supporting
engineers and organisations in these complex activities, with its systematic and
interactive process. We applied ConfIs to a realistic GDPR example from the
DEFeND EU Project, and evaluated its supportiveness, with positive results, by
involving privacy and security requirements experts (This research is an extension
of the study conducted by Alkubaisy et al. [1] – which itself is a continuation of
earlier studies [2, 3] and aims to aid the reader in comprehensively grasping the
concepts laid out).

Keywords: Security requirements · Privacy requirements · Requirements
conflicts · GDPR · Requirements modelling · Privacy by design
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1 Introduction

Today’s software systems are seen to be susceptible to attack and performance issues
due to matters regarding their inherent dependability [4], meaning their availability and
reliability can come across as questionable. Especially considering the large amounts
of sensitive and personal information kept on the servers of information systems, the
security of such systems becomes even more important. The requirement engineering
process of Software Engineering (SE) includes a variety of activities, from client contact
through definition of requirements for the design. Since software is vulnerable to various
threats, security, privacy, and trustworthiness have become important consideration in
recent years [5]. Many contemporary SE paradigms are concerned with requirements;
however, security, privacy, and trust implementations have received less attention. In
practice, much emphasis is placed on incorporating security considerations throughout
the coding and testing stages. Some paradigms handle these problems, but they only
examine one of the three requirements: security, privacy, or trust, not all three at the
same time. Hence, we think that security, privacy, and trust needs should be thoroughly
collected, evaluated, and defined at different phases of the RE process.

Though, as important as system security is, privacy of the users must also always
remain intact. This differentiation of security and privacy – and their respective require-
ments – should thus be given focused attention, both at the levels of understanding and
at various stages of system development [6, 7].

Every software system is characterized by its own security and privacy requirements,
with the latter having become a bone of contention betweenmany software developments
companies, and their customers. Presumed misuse of personal data has garnered atten-
tion and action in the form of legislative controls to ‘guarantee’ privacy, especially as
proposed by the EU’s General Data Protection Regulation (GDPR) [8]. A common prob-
lem in the engineering process of software systems are conflicts arising between clashing
requirements, such as privacy and security [9]. The nature of the software development
process for realistic systems deems such conflicts inevitable and results in major incon-
sistencies [10]. Each requirement-based conflict is characterized by its own complex
issues, understanding which is crucial to reaching their resolution [11]. Even in the pres-
ence of effective controls, such conflict may very well arise and adversely affect infor-
mation systems [9–12]. Therefore, as mentioned above, conflict identification earlier in
the development lifecycle becomes even more crucial. This becomes more important
for highly data-sensitive businesses such as banks and governmental departments which
make up for almost 80% of all data breach incidents recorded [13].

GDPRhas regulations in place to both educate citizens on how they can controlwhere
their data is used and to force organizations to have robust data usage and protection
mechanisms in place. An example of the former is user consent while that of the latter
is keeping track of the user data involved. The regulations enforced by GDPR can be
difficult to put into actions, however. Once again, the inherent complexities in such
measures resurface and add to the conflicts needed to be addressed. The approaches
devised by literature in this area [14, 15] seem to lack in-depth and applicable measures
to identify and resolve the privacy-security conflicts, even though this identification and
resolution, are crucial to minimize threats to the information system.
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Considering this, the research questions (RQs) this paperwill explore in the following
sections are laid out as follows.

RQ1:How to design a framework supporting the analyst to identify and resolve conflicts
between privacy and security requirements?
RQ2:How to support the analyst in the identification and resolution of conflicts between
requirements in a systematic and tool-supported way in real cases?

Here, the requirement modelling tool SecTro [16, 17] is extended to address RQ1.
The resultant framework then offers an avenue of conflict identification and resolution
for the analyst and is validated using the relevant portions of the DEFeND project [18] to
ensure compliance with GDPR. For addressing RQ2, however, contemporary methods
for conflict identification and resolution are reviewed and the novel ConfIS framework
is introduced phase by phase to aid the analysts in the conflict location process.

The following sections will discuss the basis of the research conducted highlighting
privacy and security requirements, and conflicting requirement likely to arise. Next a
conflict resolution framework is proposed and DEFeND is used to answer RQ1. After-
wards, we address RQ2 by the extension of DEFeND to identify, resolve, and apply
conflicts via the Tool Supported Conflict Resolution approach, followed by a case study
and the assessing proposed ConfIS framework via expert group. Finally, we discuss the
related work and concluding remarks.

2 Privacy and Security Requirements: Analysis and Conflict
Resolution (State of the Art)

A system’s capabilities at maintaining security and privacy can be gauged by the robust-
ness of its respective requirements [19]. The successful satisfaction of these requirements
then results in the minimization of conflicts and adherence to regulatory controls. This
satisfaction becomes the ever-important factor while adopting a new system. At this
point, analysts are supported in identifying security-privacy requirement conflicts and in
subsequently resolving them. The proposed framework is a CASE Tool for Modelling
Security in Requirements Engineering. The software Secure Tropos (SecTro) is used as
it caters both to the needs of the users and the security requirements of the organiza-
tion [20] while also ensuring that the resultant system is effectively defensive against
cyber-attacks.

The benefits of this framework will allow the analyst to define and segregate privacy
and security requirements. This enables the analyst to dive into the required level of detail
in both these avenues and to make and understand their relationship with each other.
Additionally, the framework enhances the understanding of software engineers regarding
both security and privacy requirements and how they can harmonically coexist in a fully
functional system.While the former caters to the organization’s security policy, the latter
are necessary to comply with data privacy laws and the issues that arise in balancing
out them both must be identified and addressed as early in the development process as
possible.
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2.1 Conflicting Requirements

Conflicts are a part of almost every software system environment. These are inevitable
and to have a smooth environment, they need to be terminated. The entire process of
software development faces many inconsistencies and irregularities and one of the prime
reasons for these instabilities is conflicting requirements. This problem occurs when a
requirement is inconsistent with any another requirement. In this case, security and
privacy requirements are mandatory but they have resulted in conflicting requirements.
This is because multiple goals can have conflicting elements [21]. This conflict needs
to be resolved, the entire process is dependent upon this resolution and this needs to be
implemented on a business level to fulfill all the business needs.

While both privacy and security requirements hold their own significance, their
coexistence can inevitably lead to conflicts. For example, the security requirement of
authentication warrant’s identity disclosure while the privacy requirement of anonymity
opposes it. Another example can be taken from the case of data integrity versus unob-
servability, where the former necessitates tracking user activity across networks while
the latter strongly resists it.

The security and privacy requirements come head-to-head once again in the battle
of authentication. While data security entails the user to reveal as much information
about their identity as possible to ascertain authenticity, the user privacy requirements
of anonymity and pseudonymity require that the personally identifiable information of
a user be as unavailable and protected as possible to reduce exposure. This conflict
seems to take inspiration from real life and is faced in many a scenario. For instance,
governments may be keen on collecting as much information about their citizens as
possible in the interest of national security. Contrarily, citizens may have to live with
concerns of privacy encroachment and may thus resist such observatory policies.

Additionally, privacy requirements bring with them concerns related to unobserv-
ability and Unlinkability. These two concerns act to severely impact the security require-
ments converse to them, but if the security requirements are given precedence, the pri-
vacy requirements would undeniably suffer. Such concerns help us envisage the sources
of conflict in the security-privacy domain that need pertinent attention to be resolved
appropriately. If not given due importance, such conflicts can prove to be detrimental to
system stability. And while the nature of the conflicts remains similar, the idiosyncrasies
of specific situations demand situation-specific attention.

The security requirement of authorization is another issue for potential conflict,
as it is directly in contradiction to the privacy requirement of unobservability. In this,
authorization demands the user to reveal themselves to the adequate degree while the
preservation of privacy of the user requires concealment. This negotiation complicates
the authentication cover of approval while also putting the user’s identity in threat.

Consequently, a lot of aspects of privacy and security requirements seem to con-
flict with each other. The long list of an organization’s security requirements including
authenticity, accountability, non-repudiation, and auditability for record-keeping pur-
poses, activity logs are required. In direct contrast, however, the concurrent privacy
requirements like unobservability and anonymity be visible. Moreover, the actions of
separation of duties (SoD) and binding of duties (BoD) act to further these conflicts as
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they lie in contradiction to the privacy requirements of anonymity and Unlinkability as
these comparative exercises demand the verification of identity of the involved parties.

Moreover, to identifying these conflicts at the requirements stage, there may be some
aspects that become apparent at later stages in the (SDLC) Software Development Life
Cycle. For instance, the intrinsic characteristics of the security requirements of integrity,
confidentiality, and availability are dependent upon the act of authorisation itself, neces-
sitating granting access or modifying resources. And while user identification is not
necessary for these requirements, it may be the approach some developers employ. Con-
sequently, this can lead to later-stage security-privacy requirement conflicts, especially
when more concrete requirements must be considered. For instance, instead of requiring
the user to access a service using their own identity, they can be given the leeway to sign
in using an alias. However, since the alias is still a unique identity able to be attributed
to the user, it again comes in conflict with the concept of anonymity. Nonetheless, if
some aspects of privacy or security requirements supplement or overlap with aspects of
the other, their conflicting characteristics may be able to be overlooked. For example,
the requirements of integrity, anonymity, and confidentiality all aim towards the singular
purpose of minimising data breaches, thereby acting in unison.

This section illustrates via visual maps, themost frequently conflicting requirements.
Extending from literature, the five security requirements likely to conflict with multiple
privacy requirements are depicted in Fig. 1. The most conflicting security requirement
is seen to be availability as it directly conflicts with four privacy requirements, namely
Unlinkability anonymity, undetectability, and unobservability. The next most conflicting
security requirements are accountability, confidentiality, and auditability, each conflict-
ingwith three privacy requirements. These are followedby authenticationwhich conflicts
with two privacy requirements.

Fig. 1. Detecting conflicts betweenSecurity and privacy requirements (Venn diagram) (Alkubaisy
et al. 2019).

It must be kept in mind that this list of security requirements is not exhaustive, but
rather addresses the most common or frequently occurring and conflicting ones. Some
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security requirements are also not mentioned here since they do not seem to conflict
with any privacy requirement.

2.2 Conflict Resolution - Framework and Process

The resolution process can give a clearer direction regarding other elements that were
not previously discussed. This shows how prioritizing requirements is integral andwhich
goal or element can be abandoned. This further highlight other important goals that can
be achieved through this process. The overall change in business goals can alter the
requirements, so the goals need to be achievable because if they are not achievable and
realistic then the entire project can collapse.

The proposed framework has a sequence of phases to achieve conflict detection and
resolution, presented in Fig. 2:

Fig. 2. The phases of the proposed theoretical framework- ConfIS framework (Alkubaisy et al.
2021).

The framework process has a combination of manual and semi-automated steps.
These are majorly based on the perspective of the analyst who formed the theoretical
framework. A common perspective among all these. The first and foremost step is to
identify and analyze the conflicts between the requirements. This is established upon
the matrix of existing studies which helps in identifying the requirements that can be
conflict. Moreover, the analyst considers impacts of the conflict on the system. The
software requirement analyst performs this phase, which is the first phase manually.

Phase 1: Mapping Security and Privacy Requirements
The first step of detecting conflicts is to review the literature to determine more about
conflicting issues. This provides some examples to detect how conflict affects a system.
In the first phase, the existing literature is reviewed to have a better understanding of the
conflicts between requirements (Table 1). This can give some idea to the analyst regarding
the impact of conflicts on specific systems. The matrix used in the identification helps
map security requirements and privacy requirements. It is determined which conflicts
exist between the two aspects.

Mapping Between Security and Privacy Requirements
The matrix maps conflicts between security requirements and privacy requirements.
While theremay indeed be conflicts among security requirements themselves, thematrix
will focus on conflicts that cross the two aspects. The matrix helps us to visualize the
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Table 1. Most frequent security and privacy requirements being in conflict.

Security requirements Availability, Non-Repudiation, Confidentiality, Integrity,
Authentication, AuthoriSation, Separation of duties (SoD), Binding of
duties (BoD), Accountability, Auditability

Privacy requirements Anonymity, Unlinkability, Pseudonymity, Unobservability,
Undetectability

requirements with the most conflicts, which aids in identifying which deserve focus.
From this matrix, anonymity and unobservability conflict the most with other security
requirements (Table 2).

Table 2. Mapping conflicts between security and privacy requirements.

Phase 2: Identify Conflicts Between Requirements and Conflict Decisions
When we maintain security or privacy requirements, several challenges arise, according
to an analyst’s perspective. As discussed earlier, conflicts and problems are inevitable.
Developers find it necessary to manage the conflicts that arise in this process and be
compliant with GDPR. Identification of conflicts is essential and to do that, we analyze
different scenario tasks to address conflicts. An example is used to explain this phase.
We have to identify conflict in a situation where older people need to be taken care of
by obtaining their personal information. This comes with security risks. Integrity and
anonymity are the two requirements being conflict. Anonymity is a privacy requirement,
and integrity is a security requirement.

Therefore, a conflict can arise if both the requirements have to be satisfied. It is vital
to maintain the anonymity of the patient information according to privacy-by Design
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principles. Moreover, integrity is also important because sensitive information is being
shared. Now, the requirements are mapped, and conflict is identified which is between
integrity and anonymity. The analyst needs to evaluate all the scenarios related to this
issue and evaluate them individually. The security and privacy requirements will be eval-
uated separately, and conflicts will be analyzed. This will assist the analyst in progressing
to the resolution phase with all of the required information.

Phase 3: Tool Supported Conflict Resolution Patterns
Eventually, different solutions are proposed to deal with the conflict requirements. Thus,
each type of conflict is set aside, and amodel of patterns is found to connect the conflicting
requirements with a supporting tool (Fig. 3). We need to find a tool that can satisfy both
requirements without any sort of conflict. A relevant tool that can satisfy security and
privacy requirements and resolve the conflict. The tool needs to be added to the Privacy
Pattern Library for proper processing. The supporting tool needs to be added into the
framework so that it is complete, and a conflict can be easily tackled through this tool.

Fig. 3. Conflict resolution pattern (Alkubaisy et al. 2021).

3 DEFeND Project

Given the sensitivity of data and personal information organizations store of clients
and customers, they are expected to comply with the European Union’s General Data
Protection Regulation (GDPR). DEFeND provides a platform to accredit organizations
in different regions. This platform aims to have a plan to achieve GDPR compliance and
raise awareness regarding its diverse features [22, 23]. All the scenarios are taken into
consideration by the ConfIS framework which was not resolved by DEFeND project
previously. By applying this framework, many conflicts are resolved now. The focus
was on Data Scope Management (DSM), Data Protection Impact Assessment (DPIA),
Privacy by Design and Security, and Privacy Threats. This research uses healthcare
scenarios (mentioned in Sect. 5) of DEFeND project because it was more relevant, and
it focused on sensitive user information and the personal data of the patient. There was
also the potential to map requirements and identify conflicts related to this. Furthermore,
the platform and the framework majorly support in discovering security and privacy
requirements, identifying conflicts, and proposing legitimate solutions.
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4 ConfIS Integration and SecTro

The SecTro tool has been used to aid in the modelling of conflicts resolution [1]. It
implements the Secure Tropos Methodology which consists of an engineering approach
for security and privacy requirements, starting from early-stage requirements of the (IS)
Information System development process. Secure Tropos must be specified in the early
phases of an IS development, as it is an organized approach for goal-oriented security and
privacy requirement modelling. The Secure Tropos methodology supports a modelling
language, security aware processes and automated processes. In fact, Secure Tropos
methodology enhances our framework by translating conflicts between requirements in
a goal model. SecTro presents models that contain security and privacy requirements
[22]. It involvesmodelling viewswhich are used to facilitate systemdesign and elicitation
of security and privacy requirements.

5 Motivation Scenario

There are a variety of scenarios where the conflicts arisen between security and privacy
requirements can be seen to be exemplified. Neither one’s respective significance can
be ignored; however, each scenario accordingly demands individual attention. In our
case study- Doctor and Patient, we have used the ConfIS framework on the DEFeND
platform that aims to achieve conflict resolutions [23]. For maintaining confidentiality of
Patient’s record to avoid data breaches, a monitoring systemmust be installed in the hos-
pitals. Another reason for installing a monitoring system is to remain in compliance with
GDPR’s regulations particularly when Third Parties are involved, for example external
laboratories. For securing patient’s data: The DEFeND platform introduces risk assess-
ment, andData Protection ImpactAssessments (DPIA) alongwith validation process and
proposed GDPR plan. A graphical representation of the model is achieved by the Hos-
pital Analyst supporting doctors being able to change medical records by adding results
from external parties (laboratories) and achieving approval from supervisors [24]. Fur-
thermore, the DEFeND platform works with the organizational structure of the hospital,
keeping hierarchy, and their interactions in check. The system comes with a configu-
ration model for monitoring threats identified after Data Protection Impact Assessment
(DPIA), Self-assessment, and related models for identifying potential threats.

The theoretical framework is built on the SecTro tool. Our case study in Phase 1
is supported by diagrams, and Privacy by Design tool to resolve conflicts. Phase 2 will
identify security and privacy conflicts between these parties. The hospital analyst is
supposed to make a sound decision based on the content of the identified conflict. In
Phase 3, all concepts are added together, and solutions are presented to mitigate the
identified conflict. After all of this, a case study is presented which implements all these
three phases for an in-depth study. In Phase 1 to 3, ConfIS framework is introduced.

Based on the motivation example, we will illustrate the security and privacy require-
ments, following the phases of the ConfIS framework to resolve conflicts, using the
extended supported tool. The first phase aims to map the security and privacy require-
ments [2]. This assumes the existence of a matrix to find out the potential conflicts
between security and privacy requirements, based on our recent study [18]. The next
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sections show the application of our proposed framework phases in identifying and
resolving conflicts, discusses the application of the motivation example in SecTro, and
presents the theoretical framework to identify and resolve conflicts.

Phase 1: Mapping Security and Privacy Requirements
The privacy and security conditions are implicated in the determination of conflicts
using a Mapping Matrix. To find out the reason for conflicting requirements, we have
formed an outline by using Fig. 4 where the organization view of SecTro is exhibited.
In the given flowchart each bubble depicts an actor which in our examples are doctor,
supervisor, and an employee. To identify conflicts we have split the scenario to specify
certain tasks to actors (doctor, employee, and supervisor). The tasks specified to them
have distinct and precise requirements. The doctor requires medical history, data, and
results from an Employee the main concern here is the privacy and integrity to send such
confidential data, so the patient’s privacy is not breached at any cost. Additionally, the
data that is recorded after the doctor’s careful examination or the update of a patient’s
medical record in the system should always be confidential. At the same time, the data
recorded by the doctor needs to be authenticated by the supervisor. The long chain of
action demands responsibility.

Fig. 4. Organization view of managing patient records (Alkubaisy et al. 2021).

Even the doctor’s update of a patient’s medical record in the system necessitates obli-
gations. All these activities need to be compliance by GDPR principles. From seeing the
above management process, we can conclude that each task has a different set of privacy
requirements. From there, we can recognize and distinguish conflicting requirements.
For instance, the confidentiality of the patient’s record conflicts with the accountability
principles as the accountability requires validation of the data. Considering the follow-
ing scenario: Patient’s medical record is met with a conflict for anonymity. Validation of



A Framework for Privacy and Security Requirements Analysis 77

Medical examination is met with the conflict for accountability. SendingMedical results
is met with the conflict for confidentiality and integrity.

Phase 2: Identify Conflicts Between Requirements and Conflict Decisions
We have divided a few key terms to help you figure out which ones are in conflict
between security and privacy as presented in Table 2. For instance, Authentication and
Undetectability are in conflict. Another example is of a conflict between Anonymity
and Availability. According to the motivation scenario in terms of security and pri-
vacy requirements, assume a patient’s doctor has ordered some medical test. A lab test
was required for the patient. As a result, the lab will send the doctor’s report with the
patient’s results; by maintaining the report’s integrity and confidentiality. Next, the doc-
tor will update patient’s record according to GDPR’s accountability principles. Privacy
by design principles recommend anonymity to be top priority for updating a patient’s
medical record while results should be approved by a senior supervisor, and therefore
accountability is a must in this case. Therefore, there is conflicts between accountabil-
ity as security requirement and anonymity as privacy requirement. While the patient’s
record must be updated anonymously but there should also be an accountability record
to cross-check drug recommendation when an audit is conducted or there is a need for
an investigation for Doctor’s misconduct. Many cases, like the one involving the doctor,
patient, and lab examiner, have more than one requirement. Thus, it must follow both
security and privacy principles, which is a difficult decision, and thus a major conflict
arises. The case of anonymity and accountability is significant because the former allows
users to use resources or make decisions without revealing their identity while the latter
contradicts and relates each action to a participant. To conclude, Phase 2 discussed iden-
tification of the conflict between a Doctor and his Supervisor in terms of accountability
and anonymity.

Phase 3: Conflict Resolution Patterns
In Phase 3 we discuss ConflictMitigation by addressing the requirements to be followed,
and then presenting possible solutions for mitigating the conflict. In order to mitigate the
conflict with the help of a supporting tool, each conflict casemust first define the problem
and identify the restrictions that must be followed. This supporting tool will be added to
a Privacy Pattern Library and will be applied in a scenario in SecTro. It will provide to
requirements of both sides and will relate to each individual conflict to produce feasible
solutions as depicted in Fig. 5. First, requirements analyst must identifymeasures related
to security and privacy concerns to support and improve constraints. Then, related to
support and executionof the established route of planby followingmechanisms identified
in security and privacy domains. According to [7] alongside identifying measures with
the help of experts, a security and privacy catalogue is recommended to be used if need
arises in such complex situations. A Design Pattern Library (DPL) is formulated and
added in SecTro2. Various experts develop models according to the identified conflict
and can save it for later use. These models as available on DPL are then accessed by the
Developer to resolve security and privacy conflicts.

In this case we were able to identify two supporting tools, titled: IDEMIX and
Cryptography Supporting Tool. Cryptography couldn’t address the anonymity concern
even though it was suitable for maintaining confidentiality and integrity. IDEMIX was
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established as the more suitable one because it adheres to GDPR’s Data minimization
principle by making the medium of file sharing anonymous [27] between users and
service provider, this resolving the conflict between the Doctor and his supervisor while
also maintaining the accountability perspective. In addition, we added supporting tools
in Privacy by Design View in Fig. 5 in which we can add new concepts/tools to import a
suitable mechanism according to the conflict identified. Additionally, DBL also supports
Data Record Action along with IDEMIX were identified as supporting tools in DBL.

Fig. 5. Integrating conflict resolution in privacy-by-design view of managing patient records
(Alkubaisy et al. 2021)

Discussion
For the entire process of updating the Patient Medical Record, there is a strong need to
deal with the anonymity concern. The anonymity of the doctor is important so that no one
knows who made the change on the records. This concern is fulfilled through a mech-
anism. IDEMIX is there to cater to this concern. For the accountability requirement,
the supervisor needs to authorize the change. This is where the conflict lies because
anonymity is compromised in this case. There is a conflict between anonymity and
accountability. This problem can be resolved by the IDEMIXmechanism [24]. This will
ensure minimized release of personal information hence keeping the anonymity intact.
IDEMIX is an optimizing cryptographic compiler that provides a great level of assur-
ance. This keeps the transport medium between the users and service providers anony-
mous. This technique ensures anonymity, authenticity, and accountability of transactions
between the users and service providers. Furthermore, the requirements of integrity
and anonymity are also fulfilled by cryptographic mechanisms while sending medi-
cal records. Lastly, the concern of accountability is catered through the Record Data
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Action mechanism. Using these combinations of mechanisms and techniques we can
meet all the requirements and resolve all the conflicts that may arise in this process.
These mechanisms help us achieve anonymity, integrity, and accountability in the whole
process.

6 Evaluation

6.1 Evaluation Strategy

We employ qualitative and quantitative analyses to achieve a comprehensive evaluation.
For the qualitative aspect, we designed a focus group session, with participants who are
experts in software engineering and researchers. Before we undertook the evaluation, we
constructed a pilot focus group evaluation with three participant groups− PhD student,
PhD doctor and Research Fellow. This revealed to us the possibilities of improving the
focus group evaluation according to the participants’ feedback. Moving forward, we
could perform the full-scale focus group evaluation of fifteen participants. The fifteen
participants were active researchers in the fields of software engineering and were prac-
ticing at different universities across various countries to add multi-dimensional and
multi-perspective value to our heterogeneous approach.

Qualitative andquantitative analysis are critical parts of the evaluation strategy.Based
on qualitative and quantitative analysis, each complete evaluation is scaled. Both aspects
are approached in different methods by the researchers. The objective is to establish a
critique of the frameworks and highlight the flaws which can be fixed for improvements.
A pilot focus group has to be created before the evaluation begins.

According to the policy for ethical research in the United Kingdom, parts of the
research methods and data of a research study are subject to ethical review because of
the involvement of human participants. Ethical review self-assessment forms and a data
management plan were submitted to the Ethics and Integrity Officer of the University.
The ethical review forms included details of the project and self-assessment questions.

6.2 Full Evaluation

To design the evaluation of the framework, we have mentioned that some of the steps
of ConfIS framework are semi-automated, while others are manual steps, based on the
analyst’s point of view. First, the conflicts between requirements are identified, based on
a matrix presented by a previous study [3]. Hence, we sort the requirements that could
lead to a potential conflict. After identifying the requirements which are in conflict, the
analyst must decide whether this kind of conflict would affect the system, based on the
presented scenarios. Therefore, the first phase of the framework is performed manually
by the software requirements analyst. Phase 2 identifies the potential conflicts between
requirements that were detected in the previous phase. The final phase proposes conflict
resolution patterns by matching the problem to a resolution pattern for each conflict
that the analyst might face. These patterns act as a reference for the analyst to resolve
conflicts between requirements. The final phase of our framework is automated by using
SecTro tool (by importing a privacy pattern library).
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6.3 Results

A summary analysis of the evaluation survey reveals that the majority of respondents
were research fellows (47%), followed by PhD students (33%) and doctor (20%). All
participants found the research design questions were appropriate, useful, well presented
(87%) and the research field quite interesting (93%) in gaining their feedback. On the
other hand, just 54% agreed that the results were clearly presented; this leaves room for
improvement (Fig. 6).

Fig. 6. Research design questions.

More than 80% of the research fellows who participated highly agreed with the
research design saying that the research field is interesting, background and methods
are clearly presented and appropriate for answering the research questions, the hand-
out is useful, and questions are appropriate. Furthermore, 100% of the PhD doctors
who participated highly agreed that the research field is interesting, and that the back-
ground is clearly presented. Moreover, over 60% (the majority) did agree to the method
being clearly presented and appropriate for answering the research questions. A neu-
tral response was provided, however, to whether the results were clearly presented, the
usefulness of the handout and appropriateness of questions. Additionally, most PhD
students, over 60%, agreed with the research design, Figure above. In instances of par-
ticipants disagreeing with it to some degree. Additionally, the general framework was
well received by the majority, proving to be sequentially in order (87%), clear and well
defined (80%), easy to analyze (80%) and for making feasible decisions such as reducing
cost, conflict, and faster development processing (73%) (Fig. 7).
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Fig. 7. General framework (Alkubaisy et al. 2021).

Themajority share,well over 70%of research fellows, agreedwith the general frame-
work. They approve of the statements that the relevant phases are clear, well defined,
sequentially in order, can have a fast development process, are easy for identifying con-
flict, reducing it and its relevant costs, and maintaining the value of each requirement.
Additionally, more than 80% of PhD students agreed with the design of the general
framework and its phases. Phase 1, mapping security and privacy requirements, showed
70–87% of participants agreeing to the presentation of Phase 1 while Phase 2 was well
received with the majority (80–86%) agreeing that the researcher adequately addressed
conflicts between requirements and decisions. Additionally, feedback on Phase 3 showed
varying responses (67–87%), yet the participants still agreed that there was an ease to
understanding conflict resolutions patterns and its supporting tools (Table 3).

Table 3. ConfIS framework phases and survey responses.

Phase 1: Mapping Security and Privacy Requirements 70–87% (strongly/agree)

Phase 2: Identify Conflicts between Requirements and Conflict
Decisions

80–86% (strongly/agree)

Phase 3: Conflict Resolution Patterns 67–87% (strongly/agree)

Analysis ofConfISFrameworkPhases’ FocusGroupResults andSurveyResponses
Ven andDelbecq [25] found that a two-stage combination of focus group and the nominal
group technique (NGT), coined as ‘nominal focus group’, was particularly effective
as an evaluation method. The nominal group process is a structured meeting which
seeks to provide an orderly procedure for obtaining qualitative information from target
groups who are most closely associated with a particular issue. It allows the meetings’
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participants to determine which issues require further, more in-depth inquiry and to draw
attention to issues that may have been previously unidentified. This evaluation method is
used in this research to rank in order of importance the participants’ responses to Phases
1 and 2. In order of importance for Phase 1, the top three security requirements are seen
to be integrity, confidentiality, and accountability, while anonymity, unobservability and
pseudonymity are ranked top highest in privacy requirements. Participants’ responses
to identifying possible conflicts between requirements as depicted in Phase 2, show
accountability and anonymity mostly chosen, followed by auditability and anonymity
and accountability and undetectability. Anonymity accounts for a large percentage of
Phase 2 (Fig. 8).

Fig. 8. ConfIS framework and focus group response using nominal ranking evaluation method.

7 Application to ConfIS Framework

In pursuit of answeringRQ1:How to design a framework supporting the analyst to iden-
tify and resolve conflicts between privacy and security requirements? A list of Security
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and Privacy Requirements, supported by the literature review we conducted, has been
developed as a part of Phase 1: Mapping Security and Privacy Requirements. This
list is presented in Table 1. Additionally, RQ1 is also supported by the mapping matrix
we stipulated in Phase 1: Mapping Conflicts between security and privacy require-
ments.RQ1 addressedby employingSecTro asmentioned earlier. SecTro createsmodels
of the requirements for information systems [17]. By extending SecTro to our proposes
framework, we offer the analyst a way forward to identify and resolve conflicts using a
mapping matrix presented in Table 2. The framework is then validated according to the
DEFeND project’s stipulations [18], ensuring compliance with GDPR in the process.
Moreover, we aim to answer RQ2: How to support the analyst in the identification and
resolution of conflicts between requirements in a systematic and tool-supported way
in real cases? In Phase 2: Identify Conflicts between Requirements and Conflict
Decisions, we provide the analyst with the necessary and pertinent tools. It is seen that
our proposed framework also seeks to mitigate conflicts, under the condition that both
the Phases 1 and 2 are adequately fulfilled. Lastly, with Phase 3: Conflict Resolution
Patterns, including its table and design view, we provide an approach to mitigating
conflicts.

8 Related Work

Many types of research have been conducted in this field of study. Many researchers
have come up with their theories and worked hard on constructing mechanisms to deal
with conflicts and find their solutions. Professionals with knowledge in requirements
elicitation methodologies, based on systematic procedures and methods, are required,
according to a recent study [26], to enhance software requirements with crucial security
and privacy aspects.

Ramadan et al. conducted several studies in this field of study [27, 28]. Their data
showed how conflicts can be detected between data-minimization and security require-
ments. This was investigated in business process models and conflicts between security
and privacy requirements in a system were examined. Salnitri and fellow researchers
had conducted a study related to this same subject in 2020 [29]. They had come up with
an innovative method which was called SePTA (Security, Privacy and Trust Approach).
As the name suggests, this procedure supported all three aspects which are security,
privacy, and trust. These requirements were supported under only one framework. This
framework was majorly designed for sociotechnical systems because this helped soft-
ware designers and security experts to satisfy these requirements. In terms of dealing
with such conflicts involving goals and/or requirements, we introduced risk based on
the user concern, trustworthiness goals, and requirements as determinants to TrustSoFt
in our previous work.

In the work of Horkoff, 246 top-cited papers were examined in the span of 20 years
[30]. They have focused their study on the Goal-oriented requirements engineering
(GORE) area. In this field, goals are used as the main subject. Goals are utilized and
used as a baseline to elicit, model, and analyze requirements. A survey paper compared
recent studies in this field [31]. This talked about the conflict between requirements in
the early stage of development. The survey consisted of various case studies regarding
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software engineering under the requirement gathering techniques. It further talked about
how conflicts could be resolved at the early phase. Regarding resolving the conflicts,
usage of the agile software development method was also elaborated. Maxwell et al. also
includes the identification of conflicting software requirements [32]. They highlighted
the rules and laws which made them easier to handle. They further mentioned that the
reputation of a company highly depends on the rules and ethics that they follow, which
increases the importance of these rules. We can’t ignore the extra costs that these laws
and regulations might bring. According to their perspective of Schon et al. [33], agile
software development made the changing of requirements easy and fast which further
made it simple to handle. But with the rapidness it provided, more complexities were
also created because a hybrid development model was used in this.

It is important to mention that privacy became an important aspect at this time, as
we mentioned in introduction section. As we find out that there are more that regula-
tion and laws concern privacy disclosure. For instance, Brazilian citizens’ complaints
regarding data privacy are rising by the day, particularly with the access into force of
the General Data Protection Law (LGPD) [34]. The purpose of the Act is to regulate the
handling of personal data. If personal data processing is not done in compliance with
this regulation, it might have a lot of consequences in technical fields. LGPD is a piece
of legislation that gives Brazilian citizens privacy, allowing them to identify and amend
data processing at any anytime. Organizations that apply the LGPD will demonstrate
their integrity and dedication to their users. Therefore, LGPD provides numerous prin-
ciples that will help both citizens and organizations, in addition to showing how risk
management has improved and organizational techniques have improved. Some aspects
may have affected organizations’ LGPD requirement specification in the Brazilian envi-
ronment.Moreover, TheCalifornia Consumer PrivacyAct (CCPA) [35], a digital privacy
regulation that offers consumers more control over their online personal information,
was approved by California lawmakers in 2018. In the United States, the CCPA is a
major rule that regulates how technology firms acquire and use data. (CCPA) recognizes
various categories of personal information. The CCPA, on either hand, exempts public
access information, which is described as “information lawfully made available from
federal, state, or provincial government records, but not if the aim of data processing is
incompatible with its declared purpose”. Regulations may be required for such organi-
sations to comply. Additionally, it is in companies’ best interests to establish compliance
strategies beforehand and rather than be caught unawares by last-minute implementation
or significant complaints.

9 Conclusion

The nature of software development for realistic systems presents a complex phe-
nomenon of conflict resolution. Usually in engineering software systems, the conflict
arises between security and privacy. This article presented a three -phases framework,
called ConfIS, to identify conflicts between security and privacy requirements and to
find solutions that could mitigate these conflicts. This framework allows the analyst to
look at the potential conflicts beforehand that may arise in the future. ConfIS has been
applied to a case study from the DEFeND project. A step-by-step demonstration of the
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phases of ConfIS has been presented. We plan to add CCPA and LGPD support to the
ConfIS framework in the future. Using different case studies that are in accordance with
the regulations.
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Abstract. Users generate a massive amount of personal, partly sensitive data in
online social media. In the past, data breaches made evident that service providers
of social media lack in adequately protecting this data leading to user concerns
in regards to their privacy. Privacy-preserving social media emerged to address
this issue by providing more secure environments for private social exchanges.
However, these platforms often fall short of attracting users away from conven-
tional social media and establishing users’ trust in them. In this work, we aim
to enhance the trustworthiness of privacy-preserving social media, in particular a
hybrid social media application. For this purpose, we first analyze the relation-
ships between privacy concerns, trusting beliefs, risk beliefs, and willingness to
use. Second, we examine the effect of user characteristics on these relationships.
Third, we mitigate privacy concerns via trust-related software features developed
with the TrustSoFt method.We conduct a thorough user study to assess the impact
of these features on the privacy concerns and trustworthiness. Our findings indi-
cate the special importance of addressing particular privacy concerns, such as
“Awareness of Privacy Practices”. Furthermore, results suggest that older indi-
viduals as well as individuals that have experience with privacy incidents, are
more susceptible to trust-related software features.

Keywords: Hybrid social media · Information privacy concerns ·
Trustworthiness · Requirements engineering

1 Introduction

In an increasingly interconnected world, social media plays an essential role in our
societies by enabling social interaction, exchanging information, and online self-
presentation. With these unique services, the ever-growing user base of social media
was tripled in the last decade to cover more than half of the world population [11].
This increase led also to an exponential rise in the data generated by users. However,
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several pioneer social media providers (e.g., Facebook) have consistently shown insuf-
ficient commitment to adequate protection of user data and privacy [36]. That is evident
by numerous data breaches especially in the last few years, such as Cambridge Analyt-
ica [18], leaking Facebook user personal data [22], and Facebook tokens hack [19]. User
data was frequently prone to unauthorized accessed, has been used without informed
consent, and was passed to third parties like data brokers. This has led to a remark-
able increase in the users’ privacy concerns [29]. Moreover, the nontransparent way
these incidents are handled by providers increased the damage of their reputation, thus,
their trustworthiness. For example, in the infamous Cambridge Analytica incident [18],
Facebook deliberately did not inform users about the breach until it was exposed two
years later by whistleblowers and journalists.

As an alternative, a number of privacy-preserving social media were proposed in
the research community [10,33,44] and the market [2,41]. The main objectives of these
solutions are to eliminate the control of central providers and empower users with more
means of control. That is mainly achieved by establishing decentralized social media
on top of Peer-to-Peer networks. The user data is protected from unauthorized access
by encryption and outside the control of single authorities on distributed entities [44].
Despite the extensive efforts and the advanced technologies used to build this kind
of social media, they fall short of clearly conveying their privacy practices, and thus,
gaining the users’ trust. This is due to various reasons, such as introducing novel, and
sometimes complex concepts and technologies [44]; users usually hesitate to use a novel
technology, as they are not sure it is safe and works as expected (aka penguin effect)
[8]. Furthermore, since some of these social media applications are still evolving, their
user interfaces need to be improved in some cases. In the process, the user experience
must be supplemented with user-friendly functionalities and insightful explanations of
the technologies used. Therefore, it is important to enhance these social media in their
design to better show people that their privacy concerns are properly addressed and
thereby gaining their trust.

Malhotra et al. [35] have found that decreasing privacy concerns positively impact
people’s trusting beliefs in online companies. Their findings indicate how the issue of
privacy-preserving social media, which is mostly not perceived as trustworthy although
it protects users’ privacy, can be dealt with. An approach is to develop software features
that mitigate specific privacy concerns, and, thus, improve trustworthiness in technol-
ogy and service provider [5]. However, the study of Malhotra et al. was conducted in
2004 [35], even before the existence of modern online social media, e.g., Facebook and
Twitter. The huge number of new technologies introduced in the last decade has shaped
society and different user groups more than ever before [12]. Hence, it is likely that
various user groups also differ in their cognitions regarding privacy-preserving social
media. Therefore, it is essential to revisit the conclusions of [35] for the new context.
Here, it is especially important to focus on how the relations of privacy concerns, trust,
risk an the willingness to use privacy-preserving social media varies for different user
types.

1.1 Contributions

This work is an extension of our recent publication [6]. In the previous work [6], we
first analyzed the relationships between the privacy concerns, trust beliefs, risk beliefs,
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and the willingness to use a privacy-preserving social media application. Second, we
developed trust-related software features, which focus on the graphical user interface.
By applying the software engineering method Eliciting Trust-Related Software Features
(TrustSoFt) [5], features are specified that address users’ privacy concerns [35]. We
showcased the validity of our approach by conducting a user study with over 2300
participants, who use an exemplary privacy-preserving social media application, which
is Hybrid Social Media (HSM) [44]. Then, we measured the impact of the elicited
features on the privacy concerns and the trustworthiness of the application.

This work substantially extends the previous work with an advanced analysis of
the relationships between the constructs: privacy concerns, trust beliefs, risk beliefs,
and the willingness to use. More precisely, we investigate how the relations differ for
various user groups. This investigation is essential for building user-centred HSM, i.e.,
tailored to the needs of different user groups. This work has the following additional
contributions.

– We examine differences regarding sex, age, and education in terms of how the afore-
mentioned constructs impact each other.

– We analyze the impact of two privacy-related covariates: (1) Identification misrepre-
sentation: how often individuals provide falsified personal identifiable information
to a marketer, and (2) privacy invasion: how often the privacy of subjects has been
invaded in the past.

We proceed with the paper as follows. We start with providing theoretical back-
ground on the HSM concept and information privacy concerns in Sect. 2 and 3. In
Sect. 4, we introduce TrustSoFt under our problem setting to elicit trust-related software
features. Then, we present the user study for examining our hypotheses and evaluating
the features in Sect. 5. The results are reported in Sect. 6, followed by an analysis and
discussion in Sect. 7. Finally, we conclude the paper in Sect. 8.

2 Hybrid Social Media

Commercial Social Media (CSM) employ the users’ data to make profits, mainly by
realizing targeted advertisements. Pioneer CSM have attracted a massive number of
users and dominated the market. Consequently, they are imposed as almost inevitable
tools in our modern societies. While being inevitable, the providers show consistently
insufficient commitment to the users’ privacy [31,32].

The Privacy-Preserving Social Media (PPSM) alternatives [17,41] focus on empow-
ering users and protecting their data. One of the key techniques of PPSMs to achieve
privacy is the elimination of central entities. As such, there is no central provider that
controls user data. Instead, PPSMs are mainly based on distributed technologies to real-
ize the essential functionalities for social media: (1) storage, (2) access control, and (3)
connectivity. However, PPSM are not well-adopted by the users because of several rea-
sons [44], such as poor functionality (e.g., [34]), high complexity (e.g., [41]), and low
scalability (e.g., [10]).

Hybrid Social Media (HSM) addresses these issues by combining CSM and
PPSM [44]. That combination enables users to profit from both the market penetra-
tion of the commercial ones and the privacy features of the privacy-preserving ones.
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CSM provides the user base, while PPSM is established logically above and provides
users with means of private communication beyond the knowledge of the provider of
CSM. In other words, the objective of HSM is providing the users of commercial media
with additional functionality to preserve their privacy while enjoying the same social
experience. Wainakh et al. [44] have demonstrated the viability of the HSM concept by
a prototype. They have built an Android app on top of Twitter, and it was later called
hushtweet. The app allows users to seamlessly switch between Twitter and PPSM. More
precisely, the main additional functionalities of hushtweet are:

1. Anonymous like: a user can like a tweet without disclosing their identity. Thus, this
like cannot be used to track their behavior or preferences.

2. Private tweet: a user can tweet to a private network, where only their followers can
access the tweet. In the private network, the tweet is encrypted and stored on a
distributed database.

3. Statistical information: hushtweet collects information about the user population that
is unlinkable to individuals. Example: 30% of hushtweet users mentioned the U.S.
election in a tweet. This information is passed to Twitter as compensation for using
their services by hushtweet users.

3 Privacy Concerns, Trust, and Risk

Smith et al. [42] and Malhotra et al. [35] have identified the most prominent privacy
concerns as follows.

Awareness of Privacy Practices. This refers to the degree to which an individual is
aware of the privacy practices taken by the organization.

Collection. Users are concerned about the amount of their personal data possessed by
the organization. They weigh the cost of disclosing personal data against the benefit
of the received services.

Control. Control concerns encompass whether individuals are able to decide on certain
procedures concerning their personal data, e.g., approving, modifying, or opting-out.

Errors. This concern stems from the apprehension that the organization makes an
insufficient effort to minimize the errors in personal data.

Improper Access. This concern focuses on the availability of personal data to people
who are not authorized to view or process it.

Unauthorized Secondary Use. Here, users are concerned that personal data is col-
lected for one purpose but is used for another.

Malhotra et al. [35] examined the relation of privacy concerns with trusting beliefs,
risk beliefs and behavioral intention to disclose personal information. The context of
the study was e-commerce. They showed that the greater the privacy concerns, the less
trust people have in online companies (see Fig. 1, H1) and the greater the perceived risk
of data disclosure is (H2). Furthermore, trusting beliefs have a positive impact on the
behavioral intention to disclose information (H4), while risk beliefs affect it negatively
(H5). Trusting beliefs and risk beliefs are also negatively related (H5).

In addition to the tested model (see Fig. 1), Malhotra et al. [35] analyzed the
effects of demographic and issue-related variables on the examined constructs. The
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Fig. 1. Overview of hypotheses H1–H5 based on the work of Malhotra et al. [6,35].

demographic variables included sex, age and education. The other variables were Inter-
net use in hours per day, the amount of media exposure concerning reports of privacy
violations, frequency of experienced privacy violations and occurence of misrepresen-
tation of identification in percentage - meaning how often people provide false identi-
fication information when asked by a marketer. They found negative relations between
age and intention, education and trusting beliefs, Internet use and trusting beliefs, mis-
representation of identification and intention, and media exposure and trusting beliefs.

3.1 Hypotheses on the Constructs’ Relationships in HSM

Understanding the underlying mechanisms of the constructs privacy concerns with
trusting beliefs, risk beliefs and the behavioral intention to make use of technology is
crucial for developing privacy-preserving applications. Hence, we reanalyze the work
of Malhotra et al. [35] by transferring their hypotheses to the context of HSM. This
results in the following hypotheses:

H1: Privacy concerns are negatively related to trusting beliefs in an HSM application.
H2: Privacy concerns are positively related to risk beliefs in an HSM application.
H3: Trusting beliefs are negatively related to risk beliefs in an HSM application.
H4: Trusting beliefs are positively related to the willingness to use the HSM applica-

tion.
H5: Risk beliefs are negatively related to the willingness to use the HSM application.

4 Eliciting Trust-Related Software Features with TrustSoFt

Another research objective is to mitigate the aforementioned privacy concerns by devel-
oping adequate software features. For the development, we use the method Eliciting
Trust-Related Software Features (TrustSoFt).

TrustSoFt is a step-wise, iterative method for developing user-centred social media
applications [5]. It aims to support users in assessing the trustworthiness of other users,
the application and the service provider to mitigate user concerns. Figure 2 shows the
major steps of TrustSoFt: (1) First, user concerns are identified. (2) For each concern,
software goals must be determined. (3) The next step is to specify which attributes
parties involved in the specific concern should possess so that the concern would be
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Fig. 2. Overview of the workflow of the TrustSoFt [5] method, which consists of six steps [6].

mitigated. These attributes are called trustworthiness facets [4]. They are evaluated
during the trustworthiness assessment. (4) Trustworthiness facets and software goals
are then related with each other. (5) Afterwards, software requirements must be deter-
mined. They specify what the system should do in order to achieve a software goal
while addressing related facets. (6) Lastly, TrustSoFt results in software features. They
describe front- or backend elements by which requirements can be realized.

The application of TrustSoFt for hushtweet is described in our previous work [6]. It
resulted in a multitude of software features. For each privacy concern, we chose three
comparable software features, which we then implemented in the HSM application
hushtweet for the user study.

4.1 Hypotheses on the Privacy Concerns Addressed by Software Features

Aiming to develop software features that reduce users’ privacy concerns in the HSM
application hushtweet, we formulate the following hypotheses:

H6: An HSM application that has software features implemented, which aim to reduce
a particular privacy concern, has a positive impact on the user perception that this
concern is countered.

H7a & H7b: An HSM application that includes software features aiming to counter
all privacy concerns is a) trusted the most b) perceived the least risky compared to
HSM applications addressing fewer concerns by software features.

Compared to the hypotheses of Sect. 3, we do not analyze users’ privacy concerns
here, but those being addressed. Therefore, hypotheses H1 and H2 must be adapted to
this context:

H1.1: Counteracted privacy concerns are positively related to the trusting beliefs in an
HSM application.

H2.1: Counteracted privacy concerns are negatively related to risk beliefs in an HSM
application.
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5 Methodology

We test our hypotheses through an extensive online survey via Amazon Mechanical
Turk. The structure of the study is explained below.

5.1 Experimental Design

The online survey follows a between-group design with nine experimental groups (see
Table 1). The groups were introduced to the concept of HSM and hushtweet through
a short description. Except for the HSM Concept group, all the groups interacted with
a mockup version of hushtweet for at least five minutes. We developed the mockups
using the online design tool Figma. While the Basic App group received a mockup with
only the basic functionalities of hushtweet (see Sect. 2), each of the other groups inter-
acted with a distinct version extended by three software features to address one privacy
concern. We carefully selected the implemented features to cover all trustworthiness
facets identified during TrustSoFt. Due to comparability reasons, a software feature for
each concern is a FAQ section answering questions that treat the nature of the respective
concern. The names of the experimental groups correspond to the concern the mockup
addresses. The Full-featured group received a mockup including all the elicited features.
An overview of this mockup is shown in Fig. 3.

Fig. 3. Overview of the hushtweet mockup for the Full-featured group. The red frames highlight
included software features [6]. (Color figure online)

5.2 Scales

For questionnaire selection, we mainly adopted the scales used by Malhotra et al. [35],
namely: General Information Privacy Concern (GIPC) [42], Internet Users’ Informa-
tion Privacy Concerns (IUIPC), Concern for Information Privacy (CFIP) [42], trusting
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and risk beliefs [24]. Additionally, we added a trustworthiness scale introduced by But-
tner et al. [7] to measure how the trustworthiness of hushtweet is perceived. The scale
includes subscales measuring ability, benevolence, integrity, and predictability. These
have been partially considered as trustworthiness facets in the application of Trust-
SoFt. Moreover, we developed an eight-questions scale to measure the willingness to
use hushtweet. For each questionnaire, we used a 7-point Likert scale (1 = “strongly
disagree” to 7 = “strongly agree”). The questionnaires were adapted in the wording to
the hushtweet context. As an example, we replaced words like “online companies” and
“computer databases” with “hushtweet” and “distributed databases”.

The IUIPC and CFIP scales were used for two purposes: first, to measure the privacy
concerns of the HSM Concept group. Second, for the rest of the groups, the scales were
used to measure to what extent the hushtweet mockup the participants were confronted
with has addressed the privacy concerns. For that, the scales were modified by omitting
the expectational modal verb “should”.

Last but not least, we included the questions and corresponding scales for the addi-
tional demographic and issue-related variables from Malhotra et al. [35]. For sex, we
added the answering option “divers”. For age, we adjusted the response options from
predefined age groups to free entry for statistical reasons after the study with the HSM
Concept Group.

5.3 Procedure

After briefing the participants about the context of the study, they received the GIPC
scale. Then, they were introduced to the concept and basic functionalities of hushtweet.
Afterwards, we checked their comprehension of hushtweet with six questions. The pur-
pose of this check is to include only the participants, who understood the concept of
hushtweet for the follow-up analysis. As a next step, every experimental group–except
the HSM Concept group–received a distinct task to use hushtweet depending on the
respective hushtweet mockup version. The task includes hints regarding the privacy
concern features. Each participant had a minimum of five minutes to interact with the
mockup. Afterwards, all groups received the remaining scales in the following order:
trustworthiness scale, IUIPC and CFIP, trusting beliefs scale, the scales for risk beliefs
and the willingness to use. Finally, the participants were also asked about their gender,
age, and education level.

6 Study Results

In this section, we report details on the population of the participants, as well as our
findings concerning the descriptive analysis and our hypotheses H1–H7b.

6.1 Population

The study was conducted via Amazon Mechanical Turk. 300 participants make up the
HSM Concept group. For the other experimental groups, we asked 250 participants
each. Only experienced Amazon Mechanical Turk users were allowed to participate
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to ensure high-quality data. Participants were only allowed to take part in one of the
experimental groups. For further analysis, we considered participants, who absolved
the hushtweet comprehension test with three or fewer mistakes. Furthermore, only com-
plete data sets were analyzed. This reduced the various populations by 7% to 19%. The
final population of each experimental group is shown in Table 1 along with information
on their gender, age, and education level. The average gender distribution of 62,3% men
and 32,8% women resembles the actual population of Twitter users in 2021 with 68,5%
men and 31,5% women [38]. Nonetheless, we cannot guarantee that all the attributable
characteristics of the actual Twitter population apply to our study population.

Table 1. Overview of the experimental groups and characteristics of the surveyed populations [6].

6.2 Descriptive Analysis of the Studied Constructs

Here, we investigate the users’ privacy concerns regarding HSM. For that, we con-
ducted a descriptive analysis for the results of the “HSMConcept” group. We found that
GIPC has a mean of M=4.89, SD= .93., while the mean of IUIPC is higher M= 5.73,
SD= .74. The two types of concerns are found to be strongly related (r = .561, p<.001).

The participants rated the importance of the individual concerns about hushtweet in
the following order (from highest to lowest): (1) Unauthorized secondary use (M= 6.26,
SD= .93), (2) awareness for privacy practices (M= 6.16, SD= .84), (3) improper access
(M= 5.89, SD= 1.03), (4) control (M= 5.87, SD= .86), (5) errors (M= 5.14, SD= 1.30),
and (6) collection (M= 5.04, SD= 1.17).

With regard to the other constructs, trusting beliefs have a mean of M= 5.14,
SD= 1.08. The trustworthiness of hushtweet is rated with M=5.24, SD= .97, where the
trustworthiness facets are ordered as follows: integrity (M= 5.42, SD= 1.12), benevo-
lence (M= 5.40, SD= 1.11), ability (M= 5.33, SD= 1.02), and predictability (M= 5.07,
SD= 1.07). Lastly, risk beliefs are rated with M=3.58, SD= .94.

Overall, the participants showed moderated general privacy concerns with high vari-
ance. Whereas, they conveyed that hushtweet should address individual privacy con-
cerns. The participants trusted hushtweet and slightly disagree that it is risky.
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Fig. 4. SEM for hypotheses testing for the HSM Concept group ** p < .01, *** p < .001 [6].

6.3 Hypotheses H1–H5

We test the hypotheses H1-H5 (including H1.1 and H2.1) using a Structural Equation
Model (SEM) for each experimental group. We omitted the items (questions) that did
not contribute to an acceptable internal scale consistency of at least α = .70. Also, we
excluded constructs with factor loadings less than .70. As a result, the privacy con-
cern “Collection” was excluded from all SEMs. The privacy concern “Errors” was only
relevant for the experimental groups “Control”, “Errors” and “Improper Access”. Fur-
thermore, we checked the model fit of SEMs by calculating a confirmatory factor analy-
sis [23]. All SEMs are at least acceptable with a comparative fit index (CFI) and Tucker-
Lewis index (TLI) higher than .90, a root-mean-square error of approximation (RMSE)
lower than .80 and a normed chi-square (X2/df) lower than 5.

We depict, as an example, the SEM of the HSM Concept group in Fig. 4. The model
fit is good (X2/df = 1.943, TLI = .949, CFI = .956, RMSEA= .062). Based on this SEM,
we cannot confirm the hypothesis H1, as the relationship between privacy concerns
and trusting beliefs is not significant. However, privacy concerns have a small positive
effect on risk beliefs (H2). Hypothesis H3 is also supported as trusting beliefs highly
negatively influence risk beliefs. Lastly, the willingness to use hushtweet is positively
impacted by trusting beliefs with a medium effect (H4), while it is slightly negatively
influenced by risk beliefs (H5).

For the experimental groups that interacted with the hushtweet mockups, the miti-
gation of privacy concerns positively affects trusting beliefs (H1.1), and trusting beliefs
positively influence the willingness to use (H4)–both in a strong way. Therefore,
hypotheses H1.1 and H4 are confirmed. The relationship between addressed privacy
concerns and risk beliefs was not statistically significant for any experimental group.
Thus, we cannot confirm hypotheses H2.1. Hypothesis H3 is significant only in the
Full-featured group. Therefore, a negative impact from trusting beliefs on risk beliefs
can only be partially supported. With regard to H5, in some of the experimental groups,
risk beliefs do not significantly influence the willingness to use hushtweet. However,
in the groups where the influence is statistically significant, it is always positive with
a weak effect. This is the case for the groups Basic App (r = .208, p = .001), “Control”
(r = .178, p = .007) and “Unauthorized Secondary Use” (r = .110, p = .044). Therefore,
hypothesis H5 can partly be falsified.
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6.4 Hypotheses H6, H7a and H7b

To test hypotheses H6, H7a and H7b, we consider only the groups that interacted with
the mockups. We based our hypotheses testing on two-factor ANOVAs [3] to examine
differences in perceived countered privacy concerns between the experimental groups.
We expect that an addressed concern is rated highest by the experimental group that
was exposed to the corresponding hushtweet mockup. Only privacy concerns with the
internal consistency of Cronbach’s alpha larger than .70 are considered. Consequently,
the privacy concern “Collection” is not further analyzed for any experimental group.
Moreover, the privacy concern “Control” has an unsatisfying internal consistency in the
experimental groups “Collection”, “Control”, and “Improper Access”.

Hypothesis H6 can only be supported for the privacy concern “Errors”. This group
rated the errors concern to be addressed the most (F(7,1727) = 4.249, p = .000, par-
tial η2 = .017). However, only 1.3% of the variation of the addressed errors concern
around the total mean value can be explained by the implemented errors software fea-
tures (adjusted R-square). The effect size of the model is f = .13 and can be interpreted
as weak. Post-hoc tests with the Bonferroni correction show significant differences
(p < .05) between the “Errors” group (M= 5.34, SD= .98) with the groups “Aware-
ness” (M= 4.95, SD= 1.11), “Collection” (M= 4.97, SD= 1.05), “Control” (M= 4.82,
SD= 1.06), and “Unauthorized Secondary Use” (M= 4.95, SD= 1.21).

Furthermore, ANOVA has shown that the privacy concern “Control” is also eval-
uated significantly different by the experimental groups (F(7, 1727) = 2.063, p = .044,
partial η2 = .008). However, contrary to what is assumed in H6, it is not the “Con-
trol” group that evaluates hushtweet the highest in providing users with means of con-
trol (second place with M= 5.83, SD= 1.01), but the “Awareness” group (M= 5.86,
SD= .91).

For hypotheses H7a and H7b, we calculated two-factor ANOVAs for the Full-
featured group. The ANOVAs for trusting beliefs and the trustworthiness are not sta-
tistically significant for any of the experimental groups. Thus, hypothesis H7a can-
not be confirmed. The only significant ANOVA model in the context of trust is for
the trustworthiness facet integrity (F(7, 1727) = 2.017, p = .05, partial η2 = .008). Inter-
estingly, the “Awareness” group has rated integrity the highest (M= 5.89, SD= .93),
while the “Errors” group rated it the lowest (M= 5.60, SD= .97). The same can be
observed for hypothesis H7b concerning risk beliefs (F(7, 1727) = 10.364, p = .000,
partial η2 = .040). The “Awareness” group believes hushtweet to be the least risky com-
pared to the other groups (M= 3.32, SD= .11), while the “Errors” group evaluates it the
most risky (M= 4.35, SD= .11). It should be mentioned that the Basic App group has
the second-highest value in their risk beliefs (M= 4.11, SD= .11). Nonetheless, hypoth-
esis H7b is rejected.

6.5 Moderation Analysis for Demographic and Privacy-Related User Variables

Following the research of Malhotra et al. [35], we were also interested in the impact
of the demographic and issue-related variables of the population concerning the con-
structs of privacy concerns, addressed privacy concerns, trusting beliefs, risk beliefs
and the willingness to use. Analyzing user differences may result in insights for future
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(a) Effect of age on privacy concerns and risk beliefs. (b) Effect of age on risk beliefs and the willingness to use.

(c) Effect of ID misrepresentation on trusting beliefs and risk
beliefs.

Fig. 5. HSM concept group - simple slopes for the moderations of age and ID misrepresentation.

HSM application development. For that reason, we conducted an exploratory moder-
ation analysis for the two boundary groups, namely HSM Concept and Full-Featured
groups. In the HSM Concept group, the participants are only introduced to the funda-
mentals of HSM. Whereas the Full-Featured group served as a counterpole, because the
participants used a hushtweet mockup with all the developed features to address their
privacy concerns.

The analysis was employed for the demographic variables sex, age and education.
Focusing on the privacy issue, we also included privacy invasion and identification
misrepresentation variables. Whereas Internet use and media exposure were excluded
from the analysis due to the lack of timeliness of the questions and scales given by
Malhotra et al. [35] at the time.

For moderation analysis, we used the PROCESS procedure in SPSS with stan-
dardized variables [20]. Dummy coding was used for the categorical variables in our
analysis [26]. We chose the folling reference variables for the dummy coding method:
“Never” for “ID misrepresentation”, “highschool” for “education”, and “25–34” for
“age” in the HSM Concept group (age is a metric variable for the Full-Featured Group).
Some categories of ordinal variables could not be considered representative because
of the very small number of associated participants. Therefore, we excluded “divers”
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from the variable “sex”, “some school, no degree” from “education” for both groups.
Additionally, we discarded “doctoral degree” from “education” for the Full-Featured
group and the “age” category of “18–24” for the HSM concept group. To omit extreme
outliers, we used boxplots [15]. After the moderation analysis, we conducted simple
slope analyses to examine and visualize the interaction effects [1]. Resulting interaction
graphics either show significant categories of the ordinal variables or the percentiles for
low, medium and high of the respective metric variables. In the following, we report the
results per variable for the two experimental groups.

HSM Concept Group. Age moderated the effects between (a) privacy concerns and
risk beliefs (R2 = .128, F(9, 234) = 3.828, p = .002), and (b) risk beliefs and willing-
ness to use (R2 = .254, F(9, 234) = 8.858, p < .001). There is an interaction effect
with privacy concerns for the age category “45–54” that predicts risk beliefs (β = .523,
t(244) = 2.28, p = .023), which is depicted in Fig. 5a. For risk beliefs and willingness
to use, there is also an interaction effect with the age group “45–54” (β =−.353,
t(244) =−2.04, p = .043, see Fig. 5b).

Another moderation was found for ID misrepresentation on the prediction of trust-
ing beliefs on risk beliefs (F(9, 234) = 14.625, p < .001, predicting 36,00% of the
variance) for the category “26%–50%” (β = .367, t(244) = 2.11, p = .036; Fig. 5c). In
contrary, no moderation effects were found for sex, education, and privacy invasion for
the HSM Concept group.

Full-featured Group. For the Full-Featured group, age had a moderating effect on the
predictions of (a) addressed privacy concerns on trusting beliefs (F(3, 228) = 133.541,
p < .001, predicting 63.73% of the variance), (b) addressed privacy concerns on risk
beliefs F(3, 226) = 6.176, p < .001, predicting 7.58% of the variance), and (c) trusting
beliefs on the willingness to use (F(3, 228) = 53.415, p < .001, predicting 41.27% of
the variance). The interaction effects with each dependent variable (first variable) for
predicting the independent one (latter variable) are as follows (a) β = .09, t(232) = 2.40,
p = .017 (Fig. 6a), (b) β =−.13, t(230) =−2.26, p = .025; (Fig. 6b), and (c) β =−.13,
t(232) =−2.63, p = .009 (Fig. 6c).

For education, a moderating effect could be observed regarding addressed privacy
concerns on risk beliefs (F(9, 218) = 3.640, p < .001, predicting 13.06% of the vari-
ance). The interaction effect was found for people having a Master’s degree compared
to those with a highschool graduation (β = .144, t(228) = 2.02, p = .044, Fig. 6d).

ID misrepresentation moderated the relationships of addressed privacy concerns
and trusting beliefs (F(9, 219) = 50.684, p < .001, predicting 67.56% of the vari-
ance). Misrepresentation of over 75% of all cases interacted with addressed privacy
concerns when predicting trusting beliefs (β = 1.37, t(229) = 3.09, p = .002; Fig. 6e).
For addressed privacy concerns and risk beliefs (F(9, 223) = 4.338, p < .001, predict-
ing 15.05% of the variance), interaction effects with addressed privacy concerns were
found for the categories “26%–50%” (β = .396, t(233) = 2.62, p = .010) and “51%–75%”
(β = .778, t(233) = 3.08, p = .002; Fig. 6f). For the moderation with trusting beliefs and
risk beliefs (F(9, 219) = p < .001, predicting 19.80% of the variance), the interaction
effect with trusting beliefs was significant for the categories “26%–50%” (β = .386,
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(a) Effect of age on addressed privacy concern and trusting
belief.

(b) Effect of age on addressed privacy concern and risk
beliefs.

(c) Effect of age on trusting belief and willingness to use.
(d) Effect of education on addressed privacy concerns and
risk beliefs.

(e) Effect of ID misrepresentation on addressed privacy
concern and trusting beliefs.

(f) Effect of ID misrepresentation on addressed privacy
concerns and risk beliefs.

Fig. 6. Full-featured group - simple slopes for the moderations of age, education, and ID misrep-
resentation.

t(229) = 2.42, p = .016) and “51%–75%” (β = .534, t(229) = 2.09, p = .038; Fig. 7a) The
last moderation of “ID misrepresentation” was found for trusting beliefs and the will-
ingness to use (F(9, 219) = 20.968, p < .001, predicting 46.29% of the variance). The
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(a) Effect of the categories “26%-50%” and “51%-75%”
on trusting belief and risk belief.

(b) Effect of ID misrepresentation on trusting belief and
willingness to use.

(c) Effect privacy invasion on addressed privacy concerns
and risk beliefs.

(d) Effect privacy invasion on trusting belief and risk be-
lief.

(e) Effect privacy invasion on risk belief on willingness to
use.

Fig. 7. Full-featured group - simple slopes for the moderations of ID misrepresentation and pri-
vacy invasion.

categories “26%–50%” (β = .302, t(229) = 2.32, p = .021) and “over 75%” (β =−.501,
t(229) =−2.04, p = .042) significantly interacted with trusting beliefs for the prediction
of willingness to use (Fig. 7b).
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For privacy invasion, we found moderations for: (a) addressed privacy concerns
and risk beliefs (F(3, 228) = 23.812, p < .001, predicting 23.86% of the variance), (b)
trusting beliefs and risk beliefs (F(3, 228) = 29.362, p < .001, predicting 27.87% of the
variance), and (c) risk beliefs and the willingness to use (F(3, 228) = 4.575, p = .004,
predicting 5.68% of the variance). The interaction effects are as follows: (a) (β = .315,
t(232) = 4.83, p < .001; Fig. 7c), (b) β = .27, t(232) = 4.42., p < .001; Fig. 7d, and (c)
β = .159, t(232) = 2.27, p = .024; Fig. 7e.

7 Discussion

This work tackles two major research objectives. First, we examined the relationships
between privacy concerns, trusting beliefs, risk beliefs, and the willingness to use in the
HSM context. Second, we applied TrustSoFt to elicit trust-related software features to
address users’ privacy concerns in an HSM application. In this section, we discuss the
results of our user study on (1) the relevance of the privacy concerns, (2) the relations
between the constructs, (3) the impact of the developed features on privacy concerns,
and (4) the impact of user variables. Lastly, we conclude the section by describing the
limitations of this work and articulating suggestions for future work.

7.1 Relevance of Privacy Concerns

Our results show that “Unauthorized Secondary Use” is the most important concern,
followed by “Awareness of Privacy Practices” and “Improper Access”, while “Errors”
and “Collection” were the least relevant. These findings are aligned with the results of
Smith et al. [42], where they found that “Unauthorized Secondary Use” and “Improper
Access” affect privacy concerns more than “Errors” and “Collection”. The prominence
of “Awareness of Privacy Practices” in HSM supports the suggestion that the context
slightly impacts the relevance of privacy concerns [14].

In addition, our SEM analysis supports the low expression of the two concerns “Col-
lection” and “Errors”, as their factor loadings weakly contribute to the representation
of privacy concerns. For the “Collection” concern, we assume, based on unacceptable
internal consistency, that the scale used is not sufficient to validly measure the con-
struct. The low rating of the “Errors” concern can be due to the fact that HSM leverages
encrypted and distributed data storage, which contributes to a lower risk of malicious
attacks on personal data. Therefore, people are less concerned about errors in their data.

7.2 Relationships of the Constructs

For people only knowing HSM without ever using it, the relationships of privacy con-
cerns with trusting beliefs, risk beliefs, and the willingness to use were partly unex-
pected. It cannot be confirmed that privacy concerns regarding hushtweet affect trusting
beliefs negatively. It seems as if privacy concerns are detached from trust in hushtweet.
This finding conforms with a study on a sample of Facebook users [30], where it is dis-
cussed that the trust in Facebook and in its privacy policy exceeds the privacy concerns.
For our context, we argue that although the participants expressed inherited concerns
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about hushtweet, as yet another social media application, its purpose leads to trust given
in principle and thus is detached from the concerns. This argumentation is additionally
supported by our results, which show that addressing privacy concerns by software fea-
tures does have an impact on the trust in hushtweet.

For risk beliefs, on the one hand, our findings suggest that privacy concerns slightly
increase risk beliefs in hushtweet. This conforms with the conclusions of Malhotra et
al. [35]. On the other hand, we found that addressing privacy concerns does not neces-
sarily reduce the risk beliefs. A possible explanation for this might be that users are still
aware of the existing risks accompanying information processing during social media
use as the implemented software features refer to their existence. Risk awareness is
identified as a relevant factor in research about privacy concerns [39].

Interestingly, we observe that sometimes participants are a bit more willing to use
hushtweet the higher their risk beliefs are. Curiosity can be one reason for this phe-
nomenon, because it induces people to tolerate more risk, which in turn promotes the
willingness to use [13]. However, a positive relation of risk beliefs to the willingness to
use is not always confirmed.

Another salient finding is that trusting beliefs reduce risk beliefs in two cases; first,
when the participants are only introduced theoretically to the concept of HSM. Second,
when they interact with the application where all privacy concerns are addressed. We
conclude that the principle of HSM is essential to establish the relationship between
trusting and risk beliefs. For this, an application should convey the HSM concept in an
encompassing way so that the benefits are emphasized and a multitude of concerns are
addressed.

7.3 Impact of Software Features on Privacy Concerns

Looking at the impact of the software features on the users’ opinions regarding the
extent to which privacy concerns are addressed, the results differ from our expecta-
tions. Only features that address concerns about errors in data processing were rated as
most strongly addressing those concerns. Remarkably, we found that features meant to
address a specific concern greatly affect also other concerns. This can be related to how
direct a particular feature addresses a concern. Some features confront users explicitly
with the targeted concern, e.g., we deliberately included an error in the application to
present how the application addresses the “Errors” concern. In contrast, other features
indirectly present concerns by displaying the way they are handled with. Therefore, we
assume that concerns need to be emphasized stronger in order to make it more apparent
to users that they are being taken into account. In general, we rate features addressing
errors as special, because they are associated with undesired software behavior. There-
fore, it is not surprising that such features were perceived the lowest concerning the
trustworthiness facet “Integrity” compared to other features.

In contrast, the “Awareness for Privacy Practices” features are rated the highest con-
cerning integrity and the lowest regarding risk beliefs. Surprisingly, these features are
also found to be remarkably mitigating the “Control” concern. Thus, we conclude that
raising the users’ awareness positively contributes to an enhanced feeling of control,
stronger trusting beliefs, and weaker risk beliefs. This conforms with the research of
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Kani et al. [28], who pointed out that software features creating privacy awareness also
support users in managing their privacy concerns.

7.4 Impact of User Variables

We found that the user variables, i.e., demographics and privacy-related variables, have
an impact on the relationships between the constructs we study in this work. This impact
also differs between (1) people who only know HSM, and (2) those who additionally
have used an HSM application. According to the findings of Junco [27], differences
between these two groups are likely due to the contextual gap between hypothetically
using an application and actually using it [27].

In total, we identified user differences for the demographic variables, age and edu-
cation. We could not find any gender differences. In addition, there are user differ-
ences regarding the privacy-related variables, ID misrepresentation and privacy inva-
sion. Next, we discuss the differences per variable for both aforementioned groups of
participants.

Age. There are age differences for people introduced solely to the HSM concept and
who used hushtweet. People who only knew the concept had increasing risk beliefs
the stronger their privacy concerns were. At the same time, the riskier they believed
hushtweet to be, the less willing they were to use it. These effects were stronger for
people aged 45 to 54 than among those aged 25 to 34.

People who actually used hushtweet and perceived their privacy concerns as
addressed had higher trusting beliefs which decreased their risk beliefs. This applies
more strongly with the increase of people age. However, it is the younger people who
were more willing to use hushtweet with higher trusting beliefs than the older ones.
Still, older people were also interested in using it.

Our findings imply that older people are more cautious concerning the HSM concept
and app usage. Simultaneously, they are easier to convince by privacy-preserving soft-
ware features in terms of trusting and risk beliefs. Similar age tendencies were found by
Goldfarb and Tucker [16]. Older people had higher privacy concerns and were less will-
ing to disclose private information. Their explanation was that older people have other
privacy preferences than younger ones, more experiences with information technology,
and are thus more aware of potential privacy concerns.

Education. User differences were found for the people with high-school graduation
and Master’s degree, who have used hushtweet. People with high-school graduation
believed hushtweet to be less risky the more their privacy concerns were addressed.
This is slightly the opposite for people with a Master’s degree, whose risk beliefs
slightly increased the more their privacy concerns were addressed. The negative effect
of addressed privacy concerns on risk beliefs for people with high-school graduation
complies with the findings of Malhotra et al. [35]. Whereas the positive effect for peo-
ple with a Master’s degree can be explained by the fact that people with a higher level
of education are more aware of their information security and associated risks [40].
As the implemented software features sensitized users to privacy risks that hushtweet
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emphasizes reducing, people with higher education might become even more aware of
them and thus more cautious. In contrast, people with a lower educational level might
be comforted by the features, since they promise to mitigate the risks.

Identification Misrepresentation. Individuals who differed in the frequency of ID
misrepresentation showed different expressions concerning the constructs studied. This
applied both to the people who were only introduced to the HSM concept and to those
who actually used hushtweet.

For the ones who were only introduced to the HSM concept, risk beliefs decreased
the more the people believed hushtweet to be trustworthy. This effect could be observed
for people who never have misrepresented their identity and who sometimes did this.
However, the effect was smaller for the latter. The results comply with the ones of
Malhotra et al. [35].

In the case of the participants who have used hushtweet, trusting beliefs similarly
affected risk beliefs in a negative way. The trusting beliefs of people who sometimes
falsified their identity had a smaller impact on their risk beliefs than that of individu-
als who never misrepresented their identity. However, people who often misrepresented
their identity slightly believed hushtweet to be riskier when they actually trusted it.
Although the positive effect is weak, it is surprising that it is not negative and dif-
fers from the findings of Malhotra et al. [35]. We assume that people who more often
misrepresent their personal information have generally a higher risk awareness. As the
selected hushtweet software features emphasized the associated risks that are aimed
to be reduced, people with general high-risk awareness might be strengthened in their
cautiousness. Nonetheless, their trusting beliefs simultaneously increase.

This explanation could also apply to the prediction of addressed privacy concerns on
risk beliefs, as the previously described effect can be observed again. People, who never
misrepresented their identity believed hushtweet to be less risky the more their privacy
concerns were addressed. For those, who sometimes falsified their identity, addressed
privacy concerns did not have any effect on their risk beliefs at all. This is in contrast
to those who often intentionally disclosed false IDs. With higher addressed privacy
concerns, their risk beliefs slightly increased as well.

With respect to the addressed privacy concerns and trusting beliefs, the former pos-
itively predicts the latter for both individuals who never misreported their identity and
those who misreported it very often. Yet, the level of trusting beliefs was in general
higher for people who never misrepresented their identity. We assume that this is related
to a high trust propensity, i.e., a general personal predisposition to trust others [9]. Trust
propensity might further be the reason why some people entrust personal data to others
while others do not. This is supported by Heirman et al. [21]. They found that both
privacy concerns and trust propensity predict self-disclosure of personal information
in exchange for commercial incentives. The trusting beliefs of people who never falsi-
fied identifiable information is only exceeded by the trusting beliefs of those who very
often misrepresented their identity–but only when their privacy concerns were highly
mitigated.

Lastly, differences can be found in the prediction of trusting beliefs on the willing-
ness to use. In general, it can be said that for people who never, sometimes and very
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often misrepresented their ID, the more they beliefs hushtweet to be trustworthy, the
more they were willing to use it. However, trusting beliefs were less relevant for peo-
ple who very often falsified their ID regarding their willingness to use the application.
Their willingness to use hushtweet is generally exceptionally high. We again relate this
to our assumption that this set of people are highly aware of their privacy and social
media risks, and they use ID misrepresentation as a privacy protection strategy [25].
Therefore, HSM application might be especially appealing to them due to its privacy-
preserving characteristics.

Privacy Invasion. Moderating effects of privacy invasion were only found when people
interacted with hushtweet. With increasing experiences of privacy invasions, the follow-
ing impacts became weaker: (a) addressed privacy concerns on risk beliefs, (b) trusting
beliefs on risk beliefs, and (c) risk beliefs on the willingness to use. Nonetheless, the
predictions all remained negative. The only exception is for people, who experienced
privacy invasions often. They slightly believed hushtweet to be riskier the more their
privacy concerns were addressed.

To explain the results, it is important to consider that people who have had experi-
ences of privacy invasion have become more sensitive to the issue of privacy in social
media. They are more aware of social media risks and tend to use it less often [45].
These findings reflect why risk beliefs are higher among users who have experienced
more privacy invasions than among users who have experienced them infrequently–
even though privacy concerns are addressed and trusting beliefs in hushtweet exist. In
the end, hushtweet is still a social media application, but with the purpose of privacy
protection. Its functionalities to enable more privacy control and to hamper privacy
invasion might lead people with more experiences to be more willing to use hushtweet,
because they might perceive these functionalities as more relevant especially due to
their high-risk beliefs. Lastly, people who often experienced privacy violations believed
hushtweet to be riskier the more their privacy concerns were addressed. Again, similar
to age and ID misrepresentation variables, the high-risk awareness of these people may
serve as an explanation for this finding.

7.5 Limitations and Future Research

HSM is a technology that is not widely known, relatively complex and thus not easy
to understand for regular users [44]. For this reason, we introduced participants to the
exemplary HSM application hushtweet to facilitate the understanding of the HSM con-
cept. In addition, we were able to evaluate the impact of the software features that we
elicited with TrustSoFt on the examined constructs within the user studies. However,
participants were thus only indirectly able to respond to the HSM technology itself.
Their answers could be biased based on the design and usability of hushtweet. On these
grounds, our work is limited to the scope of hushtweet. Nonetheless, we are optimistic
that the participants considered the HSM technology within their answers, since the
analysis only included the participants who understood the concept.

Regarding the design and usability of hushtweet, participants gave us positive feed-
back. Their feedback implied fun during usage and that they like the application. This
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indicates that we developed hushtweet in regards to situational normality–meaning that
the application is perceived as proper, normal or originating from a serious, success-
oriented service provider [37]. Providing an appealing interface is significant for posi-
tively impacting users’ perception and their performance in terms of software use [43].
As one of our objectives was to demonstrate to users the privacy-preserving advantages
of HSM and thereby mitigating privacy concerns, situational normality was necessary.
However, this might introduce some bias in our work, as intervening variables like
branding or marketing can have impacted the participants’ privacy concerns and trust-
ing beliefs, as well.

Another potential limitation is due to our selection of examined privacy concerns
and software features. These limited our research to the context of information process-
ing, which is a key characteristic of HSM. However, our participants stated additional
concerns regarding HSM, for example, the economical aspects of the service provider
that might impact information processing. Therefore, future work needs to elicit fur-
ther user concerns, which in turn can additionally be considered for the development
of HSM applications. In regards to the choice of implemented software features, we
carefully selected those that clearly addressed the concerns in a similar design and mes-
sage to ensure comparability. Nonetheless, we cannot ensure that the features impacted
participants similarly or contribute to the various concerns in the same way. Here, it is
interesting to examine each feature and its impact individually. Additionally, features
could be modified and tested for their various impact on the users. An approach for
modification could be in regards to different user differences. Based on our findings,
tailored features for age groups and for people with experiences of privacy invasion
might be useful to better address their trusting and risk beliefs.

As we analyzed user differences in the context of HSM, we found that additional
variables might be relevant to consider. Variables like risk and privacy awareness, pri-
vacy practices and trust propensity seem to be decisive for various user types in the
interplay of privacy concerns, trust, risk and the willingness to use HSM. Therefore,
future research should address this research gap, which we especially found for ID
misrepresentation as a privacy protection strategy. Knowledge about these variables
regarding the different user types can be regarded as meaningful for developing tailored
software features and enhancing HSM applications.

Our results of the demographic and privacy-related variables provide future work
indications concerning user differences, which need to be proven and further analyzed.
In our analysis, we closely followed the work of Malhotra et al. [35], but in the HSM
context. We adopted their questions and scales so that some of our statistical calcu-
lations were restricted to categorical variables, like education or ID misrepresentation.
Some of the categories of these variables were less represented than others, which might
have led to artifacts in the results. We tried to balance this by only considering those
categories that were well represented. Future work should consider user studies with a
larger population or design the scales for metric variables. On these grounds, some of
our findings should be regarded as trends that need further analysis.

8 Conclusion

In this work, we modeled the relationships between privacy concerns, trusting beliefs,
risk beliefs, and willingness to use in the context of privacy-preserving social media,
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particularly, a hybrid social media application. Furthermore, we investigated the impact
of various user characteristics on these relationships and developed trust-related soft-
ware features using the novel TrustSoFt method to mitigate users’ privacy concerns. By
that, we contributed to a better understanding for the users’ concerns and behavior in
this emerging kind of social media. This is relevant to develop hybrid social media that
convince with its privacy-preserving attributes and increase its trustworthiness com-
pared to profit-oriented social media like Facebook or Twitter.

Our results showed that addressing users’ privacy concerns with the developed soft-
ware features increases the trustworthiness of the respective platform and the users’
willingness to use it. Moreover, findings indicate that addressing a specific concern,
namely the awareness of privacy practices, played an essential role in improving the
perceived integrity of the service provider and also provided users with the feeling of
control. Overall, the software features particularly affected older people and those with
more experience regarding privacy-related incidents in the past. Future work needs to
consider additional variables, such as users’ risk awareness, to be equally responsive to
all people through tailored software features.

References

1. Aiken, L.S., West, S.G., Reno, R.R.: Multiple Regression: Testing and Interpreting Interac-
tions. Sage (1991)

2. Alisie, M.: Unveiling AKASHA, May 2016. https://akasha.org/blog/2016/05/03/unveiling-
akasha. Accessed 21 Mar 2019

3. Anderson, J.C., Gerbing, D.W.: Structural equation modeling in practice: a review and rec-
ommended two-step approach. Psychol. Bull. 103(3), 411 (1988)

4. Borchert, A., Dı́az Ferreyra, N.E., Heisel, M.: Building trustworthiness in computer-
mediated introduction: a facet-oriented framework. In: International Conference on Social
Media and Society, pp. 39–46 (2020)

5. Borchert, A., Ferreyra, N.E.D., Heisel, M.: A conceptual method for eliciting trust-related
software features for computer-mediated introduction. In: ENASE, pp. 269–280 (2020)
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Abstract. Creating BPEL model based on a Textual Description (TD) is crucial
to its consistent analysis particularly bymaking information accessible to different
stakeholders. However, producing or preserving TD-BPEL alignment is a problem
especially when an organization develops or modifies a BEPL model. In fact, it
is possible to identify misalignment between BPEL model and its documentation
when modifications are not applied to both representations. In this paper, we
propose a new methodology that helps business analyst to generate BPEL models
that are aligned with their textual description. It applies an enriched structured
template of a business concept to define a set of transformation rules. In addition,
our methodology offers a complete alignment, which covers all BPEL elements. It
is evaluated experimentally using the recall and precision rates aswell as COSMIC
Functional Size Measurement (FSM) method.

Keywords: BPEL model · Textual description · Alignment · COSMIC FSM ·
Method

1 Introduction

Business process modelling represents a crucial asset to describe software requirements.
Nevertheless, the issue of the Business Process Models (BPM) is their representation
based on different notations such as Business Process Modelling Notation (BPMN) and
Business Process Execution Language (BPEL).

Recall that the business analyst uses BPMN notation for designing and improving
the business process, whereas BPEL is used by the technical analyst and programmer
when implementing it. These BPMNmodels are as blueprints to define the BPELmodel.

In this context, several approaches were proposed in the literature [1–8] to reduce the
complexity of defining a model and increase the agility. These approaches are organized
in two categories: the first one represents the derivation of a business process model
from its textual description [9] and vice versa [1, 3, 5, 6, 8], while the second category
expresses the generation of BPEL model based on the BPMN model and vice versa [2,
4, 7].

Apropos the first category, the derivation of the textual description corresponding to
BPMN model can be either automatic [5] or semi-automatic [1, 6] combining manual
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and automatic tasks to produce a textual process description based on Natural Language
Generation System (NLGS). For the generation of the BPMN model associated to its
documentation, [3, 8] present an automatic approach that combines existing tools from
natural language processing in an innovative way and augments them with a suitable
anaphora resolution mechanism.

For the second category, several researchers [2, 4] propose BPMN patterns and their
corresponding BPEL structured constructs. What becomes challenging with business
process modelling is differences between these two languages: BPMN process mod-
els are graph-oriented (with only minor topological restrictions), while BPEL process
definitions are block-structured. Few works [7] have used COSMIC Functional Size
Measurement (FSM) method [10] to check the conformity of BPMN and BPELmodels.

To overcome these limitations, this paper, which is a revised and extended version
of our paper presented at the 16th International Conference on Evaluation of Novel
Approaches to Software Engineering (ENASE 2021) [11], addresses the challenge of
producing a BPEL model from a textual description.

To end this purpose, we aim to improveMONET (a systeMatic derivatiOn of a bpmN
modEl from business process Textual description) methodology [12] that helps business
designer to derive BPMN models from their corresponding textual descriptions. The
latter is based on decomposing business process textual description into goals. Each goal
is associated to a business concept that is described by an enriched structured template.
This template respects linguistic patterns that are used to define a set of transformation
rules.

The improvement of MONET methodology goes through differents steps. First,
proposing new transformation rules that are used to generate BPELmodel from a textual
decription. Second, assessing the quality of the produced model using the recall and
precision rates. Third, applying COSMIC FSM [10] method to measure the consistency
between BPEL and its textual description based on formula and heuristic.

The remainder of the paper is organized as follows: Sect. 2 starts by an overview
of MONET methodology (a systeMatic derivatiOn of a bpmN modEls from business
process Textual description) and the related works. Section 3 defines a set of business
transformation rules that aim to generate BPEL model based on the enriched structured
template corresponding to each business concept. Section 4 assesses the quality of the
derived BPEL model by calculating the recall and precision rates, and the application
of COSMIC FSM method to verify the consistency of the transformation. Section 5
presents our tool MONEET that implements the transformation rules and the ontology
to produceBPELmodel. Section 6 enumerates the threats to validity of ourmethodology.
Finally, Sect. 7 summarizes the research results and draws the future works.

2 Background

2.1 Overview of MONET

MONET (a systeMatic derivatiOn of a bpmN modEls from business process Textual
description) is a methodology that generates BPMN model from its corresponding doc-
umentation [12]. It is composed of two phases: BPMN model derivation phase and
evaluation phase.



114 W. Khlif et al.

The derivation phase is organized around a set of three steps that are a pre-processing,
a definition of the transformation rules, and their implementations. A pre-processing step
during which the business analyst cleans first the business process description, written
with a natural language. The cleaning is based on a simple Natural Language Processing
(NLP) technique (Stanford CoreNLP tool [13]). Then, the business analyst identifies
business goals to divide the business process description into different business concepts.
For each business concept, the business analyst prepares its textual description according
to a specific template [12] (See Fig. 1).

Fig. 1. Detailed description of a business concept [12].

This template expresses the semantic information related to the business logic. It is
composed of three blocks. The first block summarizes the business concept that aims
including information such as its id, name, purpose, pre-conditions, participants involved
in its execution, and its relationships with business concept’s successors. The second
block describes the main scenario expressed by sub tasks and their sequence, the alter-
native, and the error scenarios. The third block illustrates the list of business objects as
result of the execution of the business concept. For more details, reader can refer to [12].

A transformation-definition step duringwhich the business designer defines an ontol-
ogy, which represents the entities related to BPMN metamodel, to analyze the semantic
of the business concepts’ template. The ontology and the linguistic syntactic patterns
are used to define business transformation rules.

A Transformation-implementation step during which the business engineer formal-
izes/implements the transformation rules, which provide for the automated generation
of the BPMN model.

To evaluate our methodology, we examined the performance of the transformations
experimentally through the calculation of recall and precision rates.
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2.2 Related Works

Several authors define a set of methods for deriving BPMN model from its textual
description and vice versa [1, 3, 5, 6, 8], and frommodel to another at different abstraction
levels (i.e. from BPMN to BPEL and vice versa) [2, 4, 7].

On the one hand, model-to-text transformation [1, 5, 6] allows an effective way
of directing the requirements and enhancing their completeness and correctness. The
authors of [1, 2] proposed a technique that automatically transforms process models into
intuitive natural language texts. It conducts a two-step evaluation. First, they utilize a
test collection of model-text pairs from [3] and a set of text metrics to investigate in how
far the generated texts are comparable to manually created texts. [6] generated textual
descriptions of 552 process models using two approaches (1) manual textual descrip-
tion approach and (2) automatic textual description approach where Natural Language
Generation System (NLGS) is used to produce a textual process description of the
given process model. Results show that the content of manual and auto generated tex-
tual descriptions are the same, but the ordering of texts and topical similarity between
them is low. [1] defined a semi-automated approach that consists of two main phases.
In the manual preparation phase, users identify the automatable activities in the input
process model(s) and specify the associated responsibilities, data needs, system interac-
tions, and execution constraints. The requirements model, resulting from this analysis,
serves as input for a generation algorithm, which automatically provides the user with a
well-organized natural language requirements document.

On the other hand, text-to-model transformation techniques also cover a diversity of
models. [3, 8] offered an approach that derives automatically BPMNmodels fromnatural
language text. They developed a tailored Natural Language Processing (NLP) technique
that identifies activities and their inter-relations from textual constraint descriptions.

The authors of [2, 4] address the issues related to model-to-model transformation
from BPMN to BPEL and vice versa. [2] claim that the proposed model transformations
between the two languages BPMN andBPEL fulfil the evaluation criteria: completeness,
correctness, readability and reversibility. [4] proposed pattern-based transformation from
BPMN to BPEL using ATL.

What become problematic with these works [2, 4] is the patterns identification and
the different types of process models: BPEL (block-based) and BPMN (graph based).
To overcome these limits, [14] present a unified framework, namely UniFlexView, for
supporting automatic and consistent process viewconstruction.Basedon this framework,
process modellers can use the proposed View Definition Language to specify their view
construction requirements disregarding the types of process models.

In [7], the authors propose the application of COSMIC FSM method [10] to verify
the conformity of the modelling levels: BPMN design, BPEL runtime. The presented
approach is based on the measurement procedures and heuristics for measuring the
functional size of BPMN and BPEL models.

In summary, many researchers studied the transformation between BPMN model
and its textual description or between BPMN and BPEL models. However, there is no
works that focus on the generation of BPEL from the documentation of the business
process. Our objective is to facilitate the task of the business designer and developer to
obtain BPEL model at a high level of granularity.
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3 From Textual Description to BPEL Model

We propose to extend MONET methodology to generate BPEL model from its textual
description. We called the new methodology MONEET (a systeMatic derivatiOn of a
bpmN and bpEl modEls from business process Textual description). MONEET is com-
posed of two phases: BPEL model derivation phase and evaluation phase. As MONET,
the derivation phase is organized around a set of three steps that are a pre-processing,
a definition of the transformation rules, and their implementations. The pre-processing
step is quite similar toMONET. However, we defined new transformation rules to gener-
ate the BPEL model and we enhanced the evaluation phase by the use of COSMIC FSM
method to measure the alignment of the generated BPEL model with its textual descrip-
tion. We describe in the following sections the transformation rules and the evaluation
phase.

We defined eighteen transformation rules. Each transformation rule operates on the
different components of the template (See Sect. 2).

R1. Each trigger is transformed into an event that will be linked to the first element of
the current business concept. Based on the trigger type, we add the corresponding event.

R1.1. If the trigger type describes the time, so add the following code:

• Case of start event, which is only applied on an Event Sub-Process [9]:

<eventHandlers> 
 <onAlarm>[timer-spec] 
 <scope> [current business concept] 
 </scope> 
 </onAlarm> 
</eventHandlers>

• Case of intermediate event:

<wait name = "[trigger-name]" for="[trigger-TimeCycle]"/>

R1.2. If the trigger type describes any action that refers to a specific addressee and
represents or contains information for the addressee, so add the following code:

• Case of start event:

<receive name= [trigger-name] partnerLink = [Participant] createInstance="yes|no"/>

• Case of intermediate event

<receive name= [trigger-name] partnerLink = [Participant] createInstance="no"/>
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We note that several event types such as conditional and signal event cannot be
mapped to BPEL [9].

R2. Each participant is transformed into partner link depending on its type.

R2.1. If a participant invokes the BPEL process, so add the following code:

<process name=[process.name]/>  
<partenerLink name="[participant name]" myRole = "[processNameProvider]"/>

R2.2. if a participant is invoked by the BPEL process, so add the following code:

<partnerLink name="[participant name]" myRole = "[processNameProvider]" 
partnerRole= "[ParticipantNameRequester]"/>

R3. Each relationship between a business concept and its successors respects the
linguistic pattern: [<Pre-condition>] <Current Business Concept ID> is related
<sequentially | exclusively | parallel | inclusively> to <Business Concept ID>.

R3.1. If the relationship is <sequentially>, then add the following code:

<sequence> 
  <scope> [current BC] </scope> 
  <scope> [successor of the current BC] </scope> 
</sequence>

R3.2. If the relationship is <parallel>, then add the following code:

<flow> [current BC] [successor of the current BC] </flow>

R3.3. If the relationship is<exclusively> and there is a precondition, then add following
code:

<if >[precondition] [current BC] 
 <else> [BC successor] </else> 
</if>

R3.4. If the relationship is<inclusively> and there is a precondition, add the following
code:
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<flow> 
 <links> 
    <link name= "link1" > 
    <link name= "link2" > 
    <link name= "link3" > 
    <link name= "link4" > 
  </links> 
   <source linkName="link1"> <transitioncondition>precondition1 <transitioncondition>  
</source> 
  <source linkName= " link2" >  
    <transitioncondition>precondition2 <transitioncondition> </source> 
<flow> 
  <target linkName= "link 1" > </target> 
  <source linkName= "link 3" > </source> 
  [current BC] 
</flow> 
<flow> 
  <target linkName= " link 2" > </target> 
  <source linkName= " link 4" > </source> 
  [business concept successor] 
</flow> 
<target linkName= " link3" ></target> 
<target linkName= " link4" ></target> 
</flow>

R4. For each step of a BC’s scenario respecting the linguistic pattern: [<Pre-
condition>] <Task#> <Task Description> <Task Type>, then add the following:

R4.1. If the task description is «Action verb + BusinessObject», then add an invoke
activity presented by the following BPEL code and call R4.4, R4.5, and/or R4.6.

< invoke name="[Action verb + BusinessObject]" 
   portType="[Task-operation-interface]" operation="[Task-operation]" >  
</invoke>

R4.2. If the task description is «Action verb + NominalGroup», then add an invoke
activity that has the same name of the pattern and call R4.4, R4.5 and/or R4.6. If the
pre/post-modifier is a noun that merely represents a pure value, so there is no variable
(data object) to add. Otherwise, if the pre/post-modifier is a complex noun (an entity)
then add a variable corresponding to the data object.

<invoke name="[Action verb + NominalGroup]" 
    partnerLink="[participant]"  
    portType="[Task-operation-interface]" operation="[Task-operation]"> 
 </invoke>

R4.3. If the task description is «CommunicationVerb + BusinessObject | Nominal-
Group + [[to ReceiverName(s)] | [from SenderName]]», then add the following code
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corresponding to an invoke or receive activity that has the same name of the pattern and
a variable for each BusinessObject or NominalGroup.

<invoke name="[CommunicationVerb+BusinessObject|NominalGroup]" partenerLink= 
"[ReceiverName]"> 
       <toPart part ="[variable.name]" fromVariable="[variable.name]"/> 
</invoke>

Or

<receive name="[CommunicationVerb+BusinessObject|NominalGroup]"
partnerLink=[SenderName] portType="[Task-operation-interface]" operation="[Task-oper-
ation]" > 
       <fromPart part ="[variable.name]" fromVariable = "[variable.name]"/> 
</receive>

R4.4. If the task type is ActivePER, then add a variable presented by the following code:

<fromPart part = "[variable.name]" fromVariable = "[variable.name]"/>

R4.5. If the task type is ActiveRET, then add a variable expressed as follows:

<toPart part = "[variable.name]" fromVariable = "[variable.name]"/>

R4.6. If the task type is ActiveREP, then add a reply activity represented as follows:

<reply> </reply>

R5. Each relationship between the task and its successors respects the linguistic pat-
tern: [<Pre-condition>] <Current Task ID> is related <sequentially | exclusively
| parallel | inclusively> to <Task ID>

R5.1. If the relationship is <sequentially> and if the current activity and its direct
successor are in the same main process, then add the following code:

</sequence> [current task] [successor task] </sequence>

Otherwise add

• Receive activity

<receive name="[direct successor task]" partenerLink="[participant]"></receive>
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• Invoke activity

<invoke name= "[direct successor task]" partenerLink="[participant]" ></invoke>

R5.2. If the relationship is <parallel>, then add

<flow> [current task] [successor task] </flow>

R5.3. If the relationship is<exclusively> and there is a precondition, add the following
code:

<if >[precondition][current task] 
 <else> [ task successor] </else> 
</if>

R5.4. If the relationship is <inclusively> and there is a precondition, then add the
following code:

<flow> 
<links> 
<flow> 
<links> 
<link name= " link1" > 
<link name= " link2" > 
 <link name= " link3" > 
<link name= " link4" ></links> 
<source linkName=”link1”> 
<transitioncondition>precondition1 <transitioncondition> </source> 
<Source linkName= " link2" >  
<transitioncondition>precondition2 <transitioncondition> </source> 
<flow> 
<target linkName= " link 1" > </target> 
<source linkName= " link 3" > </source> 
[current task] 
</flow> 
<flow> 
<target linkName= " link 2" > </target> 
<source linkName= " link 4" > </source> 
[task successor] 
</flow> 
<target linkName= " link3" ></target> 
<target linkName= " link4" ></target> 
</flow>

R5.5. If the relationship is<sequentially>, and there is a<complete> construct related
to a task, then add an end event based on the following code:
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• None end event

<empty name="[e-name]"> </empty>

• Message End Events

<invoke name="[e-name]" 
partnerLink="[Q, e-operation-interface]"  
portType="[e-operation-interface]" operation="[e-operation]">  
</invoke>

• Error end event:

<throw faultName="[e -name]"> </throw>

• Compensation end event

<compensate/> or <compensateScope target="[referencedActivity]"/>

• Terminate End Events

<exit> </exit>

4 Evaluation

The evaluation of ourmethodology ismainly composedof two activities: an experimental
comparison by using the recall and precision rates and the COSMIC Functional Size
Measurement (FSM) method [10] that calculates their functional size. The following
subsections provide a brief description of these methods and their results.

4.1 Experimental Performance

We examined the performance of the transformations experimentally through the calcu-
lation of recall and precision rates. These measures aim to compare the performance of
ourmethod to the human performance by analyzing the results given by ourmethodology
to those supplied by the expert.

For each BPEL element, the recall and precision rates are calculated according the
following equations:

Precision = TP/(TP+ FP) (1)



122 W. Khlif et al.

Recall = TP/(TP+ FN) (2)

Where:

• True positive (TP) is the number of existing real elements generated by our
transformation;

• False Positive (FP) is the number of not existing real elements generated by our trans-
formation;

• FalseNegative (FN) is the number of existing real elements not generated by our trans-
formation.

4.2 COSMIC Functional Size Measurement

Recall that COSMIC FSM method proposes a standardized measurement process to
determine the functional size of any software. The software functional size is derived
by quantifying the Functional User Requirement (FURs). FURs represent the “user
practices and procedures that the software must perform”. A FUR involves a number
of functional processes. Each Functional Process (FP) consists of a set of functional
sub-processes that move data or manipulate data. A data movement moves a single data
group from/to a user (respectively Entry and eXit data movement) or from/to a persistent
storage (respectively Read and Write data movement). The unit of measurement is one
data movement for one data group, referred to as one CFP. The size of a FP is equal to
the number of its data movements. Consequently, the software size is equal to the sum
of the sizes of all its functional processes.

To facilitate the functional size measurement of a BPELmodel, [7] use the COSMIC
concepts mapping to those of the BPEL notation shown in Table 1.

Then, we decompose the BPEL model into a set of blocks. Each fragment in the
BPMN corresponds to a block in the BPEL. A block hierarchy for a process model is a
set of blocks of the process model in which each pair of blocks is either nested or disjoint
and which contains the maximal block (i.e., the whole process model). Each block has
an interface representing the public tasks. A public task is defined as a task sending or
receiving a message flow. The functional size of a BPEL model composed of n blocks
is given by:

FS(BPEL) =
∑n

i=1
FS(Bi) (3)

where:

• FS(BPEL): functional size of the BPEL model.
• FS(Bi): functional size of block Bi.
• n: the total number of blocs in a BPEL model.

The functional size of a functional process block Bi in BPEL is:

FS(Bi) = FS(event)+
m∑

j=1

FS(PTj) +
z∑

y=1

FS(Oy) (4)
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Table 1. Mapping of COSMIC on BPEL [7].

COSMIC BPEL

Functional User <partnerLinks>: Participant that interacts with the process

Boundary Frontier between the <process> and the participants <partnerLinks>

Triggering Event The first <invoke> message without <partnerLinks>

Functional Process <process>: a process node presented in the first level

Data group <variable>: name of a resource or data object

operation = “[e-operation]” in <invoke>: name of a message sequence
flow: Information provided as part of a flow

Entry <invoke>: receive message from <partnerLinks>

eXit <receive>: send message to <partnerLinks>

Read <toPart part = “[dataInput-name]” fromVariable = “[DataObject
name]”/>: read from a data object

Write <formPart part = “[dataOutput-name]” fromVariable =
“[DataObjectname]”/>: write to a data object

where:

• FS (Bi): functional size of block.
• m: number of public tasks in a block Bi. (j = 1,… m)
• FS(event) is the FS of the event triggering the functional process in block Bi. It is

represented by <invoke>, <receive> or <wait>. Its FS is equal to 1 CFP.
• FS(PTj) is the functional size of the public task PTj. A public task can be <invoke>,
<receive>. The functional size of <invoke> and <receive> task is equal to 1 CFP.

• FS (Oy): is the functional size of associations from/to a data object. The functional
size of <toPart…from> or <fromPart… to> is equal to 1 CFP.

• z: number of associations in a block Bi. (y = 1,… z).

5 MONEET Tool

For a better use of our methodology, we enhance MONET tool [12] by a module that
generates BPELmodel from its corresponding textual description (See Fig. 2).We called
MONEET Tool, which is implemented as an EclipseTM plug-in [15] and is composed
of three main modules: Parser, generator, and evaluator.
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Fig. 2. Architecture of MONEET tool.

The pre-processing engine uses as input the textual description of a BPEL model
written in a natural language. It cleans the file using the Stanford CoreNLP tool [13]. The
cleaned file is used by the business analyst to manually determine the business goals.
Figure 3 illustrates the Business Goal (BG4) definition and its description.

Fig. 3. Business goal definition [12].

Each business goal has its corresponding Business Concept (BC). The business
analyst creates the enriched template corresponding to each BC. Figure 4 shows the
template corresponding to BC4.
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Fig. 4. BC4’s enhanced template [12].

Next, the analyst selects one or more BCs. If he selects one BC, the corresponding
fragment is generated. Else, the business analyst can select all business concepts to
transform.

The generator engine uses the ontology and applies the transformation rules to derive
the BPEL model. Figure 5 illustrates the generated BPEL model: “Supply Management
Process”.

First, by applying R2.1 we add a process name “Supply Management Process”
and a partnerLink “Inventory Management”. Second by applying R1, the process is
activated by the trigger “Item and Invoice are received”. The transformation of the
main scenario calls R4.2 and R4.5 that generate an invoke activity labelled “Check
item and invoice”. Then, we add two variables labelled “item” and “invoice” to this
activity. R4.2 produces an invoke activity labelled “Establish a payment” (respectively,
“Put items in stock”). By applying R5.1, we generate an orchestration logic between
“Control result” and “Check item and invoice”. Then, by applying R5.2, we add a flow
activity between “establish payment” and “put item in stock”. The transformation of
the alternative scenario calls R4.2, R4.5 and R4.6 that produces an invoke activity
labelled “Reconciliation order/invoice”. Then, we add two variables labelled “order”
and “invoice” to this activity and we add a reply activity “send expired product”. R4.1
produces an invoke activity labelled “return products”. Then, by applying R5.2, we add
a flow activity between “reconciliation order/invoice” and “return products”. Table 2
illustrates the BPEL code corresponding to BC4.
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F4

F3

F2

F1

Fig. 5. The generated BPEL model: “Supply Management Process” [11].
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Table 2. BPEL code corresponding to BC4 [11].

BC4 Textual description Rules Code BPEL
O

ve
rv

ie
w 

 

Participants: 
<Inventory management> 
In<SupplyManagement 
Process> 

R2.1 

<process name= "SupplyManagementProces" 
</process> 
<partnerLink name= "InventoryManagemen"  
myRole="SupplyManagementProcesPro-
vider" />

<Item and Invoice are re-
ceived> R1 

<receive  name= item and invoice received  
partnerLink= "supplier" createIn-
stance="yes"/>

M
ai

n 
sc

en
ar

io
 

<T1> <Check Item and In-
voice>  
<Type: ActiveRET> 

R4.2 
R4.5 

<invoke name="check item and invoice " 
<toPart part = "item" fromVariable = "item"/> 
<toPart part = "invoice" fromVariable = "in-
voice"/>

<Positive Control> 
<T2><Establish a pay-
ment> <Type: Ac-
tiveREQ> 

R4.2 

< invoke name="establish a payment" port-
Type="[T2-operation-interface]" opera-
tion="[T2-operation]"> </invoke> 

<T3><Put item in 
stock><Type: Ac-
tiveREQ> 

R4.2 
< invoke name="put item in stock" port-
Type="[T3-operation-interface]" opera-
tion="[T3-operation]"> </invoke> 

<T1> is related sequen-
tially to <Control Result> R5.1 <sequence><T1><control result></sequence> 

which is related in parallel 
to <T3> R5.2 <flow> [T2] [T3] </flow> 

Al
te

rn
at

iv
e 

sc
en

ar
io

 <T4><Reconciliation or-
der/invoice>  
<Type:ActiveRET, Ac-
tiveREP> 

R4.2 
R4.5 
R4.6 

<invoke  
name="reconciliation order/invoice " 
portType="[T4-operation-interface]"  
operation="[T4-operation]"> </invoke> 
<toPart part = "order" fromVariable = "or-
der"/> 
<toPart part = "invoice" fromVariable = "in-
voice"/> 
<reply name="send expired product"> 
</reply>

<T5><Return products> 
<Type: ActiveREQ> R4.1 

< invoke name="return products" 
portType="[T5-operation-interface]"  
operation="[T5-operation]"> </invoke> 

<T4> is related in parallel 
to<T5>  R5.2 <flow> [T4] [T5] </flow> 

The evaluator evaluates experimentally the BPMNmodel through the calculation of
recall and precision rates (See Fig. 6). The high scores for both ratios mean that the gen-
erated BPMNmodel covers the whole domain precisely in accordance with the experts’
perspective (See Fig. 7). We can deduce that the performance of our methodology
approaches the human performance.
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Fig. 6. Recall-precision measurement.

F1

F2

F3

F4

Fig. 7. The elaborated BPEL model by the expert [11].
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In addition, we verify the alignment between the generated BPEL model and its
corresponding textual description based on COSMIC FSM method. To do this, we
calculate the functional size of each fragment FS(Fi) and its corresponding business
concept FS(BCi). Table 3 expresses measurement results for the BPEL model “Supply
Management Process”.

The obtained values show that BPELmodel and its corresponding textual description
are equal, which prove the alignment between them.

The obtained values show that BPELmodel and its corresponding textual description
are equal, which prove the alignment between them.

Table 3. Measurement results for the “Supply Management Process”.

BC in textual description Functional
sub-process

FS(Fi) in BPEL model FS (BCi) Type

BC1 Receive request for
purchasing

1 CFP 1 CFP E

Study request 1 CFP 1 CFP E

Post a RFP 1 CFP 1 CFP W

Elaborate contract 1 CFP 1 CFP W

BC2 Check RFP 1CFP 1CFP R

negotiation 0 CFP 0 CFP –

Notify by email 1 CFP 1 CFP X

BC3 Launch order 1 CFP 1 CFP W

Check clauses
contract

1CFP 1CFP R

Sign contract 1CFP 1CFP W

Send order 1CFP 1CFP X

BC4 Item and invoice
received

1 CFP 1 CFP E

Check item and
invoice

2 CFP 2 CFP R

Control result 1 CFP 1 CFP E

Establish a payment 0 CFP 0 CFP –

Put items in stock 0 CFP 0 CFP –

Reconciliation
order/invoice

2 CFP 2 CFP R

Return products 0 CFP 0 CFP –

Send expired
products

1 CFP 1 CFP X

Total 17 CFP 17 CFP
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6 Threats to Validity

We identified several validity threats of our study including the internal and external
validity [16].

The internal validity threats are related to four issues: the first issue expresses that
despite the advantages generated by defining a specific template, the usage of multi-
ple descriptions of the same process can also lead to considerable problems. In fact,
stakeholders may develop different expectations about the purpose of the process and
the manner of the process execution [3]. The second issue is due to the use of impre-
cise process descriptions. Therefore, considerable effort is required to maintain process
descriptions and clear up any conflicts. The third issue concerns the costs of creating
the template. A manual creation of a template is, depending on the size of the model,
associated with considerable effort. In addition, it is also important to note that process
is typically subject to changes. Hence, the describing texts must be adapted accordingly
and therefore the manual adaptation does not appear to be a reasonable solution and
might be a cumbersome task. The fourth issue is related to the impact of an error-prone
generation of a BPEL model. This case may lead to misalignment and inconsistency
between the textual description and business process model.

The external validity threats deal with the possibility to generalize this study results
to other case studies. The limited number of case studies used to illustrate the proposed
methodology could not generalize the results. Automation of our methodology needs to
be considered even it is easy to use manually given its simplicity.

7 Conclusion

In this paper, we propose a methodology to derive BPEL models from their correspond-
ing textual descriptions. Compared to existing work, our methodology starts by defining
an enriched template based on structured linguistic patterns. Next, it proposes trans-
formation rules that operate on the different components of the template to derive the
corresponding BPEL elements. These transformation rules are implemented in MON-
EET tool which generated BPEL model and assesses its quality experimentally through
the calculation of recall and precision rates, as well as COSMIC FSM method.
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Abstract. Software development comprises the use of multiple Third-Party
Libraries (TPLs). However, the irrelevant libraries present in software applica-
tion’s distributable often lead to excessive consumption of resources such as CPU
cycles, memory, and modile-devices’ battery usage. Therefore, the identification
and removal of unused TPLs present in an application are desirable. We present
a rapid, storage-efficient, obfuscation-resilient method to detect the irrelevant-
TPLs in Java and Python applications. Our approach’s novel aspects are i) Com-
puting a vector representation of a .class file using a model that we call Lib2Vec.
The Lib2Vec model is trained using the Paragraph Vector Algorithm. ii) Before
using it for training the Lib2Vec models, a .class file is converted to a normal-
ized form via semantics-preserving transformations. iii) A eXtra Library Detector
(XtraLibD) developed and tested with 27 different language-specific Lib2Vec
models. These models were trained using different parameters and >30,000 .class
and >478,000 .py files taken from >100 different Java libraries and 43,711
Python available at MavenCentral.com and Pypi.com, respectively. XtraLibD
achieves an accuracy of 99.48% with an F1 score of 0.968 and outperforms the
existing tools, viz., LibScout, LiteRadar, and LibD with an accuracy improve-
ment of 74.5%, 30.33%, and 14.1%, respectively. Compared with LibD, XtraL-
ibD achieves a response time improvement of 61.37% and a storage reduction of
87.93% (99.85% over JIngredient). Our program artifacts are available at https://
www.doi.org/10.5281/zenodo.5179747.

Keywords: Third-party library detection · Code similarity · Paragraph vectors ·
Software bloat · Obfuscation

1 Introduction

Third Party Libraries (TPLs) play a significant role in software development as they
provide ready-made implementations of various functionalities, such as image manipu-
lation, data access and transformation, and advertisement. As reported by [16], 57% of
apps contain third-party ad libraries, and 60% of an application’s code is contributed by
TPLs [25]. However, as the software development process progresses through multiple
iterations, there is generally a change in the requirements or technology. In the pro-
cess of performing modifications to embed the changes into the application, an unused
(or irrelevant) set of libraries (which were used earlier) often remains referenced in
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the application’s distributable. Such unused TPLs have become a prominent source of
software bloat. We refer to such unused TPLs as irrelevant-TPLs. Resource wastage
is a critical problem for mobile devices that possess limited computing resources and
significantly impact the performance by affecting the execution time, throughput, and
scalability of various applications [18,26]. Therefore, the identification and removal
of the irrelevant TPLs present in an application are desirable.

1.1 Motivation

Our primary objective is to develop a technique for detecting irrelevant TPLs present in
a software application’s distributable binary. An essential task for achieving this objec-
tive is to develop a robust technique for TPL-detection. The existing TPL-detection
methods [5,17] generally depend, directly or indirectly, on the package names or the
library’s structural details and code. Thus, they are potentially affected by various
obfuscations, such as package-name obfuscation and API obfuscation. Also, most of
the works are restricted to Android applications [5,15,17,27].

Definition 1 (Irrelevant-TPL). We define an irrelevant TPL as the one bun-
dled in the distributable binary of a software application A but not relevant to
it. The examples of such TPLs would be the Mockitoa or JUnitb Java ARchives
(JARs) that get packaged in the deployable release archive of a Java or Python
application.
The relevance of a TPL is based on its application in different contexts. For
instance, relevant vs. irrelevant, reliable vs. unreliable, anomalous vs. non-
anomalous, bloat vs. non-bloat, used vs. unused etc. The idea is to compare with
a reference list of relevant libraries or white-listed librariesc in an automated
manner.
a https://site.mockito.org/.
b https://junit.org/.
c Black libraries matter.

Definition 2 (Paragraph Vector Algorithm). Paragraph Vector Algorithm
(PVA) is an unsupervised algorithm that learns fixed-length feature representa-
tions from variable-length pieces of texts, such as sentences, paragraphs, and
documents. The algorithm represents each document by a dense vector trained
to predict words in the document [14].

In our recent work, we proposed an obfuscation-resilient tool, Bloat Library Detec-
tor (BloatLibD) [10]1, that detects the TPLs present in a given Java application by iden-
tifying the similarities between the source code of the “available TPLs” and the TPLs
used in the given application. To obtain this set of “available TPLs,” we leverage the
TPLs present at MavenCentral repository2 that hosts TPLs for various functionalities,

1 Tool and dataset available at https://www.doi.org/10.5281/zenodo.5179634.
2 https://mvnrepository.com/repos/central.

https://site.mockito.org/
https://junit.org/
https://www.doi.org/10.5281/zenodo.5179634
https://mvnrepository.com/repos/central
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which we assume to be a trustworthy source. In our previous work [10], we also vali-
dated the efficacy of PVA in computing a reliable and accurate representation of binary
and textual code. The current work aims to extend the existing method for Python appli-
cations. We name our new tool as eXtra Library Detector (XtraLibD) which is capable
of detecting irrelevant libraries in both Java and Python applications. In our current
work, we also compare XtraLibD for some new TPL detection tools for Python and
Java applications. One of the reasons for choosing these very languages is their popu-
larity with the professional programmers [23] and the availability of a large volume of
OSS source code written using these languages3.

Fig. 1. Basic idea of our method.

1.2 Basic Tenets Behind Our System

In this paper, we present a novel TPL-detection technique by creating a library embed-
ding using PVA – we named it Lib2Vec. The central idea underlying our approach is
illustrated in Fig. 1 and stated as follows:

1. Each of the TPLs consists of a collection of binary .class files or source code files,
which we refer to as TPL-constituent files.

2. Semantics-preserving transformations (such as compilation, decompilation, and dis-
assembly) are applied to the TPL-constituent files to obtain their normalized textual
form(s), viz., the textual forms of source code and bytecode instructions.

3 Sources of stats: https://octoverse.github.com/projects.html and https://githut.info/.

https://octoverse.github.com/projects.html
https://githut.info/
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3. With a large corpus of such text, we train Lib2Vec models, using which a vector
representation of any TPL-constituent file can be computed.

4. Further, the vector representations of a TPL can be computed as a suitable function
of the vector representations of all the TPL-constituent files contained in that TPL.

5. If the vector representations of a TPL T in an application, have a considerable cosine
similarity4 with the vector representations of the set of “available TPLs,” we label T
as likely-to-be-non-irrelevant-TPL or else likely-to-be-irrelevant-TPL.

1.3 Handling Obfuscated Libraries

One of the significant issues faced in TPL-detection is the obfuscation of the library
code. The TPL-detection techniques that rely on the obfuscation-sensitive features of
a library would fail to detect a library under obfuscation. The key idea underlying our
approach towards handling obfuscated libraries is to produce a “normalized” textual
representation of the library’s binary .class files before using it to train the Lib2Vec
models and when checking an input .class using a Lib2Vec model. We perform the
decompilation and disassembly of .class files to obtain their “normalized” textual forms,
viz., source code and bytecode instructions as text. These operations on a .class file are
obfuscation-invariant. Similarly, for Python cose, we perform compilation operation on
.py files present in .zip package of a Python TPL to obtain .pyc files, from which th
bytecode instructions are obtained by performing the dissasembly operation. For exam-
ple, we transform a .class file using a decompiler [24] (with suitable configuration),
which produces almost identical output for both obfuscated and unobfuscated versions.
The decompiler can emit either bytecode or the Java source code for the .class files.

2 Related Work

Most of the existing works that target TPL-detection assume that “the libraries can be
identified, either through developer input or inspection of the application’s code.” The
existing approaches for TPLs detection can be categorized as follows:

1. Based on a “reference list” of TPLs: The techniques presented in [6,7,12,16] are
significant works in this category. A “reference list” comprises libraries known to
be obtained from a trustworthy source and useful for software development. The
basic idea behind the approach is first to construct a “reference list” of libraries
and then test the application under consideration using the list. In this process, it
is evaluated that the application’s constituent libraries are present in the “reference
list” or not. All the constituent libraries, which are not present in the list, are deemed
to be irrelevant-TPLs. In practice, this approach requires keeping the “reference list”
up-to-date. Since these methods require manually comparing the libraries with the
“reference list” and a periodic update of this list, they tend to be slower, costly, and
storage-inefficient.

4 http://bit.ly/2ODWoEy.

http://bit.ly/2ODWoEy
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2. Features-Based approaches: [5,15,17] are some of the approaches that work by
extracting individual libraries’ features and then use them to identify libraries that
are similar to another. The feature-based methods generally depend, directly or indi-
rectly, on the package names or the structural details of the application and source
code. A brief description of these works is provided below:
(a) LibScout [5] presents a TPL-detection technique based on Class Hierarchical

Analysis (CHA) and hashing mechanism performed on the application’s pack-
age names. Though the method has been proven to be resilient to most code-
obfuscation techniques, it fails in certain corner cases. For example, modifica-
tion in the class hierarchy or package names, or when the boundaries between
app and library code become blurred. Another recent work is [11], which relies
on the obfuscation-resilient features extracted from the Abstract Syntax Tree of
code to compute a code fingerprint. The fingerprint is then used to calculate the
similarity of two libraries.

(b) LibRadar [17] is resilient to the package name obfuscation problem of Lib-
Scout and presents a solution for large-scale TPL-detection. LibRadar lever-
ages the benefits of hashing-based representation and multi-level clustering and
works by computing the similarity in the hashing-based representation of static
semantic features of application packages. LibRadar has successfully found the
original package names for an obfuscated library, generating the list of API per-
missions used by an application by leveraging the API-permission maps gen-
erated by PScout [4]. Though LibRadar is resilient to package obfuscation, it
depends on the package hierarchy’s directory structure and requires a library
candidate to be a sub-tree in the package hierarchy. Thus, the approach may fail
when considering libraries being packaged in their different versions [15]. An
alternate version of LibRadar, which uses an online TPL-database, is named as
LiteRadar.

(c) LibD [15] leverages feature hashing to obtain code features, which reduces the
dependency on package information and supplementary information for TPL-
detection. LibD works by developing library instances based on the package-
structure details extracted using Apktool, such as the direct relations among
various constituent packages, classes, methods, and homogeny graphs. Authors
employ Androguard [3] to extract information about central relationships, viz.,
inclusion, inheritance, and call relations. LibD depends upon the directory struc-
ture of applications, which leads to the possibility of LibD’s failure due to obfus-
cation in the directory structure.

(d) DepClean [22] detects the presence of bloated dependencies in Maven artifacts.
Given an input maven project, DepClean analyzes the bloat library dependencies
through API member calls to identify the actual used libraries by the project.
The final output from the tool is new maven POM file containing only the used
bloat libraries along with a dependency usage report. Authors conduct a quali-
tative assessment of DepClean on 9,639 Java projects hosted on Maven Central
comprising a total of 723,444 dependency relationships. Some key observations
of the study were that it is possible to reduce the number of dependencies of
the Maven projects by 25%. Further, it was observed that when pointed out,
developers were willing to remove bloated dependencies.
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(e) JIngredient [13] detects the TPLs present in a project’s JAR file and proposes
their origin TPLs. Basically, given an input TPL (in .jar format) z, JIngredi-
ent identifies the source TPLs containing source files similar to those present in
z. To determine the similarity in source code, JIngredient uses class names (as
class signatures) for classes present in z. As the tool depends on class names,
which can easily be obfuscated, it is not resilient to source code obfuscations
(also reported by the authors). JIngredient when compared with an existing soft-
ware Bertillonage technique [9], it achieves an improvement of 64.2% in terms
of precision metrics.

(f) Autoflake [19] removes unused TPL imports and unused variables from the
code written in python. However, the removal of unused varables is disabled by
default. Authoflake uses Pyflakes [20] in its implementation. Pyflakes analyzes
python programs to detect errors present in them by parsing them.

(g) PyCln [2] is another tool used to detect and remove unused TPL import state-
ments in python source code.

Limitations of the Current Works. While the TPL-detection based on “reference
list” methods tend to be inefficient and costly, the feature-based methods are poten-
tially affected by various types of obfuscations and are mostly developed for Android
applications. Therefore, it is desirable to develop TPL-detection techniques that are
resilient against such issues. Also, while surveying the literature, we observed that
there are very few TPL detection tools for Python, and most of the solutions exist for
Java or Android based applications. Therefore, there exist a need to develop efficient,
obfuscation-resilient TPL detection tools for applications developed in other program-
ming languages, such as Python, C#, etc. To the best of our knowledge, we were not able
to find any tools that detect TPLs for Python-based applications, i.e., applications hav-
ing source code written in Python. AutoFlake and PyCln were the closest tools related to
our work as they too work with TPLs, though they detect the bloatness or Irrelevance in
terms of the usage of TPLs. In contrary, XtraLibD aims to detect the irrelvant TPLs by
comparing with a certain collection of white-listed TPLs. Nevertheless, XtraLibD pro-
vides a novel solution for detection of irrelevant TPLs present in python applications.

3 Proposed Approach

Our system’s primary goal can be stated as follows: Given a TPL T , determine if T is
likely-to-be-irrelevant-TPL or a non-irrelevant-TPL in the given application. Our app-
roach’s central idea is to look for source code similarity and bytecode similarity between
T and the set of “available TPLs.” However, analyzing the detailed usages of the TPLs
in the application is currently out of scope of this work. Our method can be considered
as similar to the “reference list” methods, but the similarity here is determined on the
basis of source code present in the TPL, and not merely the TPL names or package-
hierarchial structure. Table 1 shows the notation used for various terms in this paper.
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Table 1. Table of Notations.

T � A TPL in its JAR, RAR, or ZIP file format

L � Set of considered programming languages, {Java, Python}
C � The collection of TPLs files fetched from MavenCentral or PyPi

Z � The set of PVA tuning-parameter variation scenarios, listed in Table 4

F j
bc, F

j
sc, F

p
bc, F

p
sc � The collections of bytecode (bc) and source code (sc) data obtained by

disassembling and decompilation of .class and .pyc files f , respectively, such
that f ∈ T , and T ∈ C. Note: j refers to Java (j) and p refers to Python (p)

Mj
bc, M

j
sc, M

p
bc, M

p
sc � The collections of Lib2Vec models trained on F j

bc, F
j
sc, F

p
bc, F

p
sc, ∀Z

ˆ
Mj

bc,
ˆ

Mj
sc, M̂

p
bc, M̂

p
sc � The best performing Lib2Vec models among all Mj

bc, M
j
sc, M

p
bc, M

p
sc

φj
bc, φ

j
sc, φ

p
bc, φ

p
sc � The PVA vectors corresponding to source files’ bytecode and source code

ˆ
φj
sc,

ˆ
φj
bc, φ̂

p
sc, φ̂

p
bc � The reference PVA vectors for source code and bytecode representations

D � The database containing the source files’ vectors (φj
bc, φ

j
sc, φ

p
bc, φ

p
sc) for C

β � The number of training iterations or epochs used for training a PVA model

γ � The PVA vector size used for training a PVA model

ψ � The number of training samples used for training a PVA model

α � The cosine similarity score between two PVA vectors

α̂ � The threshold cosine similarity score

3.1 Steps of Our Approach

The central ideas behind our approach were presented in Sect. 1.2. Here we expand
those steps in more detail and highlight the relevant design decisions to be addressed
while implementing each step.

1. Preparing the Dataset of “available TPLs”
(a) Download a set of Java TPLs C from MavenCentral, and Python TPLs from

Pypi5.
Design decision: Why use MavenCentral or Pypi to collect TPLs? How many
TPLs should be collected from different software categories?

(b) For each TPL J ∈ C, obtain the Java or Python source code and bytecode
collections (Fsc, Fbc) by performing the decompilation and disassembly trans-
formation operations.
Design decision: Why are the decompilation and disassembly transformations
appropriate?

(c) Train the PVA models Msc and Mbc on Fsc and Fbc, respectively, obtained in
the previous step.
Design decision: Why use PVA, and what should be the PVA tuning-parameters
for obtaining optimal results in our task?

(d) For each source file f ∈ Fsc and the bytecode record b ∈ Fbc, obtain the cor-
responding vector representations (φsc, φbc) using suitable PVA models trained
in the previous step. φsc and φbc obtained for each source code and bytecode
instance are stored in the database D.

5 https://pypi.org/.

https://pypi.org/
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2. Determining if an Input TPL (T ) is a Irrelevant-TPL or Not for a given Appli-
cation
(a) Compute the vector representation 〈φ′

bc, φ
′
sc〉 for the bytecode and source code

representations of T .
(b) Obtain all the vectors 〈φbc, φsc〉 ∈ D, such that the respective similarity scores

between 〈φ′
bc, φbc〉 and 〈φ′

sc, φsc〉 are above specific threshold values (α̂bc and
α̂sc).
Design decision: What are the optimal values of similarity thresholds (α̂bc and
α̂sc)?

(c) Determine whether T is a irrelevant-TPL or not for the given application.
Design decision: How is the nature of T determined?

3.2 Design Considerations in Our Approach

In this section, we address the design decisions taken while implementing our approach.

Collecting TPLs from MavenCentral and Pypi. The libraries used for training our
models (named Lib2Vec) were taken from MavenCentral and Pypi software repository
hosts. We use MavenCentral to fetch Java-TPLs and Pypi for Python-TPLs. We choose
these portals as these are the public hosts for a wide variety of popular Java and Python
libraries. Further, MavenCentral categorizes the Java libraries based on the functional-
ity provided by the libraries. However, our method is not dependent on MavenCentral
or Pypi; the TPLs could be sourced from reliable providers. To collect the TPLs, we
perform the following steps:

1. Crawl the page https://mvnrepository.com/open-source and https://pypi.org/, and
download the latest versions of TPLs in JAR and .rar (or .zip) formats, respec-
tively. We download top k (=3) libraries listed under each category at MavenCen-
tral. Similarly, we downloaded a random collection of python TPLs from PyPi. Pypi
categorizes the TPLs based on different programming languages and frameworks
used while developing them. While collecting the TPLs, we made sure to download
Python libraries belonging to different frameworks to obtain a heterogeneous TPL
dataset. Further, we applied the following constraints to obtain a useful (non-trivial)
collection of TPLs:
(a) Size constraint: The size of library should be greater than a threshold (≥9KB).

Please note that repository size here stands for the total size of only the source
files present in the repository. All the binary files such as multimedia and
libraries are excluded.

(b) Source file count constraint: The repository should contain at least one source
file written in Java or Python.

(c) Reputation constraint: The repository should have earned ≥1 star. This con-
straint was applied to ensure that the selected repositories are popular and are
being used by a minimum number of programmers.

2. Extract and save in a database table the metadata associated with the downloaded
TPLs. The metadata includes details of the TPL, such as the category, tags, and
usage stats.

https://mvnrepository.com/open-source
https://pypi.org/
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Rationale for Choosing PVA for Training Models. We train Lib2Vec models using
PVA on the source code and bytecode textual forms of the .class files obtained by the
decompilation and disassembly of various JAR TPLs. In case of Python-TPLs (avail-
able in .zip or .rar formats), we directly obtain the source files by uncompressing them.
We then obtain the bytecode by first performing the compilation and then the disas-
sembly process as shown in Fig. 1, and discussed in Sect. 1.2. For our experiments, we
train language-specific and type-specific PVA models, i.e., a Lib2Vec model trained
on python source code Mp

sc, a Lib2Vec model trained on python bytecode Mp
bc, and

similarly for Java (M j
sc,M

j
bc). The key reasons for choosing PVA are i) It allows us

to compute the fixed-length vectors that accurately represent the source code samples.
Keeping the length of vectors same for every source code sample is critical for imple-
menting an efficient and fast system. ii) Recent works [1] propose a close variant of
PVA, and have proven that it is possible to compute accurate vector representations of
source code and that such vectors can be very useful in computing semantic similarity
between two source code samples.

Tuning Parameters for PVA. Performance, in terms of accuracy, efficiency, and speed
of PVA, is determined by its input parameters such as β, γ, and ψ (see Table 1). There-
fore, one of the major tasks is to select the optimal values of β, γ, and ψ that can result in

the best performing Lib2Vec models (M̂ j
bc, M̂

j
sc, M̂

p
bc, M̂

p
sc). The experiments’ details

to determine β, γ, and ψ are provided in the Appendix.

Rationale for Using the Decompilation and Disassembly Transformations. It is
necessary to derive a “normalized” and obfuscation-resilient textual form of the source
files to compute a reliable vector representation. The normalization applies a consistent
naming of symbols while preserving the semantics and structure of the code. We use
the decompilation (giving a source code text) and disassembly (giving a bytecode text)
as transformations to extract such normalized textual forms of .class (or source) files.

Employing the Use of Vector Representations for Performing Similarity Detection
Between TPLs. To determine the similarity between libraries efficiently, we create a
database (D) of vectors. These vectors correspond to the source files present in a target
repository of libraries (such as MavenCentral, or an in-house repository maintained by
an organization). We obtain the vector representations for both the source code and
bytecode of source files present in TPLs using suitably trained PVA models and store
them in D. The PVA vectors enable fast and efficient detection of TPL similarity.

Computing the Threshold Similarity Measure α̂. Our method detects two libraries’
similarity by inferring the similarity scores for source files contained in those libraries.
To check if two source file vectors are similar or not, we compute their cosine similar-
ity6. An important design decision in this context is:

For reliably detecting a library, what is the acceptable value of Lib2Vec similarity
scores for decompiled source code and bytecode inputs?

6 https://bit.ly/2RZ3W5L.

https://bit.ly/2RZ3W5L
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We deem two source files (.java or .py files) as highly similar or identical when the
similarity score for the files is higher than a threshold value α̂. Note: In these com-
parisons, we compare the files written in the same language only. The value of α̂ is
determined by running several experiments to measure similarity scores for indepen-
dent testing samples. The details of the experiments are discussed in the Appendix.

Determining the Nature of an Unseen TPL T for a given Application A. To deter-
mine if a given TPL (T ) is “irrelevant-TPL” for an application (A), we leverage the best
performing Lib2Vec models (M̂bc and M̂sc) and the vectors database D.

If L contains .class or .py files depicting considerable similarity (≥α̂) with the
“available TPLs,” it is deemed to be as “likely-to-be-relevant” for A. If for at least
N source files in T , the similarity scores are ≥α̂, we label T as a likely-to-be-relevant
TPL for A, else a irrelevant-TPL. In our experiments, we take N as half of the count of
source files present in T . For a more strict matching, a higher value of N can be set. The
complete steps for the detection procedure are listed in Algorithm 1.

Selection of the Top-Similar “available TPLs”: We explain it with an example. Sup-
pose we have four “available Java TPLs”, with C := {M1.jar, M2.jar, M3.jar, M4.jar},
such that these contain 15, 6, 10, and 10 .class files, respectively. Now, D will contain
the PVA vectors corresponding to the source code and bytecode representations of all
the .class files present in all the JARs in C. Next, suppose we want to test a JAR file
Foo.jar that contains ten .class files, and that we have the following similarity scenarios:

1. All ten .class files of Foo.jar are present in M1.jar.
2. All six .class files of M2.jar are present in Foo.jar.
3. Seven out of ten .class files of M3.jar are present in Foo.jar.
4. For M4.jar, none of these files is identical to those present in Foo.jar, but they have

similarity scores higher than the threshold.

Which of the JAR files (M1–M4) listed above will be determined as the most similar
to Foo.jar?

Our approach determines the most-similar JAR file by measuring the total number
of distinct .class file matches. So with this logic, the similarity ordering for Foo.jar is
M1, M4, M3, M2.

In this setting, determining the similarity of two JARs is akin to comparing two sets
for similarity. Here the items of the sets would be the PVA vectors representing .class
files. We apply the following approach to determine the TPL-similarity:

1. For each .class c in Foo.jar, find each record r ∈ D such that the similarity score
between c and r is higher than a threshold. Let R ⊂ D denote the set of all such
matched records.

2. Find the set Y of distinct JARs to which each r ∈ R belongs.
3. Sort Y by the number of classes present in R.
4. Select the top-k items from Y as similar JARs to Foo.jar.

Algorithm 1 presents the above logic in more detail. The same algorithm works for both
the JAR-based and Python-based TPLs.
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Algorithm 1. Steps for determining the nature of a TPL T .

1: Input: T := A TPL file provided as input by an end-user.
L := Set of considered programming languages, {Java, Python}
M̂ j

bc, M̂
j
sc, M̂

p
bc, M̂

p
sc := The best performing Lib2Vec models.

α̂j
sc, α̂

j
bc, α̂

p
sc, α̂

p
bc := Threshold similarity scores for source code and bytecode for Python

and Java.
φ̂j
sc, φ̂

j
bc, φ̂

p
sc, φ̂

p
bc := Reference PVA vectors for source code and bytecode for Python and

Java.
D := Database containing the vector representations of source files in C.

2: Output: d := Decision on the nature of J .
/*Please see Table 1 for notation*/

3: Ssc := Sbc := NULL
4: for all .class files or .py files f ∈ T do
5: l := Detect Programming Language of f.

6: Obtain the PVA vectors 〈φl
bc, φ

l
sc〉 for 〈fbc, fsc〉 using 〈M̂ l

bc, M̂
l
sc〉, where l ∈ L.

7: Query the database D for top-k most similar vectors to φl
sc and φl

bc.

8: αl
sc, α

l
bc := Compute the cosine similarity between 〈φl

sc, φ̂l
sc〉 and 〈φl

bc, φ̂
l
bc〉.

9: Ssc := Ssc ∪ 〈αsc〉
10: Sbc := Sbc ∪ 〈αbc〉
11: end for
12:

d :=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

relevant if for at least N source file records
in both Ssc and Sbc individually,

αl
sc > α̂l

sc and αl
bc > α̂l

bc respec-
tively.

irrelevant otherwise

Fig. 2. Logical structure of the proposed system [10].
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3.3 Implementation Details

The logical structure of the proposed system is shown in Fig. 2. All components of the
system have been developed using the Python programming language. Details of each
of the components are as follows:

1. TPL File Collector. We developed a crawler program to collect the TPLs and
the metadata associated with each file. The files were downloaded from www.
mavencentral.com and https://pypi.org/, reputed public repositories of Open Source
Software (OSS) Java and Python libraries. MavenCentral has about 15 million
indexed artifacts, which are classified into about 150 categories. Some examples of
the categories include JSON Libraries, Logging Frameworks, and Cache Implemen-
tations. The metadata about each JAR includes the following main items: License,
Categories, HomePage, Date of Availability, Files, Used By (count, and links to
projects using a library).
Similarly, Pypi has 300 + K python projects classified by programming languages,
topics, frameworks, etc., used while developing them. Django, Dash, CherryPy,
Flask, and IDLE are some of the example Pypi frameworks. The metadata about
each Python project on Pypi comprises release-history, project readme, the count
of stars, forks, pull requests, Date of Release, Latest Version, HomePage, License,
Author information, Maintainers information, Programming Environment, Program-
ming Framework, Intended Audience, Operating System, and Programming Lan-
guage used.

2. Transformation Handler. This module provides the transformations and prepro-
cessing of the source files present in the input TPL files (in JAR or .zip/.rar formats).
Three types of transformations implemented are a) Decompilation of the .class file
present in JAR files to produce a corresponding Java source, b) Compilation of the
.py files present in .rar/.zip Python TPLs to produce the corresponding compiled
.pyc files, and c) Disassembling the .class and .pyc files into human-readable text
files containing bytecode instructions for the .class files and .pyc files, respectively.
We used the Procyon [24] tool for performing the decompilation and disassembling
of the .class files. The respective transformation output is further preprocessed to
remove comments and adjust token whitespaces before storing it as a text file in
a local repository. The preprocessing was done for the decompiled Java source to
ensure that the keywords and special tokens such as parentheses and operators were
delimited by whitespace. Similar, we removed the comments from the python source
code (in .py) files during the preprocessing phase. The preprocessing provides proper
tokenization of the source into meaningful “vocabulary words” expected by the PVA.

3. Lib2Vec Trainer-cum-tester. We use an open-source implementation of the PVA
– called Gensim [8], to train our Lib2Vec models. The Lib2Vec trainer-cum-tester
module’s primary task is to:
(a) Train the Lib2Vec models using bytecode and source code produced by various

disassembling, compilation, and decompilation operations.
(b) Infer the vectors for unseen .class files’ bytecode and source code by using the

respective models.

www.mavencentral.com
www.mavencentral.com
https://pypi.org/
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4. Metadata and the Vectors’ Database. The information about libraries fetched from
MavenCentral is stored in a relational database. The following are the essential data
items stored in the database:
(a) Name, category, version, size, and usage count of the library.
(b) Location of the library on the local disk as well as a remote host.
(c) For each .class file f in a JAR or .py file f in a Python project:

i. The fully qualified name of the f .
ii. Sizes of f , and the textual form of its decompiled Java source code (f j

sc),
python source code (fp

sc), and the disassembled bytecode for both Java and
Python TPLs (f j

bc, f
p
bc).

iii. Inferred PVA vectors 〈φl
sc, φ

l
bc〉, l ∈ L for the above files.

iv. Cosine similarity scores α̂l
sc and α̂l

bc between 〈φl
sc, α̂

l
sc〉 and 〈φl

bc, α̂
l
bc〉,

respectively. The values α̂l
sc and α̂l

bc are scalar.

Fig. 3. Top similar TPLs detected by XtraLibD.

5. XtraLibD’s GUI: The user interface of XtraLibD is a web-based application. End-
user uploads a TPL using this GUI, which is then processed by our tool at the server-
side. The tool requires the TPLs in JAR, .zip, or .rar formats as input. Figure 3 dis-
plays the results for a test file7 submitted to our tool. As shown by the figure, XtraL-
ibD displays the input file’s nature and the top-k (k = 5) similar essential libraries
along with the corresponding similarity scores. As we achieve higher accuracy
with the source code Lib2Vec models than the bytecode models (discussed in the
Appendix), we use the best performing source code Lib2Vec model for developing
our tool.

7 https://bit.ly/2yb2eHY.

https://bit.ly/2yb2eHY
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4 Experimental Evaluation

The primary goal of our experiments is to validate the correctness and accuracy of our
tool – XtraLibD. For a given input file, XtraLibD labels it as 〈 likely-to-be-irrelevant-
TPL, likely-to-be-non-irrelevant-TPL〉, and lists the top-k similar libraries and the
respective similarity scores shown in Fig. 3. The efficacy of our tool depends on its
accuracy in performing the task of detecting similar TPLs. XtraLibD achieves this by
detecting the similarity between the PVA vectors of the .class files present in the TPLs.
The Lib2Vec models used by XtraLibD are responsible for generating different PVA
vectors. Therefore, we perform various parameter-tuning experiments to obtain the best
performing Lib2Vec models (discussed in the Appendix). To evaluate the performance
of XtraLibD, we develop a test-bed using the TPLs collected from MavenCentral and
PyPi (discussed in Sect. 4.1) and perform the following experiments:

1. Test the performance of Lib2Vec models (and thus XtraLibD) in performing the
TPL-detection task (discussed in the Appendix).

2. Compare the performance of XtraLibD with the existing TPL-detection tools (dis-
cussed in Sect. 4.2).

4.1 Test-Bed Setup

To compare the performance of XtraLibD on Java-based and Python-based tools, we
setup Java and Python testbeds separately for our experiments. In this section, we pro-
vide the details of setting these testbeds.

Developing Test-Bed for Comparison with Java-Based Tools. We crawled https://
mvnrepository.com/open-source?p=PgNo, where PgNo varied from 1 to 15. Each page
listed ten different categories from the list of most popular ones, and under each cate-
gory, the top-three libraries were listed.

We started by downloading one JAR file for each of the above libraries. That is, a
total of 15×10×3 = 450 JAR files were fetched. In addition to the above JAR files, we
also included the JDK1.8 runtime classes (rt.jar). After removing the invalid files,
we were left with 97 JAR files containing 38839 .class files.

We chose random 76 JAR files out of 97 plus the rt.jar for training the Lib2Vec
models, and the remaining 20 JAR files were used for testing. We used only those
.class files for training whose size was at least 1kB since such tiny .class files do not
give sufficient Java and byte code, which is necessary to compute a sufficiently unique
vector representation of the .class contents. The training JARs had 33,292 .class files,
out of which only 30,427 were of size 1kB or bigger. The testing JARs had 4,033 .class
files.

Developing Test-Bed for Comparison with Python-Based Tools. We crawled https://
pypi.org/search/?c=Programming+Language+%3A%3A+Python&o=&q=&page=
PgNo, where PgNo varied from 1 to 500. Since Pypi also categorizes the projects based
on the Developing Framework, we made sure to select top 10 libraries belonging to

https://mvnrepository.com/open-source?p=
https://mvnrepository.com/open-source?p=
https://pypi.org/search/?c=Programming+Language+%3A%3A+Python&o=&q=&page=PgNo
https://pypi.org/search/?c=Programming+Language+%3A%3A+Python&o=&q=&page=PgNo
https://pypi.org/search/?c=Programming+Language+%3A%3A+Python&o=&q=&page=PgNo
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Table 2. TPL Data summary.

Item Java count [10] Python count

Downloaded TPLs 450 43,711

TPLs selected for experiments 97 43,711

TPLs used for training 76 + 1 (rt.jar) 30,597+ 1 (rt.zip)

TPLs used for testing 20 13,113

.class (or .py) files used for training 30427 478,031

.class (or .py) files used for generating test pairs of
bytecode and source code

4033 204,870

Unique pairs of bytecode files used for testing 20,100 200,000

Unique pairs of source code files used for testing 20,100 200,000

each framework on different pages, resulting in a total of 43,711 python TPLs. By
applying the constraints during the selection of these libraries (discussed in Sect. 3.2),
we made sure that each library contains atleast one source file written in python. These
libraries were available in .zip or .rar formats, and by uncompressing them we obtained
42,497,414 .py files. Out of the total 42,497,414 .py files, only 682,901 .py had size
≥1 kB, which we considered for training and testing our python Lib2Vec models. From
these 682,901 .py files, we choose random 30,598 .py for training and rest 13,113 for
test our python Lib2Vec models.

Note: We chose the minimum source file size as 1 kB because we observed that
the files smaller than 1 kB did not significantly train an accurate Lib2Vec model. A
summary of the TPL data is shown in Table 2. Note: the training and testing of Lib2Vec
models were performed on the source code and bytecode extracted from the respective
number of source files.

4.2 Performance Comparison of XtraLibD with the Existing TPL-detection
Tools

To the best of our knowledge, no work leverages the direction of using code similar-
ity (in TPLs) and the vector representations of code to detect the irrelevant-TPLs for
Java and Python applications. We present our tool’s performance comparison (XtraL-
ibD) with some of the prominently used tools, viz., LiteRadar, LibD, and LibScout,
DepClean, JIngredient, Autoflake, and PyCln. The details about these tools have been
discussed in Sect. 2. We already conducted the experiments with LiteRadar, LibD, and
LibScout in our previous research work [10], and extend our previous work by provid-
ing the TPL-detection support for python-based TPLs. In this section, we provide the
details of new experiments performed with some of the recent Java-based and Python-
based TPL detection tools, viz., DepClean, JIngredient, Autoflake, PyCln, and also
a summarized comparison of performance results obtained in our previous compar-
isons [10] with LiteRadar, LibD, and LibScout.
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Though PyCln and Autoflake work in detection of used/ unused import TPLs, and
not the detection of TPLs, we included them as in our research, we found them to
be the closest available python tools working with TPLs. For experiment with PyCln
and Autoflake we experimented by developing different import scenarios, for instance,
direct imports, secondary imports, and both with used and unused cases.

Objective. To compare the performance of XtraLibD with the existing TPL-detection
tools. Through this experiment, we address the following:

How does XtraLibD perform in comparison to the existing TPL-detection tools?
What is the effect on storage and response time? Is XtraLibD resilient to the source
code obfuscations?

Procedure. To perform this experiment, we invited professional programmers and
asked them to evaluate our tool. One hundred and one of them participated in the exper-
iment. We had a mixture of programmers from final year computer science undergradu-
ates, postgraduates, and the IT industry with experience between 0–6 years. The partic-
ipants had considerable knowledge of Java programming language, software engineer-
ing fundamentals, and several Java and Python applications. The experiment was per-
formed in a controlled industrial environment. We provided access to our tool for per-
forming this experiment by sharing it at https://www.doi.org/10.5281/zenodo.5179747.
The tools’ performance was evaluated based on their accuracy, response time, and the
storage requirement in performing the TPL-detection task. We compute the tool’s stor-
age requirement of the tools by measuring the memory space occupied in storing the
relevant “reference TPLs.” The TPL-detection tools – LibD, LibScout, and LibRadar,
require the inputs in an Android application PacKage (APK) format. Therefore, APK
files corresponding to the JAR versions of the TPLs were generated using the Android
Studio toolkit8 (listed in Step 13 of Algorithm 2). Similarly, DepClean requires the
input TPLs in maven project format and JIngredient in JAR file format. Both PyCln and
Autoflake require the input files in .py format.

The programmers were requested to perform the following steps:

1. Randomly select a sample of 3–5 TPLs from the test-bed developed for the experi-
ments (discussed in Sect. 4.1).

2. Test the TPLs using Algorithm 2.
3. Report the tools’ accuracy and response time, as observed from the experiment(s).

Evaluation Criteria. In the context of the TPL-detection, we define the accuracy
as [10]:

Accuracy =
Number of TPLs correctly detected

Total number of TPLs tested
(1)

8 https://developer.android.com/studio.

https://www.doi.org/10.5281/zenodo.5179747
https://developer.android.com/studio
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Algorithm 2. Steps for performing the comparison.
1: Input: C = Set of TPLs (T ) downloaded randomly from MavenCentral and Pypi.

X = Set of XML files required as input by LibScout.

M̂ j
bc,

ˆM j
sc, M

p
bc, M̂

p
sc := The best performing Lib2Vec models for Java and Python.

φ̂j
sc, φ̂

j
bc, φ̂

p
sc, φ̂

p
bc := Reference PVA vectors for source code and bytecode.

/*Please see Table 1 for notation*/
2: Output: Terminal outputs generated by the tools.
3: F p

sc := F p
bc := F j

sc := F j
bc := NULL

4: for all TPLs T ∈ C do
5: for all .class and .py files f ∈ T do
6: l := Detect the programming language of fu.
7: f l

bc, f
l
sc := Obtain the textual forms of the bytecode and source code of fl.

8: f ′
bc, f

′
sc := Modify f l

bc and f l
sc using transformations listed in Section 4.1.

9: F l
sc := F l

sc ∪ 〈f ′
sc〉

10: F l
bc := F l

bc ∪ 〈f ′
bc〉

11: end for
12: end for
13: Y := Convert F l

sc into the respective input formats required by the tools.
14: Test with the considered tools using X and Y .
15: Test F l

sc and F l
bc with XtraLibD using Algorithm 1.

Similarly, for the detection of used/unused TPL imports, we define accuracy as fol-
lows:

Accuracy =
Number of correctly identified(used/unused) TPL imports

Total number of TPL imports
(2)

By a correctly identified TPL import we imply to a scenario when a used import is
labelled (or identified or marked) as a used import, and an unused import is labelled as
an uned import by a considered tool.

Results andObservations. Table 3 lists the accuracy, response time, and storage space
requirement values observed for the tools. We now present a brief discussion of our
results.

Accuracy of the TPL-Detection Tools. Some of the key observations from the experi-
ments are:

1. LiteRadar cannot detect the transformed versions of the TPLs and fails in some cases
when tested with the TPLs containing no transformations. For instance, it cannot
detect exact matches in the case of zookeeper-3.3.0.jar library9 and kotlin-reflect-
1.3.61.jar library10.

9 http://bit.ly/2VymUmA.
10 http://bit.ly/32MvkZe.

http://bit.ly/2VymUmA
http://bit.ly/32MvkZe
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Table 3. Performance comparison of various TPL-detection tools.

TPL detection tools Performance Metrics values

Accuracy (in %) Response Time
(in seconds)

Storage requirement
(in MBs)

LiteRadar 68.97 12.29 1.64

LibScout 25.23 6.46 3.93

LibD 85.06 100.92 12.59

DepClean 99 4.458 Not applicable

JIngredient 99.75 0.001 1000

Autoflake 99.29 0.002 Not applicable

PyCln 99.29 0.002 Not applicable

XtraLibD (Java) 99.48 12.043 1.52

XtraLibD (Python) 99.5 12.043 401.94

2. LibScout detects the TPLs without any transformations but suffers from package-
name obfuscations as it cannot detect the modified versions of TPLs containing
package-name transformations.

3. LibD substantially outperforms LibRadar and LibScout in capturing the similar-
ity between the TPLs but does not comment on their nature, i.e., 〈likely-to-be-
irrelevant-TPL, likely-to-be-non-irrelevant-TPL〉. It also comes with an additional
cost of manually comparing the TPLs with the “reference set.”

4. DepClean is able to detect 99% of the direct dependency cases, but is unable to
detect transitive dependency cases as observed by us and an existing research [21].

5. JIngredient detects the TPLs and their class reuse with an accuracy of 99.75%. How-
ever, its dependence on class names to form the class signatures used to detect TPL
similarity, makes it prone to obfuscations. Also, its use is constrained by huge stor-
age and processing requirements (discussed shortly in detail).

6. Since PyCln and Autoflake do not perform TPL detection and both perform the
detection of used/ unused TPL imports, we analyze them independently and compare
them with each other. In our experiments, PyCln was unable to detect the import
statements present in a try-except structure, whereas Autoflake was successful in
detecting them. Further, both the tools miss the import statements where one library
imports another but does not use all the models of it. For instance, when a file A.py
imports from B.py (as from B import *), and does not use all the modules imported
in B.

7. XtraLibD detects the TPLs for 99.5% of the test cases. As observed from the table
values, XtraLibD outperforms LiteRadar, LibScout, and LibD with the improvement
scores of 30.33%, 74.5%, and 14.1%, respectively. Though XtraLibD has a compa-
rable accuracy rate as DepClean, JIngredient, Autoflake, and PyCln, its benefits in
terms of low storage requirements and small response time make it more feasible for
use. Also, XtraLibD performs equally well on the obfuscated test-inputs, the results
validate that it is resilient to the considered obfuscation types.
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Storage Requirement of the TPL-Detection Tools. XtraLibD leverages the PVA vec-
tors to detect the similarity among the TPLs, while the tools used for comparison, viz.,
LibD, LibScout, and LiteRadar, use the “reference lists” of TPLs. These tools con-
tain the “reference lists” of TPLs as files within their tool packages. As observed from
the storage requirement values, XtraLibD has the lowest storage requirement due to
the vector representation format. XtraLibD reduces the storage requirement by 87.93%
compared to LibD, 61.28% compared to LibScout, and 7.3% compared to LiteRadar.
As DepClean is based on the TPL dependency usage rather than the comparison with a
reference list of libraries, storage requirement comparison is not applicable to it. Simi-
larly, PyCln and AutoFlake are based on code analysis for TPL import detection, hence
the storage requirement comparison is not applicable in their case.

JIngredients performs TPL detection by using the source code class names as sig-
natures to match with a reference database for determining TPL reuse. However, JIn-
gredients has a storage requirement of 1 GB for its database, and needs a high per-
formance hardware and memory support to implement its approach. It was originally
implemented on a high end workstation with 2 Six core processors with a 64 GB RAM
on a large corpus size of 1 GB (which itself was constructed from an original repository
data of size 77.8 GB with a total of 172,232 JAR files). To perform our experiments, we
used a database of 214 JAR files from which 192 JAR files were used in JIngredient’s
database. We performed the experiments on a machine having an AMD Ryzen 5 4600H
3.0 Ghz 6 Cores 12 Threads processor with an 8 GB RAM. JIngredients was unable to
detect any instances of reuse on this machine, though it is able to identify the classes
within the JAR files. Thus, JIngredient’s working is constrained by its high storage and
processing requirement. However, XtraLibD has only 1.52 MBs storage requirement
for its Java version at a comparable accuracy rate as JIngredient. Thus, when compared
in terms of storage requirement, XtraLibD outperforms JIngredient by 99.85%.

Response Time of the TPL-Detection Tools. For DepClean, the average response time
mentioned in Table 3 includes only the time involved in running the actual dependency
analysis on the maven projects. XtraLibD has an average response time of 12.043 s with
a 61.37% improvement in the response time over LibD while delivering higher response
times than the rest of the tools.

4.3 Threats to Validity

For developing our Lib2Vec models and D, we utilize a subset of Java TPLs (i.e.,
JAR files) present in the MavenCentral repository, and a subset of Python TPLs from
Pypi.org. We assume that these TPLs cover a reasonably wide variety of Java and
Python code such that the Lib2Vec models that we train on them will be accurate.
However, there could still be many other Java and Python code types that could have
improved the Lib2Vec models’ accuracy. For training the Lib2Vec models, we obtain
the normalized textual forms of the source code and bytecode representations of the
.class files present in the JAR files and .py files present in Python TPLs (in .zip/
.rar/ /tar.gz forms). We obtain the source code and bytecode by using the compilation,
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decompilation and disassembly operations. Therefore, our Lib2Vec models’ accuracy
is subject to the accuracy of the decompilation and disassembly operations.

Next, we treat an unseen TPL that shows considerable similarity with the set of
“available TPLs” as likely-to-be-non-irrelevant-TPLs. Thus, the labeling of a TPL as
likely-to-be-non-irrelevant-TPL or irrelevant-TPL is strongly dependent on its use in
the considered application. We do not consider the TPL-usage as per now, but have
included it as part of our future work.

While training the Lib2Vec models, we consider only the .class and .py files of size
1 kB or larger. However, there may exist Java and Python libraries where the average
class size is lower than this limit. Excluding such a group of TPLs from the training
might give inaccurate results when the input TPL being checked happens in such a
group. The main reason for excluding such tiny source files is that they do not give
sufficient Java and byte code, which is necessary to compute a sufficiently unique vector
representation of the source code contents.

By reviewing the literature [5,15,17], we realized that there are a significant amount
of TPL-detection tools designed for Android Applications, requiring the input file in an
APK format. To the best of our knowledge, very few tools perform the TPL-detection
for software applications existing in JAR format or for Python applications. Therefore,
we converted our TPLs present from JAR to APK format using the Android Studio
toolkit and choose LibD, LibRadar, and LibScout – some of the popular TPL-detection
tools for our comparison. However, due to the fast advances of research in this area,
we might have missed some interesting TPL-detection tool that works with the JAR file
formats.

5 Conclusions

Software Development is immensely supported by the functionalities provided by var-
ious TPLs. However, as the software progresses through various releases, there tend to
remain some irrelevant TPLs in the software distributable. These irrelevant TPLs lead
to the unnecessary consumption of various resources such as CPU cycles, memory, etc.,
and thus its desirable to remove them. We propose a novel extra-library detector (XtraL-
ibD) tool that detects the irrelevant libraries present in an application distributable.
XtraLibD detects these libraries by performing code similarity detection with a ref-
erence dataset of 450 Java and 43,711 Python TPLs collected from MavenCentral. We
use PVA to train language-specific code similarity detection model on the source code
and byte code of these MavenCentral libraries. To the best of our knowledge, we are the
first to apply PVA for detecting code similarity in TPLs.

We used source code and byte code representations of TPLs to train our mod-
els as these preserve the semantics and are free from source code obfuscations. We
successfully leveraged the semantics-preserving Java decompilers (and Python com-
pilers) to transform the binary .class files and .pyc files into an obfuscation-invariant
textual form, viz., source code and byte code. We verified our approach’s efficacy
by testing it with more than 30,000 .class files and 478,031 .py files, where we have
achieved detection accuracy above 99.48% and an F1 score of 0.968 for Java, and 99.5%
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accuracy for Python. XtraLibD outperforms the existing TPL-detection tools, such as
LibScout, LiteRadar, and LibD, with an accuracy improvement of 74.5%, 30.33%, and
14.1%, respectively. XtraLibD achieves a storage reduction of 87.93% over LibD and
of 99.85% over JIngredient.

As part of the future work, we plan to explore the direction of actual TPL-usage
within the application to detect the unused parts of TPL-code. The idea can be lever-
aged to develop various software artifacts for automating the SDLC activities, such as
software code review, source code recommendation, and code clone detection.

Appendix

Objective. The objective here is to seek an answer to our questions:

1. For reliably detecting a library, what is the acceptable value of Lib2Vec similarity
scores for source code and bytecode inputs?

2. Does the threshold similarity score (α̂) vary with the input parameters (β, γ, and ψ)
of PVA?

3. What are the optimal values for the PVA tuning-parameters β, γ, and ψ?

Please refer to Table 1 for notation definitions.

Fig. 4. Variation of average similarity with PVA tuning-parameters [10].

Table 4. Scenarios for training Lib2Vec models using PVA [10].

Parameters varied

Epochs β Vector size γ Training samples ψ Models

Fixed at 10 Fixed at 10 Vary 5000 to-
CorpusSize in-
steps of 5000

CorpusSize
÷ 5000

Vary 5- to 50
in- steps of 5

Fixed at 10 Fixed at-
CorpusSize

10

Fixed at 10 Vary 5- to 50
in- steps of 5

Fixed at-
CorpusSize

10
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Fig. 5. Performance metrics with PVA models trained on source code [10].

Test-Bed Setup: Using the test partition of the test-bed developed in Sect. 4.1, we gen-
erate a test dataset (Y ) containing same, different file pairs in 50:50 ratio. Further, to
check if our tool is resilient to source code transformations, we test it for the following
three scenarios:

1. Package-name transformations: Package names of the classes present in TPLs are
modified.

2. Function (or method) transformations: Function names are changed in the con-
stituent classes’ source code, and function bodies are relocated within a class.

3. Source code transformations: Names of various variables are changed, source code
statements are inserted, deleted, or modified, such that it does not alter the semantics
of the source code. For instance, adding print statements at various places in the
source file.

We test Lib2Vec models’ efficacy in detecting similar source code pairs (or bytecode
pairs) using Y .

Procedure. The salient steps are [10]:

1. Fbc, Fsc := Obtain the textual forms of bytecode and source code present in source
files of training JARs of the test-bed (developed in Sect. 4.1).

2. For each parameter combination π ∈ Z (listed in Table 4):
(a) Sπ

sc := Sπ
bc := NULL

(b) Mπ
bc,M

π
sc := Train the Lib2Vec models using Fbc, Fsc.

(c) Save Mπ
bc and Mπ

sc to disk.
(d) For each file pairs 〈pi, pj〉 ∈ Y :

i. φi, φj := Obtain PVA vectors for pi, pj using M(π)
ii. αi,j := Compute cosine similarity between 〈φi, φj〉

iii. if pi == pj : Ssame = Ssame ∪ 〈αi,j〉
iv. else: Sdifferent = Sdifferent ∪ 〈αi,j〉

(e) α̂π
bc, α̂

π
sc := Obtain the average similarity scores using Sπ

bc and Sπ
sc and save

them.
(f) Using the α̂π

bc, α̂
π
sc as thresholds, compute the accuracy of Mπ

bc and Mπ
sc.

(g) Plot the variation of α̂bc, α̂sc, the accuracy of PVA models for different values
of β, γ, and ψ used in the experiment, and analyze.
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Results and Observations. Figure 4 and 5 show the effect of PVA tuning-parameters
on the average similarity and the model performance metrics values, respectively. The
legend entry BC-Ep-Diff represents the similarity variation w.r.t epochs for bytecode
case when two samples were different. SC-Vec-Same indicates the variation w.r.t vector
size for source code case when two samples were identical. The following are the salient
observations:

1. Effect of increasing the epochs beyond 10 seems to have a diminishing improvement
in the accuracy scores.

2. A noticeable decrease in similarity scores was observed by increasing the vector
count beyond 5, and the epochs count beyond 10.

3. As anticipated, the accuracy (indicated by F1 scores11) improves with the size of
training samples.

Therefore, we take α̂sc = 0.98359 and α̂bc = 0.99110 as the similarity threshold
values for source code data and bytecode data, respectively. Further, the best accuracy
(99.48% for source code and 99.41% for bytecode) is achieved with the Lib2Vec model
trained using 30427 samples, 10 epochs, and the vector size of 10. The precision and
recall values, in this case, were 99.00% and 99.00%, respectively, resulting in an F1
score of 99% for the source code case. As we achieve the highest accuracy scores at
β = γ = 10, we take these as the optimal input parameter values for PVA.
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Abstract. Praxeme is an enterprise methodology designed to overcome the dif-
ficulties associated with the construction of enterprise information systems. The
aspect that specifies the company’s intentions represents the initial phase of the
software development process in Praxeme. The use of the eLEL lexicon to express
the intentional aspect of Praxeme enables the knowledge in the following aspects
to be clarified. However, the logical modeling (logical aspect) from the inten-
tional aspect represented by eLEL is largely lacking in conceptual information to
be exploited in the purely IT aspect of Praxeme. In this paper, we propose the use
of the ReLEL lexicon to specify the intentional aspect of Praxeme in order to auto-
mate the process covering the business and IT aspects of the enterprise. ReLEL
is an enterprise terminology database and has precise information concerning the
conceptual representation of an information system. For this purpose, we have
proposed rules to automate the articulation that covers the intentional, semantic,
logical and software aspects of Praxeme. We made use of the ATL and Acceleo
language for the implementation of the transformation rules. The result obtained
in this article is a SOAP web service of the software aspect of Praxeme.

Keywords: Acceleo · ATL ·MDA · Praxeme · Relel · Requirements ·
Engineering · SOA · SOAP · UML

1 Introduction

Developing a company’s information system is a complex task [1]. Among the diffi-
culties is the permanent evolution of needs, which forces the company’s information
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system to remain flexible in the face of this progression. Hence the need for a method-
ological framework within the enterprise in order to control its structure and manage its
transformation [2]. This article makes use of Praxeme as a methodology for the software
development process. Indeed, Praxemeprovides enterpriseswith a tool to absorb changes
by pushing the design of information systems towards a service-oriented approach [4].
Consequently, in order to correctly coordinate the role of the software architecture, Prax-
eme focuses on the process of logical modeling based on a set of high-level models from
the business itself [5]. In a certain way, the logical model ensures the decoupling of the
conceptual solution from the technology used for the implementation, which makes the
design of the information system perennial. It specifies the logical aspect of the Praxeme
methodology. The logical aspect models the service architecture known as SOA (Ser-
vice Oriented Architecture) and consequently structures the information systemwith the
elementary unit called the logical service. However, the automatic localization of logical
services at the time of logical modeling remains a difficult task [7]. The dispersion of
information at the level of the representation of the enterprise’s intentions in Praxeme
is the cause. It is essential to group together in the intentional aspect all the terms and
their precise definitions specifically used in the enterprise and its field of activity [9].
Hence the importance of a lexicon based on natural language to represent the intentional
aspect of Praxeme [8]. The lexicon is a source of reference for the stakeholders and can
take several forms, namely the glossary in a linear form or the LEL (Language Extended
Lexicon) [10], eLEL (elaborate Lexicon Extended Language) [11], SBVR (Semantic
Business Vocabulary and Rules) [12] in a more complex form [13]. Nevertheless, the
consideration of the highest level of abstraction of Praxeme (intentional aspect) is rarely
discussed in the research topics that exploit the Praxeme methodology. Consequently,
there is no approach that instantiates the SBVR or LEL requirement models in the Prax-
eme methodology. Moreover, Razafindramintsa [14] already dismisses the hypothesis
of using LEL in Praxeme due to the lack of conceptual views which makes difficult the
automatic derivation to static and dynamic UML models. Since eLEL is a more elab-
orate natural language requirements model than the classical LEL and has a dedicated
UMLmetamodel, Razafindramintsa [14] proposes an approach that instantiates eLEL in
Praxeme in order to represent the intentional aspect of the methodology. This approach
obviously facilitates the automatic localization of the logical service (logical aspect)
from eLEL (intentional aspect) at the time of the logical modeling. The result obtained
using this approach is a logical model composed of a logical factory, logical workshop,
logical machine, logical service and data structure [7]. However, the logical business
services automatically located from eLEL are not exploitable in code (software aspect)
of an object-oriented application [8]. However, all the information which constitutes the
Praxeme logical services is already described in eLEL [7]. Consequently, the problem
lies at the level of the intentional aspect specified by eLEL, whose conceptual level does
not conform to object-oriented conventions [6, 8].

The ReLEL (Restructuring extended Lexical Elaborate Language) requirements
model is an extension of eLEL. It records the terms used by the company and mod-
els the conceptual information of the future system to be developed according to the
object-oriented principle [6]. Therefore, in this article, we have discarded eLEL from
Praxeme and replaced it with the ReLEL natural language oriented requirements model
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in order to represent its intentional aspect. Our objective in this article is to automate
the software development process from ReLEL using the Praxeme business methodol-
ogy. Since Praxeme absorbs the MDA (Model Driven Architecture) approach for the
articulation of its aspects, this article presents two very distinct approaches. In the first
approach, we have used Rapatsalahy’s [8] approach for logical modeling (logical aspect)
from ReLEL (intentional aspect) which articulates the intentional, semantic and logical
aspects of Praxeme. For this purpose, we have used transformation rules described in
human language and ATL, known as model-to-model (M2M), defined by Rapatsalahy
[8]. Subsequently, we proposed the implementation of the Praxeme logical model by
a SOAP (Simple Object Access Protocol) web service which articulates the logical,
technical and software aspects of Praxeme. Thus, in order to automate the process, we
have proposed M2M transformation and translation rules described from the Acceleo
template engine, known as model-to-text (M2T). This approach uses both top-down and
bottom-up approaches to build the SOAP web service from the logical model of the
methodology. Indeed, the choice of implementation of the logical model into a SOAP
web service (top-down or bottom-up) depends on the decision taken in the technical
aspect of Praxeme. Finally, this article only deals with the purely IT (Information Tech-
nology) aspects of Praxeme, compared to Rapatsalahy’s article in [8] which explores
the business part of the methodology. But as a common point, both articles make use of
the logic aspect to realize the role of the bridge between the business and IT aspects of
Praxeme.

2 Background

This section introduces the two concepts developed in this work. Firstly, it describes
the ReLEL lexicon, the artifact used to model the domain knowledge. At the end, it
describes the Praxeme methodology that orients the design of enterprise information
systems towards a service-oriented approach.

2.1 Restructuring Extended Lexical Elaborate Language

TheReLELnatural language oriented requirementsmodel is a set of symbols that records
the significant terms of the universe of discourse (UofD). The ReLEL symbol classifies
the input terms in the model into four categories such as subject, object, verb and state.
Requirements are extracted from the ReLEL subject (and/or) verb (and/or) object sym-
bols [15]. Each term in the ReLEL lexicon can be described according to its type by the
heuristics presented in Tables 1, 2, 3, and 4. Table 1 describes the subject ReLEL.
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Table 1. Subject type ReLEL.

ReLEL typology Subject

Description It is an active entity with an associated role in the application. The
subject is either an actor or a software component or any other system
with which it must interact

Notion It describes the subject (who is the subject?), the properties of the subject
(what are their characteristics?) as well as the objects it manipulates
(what are the objects it manipulates?)

Behavioral response It relates the definition of functions supported by the subject

Attribute It indicates the properties of the subject. The attribute type can be either
an existing ReLEL object type or a simple type. A parameter is a
particular attribute

Method It develops the details of the actions defined by a behavioral response
described by a symbol of type subject. Indeed, it represents the operation
that allows to manipulate an attribute

Table 2 represents the heuristics associated with the ReLEL object type.

Table 2. Object type ReLEL.

ReLEL typology Object

Description It is an entity manipulated by a ReLEL subject type. Therefore, a
ReLEL object type does not act with respect to an action

Notion It describes the object (who is the object?), the properties of the object
(what are its characteristics?) and the other objects with which it is
related (what objects are related to it?)

Behavioral response It describes the actions applied to this object

Attribute It indicates the properties of an object. The attribute type can be either
an existing ReLEL object type or a simple type. A parameter is a
particular attribute

Method It specifies the operation to access or modify a ReLEL object

Table 3 represents the heuristic associated with the verb type ReLEL object.
Table 4 represents the heuristic associated with the state type ReLEL object.
The ReLEL objective is to unify the domain language (dictionary), to specify the

requirements and to represent the conceptual information corresponding to each domain
term. Indeed, it is based on eLEL but models the information of the UofD in order to
have a conceptual view in accordance with the object-oriented principle for attribute
typing and the construction of a method [6]. The process of the ReLEL construction is
composed of fourteen steps that conform to the metamodel presented in Fig. 1.

The basic metaclasses that compose the ReLEL metamodel is explained above:
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Table 3. Verb type ReLEL.

ReLEL typology Verb

Description The verb type ReLEL object describes a functionality that is executed
by the subject ReLELs with its impacts in the operational environment

Notion It describes what acts when an event happens or occurs, the object
manipulated by the subject (what is the object manipulated by the
subject?), as well as the goal to be reached (what is the goal to be
reached?)

Behavioral response It describes the environmental impact, the resulting condition, and the
satisfactory conditions for achieving the objective or goal

Attribute It represents the subjects or objects concerned by the verb

Method It represents the actions to be carried out by the subject on the objects
participating in the realization of the objective or the goal to be reached

Table 4. State type ReLEL.

ReLEL typology State

Description The ReLEL object of type state is characterized by rather large attributes
that contain values at different times during the execution of the system

Notion It describes what it represents and then the actions that led to it

Behavioral response It allows the identification of other states that can be reached by the
current state

Attribute It represents subjects or objects that change their state

Method It represents the actions taken to produce this state

Fig. 1. ReLEL metamodel [6].
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• Metaclass symbol: it constitutes the basic notion of the ReLEL lexicon. Indeed, each
significant term of the UofD is recorded in the form of a ReLEL symbol classified as
subject and/or object and/or verb and/or state and then described through themetaclass
notion, behavioral response, attribute and method. Therefore, the symbol metaclass
is composed of the notion, behavioral response, attribute and method metaclass;

• Notion metaclass: its purpose is to describe the denotation of a term captured by a
ReLEL symbol;

• Behavioral response metaclass: it aims to describe the connotation of a term recorded
by a ReLEL symbol;

• Attribute metaclass: represents the conceptual view of the ReLEL and metamodels
the characteristics of the ReLEL symbol;

• Method metaclass: it represents the conceptual view of the ReLEL. Consequently, it
constitutes the operation allowing to manipulate an attribute metaclass;

• Metaclass circularity: this concept is necessary when there is a relation between two
ReLEL symbols. Therefore, its role is to link the symbol metaclass (target and source)
two by two. It also stores a reference to the created element metaclass;

• CreatedElement metaclass: this concept is used to register each created ReLEL sym-
bol. Therefore, it stores a reference of the ReLEL symbol metaclass. It is composed
of the NumberCreatedElement metaclass;

• Metaclass NumberCreatedElement: it is used to indicate the minimum and maximum
number of the target element created object occurrences in the circularity;

• The SymbolType enumeration: it allows to list all possible values of the classifica-
tion for a ReLEL symbol. It can be either subject, object, verb or state. Thus the
enumeration value assigned to a ReLEL symbol is unique;

• The Relation enumeration: it allows to list all possible values of the relation between
two ReLEL symbols in the concept of circularity. The value can be inheritance, aggre-
gation, association or none. The enumeration value assigned to the circularity concept
is unique.

2.2 Praxeme Methodology

Praxeme is an enterprise methodology that enables the perfect alignment of its busi-
ness architecture with its technical architecture. For this purpose, it proposes a TSE
(Topology System Enterprise) framework that respects certain rules, such as focusing
on the enterprise, taking into account all of its reality, the uniqueness of any element in
a repository within the framework, assistance with the transformation of one model into
another, the linking of elements to each other and finally the existence of a reference
metamodel. The TSE constitutes the theoretical basis of the Praxeme methodology and
identifies seven aspects of the enterprise [7].

By definition, an aspect is a component of the system that is linked to a viewpoint, a
type of concern, a specialization [3]. The TSE indicates the possibility to move from one
aspect to another via a link. These links express the dependencies between aspects. The
articulation of aspects shows how information, representations and decisions flow from
one end of the software production chain to the other [3]. Thanks to the adoption of the
MDA approach by the Praxeme methodology, derivation rules can be defined on these
relationships, which allow us to move from one aspect to another. The derivation rules
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are first expressed in human language. Then they can be implemented bymodel transfor-
mation languages to be semi-automated or even automated. This article is particularly
interested in some articulation fixed by the topology of the enterprise system, namely
the intentional aspect represented by the CIMmodel (Computation IndependentModel),
semantic and logical by the PIMmodel (Plateform Independent Model), software by the
PSM model (Plateform Specific Model). Indeed, the key principle of MDA consists in
the use of different types of models in the development cycle of a software, namely the
CIM requirements model, the PIM analysis and design model and the PSM code model
[8]. Therefore, the derivation of the intentional aspect into the semantic aspect is a so-
called vertical transformation in MDA that induces a change of abstraction level. Then
the derivation of the semantic aspect into the logical aspect is a horizontal transformation
in MDA because the source model (semantic model) and target model (logical model)
involved in the transformation are at the same level of abstraction. Finally, the deriva-
tion of the logical aspect into the software aspect is a vertical transformation. Figure 2
represents the Enterprise System Topology Framework of the Praxeme methodology.

Fig. 2. Enterprise System Topology [7].

The intentional aspect is the source of all business knowledge in the semantic (object
at the heart of the business) and pragmatic (business processes) aspects of Praxeme. Thus,
it requires amodel described in natural languagewhich has a dedicated UMLmetamodel
to guarantee the durability of the SOA model of the logical aspect of Praxeme.

Indeed, Praxemeprovides for three derivation paths from the semanticmodel, namely
towards the pragmatic aspect and the innovative design of processes, and then two others
towards the logical aspect for data modeling and service design. In this article, we have
oriented the semantic modeling towards the design of services, since our initial prob-
lematic is based on the inability of the logical business service automatically localized
from eLEL to be exploited in the software aspect of Praxeme [8]. Certainly Praxeme
aims to design the system using an SOA approach [16]. It uses basic units called logical
services to build systems. The logic model is composed of several logic services that are
arranged in logic aggregations on three levels of aggregation, namely logic machines,
logic shops and logic factories. By definition, the logical machine is a coherent set of
logical services. Then the logical workshop groups each logical machine. Finally, the
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logical factory is a set of logical workshops. The logistics aspect encompasses the tech-
nical and software aspects of the Praxeme methodology. The technical aspect indicates
how to convert artifacts from the logical model into software. Then, the software aspect
covers all the software components that automate part of the system’s action [3]. The
relationship between the technical, logical and software aspects, whatever their level,
are obtained by deriving logical components, for a given architecture.

3 Related Work

The integration of the natural language oriented requirements model in a software devel-
opment process is a very promising approach in the field of software engineering. It
allows to reduce the gap between the developed software and the requirements speci-
fied by the stakeholders. However, this hypothesis requires a methodology capable of
mastering the usual complexity of the development of an enterprise information sys-
tem. Therefore, this section summarizes the research literature based on the integration
of lexicons such as SBVR and eLEL into the methodology intended for the enterprise
software development process noted Praxeme.

Biard [2] proposes in his approach a method that consists in using the Praxeme
methodology and recommends some new modeling tools that facilitate its use. The
permanent evolution of needs obliges companies to make their information systems
agile in the face of these continual changes. Nevertheless, the problem with adapting
the company’s information system to changing needs lies in the fact that the company’s
knowledge is not formally expressed and poorly structured. Biard [2] solves this problem
in this article by using the Praxeme enterprise methodology, which proposes the appro-
priate framework to carry out this explicitation and structuring of knowledge. Thanks
to the TSE, Praxeme structures the enterprise in seven aspects and divides them into
aspects representing the business architecture and the technical architecture. The article
by Biard [2] focuses rather on the business architecture, which deals with the knowledge
of the enterprise.

Tomake the knowledge explicit in this architecture, Biard’s strategy [2] startswith the
pragmatic aspect of the Praxememethodology. Therefore, the sequence of elaboration of
the semantic aspect and the pragmatics is opposite to their dependence. The authors claim
that participants generally have a more precise idea of how they intervene in the business
process than to spontaneously express the business objects and data they are dealingwith.
Consequently, in this approach, Biard [2] proposes an extraction of the business objects
and their data according to the messages exchanged between the different actors in the
business process to constitute the semantic aspect of Praxeme. After the formalization of
the semantic aspect, it is then the turn of the business and organizational rules, which the
actors often find difficult to formalize. Thus, in this article, Biard [2] proposes a language
close to natural language such as SBVR to establish the business and organizational rules
in the semantic and pragmatic aspect of Praxeme. Indeed, the researcher indicates that
the Praxeme method, the approach they have proposed as well as the adapted tools allow
for the construction of a solid base on which to build the enterprise architecture. This
allows all the assets to align the information system with the company’s strategy and
increase its agility.
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Razafindramintsa [14] focused on the integration of the natural language oriented
requirementsmodel in the Praxememethodology. Indeed it is a very interesting approach
to improve the software development process, as Biard [2] even asserts the usefulness
of natural language at the level of the intentional aspect of Praxeme in order to make
explicit the intentions of the enterprise by all stakeholders. Consequently, their strategy
in this article consists of specifying the intentional aspect of Praxeme through the eLEL
requirements model in order to make the automatic derivation of the business knowledge
source into the semantic aspect of this methodology easy. The eLEL requirements model
allows this derivation to be satisfied perfectly, because Razafindramintsa [14] maintains
that it is a terminological database that provides all the specific termsusedby the company
and has a UML metamodel. This strategy also solves the problem mentioned by Biard
[2] related to the graphical representation of the intention in the company, which is not
yet very common. The researchers state that in this approach, they have moved away
from the hypothesis of using the LEL requirements model to specify the intentional
aspect of Praxeme, since they have observed that not only does the LEL model not
present the conceptual level of a domain, but also it cannot directly derive the static and
behavioral model of the UML language. Thus, in order to realize their proposal, they
established rules expressed in natural language to derive the eLEL model into a UML
class diagram and transition state machine. The UML class diagram and transition state
machine specify the semantic aspect of the Praxeme methodology. In order to automate
the derivation of the eLEL model into the semantic aspect, they have used the ATL
model transformation language. Indeed, this transformation is an M2M approach within
the framework of MDA, as the eLEL requirements model of the intentional aspect of
Praxeme represents the CIM, and then the UML class diagram and the transition state
machine are models of the PIM.

For the ATL transformation, Razafindramintsa [14] used the eLEL metamodel in
ecore format as the source model and two ecore metamodels for the semantic aspect
as the target. The class diagram and the UML transition state machine in XMI format
are the first results of the transformation. Then, they proposed to transform the recently
obtained UML diagrams with the PlantUML script in order to obtain a concrete UML
diagram.

Razafindramintsa [7] proposed an approach to automatically locate the logical ser-
vice from the eLEL natural language oriented requirements model. Indeed, this is a
very interesting approach in a service architecture (SOA), because Razafindramintsa [7]
assert that the automatic localization of services at the time of logical modeling is a dif-
ficult task because of the complexity of the model and the dispersed nature of enterprise
architecture information in organizations, systems as well as actors and applications.
Especially since the location of logical services during the modeling process is still done
in a manual or semi-automatic way. However, they argue that all the information that
makes up the logical services is described in eLEL as well as in the business architec-
ture aspects of the Praxeme methodology. Therefore, in this article Razafindramintsa [7]
made use of the semantic aspect and obtained from eLEL in order to automatically derive
the logical aspect of the Praxeme methodology. They proposed four rules described in
natural language for the transformation of the UML class diagram into a logical factory.
Subsequently, they transposed the rules described in natural language into ATL rules
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in order to automate the derivation process defined previously. The results obtained
are UML logical factory diagrams at the Praxeme logical aspect level [7]. As a work
perspective, the researchers suggest the realization of the SOA from the logical aspect
derived automatically from eLEL.

4 Proposed Approach

This section presents the approach proposed in this article which consists in integrating
the ReLEL natural language requirements model into the Praxeme methodology. The
objective of this approach is to automatically obtain the Praxeme software aspect com-
ponent from the intentional aspect specified by ReLEL. Therefore, this section outlines
our approach for M2M and M2T model transformation. Obviously, the approach pro-
posed in this article is entirely based on the MDA approach that is used by Praxeme
to articulate each aspect of the TSE. The model transformation rule proposals in this
section are first expressed in human language (natural language) and then translated into
model transformation language.

4.1 Proposed Methodology for the M2M Approach

The basic principle of the M2M approach proposed in this paper is to generate target
PIM models (semantic and logical) from the source CIM and PIM models (intentional
and semantic). Theoretically, the derivation process is done in two steps.

The first consists of the derivation of the intentional aspect into Praxeme semantics.
Then, the second derives the semantic aspect into the logical aspect. Figure 3 illustrates
the first part of the synoptic of the proposed M2M approach for model transformation.

Fig. 3. Overview of the first part of the M2M approach [8].

The process of derivation of the intentional aspect in semantics. The semantic
aspect hosts the business knowledge of the enterprise which excludes the organization
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Table 5. Rule for transforming the ReLEL into a UML class diagram.

Natural language transfor-
mation rule 

ATL transformation rule 

R1: "The domain is a concept
that allows the grouping of sub-
ject and object type  ReLEL
symbol. Therefore, the domain
concept becomes a UML package
for transformation". 

rule DomainReLELToPackageUML { 
from domain : MMReLEL!Domain to

package : MMdclass!Package ( 
name<- domain.name, 

ownedClass<- domain.Symbol, 
import<- domain.domain)} 

R2: "An actor described in the
UofD is defined as a subject
ReLEL. Then a passive entity is
registered as an object ReLEL.
Therefore, a subject and/or object
ReLEL type is mapped to a UML
class in the transformation". 

rule SymbolReLELToClassUML { 
from symbolSubj : MMRe-

LEL!Symbol(symbolSubj.classification=#Subject) to
classSubj : MMdclass!Class ( 

name<- symbolSubj.name, 
attribute<- symbolSubj.OwnedAttribute, 

operation<- symbolSubj.OwnedMethod)} 

R3: "The attribute concept de-
termines the properties of ReLEL
symbols. Rule 3 allows to map
the attributes of the ReLEL sub-
ject and/or object into an attribute
of a UML class. However, the
type of the attribute according to
the object-oriented principle is
only obtained in rule 7." 

rule AttributeReLELToAttributeUML { 
from attrS : MMRe-

LEL!Attribute((MMReLEL!Symbol.allInstances()->select(x | x. 
classification =#Subject)->collect(y | y. name)->flatten()-

>includes(attrS. ownerSymbol)=true) and (attrS.oclIsTypeOf 
(MMReLEL!Attribute))) to

attrC : MMdclass!Attribute( 
code <- attrS.code, 

name<- attrS. ownerSymbol, 
size<- attrS.size, 

AttributeType<- attrS.OwnedType)} 
R4: "The action that reaches

ReLEL objects is the concept
method. Therefore, rule 4 maps
the method of a ReLEL subject
and/or object to the operation of a
UML class."   

rule MethodReLELToOperationUML { 
from methS : MMRe-

LEL!Method((MMReLEL!Symbol.allInstances()->select(x | x. 
classification =#Subjet)->collect(y | (y. OwnedMethod)->collect(z 

| z. name))->flatten()->includes(methS.name)=true)) to methC : 
MMdclass!Operation ( name <- methS.name, 
nameClass<- methS. ownerSymbol, Parameter<- 

methS.OwnedParameter, ReturnValue <- 
methS.OwnedRetValue)}

R5: "A parameter is an input
value of a ReLEL method. It
corresponds to the parameter of
an operation of a UML class." 

rule ParamReLELToParamUML{ 
from paramS : MMRe-

LEL!Parameter((MMReLEL!Symbol.allInstances()->select(x | x. 
classification=#Subject)->collect(y | (y. OwnedMethod)->collect(z 

| z. name))->flatten()->includes(paramS. name)=true) and
(MMReLEL!Symbol.allInstances()->select(x | x. classifica-

tion=#Subject)->collect(w | (w. OwnedAttribute)->collect(q | q. 
name))->flatten()->includes(paramS. name)=true)) to

paramC : MMdclass!Parameter ( 
--inheritance

(continued)
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Table 5. (continued)

code <- paramS.code, 
name<- paramS. ownerSymbol, 

size<- paramS.size, 
AttributeType<- paramS. OwnedType 

--Binding
name<- paramS.name)}

R6: "The return value is an
output value of a ReLEL method.
It logically corresponds to the
return value of an operation of a
UML class."    

rule ValRetReLELToValRetUML { 
from RetValS : MMRe-

LEL!ReturnValue(MMReLEL!Symbol.allInstances()->select(x |x. 
classification =#Subject)->collect(y | (y. OwnedMethod)-

>collect(z | z. name))->flatten()->includes(RetValS. name)=true) 
to

RetValC : MMdclass!ReturnValue( 
name<- RetValS.name, 

nameClass<- RetValS. ownerSymbol, 
ReturnType<- RetValS.TypeOfReturnValue)} 

R7: "The type of an attribute
or the return value of a ReLEL
method is a ReLEL symbol (sub-
ject or object) or a simple type.
Therefore, the type of a ReLEL
attribute corresponds to the type
of an attribute of a UML class. 
The type of a ReLEL return value
corresponds to the type of a return
value of a UML class." 

rule SimpleTypeReLELToPrimTypeUML { 
from typeS : MMRe-

LEL!Type_simple((MMReLEL!Symbol.allInstances()->select(x | 
x. classification=#Subject or x. classification=#Object)->collect(y 

| (y. OwnedAttribute)->collect(z | z. name))->flatten()-
>includes(typeS. name)=true) or (MMRe-

LEL!Symbol.allInstances()->select(x | x. classification =#Subject
or x. classification=#Object)->collect(w | (w. OwnedMethod)-

>collect(q | q. name))->flatten()->includes(typeS. name)=true)) to
typeC : MMdclass!Type_primitif ( 

-- inheritance
name<- typeS.name, 

nameClass<- typeS. ownerSymbol, 
-- Binding

nameTypePrim<- typeS.name, 
type_prim<- typeS.type_simple)}

R8: "The circularity links two
ReLEL symbols target and
source. Therefore, it is mapped
into a UML class association in
the transformation." 

rule CircularityReLELToAssociationUML { 
from y : 

MMReLEL!Circularity ((y.SymbolSource. classification 
<>#State) or (y. SymbolTarget. classification<>#State)) 

to association : MMdclass!Association ( 
name<-y.CreatedElement.first ().name+'_To_'+y.  CreatedEl-

ement.last ().name, Type<- y. CircularityType, 

ReferenceEndAssociation<-y. CreatedElement ->collect(t | Tu-
ple{r=t, n=t.NumberOfCreatedElement}))}

R9: "The concept of the num-
ber of elements created is the 

rule NbrElemCreatedReLELToAssociationEndUML{ 
from r : MMReLEL!CreatedElement, 

(continued)
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Table 5. (continued)

cardinality of a UML class." n: MMReLEL! NumberOfCreatedElement (r. NumberOfCre-
atedElement =n) to

assEnd : MMdclass! AssociationEnd( 
name<- r.name, lower<- n.Lower, upper<- n.Upper, 

AssociationEndReference<- r. CreatedSymbol)} 

related reference [8]. The extraction of information from the ReLEL into a UML class
diagram is composed of a total of nine transformation rules [6, 8].

The second process of the derivation consists in transforming the ReLEL require-
mentsmodel of the intentional aspect into aUML transition statemachine of the semantic
aspect of Praxeme. The extraction of information from the ReLEL into a UML transition

Table 6. Rule for transforming the ReLEL into a UML transition state machine diagram.

Natural language transfor-
mation rule 

ATL transformation rule 

R1: "The state type ReLEL
symbol determines values at
several moments of the system
execution. Therefore, a ReLEL
symbol classified as state is
mapped to state in the UML state
machine diagram."   

Rule SateReLELToStateUML{ 
from symb : 

MMReLEL!Symbol (symb. classification =#State) to
state : MMState!State ( 

name<- symb.name, 

        trigger<- symb. OwnedMethod)} 

R2: "Each state object ReLEL
(source and target) registered in
the circularity concept becomes
an event transition in the UML
state machine diagram." 

rule CircularityToTransition { 
from circularity : 

MMReLEL!Circularity(circularity.SymbolSource.classification 
=#State and circularity.SymboleTarget. classification =#State) to

transition : MMState!Transition ( 
name<-circularity. CreatedElement.first ().name +'_To_'+ cir-

cularity. CreatedElement.last ().name, 
source<- circularity.SymboleSource, 
target<- circularity.SymboleTarget, 

ownEvent<- circularity.SymboleTarget. OwnedMethod)} 
R3: "A state is an event trig-

ger. The method of a state ReLEL
is mapped to an event of a UML
transition state machine diagram." 

rule MethodToEvent { 
from method : MMRe-

LEL!Method((MMReLEL!Symbol.allInstances()->select(x | x. 
classification=#State)->collect(y | (y. OwnedMethod)->collect(z | 

z. ownerSymbol))->flatten()->includes(method. ownerSym-
bol)=true)) to

event : MMState!Event ( name<- method.name)} 
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Table 7. Rule for transforming the UML class diagram into a Praxeme logic factory.

Natural language transfor-
mation rule 

ATL transformation rule 

R1: "The UML class diagram
package becomes a logical factory
for the logical aspect of Prax-
eme."  BLM: Business Logic
Machine, LF: Logical Factory. 

rule PackageToLogicalFactory { 
from s : MMdclass!Package to

c : LogicalFactory!LF ( 
name<-s.name, 

                 ownedBLM<-s.ownedClass)}
R2: "The class of the UML

class diagram contained in the
UML package is mapped into a
business logic machine in the
Praxeme logic aspect." BLS: 
Business Logic Service. 

rule ClassToBusinessLogicalMachine { 
from s : MMdclass!Class(s. root=#Package) to

c : LogicalFactory!BLM ( 
name<-s.name, 

ownedBLS<-s. operation)} 

R3: "The operation of the
UML class diagram contained in
the UML package is mapped into
the business logic service of the
Praxeme logic aspect." 

rule OperationToBusinessLogicService { 
from s : MMdclass!Operation (s. root=#Package) to

c : LogicalFactory!BLS ( 
name<- s.name, 

ownedParameter <- s. Parameter, 

         ownedReturnValue<- s. ReturnType)}
R4: "The parameter of the

UML class diagram contained in
the UML package is mapped as a
parameter of a logical business
service of the logical aspect of
Praxeme." 

rule ParamUMLToParamBLS { 
from s : MMdclass!Parameter((s. root=# Package)  and

(MMdclass!Class.allInstances()->select(x |x. root=# Package) 
->collect(y | (y.operation)->collect(z | z.name)) 

->flatten()->includes(s.name)=true)) to
c : LogicalFactory!Parameter( name<-s.code, 

ownedTypeParameter<- s. AttributeType)} 
R5: "The return value of the

UML class diagram contained in
the UML package is mapped to
the return value of a logical busi-
ness service of the logical aspect
of Praxeme." 

rule ReturnValToRetValBLS  { 
from s : MMdclass! ReturnValue ( (s. root=#Package) and

(MMdclass!Class.allInstances()->select(x | x. root=#Package) 
->collect(y | (y. operation)->collect(z | z. name)) 

->flatten()->includes(s. name)=true)) to
c : LogicalFactory! ReturnValue ( name<- s.name, 

ownedReturnValue<-s. ReturnType)} 
R6: "The primitive type of the

UML class diagram contained in
the UML package is mapped to
the primitive type of a parameter
or a return value of a BLS of the

rule TP_ClassToTP_BLS { 
from s : MMdclass!Type_primitif((s. root=#Package) and

(s.ownedType =#Method) and (MMdclass!Class.allInstances()-
>select(x|x. root=#Package) 

->collect(y | (y.operation)->collect(z | z.name)) 
logical aspect of Praxeme." ->flatten()->includes(s.name)=true)) to

c : LogicalFactory!Type_primitive ( 
--inheritance from primitive Type to Type

name<- s.name, nameBLM<- s.name, 
--BLS primitive standard link

name<- s. nameTypePrim, type<- s. type_prim)} 

(continued)
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Table 7. (continued)

R7: "The class type of the
UML class diagram contained in
the UML package is mapped to
the BLM type of a parameter or a
return value of a BLS of the
Praxeme logic aspect." 

rule TypeClassToTypeBLM { 
from s : MMdclass!Type_Class( (s. root=#Package) and

(s.ownedType =#Method) and (MMdclass!Class.allInstances()-
>select(x|x. root=#Domain)->collect(y | (y.operation)->collect(z | 

z.name))->flatten()->includes(s.name)=true)) to
c : LogicalFactory!Type_BLM ( 

-- inheritance from BLM Type to Type
name<- s.name, nameBLM<- s.name, 

--BLS TypeBLM link
name<- s. nameTypePrim, referenceBLM<-s.ReferenceType)} 

state machine diagram is composed of a total of three transformation rules [8]. Table 6
summarizes the rules described in human and ATL language of the transformation.

The process of deriving the semantic aspect into a logical aspect. The logical
aspect of the Praxeme methodology is an advantage in terms of opening up the system.
Indeed, it leads to the production of software components distributed in the form of
services, in the logical continuity of web services technology. The process of deriving
the semantic aspect into the logical aspect of Praxeme is composed of a total of seven
rules. It consists of the extraction of the information that makes up the UML class
diagram to constitute the Praxeme logical factory model.

Table 8 gives the definition of the basic elements that make up the Praxeme logic
model used in the transformation described in Table 7.

Table 8. Elements used by WSDL for web service description.

Element Description

Business logic factory It is a logical aggregate corresponding to a domain in the upstream
models. It derives from the object domain which is the
decomposition unit of the semantic model

Business logic machine It is a coherent set of logical business services, built around a strong
notion of an upstream model. Its origin comes from the Praxeme
semantic class

Business logic service It is the elementary grain in the service architecture. Everything that
can be requested from the information system, action or
transformation, is obtained through a service. As its origin, the
logical business service comes from the operation having been found
on a semantic class of Praxeme

The process of deriving the logical aspect in software aspect. The approach pro-
posed in this article implements the logical model obtained from ReLEL from the SOAP
web service technology. In this section, we will present the top-down approach which
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consists in establishing first of all a contract that says everything about the service opera-
tion before implementing it. Consequently, our approach is still based on the philosophy
of the M2M transformation, which consists of deriving the logical model (PIM) of the
logical aspect into a WSDL model (PSM) of the software aspect of Praxeme. The basic
principle of this transformation consists of extracting the elements of the logical model,
such as the logical factory, logical business machine, logical business service, param-
eter as well as the return values, in order to constitute the WSDL structure. Generally
speaking, the derivation process is composed of five rules in all. Figure 4 illustrates the
second part of the synoptic of the M2M approach proposed in this article for model
transformation (Table 9).

Fig. 4. Overview of the transformation from logical to WSDL model.

In WSDL, the abstract information is separated at two levels such as the abstract and
concrete part. The root of the document is represented by the definitions tag whose child
information is detailed in Table 10 below.
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Table 9. Rule for transforming the logical factory into the Praxeme WSDL model.

Natural language transfor-
mation rule 

ATL transformation rule 

R1: "The logical factory cor-
responds to the WSDL package." 

rule LFToWSDLPackage { 
from LF : LogicalFactory!LF to

ContainerWSDL : MMWSDL!WSDLPackage ( 
name<- LF.name, ownedDefinition<- LF. ownedBLM)} 

R2: "The business logic ma-
chine corresponds to several
elements of the WSDL model,
namely  

1. It refers to the WSDL defi-
nition.  

2. It corresponds to the
WSDL type port.  

3. It corresponds to the
WSDL binding concept.  

4. It corresponds to the
WSDL port. 

5. It refers to the Service. 
Note: The NameSpace and

rule BLMToDefinition { 
from BLM : MMLogicalFactory!BLM to

definition : MMWSDL!Definition ( 
name<- BLM.name.toString().concat('Service'), 

NameSpace<- '', ownedElement<- BLM.ownedBLS, 
ownedElement<- BLM. ownedBLS->collect(a 

|thisModule.resolveTemp(a, 'elementOutput')), 
ownedMessage<- BLM. ownedBLS->collect(b | thisMod-

ule.resolveTemp(b, 'message')), 
ownedMessage<- BLM. ownedBLS->collect(c | thisMod-

ule.resolveTemp(c, ' elementOutput ')), 
ownedPortType<-thisModule.resolveTemp(BLM , 'portType'), 

ownedBinding<-thisModule.resolveTemp(BLM, 'binding'), 
ownedService<-thisModule.resolveTemp(BLM, 'service')), 

location meta-attribute does not
correspond to any meta-attribute 
of the logical factory metamodel,
but must be filled in when mod-
eling the WSDL."   

portType: MMWSDL!PortType( 
name<- 'Service'+BLM.name.toString().concat('PortType'), 
ownedOperation<- BLM. ownedBLS->collect(d | thisMod-

ule.resolveTemp(d , 'operation')) ), 
binding : MMWSDL!Binding( 

name<- 'Service'+BLM.name.toString().concat('binding'), 
ownedSOAPoperation<- BLM.ownedBLS->collect(e | this-

Module.resolveTemp(e, 'SOAPoperation'))), 
service : MMWSDL!Service( 
name <- 'Service'+BLM.name, 

ownedPort<- thisModule.resolveTemp(BLM, 'port') ), 
port : MMWSDL!Port( name<- 'Ser-

vice'+BLM.name.toString().concat('Port'), 
ownedSOAPAddress<-

thisModule.resolveTemp(BLM,'soapAddress')), 
soapAddress : MMWSDL!SOAPAddress(location<-'')} 

R3: "The logical business
service corresponds to several
elements of the WSDL model,
namely.  

1. It relates to the concept el-
ement (request) of the WSDL.  

2. It corresponds to the con-
cept element (response) of
WSDL.  

rule BLSToWSDLelem { 
from bls : MMLogicalFactory!BLS to

element : MMWSDL!Element ( 
name<- bls.name, 

ownedXMLType<-bls. ownedParameter), 
OutputElement : MMWSDL!Element ( 

name<- bls.name.toString().concat('Response'), 
ownedXMLType<-bls. ownedReturnValue), 

message : MMWSDL!Message( 

(continued)
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Table 9. (continued)

3. It corresponds to the mes-
sage (request) of the WSDL.  

4. It corresponds to the
WSDL message (response).  

5. It refers to the WSDL con-
cept of operation.  

6. It refers to the SOAPopera-
tion concept of WSDL.  

Note: The SoapAction and
style meta-attribute does not
correspond to any meta-attribute 
of the logical factory metamodel,
but must be filled in when mod-
eling the WSDL." 

name<- bls.name.toString().concat('Query'), 
ownedPart<-bls. ownedParameter->collect(f | thisMod-

ule.resolveTemp(f, 'part'))), 
messageOutput : MMWSDL!Message( 

name<- bls.name.toString().concat('Response'), 
ownedPart <-thisModule.resolveTemp(bls. ownedReturnValue, 

'partResponse')), 
operation : MMWSDL!Operation( 

name<- bls.name), 
SOAPoperation : MMWSDL!SOAPoperation ( 

soapAction<- '', style<- '')} 

R4: "The BLS parameter cor-
responds to two elements of the
WSDL model, namely. 

1. It corresponds to the
XMLType element. 

rule ParamToXMLTYPE { 
from param : MMLogicalFactory!Parameter to

xmlType : MMWSDL!XMLType ( 
name<- param.name.toString().toLower(), 

XMLType<-‘’), 

2. It corresponds to the Part
element." 

part : MMWSDL!Part( 

              name<- param.name.toString().toLower())} 
R5: "The return value of the

BLS corresponds to two elements
of the WSDL model, namely the
following:  

1. It corresponds to the
XMLType element. 

2. It corresponds to the Part
element." 

rule ValRetToElement { 
from retVal : MMLogicalFactory!ReturnValue to 

xmlTypeResponse : MMWSDL!XMLType ( 
name<-retVal.name.toString().toLower().concat('Response'), 

XMLType<-‘’), 
partResponse : MMWSDL!Part( 

name<- retVal.name.toString().toLower().concat('Response'))} 
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Table 10. Elements used by WSDL for web service description.

Element Description

Type This element provides the definition of data types for the description of message
exchanges

Message This element describes all the data transmitted during the operation

Port Type This element refers to the collection of abstract operations. Each abstract
operation imports an input message and an output message

Binding This element describes how a set of abstract operations, called “port type” is
linked to a port according to a real protocol

Port This element allows the implementation of the PortType, taking into account the
Binding, including SOAPBinding and SOAPOperations

Service A set of network endpoints called “ports” to determine the location of the service

4.2 Proposed Methodology for the M2T Approach

The initial problem of this article is based on the logical service automatically local-
ized from eLEL, which cannot be exploited in the code skeleton of an object-oriented
application. Consequently, the process of automatic articulation of the aspects of the
Praxeme methodology stops at the logical aspect. In order to overcome this obstacle,
our strategy consists of automatically translating the logical components obtained from
the ReLEL natural language oriented requirements model into Praxeme software com-
ponents using the M2T approach. The logical components used in this approach are
those derived from the semantic aspect of Praxeme. This section will present two differ-
ent methods for obtaining the software aspect of Praxeme. The first approach consists
in automatically generating code skeletons of an object-oriented application from the
Praxeme logic model obtained in Sect. 1.1. Then, the second approach is based on the
automatic generation ofWSDL documents from theWSDLmodel obtained in Sect. 1.1.

The two approaches are identical, as they use the logical components automatically
derived from the intentional aspect specified by ReLEL and the UML class diagram of
the semantic aspect of Praxeme. However, the difference lies in the choice of technology
taken from the technical aspect of Praxeme. The first method, called “Bottom-up”, uses
Java technology for the implementation of the software aspect of Praxeme. We have
presented an approach called ‘translationist’ which directly translates the Java file (code)
of the software aspect from the logical components classified as PIM in MDA [17]. We
have added in the Acceleo template engine the Java API that simplifies the generation
of WSDL document from the produced class. Table 11 summarizes the basic rules for
translating the logic factory model into Java code skeleton. The logical model is the
source model in the translation.
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Table 11. The logical factory rule of translation into Java code skeleton.

Natural language transfor-
mation rule 

Translation rule in Acceleo 

R1: "The business logic ma-
chine (BLM) of the logical aspect
becomes a Java class of the Prax-
eme software aspect." 

[for (machine : BLM | ownedBLM)] 
[file (machine.name.concat ('.java'), false, 'UTF-8')] 

[comment default class constructor /] 
public class [machine.name] {} [/file] 

[/for]
R2: "The business logic ser-

vice (BLS) of the logical aspect
becomes a method of a Java class
of the software aspect of Prax-
eme." 

Note: This rule only presents
an extract of the generation of
getters in Java for a type symbol
of a BLS of the Praxeme logic
model. 

[for (service : BLS | ownedBLS)] 
[comment generation of getters /] 
[if (service.name.contains ('get'))] 

[for (return : ReturnValue | ownedReturnValue)] 
[comment generate getters for type symbol /] 

[if (return.ownedTypeReturnValue.name='Type_Symbol')] 
[for (type_symbol : Type_BLM| ownedTypeReturnValue)] 
public [type_symbol.referenceBLM.name /] [ service.name 

/](){return [return.name.toLower()/] ; 
}[/for][/if][/for][/if][/for]

R3: "The parameter of a BLS
of the logical aspect becomes a
variable of a Java class of the
Praxeme software aspect." 

R4: "The type of a parameter
of the BLS of the logical aspect
becomes a type of an instance
variable of a Java class." 

[for (param : Parameter | ownedBLS. ownedParam)] 
[if (param.ownedTypeParameter.name='Type_Symbol')] 

[for (type_symbol : Type_BLM| param. ownedTypeParame-
ter)] 

private [type_symbol.referenceBLM.name /] [ 
param.name.toLower()/]; [/for] [/if] 

[if (param. ownedTypeParameter.name ='Type_simple')] 
[for (type_simple : Type_primitive| ownedTypeParameter)] 

private [ type_simple.type.toString().replaceAll('class', '') /]
[param.name.toLower() /]; [/for][/if][/for]

R5: "The return value of a [for (service : BLS | ownedBLS)] 
[if (service.name.contains('get'))]

BLS translates to the return value
of a Java class." 

R6: "The type of the return
value of a BLS becomes the type
of the return value of a method of
a Java class." 

[for (return : ReturnValue | ownedReturnValue)] 
[if (return.ownedTypeReturnValue.name='Type_simple')] [for 
(type_simple :Type_primitive | ownedTypeReturnValue)] 
public [ type_simple.type.toString().replaceAll('class', '') /] [ 

service.name /](){ 
return [return.name.toLower() /]; 

}[/for][/if][/for][/if] [/for]
R6: "The parameter of a BLS

is mapped into a parameter of a
Java class method." 

R7: "The type of a BLS pa-
rameter becomes the type of a
Java class method." 

[if (service.name.contains('set'))] 
[for (param : Parameter | ownedParam)] 

[if (param. ownedTypeParameter.name='Type_Symbol')] 
[for (type_symbol : Type_Symbol | ownedTypeParameter)] 

public void [ ser-
vice.name/]([type_symbol.referenceBLM.name/] [ 

param.name.toLower()/]){ 
this.[ param.name.toLower() /] = [ param.name.toLower() /]; 

}[/for][/if][/for][/if]
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The second approach uses the WSDL model obtained from the logical model to
translate the WSDL document. Indeed, our approach consists in writing the syntax of
a WSDL document with Acceleo and specifying the values to be used from the WSDL
model generated. The syntax [variable_name/] in the WSDL code represents the values
to use contained in theWSDLmodel (PSM). The following code program illustrates the
extractions with Acceleo of the elements used by WSDL described in Table 10.

[template public generateElement(aDefinition : Defini-
tion)]
[comment @main/]
[file (aDefinition.name.concat('.wsdl'), false, 'UTF-

8')]
<?xml version="1.0" encoding="UTF-8"?>

<wsdl:definitions 
xmlns:SOAP-

ENV="http://schemas.xmlsoap.org/soap/envelope/"
xmlns:xsd="http://www.w3.org/2001/XMLSchema"
xmlns:xsi="http://www.w3.org/2001/XMLSchema-

instance"
xmlns:SOAP-

ENC="http://schemas.xmlsoap.org/soap/encoding/"

"[aDefinition.name/]" 
"[aDefinition.targetNamespace/]"

xmlns:soap="http://schemas.xmlsoap.org/wsdl/soap/"
xmlns:wsdl="http://schemas.xmlsoap.org/wsdl/"
xmlns="http://schemas.xmlsoap.org/wsdl/"
name=
targetNamespace=
xmlns:tns="[aDefinition.targetNamespace/]">
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-tegratamehcs:dsx<
Namespace="[aDefinition.targetNamespace/]">

-semantropmi:dsx<
pace="http://schemas.xmlsoap.org/soap/encoding/"/>

-semantropmi:dsx<
pace="http://schemas.xmlsoap.org/wsdl/"/>

[for (element : Element | aDefini-
tion.ownedElement)]

[if (element.ownedXMLType-
>isEmpty()=true)]
name="[element.name/]">

  <xsd:complexType>

<xsd:sequence></xsd:sequence>

<wsdl:types>

 <xsd:element

 </xsd:complexType>
 </xsd:element>
[/if]

[if (element.ownedXMLType -
>isEmpty()=false)]
name="[element.name/]">

   <xsd:complexType>

[for (xmlType : XMLType |
ownedXMLType)]

"=emantnemele:dsx< [xmlType.name/]"
type="[xmlType.XMLType/]"></xsd:element>

[/for]

[/if]
[/for]

 <xsd:element

<xsd:sequence>

</xsd:sequence>
  </xsd:complexType>

 </xsd:element>

</xsd:schema>
</wsdl:types>

[for (message : Message | aDefinition.ownedMessage)]
"[ message.name/]">

[for (part : Part | ownedPart)]
[if (part.name.contains('')=true)]

<wsdl:message name=

<wsdl:part name="[ part.name/]"
element="tns:[part.referedElement.name /]"/>  
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[/if]
[/for]

[/for]
[for (portType : PortType | aDefinition.ownedPortType)]

<wsdl:portType name="[ portType.name/]">
[for (operation : Operation | port-

Type.ownedOperation)]
name="[ opera-

tion.name/]">
mes-

sage="tns:[operation.Request.name /]"></wsdl:input>
mes-

sage="tns:[operation.Response.name /]"></wsdl:output>
[/for]

[/for]
[for (binding : Binding | aDefinition.ownedBinding)]

<wsdl:binding name="[binding.name /]"
type="tns:[binding.type.name /]">

style="document"
transport="http://schemas.xmlsoap.org/soap/http"/>

[for (soapOp : SOAPoperation | bind-
ing.ownedSOAPoperation)]
name="[soapOp.operationName.name/]">

soapAc-
tion="[aDefinition.targetNamespace/] ServiceCityOpera-
tion[soapOp.operationName.name/]" style="[soapOp.style
/]"/>

use="encoded"
namespace="[aDefinition.targetNamespace/]" encod-
ingStyle="http://schemas.xmlsoap.org/soap/encoding/" />

use="encoded"
namespace="[aDefinition.targetNamespace/]" encod-

[/for]

</wsdl:message>    

<wsdl:operation

<wsdl:input

<wsdl:output

</wsdl:operation>

</wsdl:portType>

<soap:binding

<wsdl:operation

<soap:operation

<wsdl:input>
 <soap:body

</wsdl:input>
<wsdl:output>

 <soap:body

ingStyle="http://schemas.xmlsoap.org/soap/encoding/" />
</wsdl:output>

</wsdl:operation>

</wsdl:binding>
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[/for]
[for (service : Service | aDefini-

tion.ownedService)]
<wsdl:service name="[ service.name /]">

[for (port : Port | service.ownedPort)]
<wsdl:port name="[ port.name /]" bind-

ing="tns:[ port.binding.name/]" >
location="[ ser-

vice.ownedPort.ownedSOAPAddress.location /]"/>
[/for]

<soap:address

</wsdl:port>

</wsdl:service>
[/for]

</wsdl:definitions>
[/file]
[/template]

5 Experimentation

The experiment we conducted was oriented towards the process of travel booking for
a transport agency located in Madagascar [6, 8]. Indeed, the agency offers customers
the opportunity to easily reach two cities in Madagascar by means of a land trip. Using
the process of building the ReLEL model presented in the article by Rapatsalahy [6],
we obtained as a result of step 1 (description of the source of information), step 2
(construction of the universe of discourse) and step 3 (identification of candidate terms)
twenty-four ReLEL symbols including two of subject type, six of object type, eleven of
verb type and five of state type. Table 12 represents step 3 of the ReLEL construction
process [6].

Table 12. List of terms by classification.

Type Candidate Terms Number of candidate terms

Subject Agency, customer 2

Object Travel, reservation, car, city, passenger, luggage 6

Verb Create a trip(s), view a trip(s), make a reservation,
validate a reservation, cancel an unpaid reservation,
update the status of a paid reservation, create a digital
version of a paid reservation, email a reservation ticket,
print a reservation ticket, validate registration, issue a
registration ticket

11

State Opening a reservation, refusing a reservation, closed
reservation, unconfirmed reservation, confirmed
reservation, cancelled reservation

5
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In this paper, we have presented only the concept “city” for the process of trans-
formation from logic aspect to software aspect among the candidate terms illustrated in
Table 12.

Fig. 5. Logic model in concrete form of the transport agency’s travel reservation

After executing the transformation rules described in Tables 5, 6, 7 of this article,
finally we automatically obtained the model of the logical factory represented in Fig. 5
above. Only the components of the logical model such as the factory, the workshop,
the logical machine and the service interface are illustrated in Fig. 5. The relations
between the logical factory of the “business” stratum are dynamic, based mainly on the
service call. Indeed, it offers neither interface nor service, which allows it to simplify
the architectural design, by concentrating the architectural decisions on the intermediate
unit of the logical factory. Certainly, the encapsulation rule chosen for our architecture
(Fig. 5) imposes to hide the machines inside the workshops. In return, our workshops
offer an interface in which they gather the public services of their machines. Thus, the
access to the service of a machine is done via the interface services known outside the
workshop in order to keep the principle of encapsulation of the machines. Then, after
the execution of the two approaches for the transformation of the logical model named
city into a WSDL document, finally, in this paper we obtained a web service software
component of the travel reservation “ServiceCity.wsdl” from the software aspect of the
Praxeme methodology (Fig. 6).
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Fig. 6. Web service component (City.wsdl)

6 Conclusion

In this article, we have presented a strategy that consists of instantiating the ReLEL nat-
ural language oriented requirements model in the methodology for the software devel-
opment process noted Praxeme. Certainly we have discarded the eLEL requirements
model from the hypothesis to specify the intentional aspect of Praxeme and replace it
with ReLEL which is at the same time a model that represents the conceptual informa-
tion corresponding to each term of the domain, unifies the language of the domain, and
specifies the requirements [8]. Since the initial problem of this article is based solely on
the business logic services of the logical aspect of Praxeme, therefore, the new method
specifically involves all aspects of the logicalmodel, which are derived from the semantic
and intentional aspect of Praxeme.

The logical aspect of Praxeme models the service architecture (SOA). It ensures the
flexibility of an enterprise’s information system with respect to its changing needs. Of
course, the logical components (logical factory, logical business machine, logical busi-
ness service) derived from the Praxeme intentional and semantic models are the most
preferable for identifying Praxeme software components (packages, classes, methods
and wsdl). Thus, in Sect. 4 of this paper, we presented an MDA-based approach that
consists in automating the software development process from the intentional aspect
specified by ReLEL to the Praxeme software aspect. In this way, the processes are com-
posed of a series of model-to-model (M2M) transformations, followed by the translation
of the model into text (M2T). The M2M transformation series encompasses the deriva-
tion of the intentional aspect specified by ReLEL into the semantic aspect (UML class
diagram and transition state machine), logical aspect (logical factory model) and soft-
ware aspect (WSDLmodel) of Praxeme. TheM2T translation series first incorporates the
direct translation of the logical model (logical aspect) into Java code skeletons (software
aspect) and then the WSDL model (software aspect) into Praxeme’s WSDL document
(software aspect). Therefore, we can deduce that the approach proposed in this paper
allows solving the problem related to the logical modeling in Praxeme obtained from
the near-natural language model [7]. However, our approach does not yet explore the
pragmatic part of the enterprise in Praxeme, and does not subsequently allow the mod-
eling of the business process of the latter. Thus, as a perspective of this research work,
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we propose an automatic generation of a BPEL (Business Process Execution Language)
from the ReLEL model.
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Abstract. This paper describes the development and evaluation of a framework
that combines expert-based and clustering methods for resolving conflicts in
requirements elicited from stakeholders. The purpose of the framework was to
identify and resolve conflicts among expectations by multiple stakeholders that
often arise during the requirements elicitation phase. By means of qualitative and
quantitative research approaches, face-to-face oral interviews, quantitative sur-
veys, brainstorming sessions, and focus groups, scenarios were generated with
stakeholders of a given problem domain. Our approach was implemented within
an interactive system that empirically supports the adequacy of our framework
with the involvements of experts and other stakeholders of the chosen problem
domain. In addition, we presented a dataset of requirements with their weight
scales that formed the basis for resolving conflicting views by stakeholders by
applying scientific criteria. The framework was validated in a real-life case study.
The results demonstrated 85.71% of correctly clustered instances of require-
ments, based on which the experts agreed that the interactive system was good
enough for resolving conflicting subjective views in requirements analysis. The
research performed has the two-fold threat to validity, which suggests (i) the
need to adequately capture and harmoniously represent the views by different
stakeholders in a multicultural and multidisciplinary domain and (ii) the need to
validate the framework in other real life case studies in different domains. The
research performed has a high potential for reducing software development costs
and saving time at the early stage of the development of software products.

Keywords: Requirements engineering · Stakeholders · Conflict resolution ·
Clustering algorithm · Delphi method · Software engineering

1 Introduction

In requirements engineering (RE), the involvement of stakeholders is crucial for deter-
mining the requirements necessary to build a software-intensive system. As has been
observed in [50] and [6], the quality of the system requirements improves when the
stakeholders collaboratively interact in defining the overall goals of the system. How-
ever, managing different views, perspectives, desires, and goals by stakeholders in such
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a collaborative setting requires dealing with conflicting interests [33]. On one hand,
conflicts between stakeholders’ views harness positive aspects of the problem domain at
hand and should therefore be identified and resolved rather than suppressed [20,61,72].
In this context, identifying and resolving the conflicts can positively impact the appli-
cation domain and helps to increase the economic value of the system to be designed
for stakeholders’ satisfaction [32].

On the other hand, unresolved conflicts make stakeholders lose confidence in
accepting the technology that has been developed. Failing to care for the needs of stake-
holders, especially in a conflicting situation, often leads to inconsistencies in system
specifications and the rejection of software and technology [30,55]. This can lead to
dissatisfaction by stakeholders, waste of invested resources, and ultimately to system
failures. Therefore, to achieve mutual understanding between stakeholders, satisfy their
needs, and avoid conflicts, it is necessary to devise a framework that would help to
resolve issues of misunderstanding between the stakeholders.

In the context of this paper, we strongly agree that eliciting conflicting requirements
for software product development is always expected [74]. Conflicts between require-
ments enable to analyze and discuss further various perspectives of the stakeholders,
which have been revealed by the conflicts [33]. As has been described in [32] and [3],
conflicting requirements reflect the disagreement between two or more viewpoints by
different stakeholders on some decisions or values wished for a software product to be
designed. For example, a stakeholder’s interest in a development project is a potential
candidate for conflict when such interest is frustrated by another interest [7]. Conflicts
of this nature can go beyond the normal limit, which might eventually be too big to be
reasonable or acceptable. Also, conflicts of this kind can lead to a strong and painful
bitterness one feels in a conflicting situation, which potentially can hinder mutual sat-
isfaction and understanding among stakeholders. When this happens, there are bound
to be divisions and separation, which will eventually make negotiations difficult [67].
This can lead to poor specification of requirements and, subsequently, system failures.

Moreover, the problem of conflict management is further aggravated by the itera-
tive nature of some popular development methodologies used in the software industry.
For instance, agile software engineering (SE) methodologies [58] require changes and
elaboration of a requirements specification repeatedly along with the iterations of an
agile SE process [21]. As an extension of what was reported by Gambo and Taveter
in [32] and [33], in this paper we further articulate the views described on identifying
and resolving conflicts in RE by establishing a conflict resolution scheme. An impor-
tant contribution of this paper is putting forward an analytic process model that sup-
ports conflict resolution through requirements negotiation. The analytic process model
is required to determine the outcome of the decisions to be made about the requirements
to be implemented during the SE process.

The research work reported in this paper aims to improve the resolution of conflicts
in requirements elicited from different stakeholders. We have developed a framework
for resolving conflicts and evaluated its adequacy in a real life case study. We have
validated our approach in the healthcare domain by considering the Pharmacy Depart-
ment at the Obafemi Awolowo University Teaching Hospital Complex (OAUTHC). Our
main consideration for choosing this case study was that today’s healthcare environment
arguably provides a “perfect storm” of opportunities for conflict resolution because of
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the multidisciplinary team and multicultural nature of this problem domain. In the case
study, we considered for conflict resolution requirements by many diverse stakeholders.

We have organized the remaining part of this paper as follows. In Sect. 2, we pro-
vide the background and motivation for the research work. In Sect. 3, we review and
identify gaps in the RE literature addressing conflict resolution. In Sect. 4, we discuss
the research methodology to be employed. In particular, we discuss the data collection
process, work out the process of conflict identification, and formulate the framework
for conflict resolution. Section 5 describes the conflict resolution system implemented
by us that provides a tool for putting the framework formulated by us into practice. In
Sect. 6, we describe the empirical analysis. The validation of the framework is explained
in Sect. 7, and the results are presented and discussed in Sects. 8 and 9. In Sect. 10, we
analyze the threats to validity. Finally, the conclusions are presented and future work is
outlined in Sect. 11.

2 Background and Motivation

Conflict resolution is a universal phenomenon with different research strands within
software engineering (SE), management science, international relations, psychology
and design science. Problems revolving around resolving conflicts in these disciplines
have been a subject of investigation over the years [15], focusing on mutual under-
standing and satisfaction by stakeholders. In this context, stakeholders can either be the
individuals, groups, or organizations that affect or are affected by a system [28]. A com-
mon approach to resolving conflicts in different disciplines is through negotiation [32],
especially in SE during the RE process.

The adoption of the RE process in the SE community contributes to the development
of high-quality software systems [5]. However, the RE process deals with humans [51],
whose needs are virtually insatiable, making conflicts inevitable. Also, RE is naturally
collaborative [17] and involves various stakeholders and activities to produce the cor-
rect, complete, and consistent requirements specifications. Such collaborative nature of
RE involving many stakeholders often makes conflicts unavoidable. Because of con-
flicts involving a large number of diverse stakeholders, requirements engineers face
several difficulties when deciding about the priorities and order of implementing the
requirements [2,31]. Involvement of the stakeholders in RE is essential for decision-
making, as their different preferences are dependent on their levels of understanding,
experiences, and knowledge of the problem domain [84].

On the other hand, requirements are the vital objectives that need to be precise
and unambiguous for the resulting software to be consistent in behavior. Still, require-
ments are mostly inclined to troubles of disputes, inconsistencies, the collision of con-
cerns, disparity, and disagreement amongst the stakeholders [2,42]. These challenges
in requirements often lead to system failures [75] and product dissatisfaction if not cor-
rectly managed. In particular, inconsistencies often emerge when stakeholders express
multiple disagreeing viewpoints during the requirements elicitation and analysis phase
of a SE process [64]. Therefore conflicts always emerge as nearly unavoidable because
the stakeholders seek to achieve mismatching goals [12]. It is essential to have require-
ments specification that has resolved conflicts or contradictions amongst the stakehold-
ers to obtain a failure-free system [9].
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As a continuation and extension of the work presented in [32] and [33], our concern
is five-fold in this paper. First, we seek to understand and establish how to deal with
conflicts in requirements by stakeholders in the RE process, especially during the elici-
tation and analysis phases. Secondly, we want to know how conflicts as a problem affect
software development in a multidisciplinary domain development project. Thirdly, we
seek to determine how conflict arising from stakeholders’ requirements can be resolved
to avoid software system failure. Fourthly, we seek to uncover the challenges of exist-
ing techniques to resolve conflicting stakeholders’ requirements during RE. Finally, we
seek to learn what suitable technique(s) exist to help fill the gaps in conflict resolution
to ensure an improved RE process and stakeholders’ continuous satisfaction. Specifi-
cally, we have addressed these concerns in Sects. 3, 4, 5, 6, 7, 8, and 9 by answering
the main research question: How can we resolve conflicts arising from requirements
elicited from different stakeholders in a given problem domain to avoid a failure
of the resulting software-intensive system? This question is answered analytically in
Sect. 4 and empirically in Sects. 5 and 6 of this paper.

3 Related Work

The RE community has studied the issue of conflicts from a different perspective [23],
covering different types and the phases in the RE process where conflicts manifest [63].
Many of these studies primarily support the continuous input from the various stake-
holders (e.g., [38,55]). Overall, Bendjenna et al. [9] explained the importance of deal-
ing with conflicts in requirements by stakeholders during the RE process to obtain a
consistent system in meeting its objective(s). For that, common objectives by different
stakeholders are recognized to be essential [49].

While Aldekhail et al. [3] reported other literature related to conflicts in RE,
Grünbacher and Seyff [35] observed the significant part of conflicts in RE that man-
ifest themselves, especially within the current methods used for developing software
systems. Also, many researchers have noted that SE is collaborative (e.g., [19,54,62])
and requires the usage of different tools and techniques and participation by stake-
holders. In particular, conflicts become inevitable whenever stakeholders have differ-
ent expectations for a system [12]. Studies have shown that conflicts in SE practices
are common [63], and the RE process is the most suitable part of a SE process for
addressing conflicting viewpoints and expectations [9,79]. Conflicts left unattended in
a real-life development project tend to escalate [52] and negatively affect the system to
be developed. Notably, existing methods do not address practical and inclusive ways of
resolving conflicts.

Further, the extent of research in RE devoted to conflicting requirements indicates
that conflict resolution requires proper decision-making because unresolved conflicts
will always have a strong negative effect on software product success and customer
satisfaction [34]. Previous work on conflicts in RE focused on identifying and resolv-
ing requirements in general terms [47]. For example, Barchiesi et al. [7] observed that
conflicts are resolved through negotiations between human participants [66]. Neverthe-
less, the negotiation approach could not provide the expected satisfaction for stakehold-
ers [57]. In Easterbrook [22], the usage of the computer-supported negotiation system
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(Synoptic) was proposed. However, it could not guarantee absolute satisfaction for the
stakeholders. Boehm et al. [10] introduced the Win-Win technique to solve risks and
reconcile uncertainties through a negotiation approach. Still, the approach suffers from
some setbacks in selecting a resolution plan and scalability.

Several other authors have proposed resolving conflicts in requirements using other
techniques (e.g., [11,14,24,25,63,79,82,87]. Still, inconsistencies and contradictions
[36] in stakeholders’ views of the system to be developed often arise. These problems
hinder the mutual satisfaction of stakeholders and result in poor requirements spec-
ifications and faulty systems. This points to the need for a more stakeholder-centric
analytical approach that supports conflict resolution through requirements negotiation
and prioritization. The desired approach would enable requirements engineers to obtain
a consensus among stakeholders.

In addition, some work in conflict resolution has focused on conflicts in particular
kinds of requirements and systems, such as conflicts among non-functional require-
ments [11,25,41,59,68]; conflicts in pervasive computing systems [46]; compliance
requirements [53]; requirements classification [86], web application requirements [78];
contextual requirements [4]; requirements in aspect-oriented RE [13,69]; requirements
in goal-oriented RE [33,38,43,55,79], and so on.

For instance, van Lamsweerde et al. [79] used a formal and heuristical approach
to identify conflicts between requirements by multiple stakeholders specified as goals.
The method by van Lamsweerde et al. [79] borders with matching these goals with
existing domain-specific divergence patterns, which was based on previous experiences
in conflict detection. However, this approach includes some bias in the process of con-
flict identification, which makes the approach inefficient in a situation where mutual
agreement among stakeholders is pertinent [39].

Additionally, the technique by van Lamsweerde et al. [79] only uncovers conflicts.
It cannot differentiate the contradictions in the different stakeholders’ specifications.
The argumentation approach by Jureta et al. [43] supports integration of claims into the
goal model. For that, the stakeholders decide on acceptable criteria and can convert the
requirements to argument-based models. This approach by Jureta et al. [43] intends to
document stakeholders’ decision-making processes to generate the specifications with-
out resolving conflicts. Notably, other researchers [81] suggested various frameworks
that have not been implemented and experimented with in real-life case studies.

In Table 1, we provide a summary of nine other related works and uncover some
strengths and weaknesses based on seven criteria: (i) modeling conflicts in elicited
requirements, (ii) ability to identify conflict, (iii) ability to generate a resolution scheme,
(iv) ability to make a resolution selection, (v) involvement of stakeholders, (vi) ability
to evaluate for consensus, and (vii) scalability..

Differently, in our research, we introduce a streamlined approach for describing the
views by the stakeholders of a system to be developed and reconciling the conflicting
views and use the framework for conflict identification and resolution by engaging the
stakeholders extensively in the process. We achieve this by combining expert-based and
clustering approaches. As the literature reflects, the clustering approach by Veerappa
and Leiter has been used to group the stakeholders’ requirements into clusters. The goal
is to make relevant decisions on the similarities to gain insight into the stakeholders’
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Table 1. Strength and limitations of existing approaches to conflict resolution in RE.

Criteria for resolution [10] [27] [79] [56] [24] [85] [78] [55] [38] ReqCCR (our tool)

Modelling conflicts in elicited requirements � � � � � � � � � �
Ability to identify conflict � � × � � � � � � �
Ability to generate a resolution plan Partially × × � � Partially × Partially × �
Ability to make a resolution selection × × × × × × × Partially × �
Experts and/or other stakeholders involvement Partially × × × × � Partially Partially � �
Ability to evaluate for consensus Partially × × × × Partially × × × �
Scalability × × × × × × Partially × × �

preferences while explaining the relationships between different requirements. In RE,
clustering has been used to improve the quality of the system’s requirements [48,89]
and requirements reuse [8,48]. Clustering as an unsupervised machine learning app-
roach is remarkable and can improve the entire RE methodologies, especially with the
recent emergence of explainability and freedom from discrimination as new require-
ments [83].

4 Methodological Approach

We addressed the study through qualitative and quantitative approaches in the case
study research [88]. The philosophy behind our approach contributes to the theories
about the collection, analysis, and further processing of data about the phenomenon
being studied [16]. In this regard, we based our research on the positivist (quantitative)
and interpretivist (qualitative) philosophies by employing expert-based and clustering
techniques for conflict resolution in RE.

The positivist (quantitative) aspect considers the phenomenon that is measurable by
using statistical instruments. This is complemented by the interpretivist approach that
helps to understand the phenomenon without searching for determinism or universal
laws [65] and supports the interpretation of outcomes based on the context, partici-
pants, and resources. The intepretivist (qualitative) approach relates to the interpretivist
school of thought about resolving conflicts that arise from requirements expressed by
different stakeholders. In our research, the qualitative approach allowed for a number of
alternative interpretations of reality that jointly accommodate the scientific knowledge
behind conflict resolution.

We used the statistical instruments rooted in the Delphi method [44] and the cluster-
ing technique for measuring the similarity of requirements. While the Delphi technique
supports setting priorities and gaining consensus (agreement) on an issue [44], the clus-
tering approach offers the potential to tackle how to consequently and proficiently coor-
dinate large numbers of requests from stakeholders and organize the resulting require-
ments into a coherent structure.

We considered requirements elicitation from different stakeholders as a “warfare”
process because every stakeholder has his/her views of the same system being designed
and is often passionate about her/his understanding of the system. We modified the
Delphi technique [44] for filtering and ranking requirements and reducing duplication.
Also, we engaged experts to resolve the conflicting requirements. The experts who were
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engaged in the modified Delphi process were the pharmacists. They were selected based
on their number of years of experience. They had the same background and training,
but they had different values that make conflicts between their viewpoints inevitable as
humans.

4.1 Framework for Resolution

Our framework is a unified process that recognizes the importance of communica-
tion between the stakeholders during requirements elicitation. It comprises streamlined
methods for describing the stakeholders’ views of a system being designed through an
expert-oriented approach - the Delphi method [44]. The framework we have described
is shown in Fig. 1. This framework for conflict resolution suggests a process flow that
is iterative and incremental. It offers an evolutionary feel crucial in modern SE pro-
cesses [32].

Fig. 1. A description of the framework for resolution (Modified from [32]).

As Fig. 1 reflects, the framework consists of two stages. At the first stage, the mod-
ified Delphi method is used in two iterations. In the initial iteration, requirements are
elicited from the stakeholders using qualitative interviews, stakeholder analysis, brain-
storming sessions, focus group approach, and scenario generation. The next iteration
at the first stage involves filtering the lists of the elicited requirements by generating
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a master list of requirements. At this point, the selected experts are involved in the
process, where their opinions and the expectations extracted from the interviews are
captured to produce the master list. With the application of the Delphi method, it was
possible to obtain consensus amongst the lists of elicited requirements and produce the
final list of requirements for clustering.

After producing the list of user requirements, the second stage of the framework
(in Fig. 1) is identifying conflicts and applying the clustering approach. First, we pri-
oritized the requirements based on the linguistic evaluations by the stakeholders. As
is shown in Table 2, we used the ranking scales as variables to capture the ranking
scales for each stakeholder on each requirement evaluated1. Also, since conflicts can be
viewed as uncertainties, the fuzzy logic approach reported in [1] and [30] was followed.
Thus, we obtained the ranking scale of preference weights for requirements prioritized
by different stakeholders on each requirement in the second iteration2. We explain in
Subsect. 4.2 how our conflict resolution framework (in Fig. 1) was used to identify and
resolve conflicts between requirements.

Table 2. Ranking and weight scales [32].

Liguistic variables Weight

Very Low (VL) 1

Low (L) 2

Medium (M) 3

High (H) 4

Very High (VH) 5

4.2 Process of Conflict Identification and Resolution

Conflict Identification Process. We used Kendall’s Coefficient of Concordance
(KCoC) [45] for identifying and ascertaining the presence of conflicts based on the
weights assigned by each stakeholder. KCoC is a statistical test used within the modi-
fied Delphi technique to evaluate consensus and conduct several rankings for N objects
or individuals. Given k sets of rankings, KCoC was used to determine the associations
among these rankings and served as a measure of agreement among the stakeholders.
Thus, KCoC aimed to indicate the levels of disagreement between the stakeholders’
views considering the various weights assigned by them to the elicited sets of require-
ments. We denote KCoC asW and define it as follows:

Definition 1: Let us assume that m stakeholders assign weights to k requirements that
are ordered from 1 to k. Let rij denote the rating the stakeholder j gives to the require-
ment i. For each requirement i, let Ri =

∑rij
j=1 and let R be the mean of the Ri, and let

R be the squared deviation [70], that is:

1 https://doi.org/10.5281/zenodo.4603841.
2 https://doi.org/10.5281/zenodo.4603824.

https://doi.org/10.5281/zenodo.4603841
https://doi.org/10.5281/zenodo.4603824
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R =
k∑

i=1

∗(Ri − R)2 (1)

Now W is defined by:

W =
12R

m2(k3 − k)
(2)

For each stakeholder j

k∑

i=1

rij = 1 + 2 + ....+ k =
k(k + 1)

2
(3)

Therefore, the mean of the Ri is:

R =
1
k

k∑

i=1

Ri =
1
k

m∑

i=1

k∑

j=1

rij =
1
k

m∑

j=1

k∑

i=1

rij =
1
k

m∑

j=1

k(k + 1)
2

=
m(k + 1)

2
(4)

On the other hand, ifW is:

W =
12S2

m2(k3 − k)
− 3(k + 1)

k − 1
(5)

where

S2 =
k∑

i=1

∗Ri2 (6)

Based on the Wilcoxon Rank Sum Test in [70], if all the stakeholders are in a complete
agreement (that is, they give the same rating to each of the requirements), then

S2 =
k∑

i=1

∗Ri2 =
k∑

i=1

∗(mj)2 = m2 ∗
k∑

i=1

∗j2 (7)

But
k∑

i=1

∗j2 =
k(k + 1)(2k + 1)

6
(8)

and therefore

W =
12S2

m2(k3 − k)
− 3(k + 1)

k − 1
=

12m2k(k + 1)(2k + 1)

6m2k(k − 1)(k + 1)
− 3(k + 1)

k − 1
=

2(2k + 1)

k − 1
− 3(k + 1)

k − 1
= 1 (9)

In the opposite case, if all the values of Ri are the same (that is, if the stakeholders
are in a complete disagreement), then by definition 1, W = 0. Most often, 0 ≤ W ≤
1. We used Algorithm 1 [32] to identify the presence of conflicts. When computing the
value ofW , we arranged the dataset into a kxN table. Each row represents the weights
assigned by a particular stakeholder to N requirements. After that, each column of the
table was summed up (Ri) and divided by k to find the average rank Ri. The resulting
average ranks were then summed and divided by k to obtain the mean value of theRi′s.
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We expressed each of the average ranks as a deviation from the grand mean. Thus, we
computed W , as is shown in Eq. (10) [32]:

W =
∑N

i=1(Ri − R)2

N(N2 − 1)/12
(10)

where K is the number of sets of rankings, i.e., the number of stakeholders; N
is the number of requirements ranked; Ri is the average weight assigned to the ith
requirement; and R is the average (or grand mean) of the weights assigned across all
requirements.

Algorithm 1. The algorithm for conflict identification [31].
Input: k : number of stakeholders (integer); D[row][col] : data set in form of k ∗ n; n :

number of requirements (integer); Ri average of the weigth; R average of all objects

Output: W
1: for (int i=0, i<k, i++) do
2: for (int j=0, j<n, j++) do
3: rij =j ∗ (j + 1)/2;
4: enter D[i][j];
5: end for
6: Ri = rij
7: R+ = Ri;
8: R = (Ri = Ri)2

9: W = R/(n(n2 − 1)/2);
10: ifW=0 then
11: There are conflicting expectations
12: else ifW=1 then
13: No conflicts
14: end if
15: Returnmessage
16: end for

In Eq. (10),N(N2 −1)/12 is the maximum possible sum of the squared deviations.
That value would hold if there was a seamless understanding among the k rankings,
and the average rankings were 1,2, . . ., N. If W = 0, it means that there are conflicting
expectations based on the subjective weights assigned by each stakeholder, i.e., there is
a conflict. IfW = 1, it means that the stakeholders agree about the weights they assigned
to each requirement, i.e., there is no conflict. Values between 0 and 1 are approximated to
the values 0 and 1 to represent the variability ratio for evaluating consensus [45]. In our
case, the KCoC was calculated to be 0.000115598 ≈ 0.00, which by approximation is 0.

Conflict Resolution Process. In our research work, the K-Means clustering algorithm
established the framework for resolving conflicts by grouping the datasets of require-
ments based on the assigned weights into classes of similar requirements called clusters.
The weights assigned to the requirements Ri . . . Rn by each stakeholder Si represent
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the attributes. At the same time, each stakeholder represents an instance of a class (clus-
ter) as specified in the dataset. The K-Means algorithm is described as Algorithm 2.

We used the clustering approach to establish a scheme for conflict resolution. Two
major activities of the clustering approach - data preprocessing and data clustering -
were used to resolve conflicts. We preprocessed the dataset and used the K-Means
clustering algorithm [73] to divide the requirements into clusters. The K-Means algo-
rithm calculates distances between each point of the dataset containing the instances
and attributes and the center by utilizing the Euclidean distance measure [40,73]. Also,
the K-Means algorithm automatically normalizes numerical attributes in the process of
computing the Euclidean distance [73].

Weused theK-Means clustering algorithm to obtain the clusters and identify themost
desirable user requirements. The algorithm takes the number of clustersK as input, gen-
erates the initial clusters from the dataset, and computes the average of each individual
cluster in the dataset to determine the relative closeness degrees and consistency indexes
of the requirements contained by the cluster. Also, the K-Means algorithm assigns each
individual record in the dataset to one of the initial clusters using the Euclidean Distance
Measure [40]. The individual record is then re-assigned to the most similar cluster in the
dataset. After that, the averages of all of themost similar clusters are recomputed. TheK-
Means algorithm is iterative and ensures the establishment of stable clusters [37]. With
the K-Means clustering algorithm, we were able to formulate the framework for con-
flict resolution. The framework enabled identifying the centers of agreements to support
decision-making on the lists of requirements by different stakeholders.

Algorithm 2. The K-Means algorithm for clustering [31].
Input: k: number of clusters
Output: the set of clusters
1: for (int i=0, i<k, i++) do � iteration until ii from 0 to k
2: for (int j=0, j<n, j++) do
3: Enter D[i][j]
4: random value=rand(1tok + 1) � calculate the random value of object(s) entered
5: � initial cluster centers
6: for (int k=0, k<random value, k++) do � k is the no. of clusters
7: dist = square ((k − i)2 + (k − j)2; � determine which k (clusters) is closer
8: dist = sq
9: if dist=j then
10: sum +=i
11: end if
12: end for
13: sum cluster+=sum
14: end for
15: return sum cluster
16: end for

5 System Implementation

We implemented an interactive system to empirically prove the adequacy of our frame-
work on a 64-bit Windows 10 Enterprise Operating System (OS) with an Intel(R)
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CoreTM i5-8250U CPU @ 1.60GHz processor and 16GB RAM. The interactive sys-
tem called Requirement Clustering for Conflict Resolution (ReqCCR) assumed rela-
tive weights of requirements provided by the stakeholders as input to generate a list
of prioritized requirements. The sample data set used for clustering was based on
the “stakeholders’ ranked dataset” available in a spreadsheet CSV format (requirement-
datasetN.csv)3.

As such, for each element in the dataset, the Euclidean distance between individual
requirements and clusters was computed, as was explained in Sect. 4. Table 3 shows the
normal distribution of the first 25 requirements with their corresponding minimum and
maximum values, the mean, and standard deviation (stdev). The distribution presents
the data in its normalized form, allowing it to be scaled to fall within a small specified
range for clustering. The purpose of normalizing the dataset is to prevent variables with
the most significant values from dominating the measure. Again, normalization before
clustering was required to determine the Euclidian distance sensitive to differences in
the magnitude or scales of the attributes [18]. During the clustering process, we defined
the total number of clusters “K” as 5. This number was decided based on the five Rank-
ing Scales used as labels. In general, the K-Means algorithm was quite sensitive to how
clusters were initially assigned. Clustering by the K-means algorithm gave us 5 clusters,
as shown in Fig. 2, 3, 4, 5 and 6. The results of clustering include 101 requirements in
each cluster. The K-Means clustering algorithm split the requirements Ri. . . Rn into k
clusters in which each requirement belongs to the cluster with the nearest mean.

Table 3. Normal distribution of requirements after preprocessing.

RiD R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 R15 R16 R17 R18 R19 R20 R21 R22 R23 R24 R25

Min 1 1 1 1 1 1 2 2 1 1 1 1 1 1 1 1 3 2 1 2 2 2 1 2 1

Max 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5

Centroids 4.167 3.667 4.5 3.786 4.405 3.571 4.429 4.5 4.071 3.69 4 3.738 3.452 3.405 3.095 4.024 4.405 4.024 3.905 4.119 4.238 4.5 4.143 4.333 4.167

Stdev 1.208 1.391 0.994 1,138 1.149 1.252 0.77 0.834 1.156 1.316 1.23 1.17 1.4 1.326 1.376 1.137 0.798 0.95 1.165 1.017 1.031 0.773 1.117 0.816 0.853

Fig. 2. Cluster 1.

3 https://doi.org/10.5281/zenodo.4603824.

https://doi.org/10.5281/zenodo.4603824
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Fig. 3. Cluster 2.

Fig. 4. Cluster 3.

Fig. 5. Cluster 4.
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6 Empirical Analysis

The research has a mixed approach, as was discussed earlier in Sect. 4. We used these
approaches in the case study of RE for the Pharmacy Information Systems to be devel-
oped for OAUTHC. Specifically, the case study approach [88] was adopted for elici-
tation and analysis purposes. Interviews, scenario generation, and document analysis
were used for the case study approach.

Fig. 6. Cluster 5.

The interview process, which follows the guidelines provided in [88] and [16],
entailed speaking directly with the stakeholders involved and asking them questions
about their specific needs. These needs are relevant to the pharmacy information ser-
vices provided at the OAUTHC. The interview started with predefined questions, and in
the process, as lots of different critical issues arose, open discussion was granted on the
expectations by the participants about the system to be designed. Thirty staff members
from ten sub-units of the Pharmacy Department participated in the study4. After the
interviews, the first author conducted a mini-workshop session with heads of sub-units
to synthesize all the lists of requirements into a master list of requirements.

6.1 Analysis

The analysis of clusters required the examination of the cluster centroids [26]. These
centroids are the clustering factors and the typical values of all the objects in a given
cluster [60]. The clustered results (see Fig. 2, 3, 4, 5 and 6) show how the requirements
are assigned to the different clusters formed, and the corresponding centroids and stdev
values. Figure 7 represents the statistics on the number and percentage of instances
assigned to different clusters. As Fig. 7 shows, cluster 1, 2, 3, 4 and 5 has 14%, 5%,
26%, 45%, and 10%, of the instances. The cluster centroids are the mean vectors for
each cluster that are used to characterize the clusters.
4 https://doi.org/10.5281/zenodo.4603848.

https://doi.org/10.5281/zenodo.4603848
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The execution of Algorithm 2 considered the means (averages) of feature values
and their stdev values. Each cluster is defined by the mean, forming its center and stdev,
center and perimeter or radius. The stdev value for each requirement in a cluster indi-
cates how tightly the given clustered requirement is located around the centroid of the
cluster’s dataset. We used the “mean of mean” to assess how the values are spread
either above or below the mean. We hypothesize that a high stdev value implies that the
data is not tightly clustered and is therefore less reliable and consistent. In contrast, a
low stdev value indicates that the data is clustered tightly around the mean, making it
more reliable and consistent.

Fig. 7. Cluster output showing the clustered instances and percentages.

6.2 The Implication of Empirical Analysis of Cluster Output

Algorithm 2 divided the instances of the elicited requirements into five clusters. Each
instance belongs to one and only one cluster. The five clusters (see Fig. 2, 3, 4, 5
and 6) represent the responses by the stakeholders based on the weight they assigned
to each requirement. Figure 8 shows the visualized cluster assignments indicating clus-
tered datasets and the classes assigned to each cluster [32]. The x-axis of Fig. 8 denotes
the clusters, and the y-axis contains the number of instances in each cluster. Figure 9
shows a scattered chart comparing a selection of centroids of each cluster, indicating
centroids of each cluster as separate points. As has been depicted in Fig. 9, clusters 3
and 4 have the highest values of centroids, as is indicated by the green triangle (�) and
the purple cross shapes (×), respectively. The centroids of cluster 4 are closer to each
other, and cluster 4 has the highest number of clustered instances, as Fig. 7 indicates.
The centroids of cluster 2 indicated by the red rectangle shapes are far from each
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other. As Fig. 9 reflects, on the x-axis is the number of instances while the y-axis rep-
resents the clusters. Figure 10 shows the trend of the percentage that centroids of each
cluster have contributed over time during the K-Means iteration process to the ordered
categorization of the clusters. On the x-axis is the number of instances, while the y-axis
represents the percentages of the cluster centroids.

6.3 Decision on Resolution Selection of Clusters

We applied the following scientific criteria as conditions to decide on the final results:

Fig. 8. Visualised cluster assignments [32].

Fig. 9. A scattered chart comparing clustered centroids [32].
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Fig. 10. Percentages of cluster centroids [32].

(a) By inspecting the stdev value to eliminate clusters with relatively high stdev values.
In the context of our research, the stdev value measures how well the stakeholders
agree with each other. The lower the stdev value, the stronger the agreement level. A
low stdev value implies that most of the requirements’ instances are exceptionally
near to the centroids, while a high stdev value implies that the instances are spread
out [73]. The stdev value for each instance in a cluster determines how dispersed
(spread out) the data is from the cluster’s centroid. Thus, the stdev value establishes
the centroid that gives a meaningful representation of the dataset. For example,
the stdev value 0 would mean that every instance is exactly equal to the centroid.
The closer the stdev is to 0, the more reliable the centroid is. Also, the stdev value
close to 0 indicates that there is very little volatility in the sample.

(b) By computing the average of the stdev value for each cluster to determine the clus-
ter with the highest and lowest stdev value. As a result, the average stdev values
for the clusters 1, 2, 3, 4 and 5 are respectively 0.95, 0.78, 0.61, 0.86 and 1.31.
Thus, the cluster with the highest stdev value is cluster 5, while the cluster with
the lowest stdev value is cluster 3. Also, by inspection, 81.19% of all the attributes
with the lowest stdev value are in cluster 3, while 18.81% of all the attributes with
the lowest stdev value are in the other clusters (i.e., 1, 2, 4, and 5).

(c) By inspecting the number of instances assigned to each cluster. As shown in Fig. 7,
clusters 1, 2, and 4 have a few instances allocated to them, making this cluster inap-
propriate for any meaningful decision. Clusters 3 and 4 have 11 and 19 instances
allocated to them, respectively.

Against the scientific criteria described in the three preceding paragraphs (a), (b),
and (c), the decision on the final cluster output was made. As a result, by comparing
the average stdev value of each cluster with the corresponding average centroid value
of the cluster, cluster 3 appeared to be the most reliable one. We observed that 82 out of
the 101 requirements in cluster 3 have the lowest stdev value within the five clusters. In
comparison, the remaining 19 requirements have the lowest stdev value within clusters
1, 2, 4, and 5.
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Secondly, although cluster 4 has the highest number of instances assigned, this is not
the most reliable and suitable criterion for making decisions. Instead of that, a decision
on which cluster to use was based on the cluster with the lowest average stdev value.
As a result of the cluster outputs shown in the respective Fig. 2, 3, 4, 5 and 6, cluster
3 appears to be the most reliable one because, for each requirement instance, the stdev
value is very low (i.e., between 0.00 to 1.50) compared to the other clusters.

7 Model Validation

The software implementation of Algorithm 2 took 0.04 s to build the model with the
complete dataset, which implies a good response time. The number of iterations per-
formed was 5, and the sum of squared errors was 223.61. This sum of squared errors is
a measure that is specific to K-Means. The squared error is the squared Euclidean dis-
tance of the requirement instance from the closest cluster center. The confusion matrix
in Fig. 11 summarises our model validation results. The confusion matrix in Fig. 11
contains information about the actual and predicted classifications used to measure the
model performance [32].

Fig. 11. Confusion matrix of K-Means clustering.

We performed sensitivity analysis and determined the confidence level to evalu-
ate the completeness and consistency of the model for the given data in the matrix. In
Table 4, the confusion matrix shown in Fig. 11 is summarized by presenting the num-
bers of predicted and actual requirements instances. Based on the data included by
Table 4, we performed the sensitivity analysis (recall), determined the confidence level
(precision), and computed the F-score and overall accuracy. The sensitivity analysis,
also known as recall, defines the proportion of the actual positive cases correctly identi-
fied. The confidence level, also known as the precision, is the proportion of the positive
cases that have been correctly identified. The F-score is the degree of the test’s accuracy
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Table 4. Confusion matrix showing predicted and actual number of instances.

Clusters Predicted instances Number of actual instances

Cluster 1 4 8

Cluster 2 2 3

Cluster 3 11 11

Cluster 4 15 15

Cluster 5 4 5

to determine the harmonic mean of the recall and precision for each cluster for which
the recall and precision have been calculated. This means that the F-score conveys the
balance between the precision P and recallR. The accuracy determines the overall cor-
rectness of the classifier after prediction [29]. As Gambo and Taveter [32] observed, the
accuracy helped to determine whether the resolution resulting from the model reflected
the opinions by the stakeholders. The equations that were respectively used for calcu-
lating sensitivity, confidence, F-score, and accuracy are presented as the formulae 11,
12, 13, and 14 below:

Sensitivity(RecallR) =
TP

TP + FN
(11)

Confidence(PrecisionP ) =
TP

TP + FP
(12)

F − Score = 2 ∗ P ∗ R

P +R
(13)

Accuracy =
TP + TN

TP + TN + FP + FN
(14)

As included by Eqs. 11, 12, 13, and 14, TP is the number of true positives; FN is the
number of false negatives; FP is the number of false positives; TN is the number of true
negatives.

8 Results

Figure 12 shows the results of the model evaluation. As revealed by Fig. 12, clusters 3
and 4 had 100% recall, while clusters 1, 2 and 5 had 50%, 66.7%, and 80% recalls,
respectively. This means that all of the positive cases correctly identified by the model
belong to clusters 3 and 4. Additionally, the model indicated 100% precision for clusters
2, 3, and 5, respectively, while clusters 1 and 4 had 66.7% and 78.95% precision. The
F-score showed the harmonic means of precision and recall to be 0.57, 0.80, 1.00, 0.88,
and 0.89 for the respective clusters 1, 2, 3, 4, and 5.
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Fig. 12. Results of the model evaluation.

The F-score of cluster 3 – with the value of 1.00 (100%) – is the most effective
and reliable one. In other words, the implementation of Algorithm 2 correctly clustered
all the requirement instances that initially belonged to cluster 3 to the same cluster.
The result of the F-score value remarkably indicates that all the requirement instances
belonging to cluster 3 were correctly clustered. Consequently, inspecting and compar-
ing both the recall and precision proves that cluster 3 has the highest percentage of
positive cases correctly identified and the highest predicted number of positive cases
that turned out to be correct. This outcome justifies the reason why cluster 3 is the most
reliable one for the final conflict resolution.

With the choice of cluster 3 for the final resolution, this result demonstrated that the
model is complete and consistent. The total value of false negative (FN) requirement
instances defines the number of incorrectly clustered instances, which is 6.0 (14.29%).

Overall, the framework for resolving conflicts we have presented in this paper
achieved the accuracy of 85.71%. Consequently, this approach can cater for as many
requirements as needed for any SE project. It can be adapted to solve a wide variety of
decision-making and selection problems about the order of implementing requirements.

9 Discussion

Given the requirements’ dataset with 42 stakeholders as instances and 101 requirements
as attributes, the value of Kendall’s Coefficient of Concordance W calculated by using
Eq. 10 was 0.000115598 ≈ 0.00. The resulting value of W indicated some level of dis-
agreement between the stakeholders’ subjective views. This means there are conflicts
in the expectations by the stakeholders based on the weights assigned by them to indi-
vidual requirements.

The framework we presented in Sect. 4 classifies ranked requirements by calculating
for each requirement centroids and stdev values. This suggests that software engineers
can utilize our framework to decide the most and least preferred requirements to support
software release planning and avoid breaches of contracts, agreements, and trust [32].
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After the clustering analysis, cluster 3 emerged as the final solution based on the
scientific criteria outlined in Sect. 6.3 and the statistical evidence shown with the F-
score value. Remarkably, the F-score for each cluster captures the properties of recall
and precision by combining them as a single measure. The F-score also provided both
the recall and precision with the same weight. This means both measures are balanced
in importance, resulting in the harmonic mean consisting of two factors. For that, high
precision and recall always result in a high F-score, as has been obtained in cluster 3.
In addition the F-score takes care of imbalanced classes in the dataset of requirements.

The final solution in Fig. 13 indicates the conflict resolution by the K-Means algo-
rithm presented in the order of priorities assigned to all of the requirements. As Fig. 13
shows, 77 requirements had a “very high” priority, corresponding to 76.24% of the
entire set of requirements. On the other hand, 24 requirements had “high” priority, cor-
responding to 23.76% of the entire set of requirements. The evaluation of the model for
completeness and consistency indicated 100% recall and precision of the final solution
(cluster 3) and 85.7% accuracy of the resulting model.

Theoretically, our research confirmed that there is no perfect system. However, with
14.29% of incorrectly clustered instances, the experts agreed that the results were good
enough for resolving the conflicting subjective views arising during requirements anal-
ysis.

Consequently, our research offers an improvement for the requirements engineering
stage of SE. Our research results also demonstrate that the framework can accommodate
for large sets of requirements by multiple stakeholders by resolving conflicts between
these requirements with a very high precision level.

10 Threats to Validity

We identified two kinds of threats to validity, as described in [32]:

Fig. 13. Prioritized and resolved weights.
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The first is internal validity, which involves eliciting, analyzing, and understanding
the stakeholders’ views while identifying the existence of conflicts. To mitigate this
threat, we involved experts - pharmacists - in the process prescribed by the proposed
conflict resolution framework. These experts have many years of experience in the prob-
lem domain. Remarkably, these experts have common backgrounds and training. They
can coherently explain the views by different stakeholders to avoid the exclusion of
view(s) and obtain consensus [32].

An additional threat to internal validity is the presentation and acceptance of our
results. To mitigate this threat, we demonstrated the interactive system to the experts
of the problem domain. We showcased the scientific process inherent in the solution to
justify the conflict resolution procedure. Since the experts involved in our case study
were scientifically inclined, they agreed with the results.

The second threat to validity is external validity. A threat to external validity is
that the developed framework is yet to be validated in other problem domains within
and outside the healthcare domain. Also, even while our research was conducted in the
healthcare domain, the research was confined to only a subset of this problem domain.
However, we anticipate that the overall results of our case study can be repeated to
identify and resolve conflicts in a different problem domain where a large number of
stakeholders is involved. Besides, we have explained and demonstrated our approach
to some software engineers. They have provided positive feedback indicating that the
framework proposed by us is required to determine the order of the requirements to be
implemented during the software engineering process [30].

11 Conclusions and Future Work

The paper describes a framework for conflict identification and resolution spanning
from requirements elicitation to requirements analysis. The framework consists of
expert-based and clustering techniques for conflict resolution. The approach proposed
by us constitutes a significant step that supports making crucial decisions about the
software-intensive system to be developed, increasing the value offered by the system
to its end users. In this paper, we present technical details of the framework, describe
a software tool supporting the ideas, and describe the validation of the framework and
the tool in the healthcare domain.

We emphasize that an important part of our approach consists of engaging stake-
holders extensively in the conflict resolution process. Moreover, the whole Delphi pro-
cess employed by the framework is stakeholder-centric because of the involvement by
experts. Considering this, experts and other stakeholders participated fully in devising
a unified conflict resolution scheme for the framework. In addition, the Delphi process
ensured the reliability of various ideas explored and the generation of suitable infor-
mation for decision-making. During this process, we introduced the ranking scale for
prioritizing the specification of requirements. According to the ranking scale, the level
of acceptability of requirements specified by each stakeholder was determined with the
help of linguistic variables. The linguistic variables were used to capture the priority of
each stakeholder on each requirement.
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In addition, the clustering approach consisting of an unsupervised machine learning
algorithm established the basis for achieving the resolution plan. The clustering tech-
nique organized various requirements into clusters so that the requirements inside a
given cluster are more similar to each other than to the requirements belonging to the
other clusters. In particular, it was possible with the clustering approach to characterize
the dataset of requirements according to their weight scales suitable for analysis and
prediction. For that purpose, we followed fuzzy logic [1,30] to establish pairwise com-
parisons of criteria and alternatives by means of ranking scales. This resulted in a data
matrix that could be applied for clustering. The research performed by us showed that
the clustering approach in RE can improve the quality of the resulting requirements and
contributes to requirements reuse [8,89].

From the point of view of conflict management in RE, our research revealed two
crucial features [32]. The first feature is the ability to cater for a large volume of require-
ments in a multi-stakeholder and multicultural setting. The second feature is the ability
to successfully make clearcut decisions based on acceptable scientific criteria to mini-
mize conflicts between prioritized sets of requirements expressed by the stakeholders.
Importantly, these two features can considerably reduce software development costs
and save time at the early stage of developing software products.

The results of this study suggest that the algorithm we implemented resolved the
issues of scalability and computational complexity by providing a reliable conflict res-
olution. It can be implied that the stakeholders had some level of understanding of the
choice of requirements needed for the Pharmacy Information System at the OAUTHC.
The research results indicated that requirements engineers were able to resolve conflicts
by means of our framework. Notably, the stakeholders participating in the case study
agreed with the framework proposed by us. The research work also pointed out that
there is no perfect system for resolving conflicts in requirements.

With respect to the future work, we suggest combining our strategy and tool with
other methods and tools for data mining and analysis, such as the one proposed in [90],
especially for dealing with large sets of requirements and many stakeholders in real life
projects. By doing this, the scalability of our framework can be evaluated in different
problem domains.

Additionally, we consider the need to conduct further research work in conflict man-
agement in the RE community to address conflicts in goal-oriented RE (GORE). For
example, a pragmatic view about the need for better conflict management in GORE
for sociotechnical systems (STS) is presented in [32]. This view is the first step that
requires further investigation, especially considering the goals presented by the stake-
holders, representing their needs and intentions. Interestingly, it is recommended to
investigate conflicts in the agile agent-oriented modeling (AAOM) methodology for
designing STS [71,76,77]. Within the AAOM methodology, it is also crucial to con-
sider addressing some of the psychological problems stakeholders have in dealing
with their collective and individual goals. In particular, we plan to continue the work
reported in [74] about discovering and reconciling conflicts between emotional or affec-
tive requirements, which have been rendered as emotional goals attached to functional
goals in a goal tree.
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Abstract. Several tools have been developed to extract knowledge from the vast
amount of data in genomics. The success of the knowledge extraction process
depends to arge extent on how easy to learn and use are the tools for bioin-
formaticians. User interface design is neglected frequently in the genomic tool
development process. As a result, user interfaces contain usability problems that
make knowledge extraction a complex task. User-Centered Design (UCD) is a
design approach that can be applied to improve the usability of interfaces. A fun-
damental principle of UCD is to design the UI based on users’ knowledge, their
needs, objectives, and tasks to ensure that the resulting user interface meets the
real user needs. We apply the UCD approach to design, evaluate and improve
CitrusGenome, a tool that enables bioinformaticians to extract knowledge from
genomic data. Following the UCD process, we first conduct user research to
define user needs by applying UCD techniques such as interviews and task anal-
ysis. Then, we design a user interface that meets those user needs by using
GenomIUm. GenomIUm is a systematic method that guides the design process of
user interfaces in the genomic domain. We have performed two UCD iterations
and, after each iteration, the user interfaces were validated by bioinformaticians.
Some usability problems were found in each iteration. Therefore, we refined the
user interface by solving the usability problems and incorporating such solutions
into the final design. Finally, bioinformaticians using the refined user interface
reported a reduction in the complexity of extracting knowledge from genomic
data. We conclude that UCD techniques, together with GenomIUm, can be a use-
ful strategy to design user interfaces that are easier to learn and use in the genomic
domain.
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1 Introduction

Amongst one of the biggest challenges of the century is to get a deep understanding of
genomics [22]. A so complex domain, which contains hundreds of dynamic variables,
requires immense efforts to study it. The amount of genomic data that is publicly avail-
able has increased considerably over the last decades [8]. This is mainly explained by
the reduction in the costs of sequencing genome data [15] and the increase in the speed
of sequencing thanks to Next Generation Sequencing (NGS) technologies [9]. How-
ever, being able to generate such an amount of data has originated a series of issues that
require special attention. The result of these issues is that extracting knowledge in the
genomic domain is complex, tedious, slow, and prone to error.

User-centered design (UCD) can be a convenient solution to improve knowledge
extraction in the genomic domain. UCD is a product design approach that grounds its
design process in information about who will use the product. It is widely recognized
that bioinformatics resources suffer from serious usability problems [14]. Applying
UCD can significantly improve the usability of bioinformatics tools, making knowledge
extraction more efficient and effective. Although successfully applied in other domains,
UCD has been little used in the genomic domain because of its specific particularities.
Applying UCD in this domain is complex and requires overcoming several additional
challenges.

This work extends our previous work, where we applied UCD techniques to develop
a bioinformatics tool that improves domain knowledge extraction processes [21]. The
tool has been developed in a real-world use case along with the collaboration of the
Instituto Valenciano de Investigaciones Agrarias (IVIA) [29,30], an agri-food research
institute whose work focuses on improving productivity and sustainability of the citrus
agricultural activity. We focused on identifying their key tasks and how to improve
them by defining the most convenient User Interfaces (UIs) in terms of usability. The
tool has been developed using GenomIUm [10], a UCD-based framework that provides
i) a method to design and implement big data UIs, and ii) a catalog of User Interface
design patterns to support the process. Sections 3 and 4 detail our previous work.

The new contributions of this work are the following: i) to validate the first ver-
sion of the UI of CitrusGenome by performing a usability evaluation with users, which
allowed us to identify a set of usability problems; and ii) to generate the second ver-
sion of the UI of CitrusGenome by solving the usability problems identified in the first
version.

The rest of the paper is structured as follows: Sect. 2 discusses the state of the art
regarding the use of UCD in the genomic domain. Section 3 studies the use case to
be improved by identifying the problems to address (i.e., the lack of automation and
how to visualize the data). Section 4 presents how these problems are addressed by
applying GenomIUm to generate the needed bioinformatics tool. Section 5 validates our
proposed solution, identifies a set of usability problems, and generates a new version of
the UI in order to solve them. Lastly, Sect. 6 discusses conclusions and proposes future
work.
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2 State of the Art

The ultimate goal of UI design is to produce usable UIs that are both easy to use and
easy to learn. These UIs should allow users to perform their tasks and achieve their
goals efficiently [19]. However, in complex domains such as bioinformatics, this goal is
poorly addressed, and there is a growing concern that current approaches are inadequate
for this kind of domain [5]. Javahery et al. highlight that the complexity of the UIs of
bioinformatics resources is higher when they are compared to the interfaces of websites
that people use daily [14]. In line with that, Carpenter et al. suggest that usability should
be a more highly valued goal to increase the adoption of bioinformatics tools [4].

Understanding how users work becomes vital to provide usable UIs in such a com-
plex domain. Understanding what tasks they perform and what workflows they follow
allows UI designers to better adapt the tools to the specific needs of domain experts.
Svanæs et al. state that genomics tool UIs should take into account not only the user’s
needs but also its particular context as a manner of providing more usable solutions
[25]. Stevens et al. conducted a set of surveys of bioinformatics tasks resulting in a task
classification to assess the quality of query systems [23]. Tran et al. performed a cross-
sectional study of bioinformatics tasks that were documented and proposed as poten-
tially desirable system features in bioinformatics tools [27]. Rutherford et al. examined
how large DNA sequences are studied and navigated by users to improve the usability of
DNA-sequencing navigating tools [20]. All these works provided a better understanding
of the unmet needs of genomic domain users.

There has been an explosion in the number of available bioinformatics tools in the
last decades. A good example is OMICtools, which provides a catalog of more than
20.000 web-accessible bioinformatics tools [7]. A common point among those tools is
that their developers tend not to focus on their interfaces or usability aspects [18]. The
designed UIs do not consider the user’s perspective and requirements as the starting
point of the design process [1]. Consequently, most of the users of these tools find it
hard to access the information and too frequently struggle to find valuable information
for their research. They accept tools with poor usability because they use them freely,
though these tools do not always provide what they need [18]. A usability testing of
bioinformatics tools conducted by Bolchini et al. [3] reported that usability issues that
affect the efficiency and effectiveness of bioinformatics work. Several reasons seem to
be the underlying cause of not focusing on bioinformatics tool UIs and their usability
aspects [5,16,18]:

– Bioinformatics has historically relied on command-line tools and using UCD
requires a “cultural shift”.

– Bioinformatics data that have to be presented are complex and highly intercon-
nected. Additional technical and scalability constraints have to be considered.
Besides, it is a constantly evolving subject whose rules usually have plenty of excep-
tions.

– Using UCD techniques generates an initial delay in the design process and measur-
ing the impact of applying these techniques is too difficult. UCD techniques improve
scientific discovery processes, but “discovery” is an intangible metric and therefore
difficult to measure.
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– The prior knowledge that is needed to adequately carry out UCD techniques in this
domain (human-computer interaction, bioinformatics and computing) creates a gap
between domain users and developers.

– The usability validation, crucial to provide successful solutions [12], needs to be
carried out by skilled UI designers, which is not always possible.

These reasons make the design process of user-friendly UI difficult. Apart from that,
authors tend to give more importance to the novelty of the developed tool lessening
down usability and UI aspects. In other words, it is the novelty of the tool its most
valued aspect rather than its associated UCD work[18]. In summary, usability and UI
aspects have been frequently ignored historically.

However, more recent bioinformatics projects are considering UCD when design-
ing and developing their UIs. A scenario-based visualization tool to support epidemio-
logical research called ADVISES was developed using UCD methods [24]. They used
prototyping and storyboarding techniques to analyze user tasks and their domain mental
model. The EB-eye search service was redesigned following UCD principles [28]. Sev-
eral user interviews were conducted to gather the initial information and requirements
before developing the search service. After developing it, one-to-one usability testing
sessions were performed to collect user feedback. The Enzyme Portal was developed
after performing a series of user workshops and interviews to identify user needs [16].
Afterward, they tested multiple prototypes until finding an optimal design in terms of
navigation and functionality.

In conclusion, having the user as the primary source of information of the UI design
and development processes results in multiple benefits [18]. The users will be more
likely to use a tool if they guide the design process. Having greater access to the data
will increase users’ scientific discoveries. Overall, UCD supports the development of
high-quality bioinformatics resources that ease users’ work and better adapt to their
specific needs.

3 Problem Statement

The reported use case consists of applying UCD techniques to develop a bioinformat-
ics tool to aid in performing a specific analysis process regarding genomic citrus plant
(variety) improvement. This analysis consists of establishing genotype-phenotype rela-
tionships, in other words, the observable traits in the varieties (phenotype) caused by
the genetic code (genotype). For instance, which variations in the genetic code make
a variety drought resistant? Consequently, it is crucial to prioritize (i.e., identify and
select) which variations have an impact on the phenotype under study correctly. We
focus on the prioritization of genetic variations that might have a notorious impact on
plant phenotypes. This analysis is a problematic and inefficient process that involves
several manual tasks. These tasks are complex, slow to perform, and prone to human
failures. The tasks can be grouped into:

Task 1: Select Variety Groups. There are tens of sequenced citrus varieties, and it
is arduous to work with multiple of them because of the large amount of data that is
contained on each of them. In order to work with the varieties, bioinformaticians have
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to select and group them based on specific phenotypes. Two groups are created, one
group contains varieties that highly express a phenotype of interest, and the other group
contains varieties that do not express it. For instance, a phenotype of interest is the
sweetness of the fruits that a set of sequenced varieties produce.

Task 2: Compare Groups. There are a plethora of variables to consider when filter-
ing the data. Domain experts have to reduce the existing amount of genomic data by
applying several conditions as a previous step before comparing the groups of varieties.
For instance, by establishing a quality data threshold or by selecting a specific genomic
region. Also, they need a report of the applied filters to manage them. Considering the
filter conditions, the groups of varieties have to be compared in order to extract their dif-
ferences at a genotype level (i.e., genetic variations). Although applying a single filter or
performing simple set operations (e.g., data intersection or subtraction) are challenging
but feasible tasks, chaining multiple filters or performing more complex operations are
not possible. The complexity and the cost of the data filtering task increase dramatically
as the number of varieties involved increases.

Task 3: Visualize. The amount of data obtained after performing Task 2 can become
unmanageable, and the bioinformaticians require to fluidly examine them to identify
potential genetic variations of interest. By “examine” we mean to i) show how the data
are distributed based on specific criteria and ii) interact with the data by showing or
hiding data columns and performing data.

The generated knowledge is highly valuable because it allows modifying citrus vari-
eties to potentially increase or decrease the expression levels of phenotypes of interest.
However, because of the complexity of the process reported above, extracting knowl-
edge is complex and requires considerable effort. The UI design process focused on
automating the process and decreasing its complexity so that bioinformaticians can
extract knowledge more easily. To accomplish this goal, the three tasks identified above
become the starting point to apply our UCD-oriented solution.

4 Proposed Solution

Our proposed solution consists of developing a bioinformatics tool, whose UIs have
been designed following a UCD approach. UCD puts the user in the center of the design
process to ensure that the resulting UI meets their real needs and interactions. From a
general perspective, UCD can be summarized into two main activities: user research and
solution production. In the first activity, we have researched our domain expert users by
applying UCD techniques such as user observation and task analysis. Observing them
while performing the prioritization of genetic variations process is a crucial activity to
identify problems related to the data manipulation, detail the high-level tasks identified
in the problem statement, and determine which UIs should be designed. In the second
activity, we have designed the UIs by using the UI design patterns that better address
the data manipulation-related problems identified in the previous activity.

4.1 User Research

Domain users have been characterized through several interviews and observing how
they work. Identifying and analyzing the tasks involved in the prioritization of genetic
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variations allowed us to understand both the user mental model (i.e. how they think
the variation prioritization process works) and the domain under study. The gathered
information has been consolidated in a task model of the envisioned system defined by
using Concur Task Trees (CTT) notation [17] as shown in Fig. 1. CTT notation allows
to represent the tasks with a chronological and hierarchical structure. Figure 1.1 is the
main CTT whilst the “Define filters” and “Examine variation distribution” tasks are
detailed in Figs. 1.2 and 1.3 respectively for reasons of space. The task model contains
the three high-level tasks defined in Sect. 3 (i.e. select variety groups, compare groups
and visualize) decomposed in lower-level tasks.

The first task, select variety groups task, consists of defining the two groups of
varieties to be compared. Each citrus variety has a set of genetic variations from which
some of them are unique and some are shared with other varieties. The system shows
the list of available sequenced citrus varieties. Then, the user selects the varieties of
interest and adds them to the groups.

The second task, compare groups task, consists of two lower-level tasks: define
filters and perform comparison. In the first one, the conditions to filter the genetic vari-
ations are defined (Fig. 1.2). Up to eight filters can be defined from which six are manda-
tory:

1. Variation type (mandatory, unique): Two types of genetic variations can be com-
pared, namely, Single Nucleotide Polymorphism (SNP) and insertion/deletion
(indel). On the one hand, SNPs are changes in the genetic code that only affect
one nitrogenous base (A, C, G or T). For example, a variation that changes a C for
a T at a given position. On the other hand, indels are genetic variations where the
length of the genetic code is altered, either by addition, deletion or both.

2. Set flexibility criteria (mandatory, unique): This filter refers to how restrictive is to
accept a variation based on its frequency of appearance among the varieties of a
group. By default, only genetic variations that appear in every variety of a group are
accepted. However, in some cases this might be too restrictive. The “flexibility” has
to do with the ability to filter genetic variations that exist in a subset of the varieties of
a group. Such subset is defined by indicating a minimum and maximum threshold of
varieties to be considered. There are multiple reasons to do that: working with large
groups of varieties, genetic variations wrongly identified in the sequencing process,
varieties exhibiting a common phenotype caused by different genetic variations, etc.

3. Quality (mandatory, unique): Because of technological limitations in the sequencing
process, genetic variations are complemented with a set of quality indicators that
show how reliable they are. This filter allows specifying the quality threshold to
accept genetic variations.

4. Annotation impact (mandatory, multiple): Genetic variations are annotated with
software to predict their effect and impact at a genomic level [6]. This filter allows
specifying the impact and effect under which a variation is accepted. Genetic vari-
ations are classified by how significant they are. A variation will be much more
relevant if it is predicted to alter a protein’s functionality in a disruptive way (high
impact).

5. Genome regions (mandatory): Genetic variations can be located in specific types
of regions (intergenic regions, genes, exons, introns, etc.) with unique functionality.
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Fig. 1. Task analysis. Source: [21].

This filter allows specifying the genomic regions where genetic variations have to
be located to be accepted.

6. Allelic balance (optional, multiple): The analyzed citrus plants are diploid (i.e. their
cells has paired chromosomes1) so they have two copies of the DNA sequence. When

1 https://www.genome.gov/genetics-glossary/Diploid.

https://www.genome.gov/genetics-glossary/Diploid
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a variation is identified, it can appear in one of these copies or in both. The allele is
the sequence, in one of the copies, in the specific position where the variation has
been identified. The allelic balance is defined as the ratio of appearance of possible
alleles of a variation in the copies of the DNA sequence of a citrus plant. This ratio
can range from zero to one. This filter allows specifying multiple lower and upper
limit pair values of allelic balance. Only those genetic variations with an allele bal-
ance value inside one of the defined ranges will be accepted.

7. Genome positions (optional, multiple): Genetic variations are located in specific
positions of the DNA sequence. This filter allows specifying the genomic positions
where genetic variations have to be located to be accepted.

8. Proteins (optional, multiple): Some genetic variations affect protein aspects, such as
protein’s structure or how they work. This filter allows filtering genetic variations
based on how they affect a specific protein aspect.

In the second one, perform comparison, the two groups of varieties are compared
considering the applied filters. This comparison consists of four operations that the sys-
tem performs internally: Firstly, those genetic variations that do not pass the defined
filters are removed. Secondly, the genetic variations of the first group of varieties are
intersected. Thirdly, the genetic variations of the second group of varieties are inter-
sected. Fourthly, the symmetric difference of the genetic variations of the two groups is
obtained.

The third task, visualize task, consists of examining the data. It involves to i) exam-
ine how genetic variations are distributed over multiple criteria, also called passive anal-
ysis and ii) interact directly with the data (active analysis). Passive analysis allows users
to get a general vision of the data at a glance. To do that, six different visualizations are
used:

– By Chromosome package: a visual representation of the genetic variations with their
physical location at a chromosome level.

– By variety: number of genetic variations for each variety in the defined groups.
– By Gene Ontology: number of genetic variations for each gene ontology type.
– By enzyme type: number of genetic variations for each enzyme type according to

the type of reaction they catalyze.
– By scaffold: number of genetic variations for each scaffold.
– By annotated impact: number of genetic variations for each annotated impact.

Active analysis allows users to interact with the data in a more complex way. Multi-
ple actions can be performed, combined and chained, including: filtering, grouping and
aggregating data, showing and hiding data attributes and performing pivoting opera-
tions. Interaction with data can be performed by filtering, grouping and aggregating
operations that can be combined and chained.

The characterization of these tasks becomes a foundation that guides the design
decisions to generate the UIs that will improve and facilitate the genetic analysis
process.

4.2 User Interface Design

So far, we have identified the tasks involved in genomic analysis. Now, our attention
focuses on translating those tasks into a tangible UI design. To do that, we focus on
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developing a key artifact of the design activity: the conceptual design (CD) of the UI,
which captures the structure and flow of the UI. To define the CD, we have applied a
method called GenomIUm that has been developed in previous work [10] (see Fig. 2). It
is based on Pattern Oriented Design (POD) approach [13] and aims to assist designers
in creating the CD of genomics UIs.

Fig. 2. GenomIUm phases. Source: [21].

GenomIUm takes advantage of the two main characteristics of POD by providing i)
a systematic design process and ii) a catalog of interconnected patterns that support the
systematic process.

The systematic design process consists of four steps:

1. Architectural Design: This step consists on defining the UIs that will make up the
system and their navigation flow. This step is supported by information architec-
ture patterns, which describe system-wide solutions that organize the content to be
displayed by defining high-level presentation units and how they are linked.

2. Structural Design: This steps focuses on establishing the internal structure of each of
the UIs defined in the previous step. This step is supported by page patterns, which
describe the internal structure (i.e. sectors) of presentation units.

3. Content Design: This step consists of selecting the specific content elements that
conform the internal structure of each UI defined in the previous step. This step is
supported by navigation and content patterns, which describe the content elements
that compose sectors. Each pattern allows users to perform a specific identified task.

4. Refinement: Each design pattern provides a general UI design solution. This step
consists of adapting such a general design solution by indicating the visual details
of the selected patterns in the previous step according to the specific particularities
of the data that is involved in the genomic analysis.

The process is iterative in nature and designers can repeat the steps several times until
the CD meets the user needs.

The catalog is structured in several pattern categories, one for each step of the design
process and it covers general design problems (i.e. navigation or interface distribution)
as well as specific design problems (i.e. visualizing the complete set of chromosomes of
a species). Designers can exploit the pattern relationships to create complete or partial
UI designs.

The process and its pattern catalog cover the design of the UIs of a complete
genomic application. In the following paragraphs, we describe the CD resulting from
applying GenomiUm in a joint work with bioinformaticians. Figure 3 shows the
designed UI after performing the GenomIUm method.
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Fig. 3. UI design through the GenomIUm method. Source: [21].
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In Step 1, Architectural design, three UIs have been defined based on the tasks
analysis (Fig. 1): Variety Selection UI for the “Select variety groups” task, Filter UI for
the “Apply Filters” task and Visualization UI for the “Visualize” task. Bioinformaticians
performed several UCD activities to guide the definition of the UIs. As an example,
Fig. 4 shows them performing a card sorting session. The defined UIs are connected
through the “Sequential” pattern (the UI with the “H” letter indicates the initial UI).
This pattern is used when a complex task can be divided into more simple tasks that
are performed in a sequential order. It guides bioinformaticians through the three UIs
to carry out the “prioritize genetic variations” process.

Fig. 4. Geneticists and designers working together in a Card Sorting Session. Source: [21].

In Step 2, Structural design, the sectors of the UIs have been designed using the
“Conceptual Framework” pattern. This pattern suggests that the UIs should share the
same layout. The defined layout consists of three sectors: a heading, a body and a footer.

In step 3, Content design, the design patterns that compose each UI have been
selected. Most of them pertain to the “Genomic Patterns” category, which addresses
how to show and interact with genomic-related content. Table 1 describes the selected
patterns for each UI.

In Step 4, Refinement, the selected patterns have been adapted to the specific partic-
ularities of the data to be displayed as well as the identified task that they solve. Step
4 in Fig. 3 shows the refined Visualization UI. Only the refinement of the Visualization
UI will be addressed due to space limitations. The resulting Visualization UI gives the
reader a clear idea of how the refinement process works.

The corresponding CD of the three UIs have been iteratively validated by bioinfor-
maticians who provided valuable feedback to improve the UI designs. The refined CDs
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Table 1. UI patterns used in the Conceptual Design of the UIs. Source: [21].

Id Pattern Applied to

Variety selection UI

1 Set Operation Define genomic data groups and compare them

Filter UI

2 Tabs Separate the content into sections that can be accessed
using a flat navigation [26]

3 Genetic Filter Filter the variations by their type

4 Genetic Filter Filter the variations by their frequency of appearance

5 Genetic Filter Filter the variations by their quality

6 Genetic Filter Filter the variations by their annotated impact

7 Genetic Filter Filter the variations by their genomic region

8 Genetic Filter Filter the variations by their allelic balance

9 Genetic Filter Filter the variations by their position

10 Genetic Filter Filter the variations by their effect over protein aspects

Visualization UI

11 Chart Show the number of genetic variations identified

12 Ideogram Show the chromosome set

13 Chart Show the distribution of genetic variations on each
chromosome of the chromosome set

14 Ideogram Show the detail of the selected chromosome in pattern 3

15 Chart Show the distribution of genetic variations along the
selected chromosome

16 Chart Show the genetic variations distribution by varieties

17 Chart Show the genetic variations distribution by scaffolds

18 Chart Show the genetic variations distribution by Impact
Annotation

19 Chart Show the genetic variations distribution by Gene Ontology
type

20 Chart Show the genetic variations distribution by Enzyme type

21 Hidden Column List the genetic variations involved in the overview
visualizations (patterns 2 to 11)

Present in the three UIs

22 Stepper Guide users through the genetic analysis process

have been implemented with standard web technologies. More specifically, we designed
the UI using the Angular framework2, and utilized a set of open source libraries to

2 https://angular.io/.

https://angular.io/
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implement the UI paterns (i.e., angular2-charts.js3, ideogram.js4, and agGrid5). These
libraries offer angular-specific implementations that allows to include them in the
project easily. Table 2 indicates the framework or library that implement each of the
selected UI patterns.

Table 2. Frameworks and libraries used to implements the UI patterns used in the Conceptual
Design of the UIs. Source: [21].

Id(s) Pattern Implemented with License

Variety selection UI

1 Set Operation Angular MIT

Filter UI

2 Tabs Angular MIT

3, 4, 5, 6, 7, 8, 9, 10 Genetic Filter Angular MIT

Visualization UI

11 Chart Angular MIT

12, 14 Ideogram Ideogram.js CC0 1.0 Universal

13, 15, 16, 17, 18, 19, 20 Chart angular2-chartjs MIT

21 Hidden Column agGrid MIT

Present in the three UIs

22 Stepper Angular MIT

Figure 5 illustrates the final implementation of the Visualization UI. Each pattern
has been labelled according to the CD of the step four in Fig. 3.

5 Validation

To validate the CitrusGenome tool, we focused on evaluating how easy is for the users
to find the information for performing the genomic analysis.

To do that, we defined a typical genomic analysis problem whose goal is to identify
a set of genetic variations with the potential to cause premature fruit abscission (PFA).
PFA occurs when citrus trees have more fruits than they can maintain, causing some
of these fruits to be degraded. PFA is a biological process of interest in the agricultural
field because high PFA results in small amounts of high-quality fruits while low PFA
results in large amounts of lower-quality fruits [2]. Therefore, achieving an optimal
level of PFA is crucial.

From the genomic analysis problem, we then defined three questions to be tested.
They become the Research Questions (RQs) of the validation study.

3 https://github.com/emn178/angular2-chartjs.
4 https://github.com/eweitz/ideogram.
5 https://github.com/ag-grid/ag-grid.

https://github.com/emn178/angular2-chartjs
https://github.com/eweitz/ideogram
https://github.com/ag-grid/ag-grid
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Fig. 5. Implementation of Visualisation UI. Source: [21].
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RQ 1—Will the participants be able to select the data that is involved in the genomic
analysis?
RQ 2—Will the participants be able to set the filters required to refine the data?
RQ 3—Will the participants be able to identify variants that are potentially respon-
sible for PFA?

5.1 Method

The participants involved in the validation were five bioinformaticians from the IVIA
research institute. Two of them are part of the IVIA staff as senior researchers, and
they had no previous experience using the tool. Another two of them are Ph.D students
that work as analysts, one of them had little previous experience using the tool while
the other one did not have any experience at all. The last participant is a Ph.D student
analyst with considerably previous experience using the tool (see Table 3).

Table 3. Information of the participants that validated UI of the tool.

Id Experience Educational level Tool experience

1 Senior Ph.D None

2 Senior Ph.D None

3 Medium Ph.D. Student Significant

4 Junior Ph.D. Student Little

5 Junior Ph.D. Student None

The validation consisted of 28 tasks (See the tasks in Appendix A) to test the RQs
written above, and it was performed in a virtual way by using the Zoom video con-
ference platform because of the restrictions derived from COVID-19 pandemia. Each
virtual session involved one participant with the user role, and one of us with the eval-
uator role. The evaluator guided the user by explaining the task to be done and asking
him/her for speaking aloud about the actions or decisions made during the test.

The sessions were recorded and stored in a shared repository in order to review
and analyze the comments made by participants. We divided the review and analyze
process into two stages. In the first stage, we met with the participants individually to
review the correspondent recorded session and get their feedback. In the second stage,
we performed a focus group to discuss how easy or difficult was for them to use the
CitrusGenome tool.

5.2 Results

In this section, we describe how the participants performed the tasks related to each
RQ. Then, based on the difficulties that the participants had to complete the tasks, we
identified a set of usability problems.
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Set of tasks related to RQ1: Will the participants be able to select the data that
is involved in the genomic analysis?

All the participants completed the tasks related to RQ1, and, in general, they
reported a favorable opinion about the data selection. They pointed out that the drag-
and-drop mechanism was intuitive and more sophisticated compared to other tools they
use. However, participants 4 and 5 had some difficulties finding two varieties. The rea-
son for this is that the varieties are shown in the UI of CitrusGenome using their com-
mon name and internal code, but participants 4 and 5 are used to work with the scientific
name of the variety. Besides, participant 1 mentioned that displaying the cultivar6 of the
varieties would enhance the process by adding relevant information.

Thus, the varieties information that is shown in the UI should include the scien-
tific name and the cultivar. Participants 1 and 2 described potential cases where such
information is necessary: i) some researchers do not know the internal code of all of
the citrus varieties; and ii) the same variety can be sequenced multiple times, so the
common name is not always enough to identify the variety of interest (here, the cultivar
can help to select the correct one).

From the discussions of this set of tasks, we have defined the following usability
problem:

– Usability Problem 1: The participant wants to know additional information (the
cultivar and the scientific name) of the citrus varieties when creating the groups in
the first step of the analysis.

Set of tasks related to RQ2: Will the participants be able to set the filters
required to refine the data?

All the participants completed the tasks related to RQ2, but those participants with
previous experience using the tool (i.e., participants 3 and 4) completed the tasks faster
than the rest of the participants. All the participants agreed that the way in which the
filters are designed is intuitive, and they had no problem setting them.

Participants emphasized the ease with which they set the filters. In the opinion of
participants 4 and 5, the biological concept of flexibility (Sect. 4.1 describes this concept
and the task to configure it) is complex to understand, but they indicated that the UI
helped understanding this concept.

In general, all the participants pointed out that the filters give researchers the ability
to do analyses with a high degree of modularity and flexibility. However, senior partici-
pants (i.e., participants 1 and 2) mentioned searching in promoter regions as a desirable
feature because they are gaining attention in recent academic works. This feature was
not of interest when we carried out the “research user” stage of the UCD process, and
the subsequent first version of the prototype did not include such a feature. However,
this interest has changed. This is an example of the continuous evolution of the domain,
which requires updating genomics tools continuously.

From the discussion of this set of tasks, we have defined the following usability
problems:

– Usability Problem 2: The participant wants to search in promoter regions of the
DNA, but the option is not available.

6 A cultivar is defined as a group of selected plants that share common characteristics.
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– Usability Problem 3: The participant wants to search in the promoter region of a
specific gene, but the option is not available.

Set of tasks related to RQ3: Will the participants be able to identify variants
that are potentially responsible for PFA?

The tasks related to RQ3 are more complex and time-consuming when compared
to the tasks of RQ1 and RQ2. The reason is that these tasks require the user to analyze
the data resulting from the comparison exercise. With regards to this, all of the par-
ticipants mentioned that the charts displayed eased their work. While the participants
with some experience using the tool (i.e., participants 3 and 4) mentioned that the grid
(see number 21 of Fig. 5) provided them with a very useful and flexible tool, the rest
of the participants (i.e., participants 1, 2, and 5) indicated that some of the features of
the grid were difficult to use at first. All of the participants were able to complete the
tasks except participant 5. This was because there is not an explicit representation of
the varieties that compose each group, and participant 5 did not know to which vari-
eties correspond the codes displayed in the grid. As a result, this participant could not
complete the following tasks: Tasks 14 to 18 and Task 26 to 28. Besides, participant 4
struggled to complete the tasks that participant 5 could not complete. In this case, the
reason was that recalling to which group of the analysis (i.e., group A and group B)
each variety belongs leads to a significant mental workload to this participant. Thus, the
participants agreed that this situation should be somehow remedied.

From this set of tasks, we have defined the following usability problems:

– Usability Problem 4: The participant wants to see at a glance which varieties com-
pose each group of the analysis.

– Usability Problem 5: The participant struggles differentiating between varieties of
group A and varieties of group B in the following columns of the grid: Genotype,
Genotype Quality, Total Depth, Allelic Depth, and Allelic Balance.

In addition to these results, the users provided us with four comments that were not
directly related to the research questions but considered relevant:

Comment 1—The participants missed a home page from which to navigate to perform
the analysis. Having a home page has become a de facto standard, and they think that
CitrusGenome should have one. From this comment, we have defined the following
usability problem:

– Usability Problem 6: The tool lacks a home page.
Comment 2—After having configured the filters of the analysis, the participants more

experienced in the genomics field (i.e., participants 1, 2, and 3) realized that a rele-
vant feature was missing. Having information on the quality of the sequencing pro-
cess for citrus varieties before setting up the analysis filters can be very helpful.
They stated that this information should be displayed grouped by variety and geno-
type. Also, this information could help to configure certain filters, such as the allele
balance one, with more confidence. From this comment, we have defined the fol-
lowing usability problem:

– Usability Problem 7: Before starting the analysis, the participant wants to know
the values of the mean value of the GQ and DP attributes of the variants of the
citrus varieties based on the value of the GT attribute.
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Comment 3—Novel participants (i.e., 1, 2, 4, and 5) expressed that a getting started
page with a detailed description of the steps of the analysis would ease the first use
of the tool. From this comment, we have defined the following usability problem:

– Usability Problem 8: Novel participants may struggle when using the tool for
the first time.

Comment 4—Participants aim to be able to study the results at anytime. They also
want to be able to switch between the visualization of different analyses to compare
the results. However, they can only visualize the result of an analysis when it is
completed. From this comment, we have defined the following usability problem:

– Usability Problem 9: The participants want to be able to visualize analyses at
anytime, but it can only be seen once.

5.3 Discussion and Design Solutions

Considering the results from the validation with the user, our team (i.e., the evaluators)
met to evaluate the results and identify the severity level of each usability problem. The
severity level allows us to prioritize our effort in designing and implementing a potential
solution to this problem.

To define the severity level, we used the severity rating scale of five degrees pro-
posed by Nielsen [11]: 0 (it is not a usability problem), 1 (it is a cosmetic problem
and can be solved in overtime of the project), 2: Minor usability problem (its resolu-
tion should be given in low priority), 3: Major usability problem (the problem needs to
be solved and is given high priority), and 4: Usability catastrophe (the problem must
be solved before the project is launched). Table 4 shows the list of usability problems
together with their severity levels.

Of the nine usability problems that we have identified, problem 9 was scored with
severity level 4, which means that this problem represents a usability threat and should
be solved with the highest priority. Five problems (2, 3, 4, 5, 8) were considered major
usability problems and were scored with severity level 3. This level is the second highest
one, and it means that they should be solved with high priority. Problems 1 and 7 were
considered minor usability problems, so they were scored with severity level 2. The
priority level of these problems is low. Finally, problem 6, which is related to the lack
of the home page, was considered a cosmetic problem and got the lowest priority.

The order in which the problems were solved followed the priority level assigned,
from the highest to the lowest. We have defined and implemented a solution that solve
each usability problem. Table 4 shows a match between the usability problems reported
above and the corresponding design solution (“Design solution” column).

Design solution 1: update the card that contains variety information in the first
step of the analysis.

In the previous version of the CitrusGenome UI, each variety was represented using
the common name and the internal code attributes (see Fig. 6). However, this represen-
tation proved to be insufficient to meet the requirements of the participants, and we
have updated it. In the current version of the UI, we have added two new attributes (see
Fig. 7). The first attribute is the scientific name of the variety, which is shown below the
common name in a smaller font size. The second attribute is the cultivar of the variety.

Design solution 2: Allow users to search in promoter regions of the DNA
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Table 4. Improvements that have been considered as usability problems to be addressed in the
second iteration of the DCU.

Id Usability problem Severity Design solution

1 The participant wants to know additional
information (the cultivar, the common name,
and the scientific name) of the citrus
varieties when creating the groups in the first
step of the analysis

2 Update the card that contains variety
information in the first step of the analysis to
include the needed data (see Fig. 7)

2 The participant wants to search in promoter
regions of the DNA, but the option is not
available

3 Allow users to search in promoter regions of
the DNA (see Fig. 9)

3 The participant wants to search in the
promoter region of a specific gene, but the
option is not available

3 Allow users to search in the promoter region
of a specific gene (see Fig. 11)

4 The participant wants to see at a glance
which varieties compose each group of the
analysis

3 Two new chart components, one per variety
group, have been implemented to display the
required information (see Fig. 12)

5 The participant struggles differentiating
between varieties of group A and varieties of
group B in the following columns of the
grid: Genotype, Genome Quality, Total
Depth, Allelic Depth, and Allelic Balance

3 The values of these columns have been
grouped into two columns, namely, Group A
and Group B (see Fig. 14)

6 The tool lacks a home page 1 Create a home page (See Fig. 15)

7 Before starting the analysis, the participant
wants to know the mean value of the GQ and
DP attributes of the variants of the citrus
varieties based on the value of the GT
attribute

2 Create a page displaying the required
information (see Fig. 16)

8 Novel participants may struggle when using
the tool for the first time

3 Create a getting started page (See Fig. 15)

9 The participant wants to be able to visualize
analyses at anytime, but it can only be seen
once

4 Allows users to visualize analyses at
anytime by providing them with a page to
retrieve analyses. Each analysis is identified
by a unique identifier that is given to the user
when he starts the analysis (see Fig. 17)

Fig. 6. Previous version of the card containing variety information, causing usability problem 1.
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Fig. 7. New version of the card containing variety information to solve usability problem 1.

Fig. 8. Previous version of the menu lacking promoter regions, causing usability problem 2.

The genome regions filter is configured using a drop-down menu. There were eight
options in the drop-down menu of the previous version of the CitrusGenome UI (see
Fig. 8). In the current version of the UI, we have included another option, namely, pro-
moter, so that the user can search for variations in these regions (see Fig. 9).

Fig. 9. New version of the menu including promoter regions, solving usability problem 2.

Design solution 3: Allow users to search in the promoter region of a specific gene

Fig. 10. Previous version of the menu lacking the promoter region of a specific gene, causing
usability problem 3.
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The genome positions filter allows users to search for variations in specific positions
of the DNA such as a gene or its introns, and it is configured using a drop-down menu,
to select the type of region (e.g., gene, intron, exon, etc.), and a free text search service
to identify the specific element. There were eight options in the drop-down menu of
the previous version of the CitrusGenome UI (see Fig. 10). In the current version of the
UI, we have included another option, namely, promoter, so that the user can search for
variations in the promoter of a specific gene (see Fig. 11).

Fig. 11. New version of the menu including the promoter region of a specific gene, solving usabil-
ity problem 3.

Design solution 4: implement chart components to display the required infor-
mation

In the previous version of the UI, there was no easy way to see which varieties
compose each group. In the current version of the UI, we have implemented two cards,
one per group, in order to display which varieties compose each group (see Fig. 12). We
used chip components7 to represent each variety.

Fig. 12. New charts including the varieties of group A and group B in the analysis, solving usabil-
ity problem 4.

Design solution 5: group the values of these columns into two new columns

Fig. 13. Previous version of the data grid, causing usability problem 5.

7 https://material.io/components/chips.

https://material.io/components/chips
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In the previous version of the UI, the grid displayed the following variety-specific
information of variants: genotype, genome quality, total depth, allelic depth, and allelic
balance. As Fig. 13 shows, each attribute is divided into multiple columns, one per vari-
ety, and it is not possible to identify which varieties pertain to each group of the anal-
ysis. This usability problem is related to the “Recognition rather than recall” Nielsen’s
Heuristic8, which states that user should not have to remember information from one
part of the interface to another, but recognize it. To solve this usability problem, we
grouped these columns to make group composition explicit (see Fig. 14), allowing the
user to easily recognize the group at which each variety belongs.

Fig. 14. New version of the data grid, solving usability problem 5.

Design solution 6: Create a home page
In the previous version of the UI, there was no home page. In the current version of

the UI, we have implemented a home page (see Fig. 15).
Design solution 7: Create a page displaying the required information
In the previous version of the UI, users could not know the mean value of the GQ

and DP attributes of the variants. These values have great importance because they can
alter the result of the analyses. Therefore, we implemented a page to display the mean
value of the GQ and DP attributes of the variants based on the GT attribute and the
variety (see Fig. 16).

Design solution 8: Create a getting started page

Fig. 15. Screenshot of the home page created to solve usability problem 6.

8 https://www.nngroup.com/articles/ten-usability-heuristics/.

https://www.nngroup.com/articles/ten-usability-heuristics/
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Fig. 16. Screenshot of the page displaying the information needed to solve usability problem 7.

In the previous version of the UI, novel users indicated that a getting started page
could increase the adoption of the tool and ease its usage. In the current version of the
UI, we have created a getting started page (see Fig. 17) that describes each step of the
analysis in detail.

Fig. 17. Screenshot of the getting started page created to solve usability problem 8.

Design solution 9: Allow users to visualize analyses at anytime
The main problem that we have identified is that the result of the analysis can not

be visualized if the user leaves the page. Participants indicated to us that it was crucial
to be able to access the result of the analyses at any time. They reported several reasons
to justify the importance of this usability problem: i) users may need to re-evaluate the
result of past analyses; ii) a common use case is to perform a set of analyses and jump
from one to another to compare the results; and iii) both technical and human failures
can cause the user to leave the page unintentionally.

In the current version of the UI, we have implemented two new pages. In the third
step of the analysis, the user receives a code to identify the analysis result instead of
visualizing it directly (see Fig. 18). The second page contains a text input where the user
writes the unique identifier the analysis whose result is to be visualized (see Fig. 19). If
the identifier corresponds to an analysis, the result is then visualized, and the user can
work with it.

Fig. 18. The message displaying the unique identifier of the analysis, solving usability problem 9.
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Fig. 19. The page to introduce the identifier of the analysis to visualize it, solving usability
problem 9.

6 Conclusions

UIs are crucial to manage data and extract knowledge from it. Its design and devel-
opment require proper attention as good designed UIs can have a huge impact in per-
forming these tasks. Unfortunately, genomic applications are unintuitive, complex and
overly verbose because their UIs are poorly designed. Consequently, learning to use
them is difficult and tedious, which reduces knowledge extraction from genomic data.

This paper emphasizes the use of UCD as an appropriate approach to design
genomic UIs. We report the following: i) a first iteration of UCD, where we designed
and implemented genomic UIs in a real-world use case, and ii) a second iteration of
UCD, where we refined the genomic UIs by identifying and solving a set of usability
problems. The method that we have used in these UCD-based iterations is GenomIUm.
The GenomIUm method is both conceptual model-based and pattern-oriented. This
method incorporates both general patterns (i.e., design patterns whose definition is not
limited to a specific context) and domain-specific patterns (i.e., design patterns whose
definition is specific to the genomic context).

As we have mentioned above, our works consisted of two UCD iteration. The first
iteration focused on analyzing the tasks involved in genomic analysis, conceptualizing
the UI by selecting and adapting design patterns, and generating a first version of the
UI as a functional prototype to be evaluated by users (i.e., bioinformaticians). The sec-
ond iteration focused on identifying usability problems as a result of the user evaluation
of the first version. We then proposed a set of design solutions to solve the identified
usability problems. Finally, we refined the UI design by incorporating such design solu-
tions, which are more adjusted to the real needs of the users.

Complementing UCD techniques with the support of a pattern-based method (i.e.,
GenomIUm) to design UIs provided us with a systematic way to generate easy-to-use
UIs in the genomics field. While UCD techniques allow us to research the users, and
to specify the actual user tasks, the pattern-based method guides the design and imple-
mentation of the UI based on the user tasks. Besides, composing UIs with widely used
design patterns makes them familiar and, consequently, easier for bioinformaticians to
use.

Bioinformaticians reported being satisfied with the designed UI in the first interac-
tion because the CitrusGenome platform improved how users performed their knowl-
edge extraction and data management processes. The reasons for this improvement can
be summarized into four statements:
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1. Automation of the analysis process.
2. Intuitive, easy, and guided process
3. Effortless management of large amounts of data.
4. No need for high computer skills to perform the analysis process.

However, the design solutions that were proposed and implemented to refine the first
version of the UI enhanced the ability of users to find the information and, consequently,
provided bioinformaticians with a better user experience.

Future work includes the following: as the UCD methodology states, conducting
continuous design-evaluation iterations in order to refine the UIs of CitrusGenome to
the current and future needs of its users; to incorporate new patterns in the GenomIUm
catalog in order to cover a wider range of interactions in the genomics domain; and to
extend the tool to other agri-food domains the IVIA is currently working with, such as
the rice genome.
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A Appendix A: Tasks

We have divided the problem in three steps: 1) select the working data, 2) set the filter
conditions, and 3) analyze the data. These steps correspond to the three UIs that we
have designed and implemented.

Select the Working Data: this step consists of creating the two groups under study, the
varieties of the first group (group A) have high levels of PFA, and the varieties of the
second group (group B) have low levels of PFA. The first step is divided into two tasks:

– Task 1: Create group A with 17 varieties of citrus with high levels of PFA.
– Task 2: Create group B with 12 varieties of citrus with low levels of PFA.

Set the Filter Conditions: this step consists of setting the different criteria used to
perform the analysis. Only those variants that fulfill the criteria will be visualized. The
second step is divided into 8 tasks:

– Task 3: Accept Single Nucleotide Polymorphism (SNP) variations.
– Task 4: Accept variations that appear in every variety of group A and at most in four

varieties of group B.
– Task 5: Accept variations that appear in every variety of group B and at most in four

varieties of group A.
– Task 6: Accept variations with every GQ and DP values.
– Task 7: Accept variations annotated with high, moderate, or low impacts.
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– Task 8: Accept variations with an allele balance value between 0.45 and 1 in all the
varieties.

– Task 9: Accept variations that are located inside gene sequences.
– Task 10: Accept variations located between the 28,000,000 and 36,400,000 positions

of chromosome 2.

Analyze the Data: this step consists of visualizing the accepted variations and get
insight from these data. The third step is divided into X tasks. Each task consists of
answering a knowledge question using the data available:

– Task 11: How many variations have been accepted?
– Task 12: What group has more variations?
– Task 13: What variety has more variations?
– Task 14: Which varieties compose group A and group B?
– Task 15: How many variations with a 0/1 genotype have been accepted in group A?
– Task 16: How many variations with a 0/1 genotype have been accepted in group B?
– Task 17: How many variations with a 1/1 genotype have been accepted in group A?
– Task 18: How many variations with a 1/1 genotype have been accepted in group B?
– Task 19: How many high impact annotations have been identified?
– Task 20: How many cellular component annotations have been identified?
– Task 21: What is the most common group of enzymes affected by the accepted

variations?
– Task 22: What are the 3 genes with the most variations?
– Task 23: What are the 3 genes with the most high impact annotations?
– Task 24: What is the enzyme type with the most variations?
– Task 25: What is the pathway type with the most variations?
– Task 26: What are the biological processes affected by variations annotated with a

high impact, with a 0/1 genotype in group A, and 1/1 genotype in group B?
– Task 27: How many variations have low Genotype Quality values in group A?
– Task 28: How many variations have low Genotype Quality values in group B?
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Abstract. We outline some of the key challenges in supporting diverse human
aspects of end users in software engineering. This includes examples of age, gen-
der, physical and mental challenges, human values, personality, emotions, lan-
guage and culture. We review key related work from a range of disciplines, and
propose an initial taxonomy of end user human aspects that need careful con-
sideration throughout the software engineering life cycle. Finally we outline a
research road map of key areas requiring further investigation and work.

Keywords: Human aspects of end users · Taxonomy · Living lab ·
Stakeholders · Personas ·Modelling · Design · Defect reporting

1 Introduction

Software is designed and built to solve human challenges in almost every domain [27].
However, we continually hear about many issues with current software relating to its
poor fit with its target end users. This results in hard-to-use software that does not meet
the user’s needs and causes frustration, economic cost, inefficiencies, not fit-for-purpose
solutions, and even dangerous and life-threatening situations. Many of these problems
can be traced to a lack of understanding and incorporation during software engineer-
ing of end user human aspects. Humans are diverse and present software designers and
builders with diverse challenges, including but not limited to different age, gender, cul-
ture, language, language proficiency, socio-economic status, physical and mental chal-
lenges, personality, emotional reaction to technology, engagement, and many others
[29,30].

In this paper we present an initial taxonomy of end user human aspects that impact
software usage and hence design, implementation, testing, defect reporting and correc-
tion and ultimately its requirements and processes, methods and tools needed for devel-
opment. Providing a taxonomy of human centric aspects in software engineering helps
not only to classify human-centric aspects, but also provides a language to use when
describing human aspects [63]. Taxonomies are used in science to define, group and
rank by similar characteristics, and by doing this we will generate a scientific nomen-
clature that can be used to explore and address human centric aspects relevant to the
industry.
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Fig. 1. A clinician-oriented Domain-specific Visual Language for care plan modelling and gener-
ating eHealth app (from [41]).

Our aim is to better characterise these diverse end user aspects and their impact on
software development, with some examples from our recent work addressing some of
these. We begin with a motivating example in Sect. 2 and review of key related work in
Sect. 3. We follow this by introducing our initial taxonomy of end user human aspects
needing careful consideration during software engineering in Sect. 4. In Sects. 5 to 10
we discuss a range of our recent work to try and address some of these human aspects
during different software engineering tasks. In Sect. 11 we outline a research roadmap
needed to continue to advance this area, and summarise this paper in Sect. 12.

2 Motivation

Motivating Example. Figure 1 shows an example model-driven engineering tool that
takes a high level visual care plan model (a) and uses this to generate a fully functional
eHealth app to implement the care plan (b) [41]. While in theory this is a good idea,
the tool fails to account for the fact that end users of the app are generally elderly,
many have English as a second language, they are unfamiliar with much of the health
and technology terminology used, come from different cultures with differing concepts
of and approaches to health and illness, many users have diverse physical and mental
challenges that impact using the app, the app is boring for many to use, and many users
worry about their data privacy and transparency of recommendations the app makes to
them. The resultant app is unusable for many target end users, illustrating the problem
of failing to consider diverse end user human aspects, individually and in combination,
during development.

Developer Survey and Interviews. We wanted to gain a better understanding of cur-
rent developer approaches to addressing such diverse end users’ human aspects, key
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Fig. 2. End user human aspects survey respondents judge to be critical (or not) in their work (from
[30]).

open challenge areas in this domain, and determine key focus areas for researching
new techniques and tools to address these, both in general and specifically for eHealth
app development [30,67]. We conducted a detailed survey, answered by 61 developers
and managers, and then interviewed a further 12 developers in detail. We wanted to
better understand how these diverse end user human aspect issues are understood and
addressed from a software engineering perspective. Figure 2 summarises our respon-
dents’ ratings of some of the end user human aspects they encountered in their work.

Some of the key reasons given by respondents why they find these end user human
aspects challenging to address included: the broad range of the end user human differ-
ences that exist and have to be catered for; the different languages and range of comfort
with technology of different user groups; different problem solving styles of many end
user groups; complexity of user interfaces in many application domains; and differ-
ences in terminology used, digital literacy and the need to carefully consider text and
icon usage for many target end users.

We asked developers what would help them to improve development of their soft-
ware to better address some of these diverse end user human aspects. Examples reported
included: better requirements capture and human aspect modelling support; providing
developers with better guidelines and practices to follow to address diverse end user
human aspects; better design frameworks and tooling to address a greater range of end
user human aspects; development tools that automatically prompt and advise on miss-
ing end user human aspect issues in designs and implementations; simpler interfaces
in software for many end user groups; more live testing with representative end users,
including better participant recruitment approaches ensuring more diverse end users are
included; better defect reporting to enable end users to more easily identify, describe
and report problems with their software; the need for better development processes to
improve target end user involvement; a need for better education of software engineers
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about diverse end user human aspects and their impact on software usage; and more
research into human aspects in software engineering.

eHealth App Guidelines Assessment. We assessed a number of eHealth app guide-
lines, and have been interviewing eHealth app developers and end users to determine
how human aspects impact their development [67]. Many current guidelines are very
general, not giving clear instructions for how to integrate different human aspects
impacting health-oriented apps. Surprisingly, despite the range of challenges many
eHealth app users have, many current guidelines do not take these into account when
recommending approaches to build app features or overall eHealth app design.

App Review Analysis. We semi-automatically reviewed a very large app reviews for
a large number of apps to determine (i) human values violations [58], and (ii) privacy
concerns [32]. Similar to our findings from eHealth domain guidelines analysis and
end user aspects developer survey and interviews, there are many issues in taking into
account diverse end user values in app design. How to fix many of these human values
issues is still unclear.

3 Related Work

Human aspects impacting software design, implementation and evaluation have been
studied for many years. Work of particular note has occurred in the disciplines of
business, ergonomics, and human-computer interaction (HCI). Several taxonomies and
classifications have been created as part of these efforts [4,56,57,66,71]. However, we
argue that these taxonomies have shortcomings that limit their applicability for practical
software development activities:

1. they focus on problem-solving rather than comprehension of diverse human needs
and empathising with the people behind these needs and expectations;

2. they predominantly centre on the formal representation and modelling of software
features derived from human needs - often at a higher level of abstraction - thus
bypassing the people and their natural characteristics, skills, abilities, strengths,
weaknesses, etc.; and

3. they lack comprehensiveness.

We argue that these shortcomings result in a lack of support that developers require
for critical activities, not only during requirements elicitation and capture but also soft-
ware design and testing.

Morris and Stauffer [56] developed a taxonomy of keywords that is aimed at help-
ing with requirements elicitation activities by providing a systematic structure for
user/customer interviews. It is deliberately kept short in order to allow its application
under tight time-to-market deadlines. The elements of the taxonomy refer to features
of computer systems rather than human aspects. Each keyword is presented at a higher
level of abstractions (e.g. ‘control’, ‘display’, ‘form’), thus potentially providing bar-
riers between the developers and users who are not familiar with this terminology and
way of thinking.
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Saurin and Patriarca [4] specifically focus their taxonomy on interaction (human-
to-human as well as human-to-machine) in socio-technical systems. The ‘nature of the
agent’ taxonomy category is a generic placeholder for collecting information about
human aspects but it does not provide support for systematically and comprehensively
cover such aspects.

Longo et al. [47] propose a taxonomy of human factors to enable the systematic cap-
ture of cognitive and physical abilities and psychological attitudes of industrial work-
ers. The taxonomy comprises very detailed sub categories such as attention, compre-
hension, knowledge, memory functions, musculoskeletal health, neurological health,
motion, perception (including sight, sound, and touch) to name a few. The categories
are certainly human-centric, however the entire taxonomy does not link them back to
people. Moreover, the large number of 50 sub categories may potentially make this
taxonomy hard to operationalise.

Singh et al. [71] discuss a taxonomy to capture usability requirements for telehealth
systems. The scope of the taxonomy is tailored towards addressing concrete usability
and accessibility needs. However, the categories of the taxonomy are structured based
on abstract terms such as ‘natural input’ and ‘guided instructions’. The taxonomy is
designed from a system perspective and does not centre on people and their needs per
se. Furthermore, the categories of the taxonomy are accompanied by long descriptions.
This may indicate that additional training is required to work with this taxonomy and
individual categories may be interpreted and applied differently by developers.

Seneler et al. [66] propose a technology adoption taxonomy aimed at supporting
developers to identify key properties of user interfaces that promote the adoption of a
technological solution. The motivations behind this taxonomy are usability and accessi-
bility aspects and several categories relate to human aspects such as ‘user characteristics
& mental and emotional states’. Each category has a number of sub categories that are
aimed at helping to systematically document information about human users. However,
the set of sub categories is incomplete, for example they do not cover physical aspects
and needs.

Mosqueira-Rey et al. [57] propose two taxonomies. Firstly, a usability taxonomy
organised in abstract categories, e.g. knowability, operability, safety, efficiency. Sec-
ondly, a context-of-use taxonomy with three main categories named ‘user’, ‘task’ and
‘environment’. Both taxonomies remain at an abstract level. Human values, needs and
characteristics are not in focus.

Our approach does not overcome all shortcomings of these existing taxonomies.
However, we believe that by making the end user human central and focusing on taxon-
omy categories that reflect human values, needs and characteristics, we provide devel-
opers with knowledge and tools to better understand the needs of diverse users and
consequently to develop more inclusive software.

4 A Preliminary Taxonomy – End User Human Aspects
and Software Engineering

In previous work we have developed taxonomies to better structure and understand dif-
ferent domains in software engineering. This included a new synthesized taxonomy
for usability defect report classification [79] and human aspects impacting software
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Table 1. Personal characteristics of end users and their impact on software usage and engineering.

Human aspect Impact/Issues to consider

Age Impact of age on usage and/or age bias in design of software systems. People of differing ages e.g. young vs
older may have quite different expectations, challenges and reactions to software which need to be carefully
designed into solutions [52]

Gender Impact of gender bias towards software end users. Not just terminology/words used, but unconscious biases
including treatment, assumptions about users and software usage [75]. Several prominent mainstream articles
and books have highlighted the gender bias in e.g. apps and smart technologies [73]

Ethnicity Ethnic bias against some end users, assumptions about users from different ethnic backgrounds, biased training
sets etc. [68,77]

Personality Researchers have studied personality impact on programming, testing, design, requirements engineering and
maintenance, which has shown to have impact on developer performance [19]. Much less researched to date
has been on impact of personality of different end users

Emotions Different people react differently to technology solutions from an emotional perspective [23]. Impact of
emotional reactions, effective and cognitive states on use of software, perception of software. Some react
positively, while others negatively, to the exact same solution, which can dramatically impact the acceptance
and usage of the software

Engagement No one wants to use boring or disengaging software; this is especially important for software for behaviour
change e.g. diet, fitness eHealth apps, finances etc., and also for games in general [43]

Physical or mental challenges Impact of wide range of physical challenges on end users e.g. colour-blind, sight challenges, hearing,
coordination, stroke, obesity, cardiac, infection, etc. [38]. Impact of mental challenges e.g. due to injury or
illness

Cognitive style Impact of different problem-solving approaches e.g. neuro-atypical users

Preferences The users own personal preferences, whatever their particular demographics - all else may be the same, but
individual users might have different personal preferences for some aspects of their software

engineers involved in the requirements engineering process [33]. We want to develop
a similar taxonomy of human aspects impacting end users of software, and/or how
human aspects of end users impact the engineering of software [29]. We started by
dividing human characteristics into three groups: 1. personal demographic characteris-
tics (Table 1); 2. skill or expertise-based characteristics (Table 2); and 3. group-based
characteristics (Table 3).

Table 2. Skill, experiential or environmental-influenced characteristics of end users and their
impact on software usage and engineering.

Human aspect Impact/Issues to consider

Spoken Language Impact of spoken and written language assumptions on software end users. Does the software support users who
need different read/spoken languages? Are translations accurate? Are requirements multi-lingual [40]

Socio-economic status Different end users may have very different access to technology, living and work environments etc. [31,74]. Can
they afford the latest handset to run an app on? Does their internet connection support expectations of high
bandwidth?

Language proficiency Impact of language complexity, jargon, dialogue on users

Education Impact of different end user educational attainment, range of technology and domain-specific skills developed [10]

Comfort with technology Many end user groups are much less comfortable using technology solutions than the software engineers that
develop them [61]

Location Where an end user is may impact their software usage, including the different environments the software is used in,
rural vs urban living, different software regulations, etc. [78]

Religious beliefs End users have wide variety of different beliefs and practices, some greatly impacting their use of software in
different parts of their living and work

Human values Set of human values important to individuals, teams, organisations, end users, societies [58]. Includes but not
limited to values including inclusive, transparent, creative, authoritative, belonging, secure, security, family,
tradition, devout, polite, open, obedient, loyal, forgiving, social justice, protecting environment, privacy, ...

Skill level Personal (vs team) experience in a work domain that impacts software usage
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Table 1 summarises some key personal, demographic characteristics of end users
that (i) may impact their usage of software and (ii) need to be taken into consideration
by software engineers to ensure software meets that characteristics, different to other
end user groups. It is understood that people can have multiple combinations of these
characteristics.

Table 2 summarises some end user human aspects that are context driven, due to
external influences such as upbringing, training, experience or other influences. Many of
these aspects change over time unlike characteristics in Table 1 which may also change
e.g. due to ageing or illness, but generally remain more or less the same over one’s
lifetime.

Table 3. Group or multiple human characteristics of end users and their impact on software usage
and engineering.

Human aspect Impact/Issues to consider

Culture Different cultural practices, assumptions, behaviours, accepted and unaccepted practices, biases
against particular users of software [5,6,77]

Geographic location Where end users are located geographically may impact them and a range of software systems
significantly [78]

Team climate Working in a team environment means end users need to interact with others and may be impacted by
other individuals, group, organisational and even societal differences [46]

Family environment and Martial
status, Child status, Caring
responsibilities

Impact of various living arrangements that differ from person to person and family unit to family unit.
Potential for bias against different arrangements or simply not sufficiently taking into account
differences [42]

Work status Impact of having no work, being under-employed, working in preferred vs non-preferred job, income,
and other work-related differences [50]

Collaboration, Communication style Living and working with others requires communication and collaboration skills, many of which need
to be adequately and appropriately supported in software systems

Organisational or Societal values Related to personal human values above, collective group/organisational/societal values differences
that impact end users and their software usage

Table 3 summarises end user human characteristics that result from social contexts
and interactions, including living and working with other people. Some may change
over time as social interactions and contexts change, while some have a life-long influ-
ence.

In following sections we give some examples of our recent work addressing some
of these human aspects of end users in the context of software engineering. For each
we briefly describe the end user human aspect, discuss issues software engineers face
in addressing the human aspect, and briefly describe the research we are undertaking
to try and assist them. We then summarise key outstanding issues we have found and
present the outline of a research roadmap to address these.

5 Age

5.1 Design for Differently-Aged Users

There is an increase in the average age of internet users, with 73% of United States
adults over the age of 64 accessing the internet according to the internet usage report
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Fig. 3. Example of branching (from [39]).

from Pew Research centre [62]. Web-browsing behaviour differs between various age
groups according to a study by Joyce and Nielsen in 2019 [35]. Elderly users may face
issues such as screen readability due to visual impairment associated with ageing [35].
Young people also report age-specific preferences. Despite developers and designers
are mainly being younger [60], teenagers also complain about poor visual designs, such
as font size, background colour and layout of certain websites.

Based on the findings by Masood et al., younger children also commonly have prob-
lems working with mobile applications, such as the system status not being apparent for
them, having a hard time working out what to do next, and not remembering which page
or button was accessed earlier [49]. They recommend that children-oriented software
needs to more clearly show the current state of the page, and sometimes the child users
may need some guidance to do the next step. Moreover, the buttons and menus need
to be simple enough and buttons and menu links should be easily identified as being
clickable while menu headings and titles as being not clickable. A Fingerprint app [59]
is used to describe how to design the software user interface for the children. This work
discusses four key points for the vision element regarding kids – integer vision effect,
functional area design, icon and button design, and font design. The work of Michaels
and Boyatzis et al. discusses colour preferences of children users as well as the effect
of colour on children’s emotions [13,54].

5.2 AgeMag: Countering Age Bias in eCommerce Software

Boll et al. provide a set of user interface design guidelines for people between 55 to
75 years old [12]. Based on their studies with older users, most reported that the icons
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were too small, and that double-clicking a small button was a problem for older people.
Moreover, they found that the menu needed to be put in conventional positions to make
consistent in the software.

We had similar findings in our study exploring age bias in eCommerce software. We
found age bias in the design and presentation of eCommerce websites. Elderly people
had a lot of difficulty navigating their way around eCommerce websites as the interface
was difficult to see (small font) and visually confusing (too cluttered). Older people
had trouble navigating back and forth through the website and could not easily locate
what they were looking for. Often they had to ask for help, and were likely to give up
rather than try to resolve a problem. Interestingly, there was a clear delineation between
the elderly or ‘Silent Generation’ (born between 1928 and 1945), and the ‘younger
generations’ (born before 1945) when using eCommerce, suggesting people in their
60s and even early 70s had less difficulty in using eCommerce.

From our results, we developed an ‘AgeMag’ to evaluate eCommerce applications
for age bias. The AgeMag had two personas - an ‘elderly user persona’ and a ‘general
user persona’ - which were used to conduct a cognitive walk-through of eCommerce
websites. The cognitive walk-through involves using the personas as if they are real
people, to identify where they might struggle to use the website, and how the design and
interface of the website might be adapted to make it more usable. Given many people
have been forced to rely on eCommerce for their necessities during the pandemic, this
is a simple way to evaluate eCommerce for age bias and adapt the design of eCommerce
websites for elderly people, many of whom are using eCommerce for the first time [52].

Designing emotion-oriented software has been the focus of some researchers [23].
A goal model for a smart home device was created by analysing the emotions of older
people to helps developers to understand the expectations of an older adult. The model
included different emotions for the elderly people to help get the elderly people to
accept the device and feel like this is what they need. Curumsing et al. demonstrate a
case study of an emergency alarm system for elderly people [24]. They suggested a few
important factors in designing the framework and also keeping the interest of the elderly
people. These include designing solutions in a way that is easy to use and cost-effective.

These studies reflect the fact that users’ age should be taken into account when
designing software applications. Age-related considerations need to be taken into the
account from the early stages of software development, i.e. modelling and design of
the software. There are many existing modelling frameworks, most do not currently
support modelling the age of end users and providing different design solutions for
different age groups and needs of end users [39]. We developed a set of extensions to
the commonly used wire-frame modelling approach to incorporate different designs for
child, adult and senior end users in [39]. The modelling approach was evaluated with
developers and a prototype news app was developed using our approach with a range
of differently aged end users. Further work includes incorporating other human-centric
aspects into the extended wire-frame model e.g. gender, culture, language, and trying
the same model extension approach in other modelling frameworks, such as user stories,
use cases, and sequence diagrams. Figure 3 shows an example of such an extended wire-
frame design. This shows multiple “pathways” suitable to different aged users planned
for in the application under design.
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6 Gender

Gender is another important human aspect of the end user. After a comprehensive
review of literature Burnett et al. [16] concluded that there are five facets where peo-
ple differ based on gender. Those include: motivation, information processing style,
computer self-efficacy, risk aversion and tinkering. They incorporate the facets into
persona descriptions of users and propose a cognitive walk-through approach of usabil-
ity inspection on problem solving software. They developed a tool called GenderMag
based on the approach [16]. They reported several application of GenderMag tool to
successfully identify gender inclusiveness issues in problem solving software [15].

In our study of understanding the characteristic, challenges and goals of domestic
workers in Bangladesh, in order to design digital solution for them, we found that there
are 1.8 million domestic workers in Dhaka and around 90% of them are female. The
research project is in progress and with the focus groups already conducted we have
already identified some gender-based characteristics such as motivation behind using
digital solutions. We plan to use these requirements to inform future domestic work
recruitment, management and payment solutions with these requirements. In addition,
many works have low educational attainment, come from rural areas, and often share
smart phones among several, introducing several other important human aspects to the
design process.

7 Physical Challenges

7.1 Adaptable User Interfaces for Diverse End Users

At a time where User Interfaces (UI) are becoming increasingly complex, it is no longer
sufficient to develop a single UI for all users with a ‘one size fits all’ approach. As a
solution, designers can aim to cater all diverse users with a single design, but this will
lead to compromises due to conflicting user requirements. Therefore, in most software
design, usability is generally designed for the majority of users with homogeneous char-
acteristics, often neglecting those in need of special features and support. These users
who need special features can be users with vision impairments, cognitive impairments,
aging population as well as users from socially and culturally diverse backgrounds.

Fig. 4. Adaptive Zomato – text size increased, colour changed (from [48]).
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Our solution to this problem is to develop an Adaptable UI, which allows users to
tailor the UI components to their individual needs [48]. To achieve this, we developed a
framework with an adaptable user interface component library. We implemented it with
the open-source web development platform, Flutter, which is increasingly becoming
famous among web developers. Our framework supported the following three adaptable
features:

1. adaptive colour themes: Pre-defined colour vision and custom colour themes;
2. adaptive image settings: Allowed selecting image colour filters to apply on all

images; and
3. adaptive font settings: changeable text colour, size, font type.

We rebuilt the popular Zomato website using our framework and provided the adap-
tive feature via an accessibility menu. In this prototype, to represent the diverse users,
we chose users with colour blindness, low vision and dyslexia. We evaluated the rebuilt
Zomato in a user study, based onW3C guidelines for accessibility [76]. Due to COVID-
19 restrictions, we adopted a Persona based evaluation method, where each participant
was assigned a Persona with a vision impairment and this impairment was simulated via
browser plugins during the study. Figure 4 shows an example of our adaptive Zomato
app in use.

All participants found the functionality provided by the adaptive features helpful for
their simulated vision deficiency, enabling them to view certain elements of the website
easier. Our evaluation indicated that the adaptable version of Zomato outperformed the
original Zomato website in all anticipated sections from the W3C guidelines. There-
fore, we recommend web developers to explore the use of such adaptable widgets via a
framework similar to ours as this would assist them to cater for the diverse user needs
with a less workload.

7.2 Improving Human-Centric Software Defect Evaluation, Reporting
and Fixing

Customarily, defect reporting exists in most applications and web sites to enable end-
users to report issues and for developers to receive actionable feedback. However, the
impact of “human-centric” issues - such as age, gender, language, culture, physical and
mental challenges, and socio-economic status - is often overlooked in defect reporting.
Therefore, most defect reporting tools lack focus on human-centric features to enable a
challenged user (eg: a vision impaired user) to adequately navigate and report defects.
Furthermore, most defect reporting tools lack sufficient defect report structuring, report-
ing guidance, and do not emphasize the perceived severity of the defect to developers.
Due to these usability issues, sometimes diverse end-users are unable to report defects
effectively and thus developers find it difficult to understand and fix the reported defect.

In our research, we aimed to understand the issues faced by diverse end-users in
reporting defects and developers issues in understanding them via a novel human-
centred defect reporting tool prototype [36]. Our research contained two stages. In the
first stage, we developed a simple prototype of a defect reporting tool and developed
Personas to represent diverse end users with vision, hearing, motor and reading impair-
ments. Using these Personas, we conducted cognitive walk-throughs on four chosen
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applications (Grab, a university Moodle, Snapchat and Skype) and requested partici-
pants to report any human centric issues via the prototype. Based on this, we identified
a list of potential improvements that could be introduced to a human-centric defect
reporting tool. In the next stage, we re-implemented the prototype tool by addressing
most of the identified improvements and conducted a second cognitive walk-through.
In this walk-through, we evaluated the end users’ ability to report a defect as well as
developers’ ability to understand the reported defect, using Personas of both end users
and developers. Figure 5 shows an example of some of the defect reporting app screens
we prototyped.

Fig. 5. Human-centric defect reporting prototype with Additional accessibility controls turned on
(from [36]).

Based on both these stages, we developed a set of guidelines to improve the usability
of defect reporting for diverse end users and to increase the useful information provided
to developers. Additionally, we identified three major factors that can assist develop-
ers in human-centric defect evaluation and resolution: 1) Educating users about defect
reporting and educating developers about Personas of different users and their diverse
challenges 2) Capturing the frequency of the application use and defect encountering
frequency does not affect the developers perceived severity of the issue 3) Increasing the
amount of extra information collected about a defect, while taking appropriate steps to
prevent the over complication of defect reports, is effective. We recommend developers
and defect reporting tool designers to adopt these guidelines and findings to generate
more human-centric defect reporting tools.

8 Human Values

Human values such as tradition, helpfulness, freedom, creativity, etc. are a critical
human aspect and should be considered in the design, development, and deployment
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of software systems. Human values are the guiding principles for what people consider
to be important in life [22] and these affect the choices and decisions that they make
including technological choices. Because human values serve as a vehicle for express-
ing need [26], they should be properly articulated and captured in the requirements
gathering process. Moreover, human values also determine behaviour and attitude [65],
thus users’ and other stakeholders’ values should be embodied in the interaction mod-
els of the software systems – showing how their interaction with the system reflects and
supports their values (or at the least not violate their values).

Human values, if they are not properly captured and integrated throughout the entire
software development process, can have deleterious consequences, not only on direct
stakeholders such as companies and end-users but also on indirect stakeholders and
society as a whole. Recent media has shown some of these violations of human values
and their associated negative consequences, e.g., Robodebt - an inaccurate automated
debt recovery tool that distressed thousands of Australians [51], Facebook Cambridge
Analytica scandal - privacy and tool for social manipulation and undermining of demo-
cratic processes [17], Amazon algorithms terminating contracts of package delivery
drivers [72].

We have carried out some work in mining values requirements and detecting viola-
tions of human values from app reviews [58]. App reviews provide useful information
such as critiques, bug reports, feature requests from a user perspective, and have been
mined to support change requirements for future software updates and evolution. We
analysed 22,119 app reviews from the Google Play store using natural language pro-
cessing (NLP) techniques to understand potential values violation as reported by users.
We analysed reviews from 12 apps chosen to cover different audiences and age groups,
with different expectations and interactions with technology. We based our NLP values
violations detection approach on the widely accepted Schwartz theory of basic human
values. The results of our analysis showed that 26.5% of the 22,119 app reviews con-
tained user-perceived violations of human values. In terms of the broader values cate-
gories, benevolence and self-direction were the most violated values categories while
tradition and conformity were the least violated values categories. Moreover, looking
into the finer details of specific values items showed that helpfulness, pleasure, and
curiosity ranked amongst the topmost violated value items while obedience and influ-
ential were the least violated values items.

Our results show that values requirements can be mined from app reviews. Nonethe-
less, we note that app reviews mining is still a reactive approach that happens post-
factum, and we recommend proactive approaches such as participatory design and
the direct engagement of and elicitation of values requirements from all stakeholders
involved in the software project. Furthermore, careful consideration of stakeholders’
specific domain context in the design of values elicitation protocols should be made -
thus effectively capturing human values as an important human aspect.

9 Emotions

Different end users may react to the same software application in quite different ways,
in terms of their “emotional response” [23]. For example, in an in-home aging user
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support solution, a “smart home” software solution can be perceived in quite differ-
ent ways by different elderly end users and their carers. For example, one person may
find the presence of sensors and voice-enabled interaction induces a feeling of safety,
care, security, and reduces feelings of isolation. Another end user may find the exact
same software solution overly controlling, inducing feelings of lack of control, inva-
sive, and even threatening to their self-worth and liberty. This will lead to very different
experiences, acceptance and take-up of the solution. Very different configuration of the
solution – or adoption of a totally different solution – may be needed to satisfy the range
of diverse end user emotional reactions.

We used extensions to a goal-directed requirements modelling language [55] in a
case study of designing and building a smart home for elderly [23]. An example of
an extended goal-directed requirements model is shown in Fig. 6. This allows require-
ments engineers to reason about potential emotional reactions of stakeholders, positive
and negative, look to address these in design solutions, and evaluate whether these are
adequately addressed in testing.

Fig. 6. An Emotion-oriented domain-specific visual language (from [29]).

10 Language and Culture

Socio-cultural context and language preferences are important human aspects that influ-
ence end users’ interaction with software. In our on going research project with domes-
tic workers and fisher-folk in Bangladesh [2], we identified that user interface and
voice instructions in the software developed for them needs to be in “Bangla”. English
language literacy of the target end users are low, therefor in order to make the soft-
ware interface usable by them the communication language used in the software needs
to be “Bangla” - only language they are proficient in. We have found that, due to
socio-cultural context, mobile phones are often shared among family members, as such
designing of personalized user interface needs to consider “plural” end users.
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In another on going project of identifying interrelationship among different fac-
tors influencing online shopping, we have found the influencing factors are related
very differently for Australian and Chinese online consumers. For Chinese consumers,
their demographic characteristics influence how web aesthetics is perceived, on the
other hand, for Australian online consumers demographic characteristics have connec-
tion with web aesthetics, however both demographic characteristics and web aesthet-
ics influence their overall shopping experience. This can be related to “Indulgence Vs
Reatraint” dimension of Hoftesde cross culture theory [34]. According to this dimen-
sion indulgence society tends to enjoy life and free gratification of human desires while
restraint society tends to restrain one’s desire to abide by social norm (Fig. 7).

Fig. 7. Comparing Australia and China by Hofstede’s cross-culture theory (from [1]).

In our smart parking development project [45], we identified several personas with a
variety of differing human aspects impacting their usage of the smart parking app. Sev-
eral of these factors we have highlighted in previous sections – age, gender, emotional
frustrations with current solutions. Other key differences included language proficiency
– both primary spoken language and also level of read language ability. We needed
to provide users the ability to ask for the app to display text in their preferred spo-
ken/read language, and to request simplified descriptions of tasks to perform. Similar to
the human-centric defect reporting app and adaptive user interface widgets projects, we
also encountered users with dyslexia who wanted different fonts be used and reduced
text label usage.

11 Research Roadmap

To further investigate a range of end user human aspects impacting software engineer-
ing, we propose a number of research directions below. Some of these we are currently
working on. Some extend previous work, and some we think are promising directions
for the research and practice communities to explore. These fall into several research
themes:
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– End user human aspects – better understanding the nature of human aspects
– Engagement of stakeholders – better engaging diverse stakeholders throughout
development

– Requirements capture – eliciting, modelling and reasoning about requirements relat-
ing to diverse end users of software

– Understanding end users – helping developers to better empathise with, appreciate
challenges of and address diverse end user human characteristics and challenges
using software

– Design support – providing developers with better techniques and tools for design
and implementation of software to address diverse end user human characteristics
and challenges

– End user empowerment – helping end users take greater control of their software
solutions and engagement with developers

– Developer human aspects – understanding how developers own diverse human
aspects impact different aspects of developing software

11.1 Address Diverse Human Aspects: End User Human Aspects to Further
Investigate

A number of human aspects require further research to determine (i) how to describe
and discuss them; (ii) how best to elicit software requirements from and regarding end
users with these human aspects; and (iii) how to take better account of them during
software design, implementation and defect fixing:

– personality – while a lot of SE research has investigated personality impact on soft-
ware engineers, little to date has focused on how different end user personalities
impact software usage;

– ethnicity – AI-based software biases have been highlighted in recent times. How to
better address these has been subject to recent work, but more work is required.

– engagement – how to understand diverse end user preferences and needs around
their engagement with their software requires more research.

– cognitive style – limited understanding of how different cognitive styles can and
should be taken account of during software development exists. To date this has
main focused on children or elderly with specific cognitive challenges.

– socio-economic status – and its impact on access to and use of software is still not
well understood. Addressing the growing digital divide is critical.

– human values – and taking account of different end user values has become an area
of increasing interest in recent years. The impact of different values on software
design is still poorly understood.

– culture – understanding diverse end user culture, incorporating cultural values into
software, and fixing culture-related defects is also poorly understood.

– family environment – diverse non-work living environments and its impact on soft-
ware design and usage by end users also requires further study.

– organisational values – and their impact on teams and individuals complements indi-
vidual human values research.
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As noted in several of our projects, humans have multiple characteristics. It is
largely unknown in many domains and in general how these interplay to influence soft-
ware usage i.e. which is the most important characteristic to consider, or how different
characteristics interact in different ways for different people and have a major influ-
ence on their software experience. Studying various combinations of human aspects is
of course very difficult as there are an almost infinite set of combinations. In addition,
one’s own experiences, current state of physical or mental health, family, team or organ-
isational usage context, and other variables might themselves have a major influence on
what makes a “good” or “bad” software design for a particular user.

11.2 Address Engagement of Stakeholders: Co-creation Living Lab

We have begun to explore the “Living Lab” approach to co-creating software require-
ments and designs with end users [29]. The idea is to better involve end users, and
indeed all stakeholders whether eventual end users or not, throughout the software
development process as equals with software engineers. Living lab approaches have
been used in a variety of domains but most particularly for eHealth software and smart
living software domains, but not usually from a software engineering perspective. We
would like to explore the use of such an approach on software engineering processes,
techniques and tools. The attraction of this approach is the concept of co-creation with
diverse stakeholders that fully takes their varied human characteristics into account dur-
ing requirements and design, and treat them as equal co-creators of the solutions.

11.3 Address Engagement of Stakeholders and Better Requirements:
Stakeholder Identification

Not all stakeholders of a software system are end users. How different stakeholders e.g.
sponsors, managers, affected people who do not directly operate or interact with the
software used by others, etc. are impacted by their own human aspects is a potentially
important area for further study and translation to practice. Using living lab and other
techniques, we would like to develop better guidelines for identifying and having dia-
logue with diverse software stakeholders, taking better account of their human aspects
as well as those of direct end users during its development.

11.4 Address Better Requirements and Understanding Diverse End Users:
Diverse Personas

Software is increasingly used by more diverse users. How to convey this diversity, their
differing needs, differing experiences with the same software, and how to ensure peo-
ples’ differing needs are met is still unclear. One approach we have used in several
projects is developing a range of personas to represent diverse end user demographics,
goals, and frustrations with current solutions. Some of these have used data-driven tech-
niques to help construct the personas, such as app reviews highlighting key unmet needs
[45]. We have been compiling persona examples for diverse end users, particularly the
elderly and children, reported in a variety of literature to inform development for these
user groups [3,8,44,70].
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11.5 Address Better Understanding Diverse End Users: Modelling Human
Aspects

Human aspects of end users are sometimes captured during requirements engineer-
ing and design phases of software development. However, we currently lack suitable
approaches to formally model these in models and then reason about completeness,
correctness and whether addressed in software solutions [39]. We have been develop-
ing preliminary extensions to a number of models – including iStar, wire-frame designs,
goal-based requirements, user stories and others – to try and support better capture, rea-
soning and use of differing end user characteristics [23,39,45].

11.6 Address Better Understanding Diverse End Users and Better Designs:
Design Support for End User Human Aspects

As well as better identifying diverse end user needs during requirements engineering,
developers need to be better supported to recognise, appreciate, understand and design
for these diverse end users during their design and implementation tasks. Some end
users have different problem solving styles, depending on gender, age, cognitive style,
personality, etc. [19,21,75]. Accessibility has been long studied and design approaches
to address developed for many end user challenges. However, many of these approaches
are as yet not well known or well supported in software design tools, platforms and APIs
[7]. Adaptive interfaces have been trialled to address platform differences, but also to a
lesser degree end user differences [48].

11.7 Address Better Designs and End User Empowerment: End User
Development

End user development offers the promise of end users being able to develop, or at
least reconfigure, their software solutions to suit their individual preferences and needs.
Many approaches have been tried, from programming by example to low code/no code
pre-packaged solutions to (more or less) configurable applications [11,14]. While soft-
ware is too complex in general for end users to develop solutions, in controlled settings
giving end users the ability to (re)configure software solutions may greatly improve
their experiences and efficiency and effectiveness of the software. This includes recon-
figuring user interface layout and flow [48], specifying rules and constraints around
data, data integration support from diverse sources [9], configuring domain-specific
applications [28], and integration of multiple disparate solutions [18].

11.8 Address End User Empowerment and Better Understanding Diverse End
Users: Human-Centric Defect Reporting and Fixing

We carried out a preliminary investigation of improving “human-centric defect report-
ing”, including developing a set of human-centric defect reporting interfaces and a set
of personas to represent different defect reporters [36]. This highlighted a number of
unsolved and under-researched to date issues in defect reporting, understanding, diag-
nosing and fixing. Examples of further research to carry out include understanding if
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personas representing end user defect reporters help developers to understand, diagnose
and fix human-centric defects; how industry teams currently handle such defect reports;
whether different users have different challenges reporting defects with their software;
and whether software domain, company culture and developer human characteristics
impact human-centric defect fixing.

11.9 Address Developer Human Aspects: Understand Impact of Developers’
Own Diverse Human Aspects

While end users are naturally diverse in terms of their human aspects for many software
domains – banking, education, home automation, business etc. – software developers
are far less diverse and often very different to their end users [64,69]. Most software
developers are relatively wealthy, highly educated, have high language proficiency, most
are male, and most relatively young [69]. Many of the end users and stakeholders they
develop software for are often quite different to this profile, particularly in software
domains. Assisting developers to appreciate, understand, empathise with and ultimately
design and build software more suited to people very different to them remains a chal-
lenge for the software engineering discipline. A greater diversity of software engineers
and better education about the challenges of supporting diverse end users are claimed
by various studies to improve this situation [20,25,53,64]. However, how a variety of
developer human aspect differences impact software engineering in general and partic-
ular phases of software development is still largely unclear [25,33,37].

12 Summary

End users of a software application have many different “human characteristics”. Some
have been studied extensively in psychology, human-computer interaction, management
and other disciplines, if not Software Engineering researchers. We have presented a pre-
liminary taxonomy of some of these human aspects and some key related work done to
date, predominantly in other disciplines. Some of the areas that we have been studying
how they impact software engineers and their work include age, gender, physical and
mental challenges, emotions, culture and language. Many however are as yet unclear
in terms of their impact on software engineering, how well they are accommodated by
software teams, and how combinations of human differences impact software engineer-
ing and software products. Some areas we see as how potential for further research
include some under-researched human aspects; improving stakeholder identification
and engagement via living lab co-creation approaches; further use of diverse personas in
software engineering; better modelling and design support for diverse human character-
istics and challenges; end user development allowing end users to tailor their solutions
to their own needs; and improved human-centric defect reporting. Understanding how
developers own diverse human aspects impact software engineering and interplay with
their end user human aspects is also a rich area for continued work.
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Abstract. Automatic profiling models infer demographic characteristics of
social network users from their generated content or interactions. Due to its
use in business (targeted advertising, market studies...), automatic user profiling
from social networks has become a popular task. Users’ demographic data is also
crucial information for more socially concerning tasks, such as automatic early
detection of mental disorders. For this type of users’ analysis task, it has been
demonstrated that the way users employ language is an essential indicator that
contributes to the effectiveness of the models. For this reason, we also believe that
considering the usage of the language from both psycho-linguistic and seman-
tic characteristics it is useful for detecting variables such as gender, age, and
user’s origin. A proper selection of features will be critical for the performance
of retrieval, classification, and decision-making software systems, a proper selec-
tion of features will be critical. In this work, we shall discuss gender classification
as a part of the automated profiling task. We present an experimental analysis of
the performance of existing gender classification models for automated profiling
based on external corpus and baselines. We also investigate the role of linguis-
tic characteristics in the model’s classification accuracy and their impact on each
gender. Following that analysis, we have developed a feature set for gender classi-
fication models in social networks that outperforms existing benchmarks in terms
of accuracy.

Keywords: Gender classification · Author profiling · Feature relevance · Social
media

1 Introduction

Automatic author profiling is a research area that has gained some relevance in recent
years. It focuses on inferring social-demographic information about the author or user
of a certain application or software service [3]. The huge number of prospective appli-
cations in critical industries like security, marketing, forensics, e-commerce, and the
detection of false profiles, among others, explains the rising number of research in
author profiling [36].

Recent author profiling initiatives have included the creation of shared tasks and
corpora for assessing author profiling, focusing on using the user’s written texts as rel-
evant data for the demographic profile construction. Existing author profiling models
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demonstrate that the language used in social network communications is a very impor-
tant demographic indicator, identifying gender, age and user’s origin based on psycho-
linguistic and semantic characteristics. These features are crucial for retrieval, classifi-
cation, and decision-making software systems.

Gender classification is an essential component of the demographic profile since
it is a part of the existing corpora and common responsibilities for author profiling.
Current classification models include a large number of characteristics regarding the
users’ behaviour and their linguistic style in written texts (as well as other semantic
factors) which increase the complexity and effort spent designing and executing gender
classification models. On the other hand, some authors have begun to examine this area,
calling for more “corpora benchmarks to develop and evaluate techniques for author
profiling” [12] and focusing on the classification model design as a time-consuming
task that requires some time-saving efforts and comparative analysis.

An experimental analysis of the performance of existing gender classification mod-
els is presented in this research. For our study, we have used external corpora and base-
lines from well-known author profiling shared tasks. The findings enabled us to discover
linguistic and semantic characteristics that are particularly relevant in gender classifi-
cation models derived from social networks, resulting in a feature-combined gender
classification model that outperforms existing baselines in terms of accuracy.

In our previous work published in Piot-Perez-Abadin et al. [33] we have already
shown the different experiments that we have run, which classifier has proved to achieve
a better result and the feature importance for the best classifier. Now, in this work, we
are extending our analysis and, as a result, presenting an exhaustive interpretation model
by gender, identifying which features are indicatives for each gender category.

Moreover, we have incorporated new external datasets available for gender profil-
ing. The reason for incorporating these new data sources is double. On the one hand, we
have used them following the previous experiments reported for training purposes. Our
aim was to try to increase the accuracy and study whether, in all cases, more training
data is associated with a better result. On the other hand, we have performed an initial
validation of the interpretation model presented, using a subset of the new data source
involved as an external reference source for this validation.

The paper’s background is given in Sect. 2, which includes works and real-world
applications on author profiling, particular examples in gender categorisation from
social networks, and demands in terms of feature studies and their linguistic basis and
assessing the ethics in profiling, showing our awareness. Section 3 presents the use of
external data. Section 4 describes the experimental analysis design, which includes the
baselines used and the experimental procedure. The experiment findings and the final
model are detailed in Sect. 5. Section 6 presents the model interpretation from the algo-
rithm that achieved the best result. Section 7 exposes an initial validation, showing our
findings when validating our initial model in external corpora, and examines the final
findings. Section 8 draws some judgements regarding application potential and suggests
future research.
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2 Background

When specific organisations and services are interested in automatic profiling algo-
rithms, it is customary to integrate automatic profiling software in marketing analysis
and decision-making processes. The major objective is to understand their present users
or potential market to refocus their advertising efforts and to assess their customers’
opinions on products or services.

We can find some more user-centred research in a different large group of applica-
tions, where automatic profiling algorithms allow a forensic analysis at a behavioural
and psycho-linguistic level of the author or user of a certain application or software
service, such as blogs [29], social networks [2,32], etc. This approach has been ben-
eficial in detecting early risk of specific behaviours (e.g. cyberbullying [10], hate
speech [8], etc.) and certain mental disorders (depression [21,22], bipolar disorder [38],
anorexia [20], etc.).

We may classify existing approaches based on the primary source of information.
To begin with, we may discover in this field numerous researches and applications,
already in production, that employ pictures or audiovisual content as a major source for
automated profiling [25,41]. These images or videos are from a user’s post on a social
network, blog, or the internet, or can be part of a more private repository as confidential
material, such as medical repositories. The classification algorithms, such as Support
Vector Machines (SVM) [28] or Convolutional Neural Network (CNN), have shown to
be successful [17] in this sort of approach.

Another method is to employ the user’s behaviour, emotions, and decisions made
through software systems as a data source. This method is commonly used in author
profiling from social media or in applications related to online service usage. In general,
the behaviour-based approach tends to include behavioural variables (visited pages,
links, connection times, purchases made, colour-based studies, and so on) [1,2,32]
as information for author profiling (e.g. age or gender classification), with findings of
about 0.60 in terms of accuracy. Behavioural factors are frequently coupled with seman-
tic and psycho-linguistic variables based on the study of the user’s textual remarks
(posts on social networks, reviews of services, etc.) to improve these findings, necessi-
tating feature identification with a high linguistic foundation. Recent author profiling
sharing tasks and studies have looked at lexical, grammatical or discursive compo-
nents [27,30] as author profiling traits, even in multilingual environments [12].

As a result, the natural language employed in the social network publications is rel-
evant for the automated profiling task. The most current findings show classification
models with an accuracy of above 0.70 [16] for some aspects of the author’s profile
(mostly age and gender). Vasilev [39] conducts a thorough examination of these sys-
tems in the context of Reddit, achieving an accuracy of 0.85 utilising controlled sub-
reddits as sources, demonstrating the potential of the hybrid behavioural and linguistic
combination for automatic profiling from social networks.

To get over 0.70 accuracy rates, many of these success instances, particularly
semantic and psycho-linguistic aspects, require a large number of characteristics in their
classification models. Some researchers have already raised concerns about the over-
whelming number of features used in automatic profiling classification systems, making
designing classification models for these systems very time-consuming. Researchers
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have suggested special experiments to minimise the number of features in the mod-
els [1].

This paper focuses on gender classification as a specific feature for automatic profil-
ing, taking into account the potential of automatic profiling systems based on semantic
and linguistic features and the need for experimental studies on existing classification
models to reduce their complexity. Gender is used as a differentiating aspect in treating
and detecting early risk signals in mental disorders, making gender a critical piece of
information in a user’s demographic profile for these social network apps.

2.1 Ethics in Profiling

When executing any personal profiling effort, it is necessary to assess ethics and discuss
possible implications of the methodology chosen and the results achieved. Commonly,
this is a major issue when building the corpus or sets of data, because this should be
collected under legal and ethical compliance. Moreover, it should be built inclusively.
Specifically, in the gender classification task, this means that it should reflect both gen-
ders equally, avoiding advantaging the prevailing one (male).

In these experiments, we haven’t built our corpus, as we have used PAN datasets,
and all the experiments fulfil the legal and ethical issues [31].

Nevertheless, we must keep in mind that when analysing and profiling informa-
tion, we must be committed to legal and ethical compliance [35]. On a personal level,
within professions, and at the operational level, ethical principles and values serve as
a guide to behaviour. Profiling hurts when excluding, providing false leads, pointing to
wrong individuals, and damaging the personal life of a citizen. In this work, we have
approached the gender profiling task with the final goal of early risk detection of mental
disorders, keeping in mind the ethics in profiling.

The sections that follow detail the experimental design used to investigate the fea-
tures involved in gender classification in a variety of author profiling tasks, as well
as their importance in the proposed classification models. Following that, we present
a gender classification model that reduces characteristics depending on the relevance
discovered, increasing accuracy.

3 Datasets

PAN1 initiatives, with shared tasks editions between 2013 and 2020, are the most well-
known efforts on author profiling. Our experimental investigation used three distinct
datasets that incorporate gender information from PAN as external corpora. Specifically,
we have selected from the competition “PAN Author Profiling 2019”, “PAN Celebrity
Profiling 2019” and “PAN Celebrity Profiling 2020” datasets, both in English. We have
chosen these datasets since they were the most recent available datasets at the time of
our experiment design. All PAN datasets are available in their website2.

There are two components in the first dataset: a training dataset and a test dataset.
Because the major aim of the job was to determine if the author of Twitter information

1 https://pan.webis.de/.
2 https://pan.webis.de/shared-tasks.html.

https://pan.webis.de/
https://pan.webis.de/shared-tasks.html
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was a person or a bot user, and in the event of a human, it was required to infer the
user’s gender, both are formed of bots and individuals. As a result, the bots have been
filtered out of our repository. Each dataset was employed in the appropriate phase of
our research.

The second dataset only contains training data from Twitter. In this instance, the
goal of the shared task is to predict celebrity traits based on their Twitter publications
history. In terms of celebrity gender, we had to filter out only 18 “nonbinary” users (as
we modelled gender only in male/female situations for our applications). Only in the
training phases of our experiments, we did use the second dataset.

The third dataset contains validation data from Twitter. This task aims to predict
celebrity traits from their followers’ history. But, there was an extra dataset with the
celebrity history (the one we have used). We have used this dataset to validate our
model and find out if the most important features of the trained model are fulfilled in
this data source.

The next subsections detail in depth both datasets in terms of volume and internal
characteristics.

3.1 “PAN Author Profiling 2019” Dataset

“PAN Author Profiling 2019” dataset3 comes from the “Bots and Gender Profiling
2019” PAN shared task. The objective of this task was: “Given a Twitter feed, determine
whether its author is a bot or a human. In the case of human, identify their gender”.

We have decided to use this dataset because it is a well-balanced collection of social
media texts that hasn’t been cleaned. The interactive social media nature of the data is
also better suited to our goals. In addition, this dataset contains text streams with tempo-
ral continuity in the writings. This enables the development of linguistic phenomena in
the writers’ contributions that are likely to be important as characteristics in our gender
classification research.

Each user is represented by a .xml file in the dataset. Each file has an author tag,
which includes a documents tag holding a list of 100 document each representing
one Tweet. The gender label for each author is contained in the truth.txt master
file of this dataset. Examples of the input data can be seen in Table 1.

We came up with a balanced sample of 2060 individuals after preprocessing the
data: 1030 female users and 1030 male users. (See Table 2).

3.2 “PAN Celebrity Profiling 2019” Dataset

“PAN Celebrity Profiling 2019” dataset4 comes from the “Celebrity Profiling 2019”
PAN task. The goal of this task was: “Given a celebrity’s Twitter feed, determine its
owner’s age, fame, gender, and occupation”.

We have decided to use this dataset for the same reasons as described in the “PAN
Author Profiling 2019” dataset, and, besides, it contains a large number of user pro-
files and an average of 2000 Tweets per user. Thus, it will adequately complement the
author’s competition dataset.

3 https://pan.webis.de/data.html.
4 https://pan.webis.de/data.html.

https://pan.webis.de/data.html
https://pan.webis.de/data.html


270 P. Piot-Perez-Abadin et al.

Table 1. “Author Profiling 2019” dataset. Published in Piot-Perez-Abadin et al. [33].

author id gender

0 ccbe6914a203b899882 male

1 a3b93437a32dba31def male

2 a1655b4b89e7f4a76a9 male

3 de3eee10fbac25fe396 male

4 2a61915c1cd27b842ee male

. . . . . . . . .

2055 f92806b515385388c83 female

2056 a820cb38384e19a3043 female

2057 f17345aeea69b649063 female

2058 f334e25ccf9a18f1eb2 female

2059 b2eb427fb56beace062 female

Table 2. “Author Profiling 2019” dataset users by gender. Published in Piot-Perez-Abadin et
al. [33].

Total

male 1030

female 1030

The available data is split into two files: the feed file, which contains the author
id and a list of all Tweets for each user, and the labels file, which holds the author
id and the value for each trait. Fame, occupation, birth year, and gender are the traits of
this dataset. All variables except gender were ignored in this investigation. See Table 3
for input data examples.

We ended up with an imbalanced dataset after preparing the data, with twice as
many male users than female users. (See Table 4).

Table 3. “PAN Celebrity Profiling 2019” dataset. Published in Piot-Perez-Abadin et al. [33].

author id gender

0 3849 male

1 957 female

2 14388 female

3 7446 male

4 1107 female

... ... ...

14494 33530 female

14495 29315 male

14496 36954 male

14497 4554 male

14498 4512 male
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Table 4. “PAN Celebrity Profiling 2019” dataset users per gender. Published in Piot-Perez-
Abadin et al. [33]

Total

male 10409

female 4072

nonbinary 18

3.3 “PAN Celebrity Profiling 2020” Dataset

“PAN Celebrity Profiling 2020” dataset5 comes from the “Celebrity Profiling 2020”
PAN task. This task may look similar to their equally named from 2019, but the goal
is different. In 2020 the aim changed to “Develop a piece of software which predicts
three demographics of a celebrity from the text of their followers: occupation, age, and
gender”.

Though our study aims to predict the gender from the celebrity own posts, this PAN
task provided a celebrity feed dataset for additional study. Therefore we have made use
of this dataset to enrich our training data.

As mentioned in the previous subsections, this dataset will complement our training
data, but, it might be that we could encounter some barriers, as the previous datasets are
from 2019. This one from 2020, and some linguistic differences can be reflected in one
year of difference.

The available data is given in the same format as the “PAN Celebrity Profiling 2019”
dataset. Two files, the feed file, enclosing the author id and the feed list, and the
labels file, which is formed by the author id and the traits values. All variables but
gender were ignored in this study. See Table 5 for input data examples.

Table 5. “PAN Celebrity Profiling 2020” dataset.

author id gender

0 1 male

1 2 male

2 3 female

3 4 male

4 5 male

... ... ...

1915 1916 male

1916 1917 male

1917 1918 male

1918 1919 male

1919 1920 female

5 https://pan.webis.de/clef20/pan20-web/celebrity-profiling.html.

https://pan.webis.de/clef20/pan20-web/celebrity-profiling.html
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Table 6. “PAN Celebrity Profiling 2020” dataset users per gender.

Total

male 1072

female 848

We have ended up with an almost balanced dataset after preparing the data, with 200
more male users than female users. (See Table 6).

These are the datasets that best suit our demands due to the intricacy of the work
and the study’s aims. As a result, we have chosen to employ them in our research.
Furthermore, these sets would allow us to compare our findings to a clear baseline.

4 Design of Experiments

4.1 Workflow

Our research is divided into two parts. First, a performance study of the most commonly
used gender classification models is performed on the external chosen datasets, mon-
itoring each feature contained in each classification model in terms of its significance
and impacts on the evaluated model. Each model’s accuracy [26] will be used as a per-
formance metric, with the accuracy of the given models being measured. This phase
yields findings in two directions: 1) which classification algorithms offer the best gen-
der results, and 2) which of the semantic and linguistic features included in the model
have more relevance in the model, i.e., which of them contribute more to the reported
accuracy.

Once we have the most relevant features, we can go on to the second phase of
assessment, which involves creating a model that contains the most important features
and employing gender classification algorithms that provide better results. This model
may be used as a basic model for gender categorisation in automated profiling with a
considerable decrease in characteristics.

The experiments in both phases follow the same workflow design, which is based
on a traditional classification algorithm experimentation method with two primary pro-
cesses: training and testing. Both the train and test procedures include a preprocessing
step in which the raw data is converted into a data frame and a feature engineering stage
in which the features are extracted from the corpus.

Splitting the dataset into a train and a test subset to train our models is the next step
in the training process. Cross-validation is used, and the resultant classification model
is the outcome.

The test phase comprises the classification models to forecast previously unknown
data and determines their accuracy. Figure 1 depicts the workflow that was followed in
each experiment.

4.2 Data Preprocessing

The procedure depicted in Fig. 1 is replicated by each combination of gender classifica-
tion algorithm + classification model features.
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Fig. 1. Gender classification task workflow. Published in Piot-Perez-Abadin et al. [33].

We first have converted the various documents into a homogeneous set before doing
feature engineering on the data. We have combined each .xml file into one file and have
translated it to a .csv file for the “PAN Author Profiling 2019”. In the case of “PAN
Celebrity Profiling 2019”, we have merged both .json files and have transformed it
into a .csv file.

The final .csv file consists of an id column, a text column enclosing all mes-
sages (our corpus), and a gender column (what we want to predict).

Even though it is typical to perform more exhaustive preprocessing steps and data
cleaning, including Stemming, Lemming, and eliminating stop words [13], these oper-
ations might suppose in the total or partial elimination of words that form our classifier
input data and might imply a counterproductive action [40]. Stemming or Lemming
would imply a loss of potentially important information for the classification task, just
as eliminating stop words and special characters would imply a loss of substance and
precision since the corpus would be considerably shortened. Therefore, we have opted
not to perform any extra preprocessing procedures.

4.3 Feature Engineering

The fundamental idea behind feature engineering is to extract features from a corpus
using domain expertise. These characteristics were utilised to discover a common pat-
tern among different writers. The main objective of this research is to determine what
types of characteristics are included in existing gender categorisation models and their
significance and impacts on the model. For this aim, we have split the discovered fea-
tures, as well as some additional features that we have added, into three groups depend-
ing on the intrinsic nature of the information involved:
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1. Sociolinguistic features
2. Sentiment Analysis features
3. Topic modelling features

Sociolinguistic Features. Sociolinguistics is the study of how various aspects of social
influence on the way language is used [9,34]. Gender is a term used in sociolinguistics
to describe a person’s sexual identity with reference to culture and society. The way
words are used might both reflect and reinforce social attitudes and stereotypes toward
gender. Considering this definition, we have computed how many times a distinctive
stylistic feature appears in the text concerning this category. This strategy will aid us
in identifying a common generalised lexicon shared by males and females and infer
grammatical or discursive structures used differently by gender.

In particular, some of the properties in this section that we have discovered in earlier
models or incorporated in our investigations include:

– Emojis, which have to do with the lexical derivation and new word formation, as
well as the semantics and neurolinguistics implications of emotion and symbols.

– Punctuation marks, as well as word and text length, are related to syntax and
speech analysis.

– Features as repeated alphabets, readability, and cosine similarity are perceived
as pragmatic features, as well as URLs and hashtags. Those two last features are,
at the same time, personal-temporal-space references.

– Self-referentiality -I, me, my- is a feature that is often given to stop words, so it is
not recorded. Yet, it has a significant sociolinguistic impact on the classification job.

– Part-of-Speech (POS) evidence in the form of POS Tags marks sociolinguistic traits
if we take into account the syntax, but also linked to speech and discourse analysis,
as well as grammar. This group encloses adjectives, adverbs, conjunctions, deter-
miners, interjections, nouns, pronouns, symbols, verbs, and so on.

– Readability is a metric that shows how difficult a text in English is to comprehend.
It is defined by Flesch-Kincaid reading ease, where a higher score indicates that
the paragraph is simpler to read [11]. This score is calculated using the following
formula:

206.835 − 1.015
(

total words
total sentences

)
− 84.6

(
total syllables

total words

)
(1)

Table 7 provides an overview of the sociolinguistic features investigated and anal-
ysed. On a technical level, we have extracted and performed this feature analysis from
the datasets information using regular expressions, pandas, and libraries like scikit-
learn6, NLTK7, spaCy8, pyphen9 and Emoji10.

6 https://scikit-learn.org/stable/.
7 https://www.nltk.org/.
8 https://spacy.io/.
9 https://pyphen.org/.

10 https://github.com/carpedm20/emoji/.

https://scikit-learn.org/stable/
https://www.nltk.org/
https://spacy.io/
https://pyphen.org/
https://github.com/carpedm20/emoji/
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Table 7. Sociolinguistic features described. Published in Piot-Perez-Abadin et al. [33].

Feature names Feature description

Emojis use Emojis use ratio per user’s documents

Special characters Special characters ratio per user’s documents

Punctuation marks Punctuation marks ratio per user’s documents

URLs, hashtag Separately URLs and hashtags ratio per user

Tokens Words ratio per user’s documents

Words and text length Mean word length and text length

POS Tags Part-of-speech tagging: ratio per user’s documents

Repeated alphabets Repeated alphabets ratio per user’s documents

Self-referentiality Ratio of sentences referring to itself

Readability Metric for how easily a reader can comprehend a written text

Cosine similarity Measure of similarity between two documents

Sentiment Analysis. Sentiment analysis is the field of study that analyses people’s
opinions, views, sentiments, emotions, and other feelings as expressed in written lan-
guage [18,19]. We generally try to figure out whether a piece of writing is positive,
negative, or neutral throughout this process.

To extract the compound and neutral scores for each document in the corpus, we
have used the NLTK sentiment analysis analyser. Sentiment analysis aids in the com-
prehension of the author’s experiences and can be distinguished between males and
females. As a result, sentiment analysis information is a characteristic to consider in
gender classification models.

Topic Modelling. Latent Dirichlet Allocation (LDA) is a topic model proposed by
David Blei et al. [6] used to classify text in a document referring to a particular topic. It
is an unsupervised generative statistical model that uses Dirichlet distributions to create
a topic per document and words per topic model.

LDA is often used to extract and discover automatically hidden patterns in a cor-
pus. This feature can aid in the modelling of topic-topic relationships for each gender
category.

This is the methodology we have used for topic modelling. This method was used to
retrieve the twenty most important topics, each specified by twenty words and compris-
ing (twenty) features in our gender categorisation research. The numerals 0 to 19 reflect
these characteristics. These topics are represented in Fig. 2 by the properties labelled
with numbers ranging from 0 to 19.

4.4 Classification Algorithms and Experimental Configurations

We have looked at a variety of classifiers and, because gender recognition is a binary
classification job, we have considered a variety of methods using the algorithms below.
To achieve the best performance with our models, we have performed a grid search to
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hyper-parameter tune our experiments. Finally, we have used the following methods
and settings in our tests:

– Random Forest, is implemented using the default configuration of sklearn of
this algorithm, except the estimators, which we have set to 500. We have opted to
use Random Forest to learn a non-linear decision boundary and aim to get greater
accuracy scores than using a linear-based algorithm, because this is a sophisticated
undertaking [15].

– Adaptive Boosting, with Decision Tree as a base estimator, 500 estimators, algo-
rithm SAMME, maximum depth 9. The fundamental concept underlying boosting
algorithms is to train predictors in a sequential manner. Each one attempts to rec-
tify the faults of the one before it in each iteration, such that the next classifier
is constructed based on the preceding one’s classification error. After seeing how
well AdaBoost performed in the bot detection challenge at the PAN competition, we
decided to give it a shot in the gender classification task [5].

– LightGBM, set with 500 iterations, maximum depth 7, learning rate 0.15, GBDT
boosting, metric binary logloss, min data in leaf 600, bagging fraction 0.8, fea-
ture fraction 0.8. We have decided to use LightGBM since it is a gradient boost-
ing framework that uses tree-based learning techniques. It is one of the algorithms
that is winning classification competitions because of its focus on the accuracy of
outcomes [14].

5 Experiments

We conducted a series of experiments to determine which classifier is the most success-
ful for the gender profiling job, assessing its precision to determine which is the most
appropriate.

We have used the “PAN Author Profiling 2019” train dataset and the “PAN Celebrity
Profiling 2019” dataset to train the model. The accuracy of the model on the “PAN
Author Profiling 2019” test dataset was used to determine our categorisation findings.

The outcomes of our experiments are shown in Table 8. Each row indicates the
features combination and the algorithm employed, while each column represents the
dataset used to train each experiment. We have represented the “PAN Author Profiling
2019” train dataset as “Author” and “PAN Celebrity Profiling 2019” as “Celebrity”. The
combination of both is “Author + Celebrity”. Furthermore, our models were validated
using the “PAN Author Profiling 2019” test dataset. Therefore the accuracy is based on
this dataset.

We have tested our models in terms of feature combination following these exper-
iments setups: 1) considering initial sociolinguistic traits but no topic information, 2)
having all of the initial features + adding topic modelling data, 3) removing features that
have no bearing on the data -in Fig. 2, the ones with zero coefficient-, 4) deleting the
less important features -in Fig. 2, those with a coefficient less than 20 are eliminated-
and 5) significant features in the first half -in Fig. 2, those having a coefficient greater
than 50 are kept-.

Regarding classification algorithms, we have trained Random Forest, Ada Boost
using Decision Tree as a base estimator and LightGBM; with the aforementioned
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Table 8. Gender classification accuracy. Published in Piot-Perez-Abadin et al. [33].

Model + features Author Celebrity Author + Celebrity

All features and topics

RandomForestClassifier 0.6030 0.5470 0.7174

AdaBoostClassifier 0.5538 0.5114 0.7470

LightGBM 0.5818 0.6121 0.7735

All features without topics

RandomForestClassifier 0.6621 0.5174 0.6780

AdaBoostClassifier 0.6523 0.5197 0.6780

LightGBM 0.6598 0.5795 0.7152

Without less important features

RandomForestClassifier 0.6720 0.5303 0.6985

AdaBoostClassifier 0.6598 0.5083 0.7258

LightGBM 0.6803 0.5068 0.7561

Top half important features

RandomForestClassifier 0.6530 0.5523 0.6583

AdaBoostClassifier 0.6545 0.5871 0.6795

LightGBM 0.6538 0.5985 0.7008

parameter setup. Table 8 shows the accuracy results for 1, 2, 4 and 5 feature config-
urations (combination 3 had the same accuracy as 2).

When comparing the results, we have found that utilising the LightGBM learning
algorithm with LDA topics and maintaining all features was the best approach. We
acquired an accuracy of 0.7735 which we can compare to the classification accuracy
in the “PAN Author Profiling 2019” task, because we have verified our models with
the test dataset given by PAN. Our accuracy results are not among the best in the PAN
competition because we chose to focus on primary linguistic features; however, we have
demonstrated that this approach produces good results (nearly 4 out of 5 are correctly
classified), and that combining this approach with word and char n-grams can result in
an excellent classifier.

It’s also worth mentioning that combining both datasets yields a better result
because the model can generalise more effectively. Thus, the result in the unseen data
is slightly better than in the other studies.

We have carried some additional experiments using the third mentioned dataset
“PAN Celebrity Profiling 2020”. We have decided to try the best-acquired result (Light-
GBM, accuracy 0.7735) and see what changes.

We have stuck to the same parameter configuration, but in this case, we had to add
an additional parameter: scale pos weight: 0.125 to deal with the unbalanced
dataset. We had to add this parameter now, because we had added even more male users,
making the training data more unbalanced than in the previous experiments.

After training the three datasets, applying 10-fold cross-validation, and testing our
model with the “PAN Author Profiling 2019” test dataset, we reached an accuracy of
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0.5947. We can see that the accuracy achieved at the “PAN Celebrity 2020” task is
much lower than the achieved at the “PAN Author Profiling 2019” task. This could be
because of the source data, and could be one reason that explains why our result is
worse when incorporating this dataset. Moreover, as mentioned before, this dataset is
from 2020, and the others are from 2019. Therefore, it is possible that some linguistic
traits changed in one year of period, making our model get worse.

6 Model Interpretation

This section presents a model interpretation of the LightGBM algorithm, trained with
the “PAN Author Profiling 2019” and “PAN Celebrity Profiling 2019” datasets. We
have decided to introduce and explain the model that yields the best accuracy in our
experiments.

6.1 Feature Importance

It is interesting to note that the executed trials also allow us to analyse every single
characteristic and its significance and effects on each model. Moreover, we can also
examine the impact of each feature on each gender category. Taking this into account,
Fig. 2 depicts the relevance of each feature in the classification model with higher accu-
racy (LightGBM). The feature importance helps us estimate how much each feature
has contributed to the model’s prediction. The graph was plotted making use of SHAP
summary plot function.

Fig. 2. Results on feature relevance.
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The most important features in the classification model analysed are Love Emojis,
Face Affection Emojis, Exclamation Marks, and Articles, together with four of the topic
models. This feature relevance measure represents the number of times a feature is
employed in a model; the greater the value, the more important the feature.

We can find features like Cosine Similarity, Self-Referentiality, Readability, Num-
bers, Interjections, and Adjectives among the half more relevant features.

Although Determiners, Monkey Emojis, Word Ratio, and Word Length Mean have
a minor impact, their contribution is nevertheless significant because the classifier
becomes worse when they are removed. These features appear to be of minor impor-
tance in classifier models, yet deleting them may result in a fall in the model’s accuracy.

6.2 Feature Impact

One of the most common recurring problems of machine learning is that it works like a
black box. However, it is possible to explain the algorithm prediction based on its kind.
Taking into account that LightGBM has a decision tree structure, it makes it intrinsically
interpretable. Therefore, it is straightforward to understand the relationship between the
features and the model’s prediction.

It is vital to understand and provide insights into the model, and in most cases, a
single metric, such as accuracy, does not give a complete description of the task.

In the last few years, a technique called SHapely Additive exPlanations (SHAP)
started to get more attention. SHAP provides a unified framework for the analysis of
explanation models [24]. Important values are generally assigned to each input feature

Fig. 3. Feature impact on males.
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Fig. 4. Feature impact on females.

to comprehend predictions using tree ensemble techniques like gradient boosting. To
interpret our best model, we have generated two SHAP Summary Plots, one for each
predicted category. These charts use individualised feature attributions to express all of
the characteristics of a feature’s value while being visually succinct [23].

Figures 3 and 4 illustrate the overall distribution of SHAP values across all features.
Therefore, we can analyse and learn the effects of each feature based on the prediction
category (male or female).

These graphs are made from all the data points Φ
(j)
i and demonstrate:

– The feature importance or global impact
∑N

j=1 |Φ(j)
i |. The variables are ranked in

descending order, from more to less important.
– The impact. The X-axis shows if the effect of that value is associated with a higher

or lower prediction.
– The original value. The colour shows whether that variable value is high (in red) or

low (in blue) for that observation.
– The correlation. For example, in our experiments, a high Articles value has a high

and positive impact on the “male” category. The “high” comes from the red colour,
and the “positive” impact is shown on the X-axis. Similarly, we can say that for
males, the Love Emoji feature is negatively correlated with the variable target for
males.
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Therefore, for males, when analysing the articles feature, the higher the value, the
model tends to classify the data as “male”. On the other hand, in the case of the Love
Emoji feature, the lower the value, the model tends to classify the profile as “male”.

So, we can confirm that males use somewhat more Articles, Tags -can be inter-
preted as Twitter Hashtags- and Emojis in general and Smiley-face Emojis and Tongue-
face Emojis in particular. In addition, a greater use of Slashes, Adjectives, Under-
scores, Number of Sentences, Punctuation Marks -including Ellipsis, Question Marks
and Curly Brackets-, Proper Names -which include person names, brands, etc.-, Digits
and Dollar Marks -we may say that males use more money reference than females-,
Capital Letters, Subordinating conjunction -e.g. if, while, that, etc. - Determiners and
Long Words, the model tends to classify the profile as “male”.

This output confirms previous works where it has been concluded that the use of
Articles, Long Words, and Smiley-face Emojis are male indicative [4,37]. This work has
also reached the same conclusions and extends these sociolinguistic traits with more
features.

In the case of females, Love, Affection-face, Concern-face, Hand, Monkey and
Neutral-Skeptical-face Emojis, among Exclamation Marks, Particles -e.g.’s, not, etc.-,
Interjections, Nouns, Pronouns, URLs, Operators -e.g. +, =, -, *, etc.-, Cosine Similar-
ity -female social media texts are more similar among them than male ones-, Number
of Words, Semicolons, Round brackets, Self-Referentiality -e.g. I, me, my-, Repeated
Alphabets, Symbols -e.g. $, %, §, c©, etc.-, Coordinating conjunctions -e.g. and, or, but,
etc.-, Ampersands and Other Characteristics -e.g. asdhgjaf, qwruiasj, aknsdkj, etc.- are
traits that indicate that the profile is a “female”.

Regarding the extracted topics, the labelled topics “9” and “18” are strong indicators
of being male. These topics are formed by the following words:

Topic 9:
0.036*"mate" + 0.009*"lad" + 0.008*"england" +
0.007*"rugby" + 0.006*"pal" + 0.004*"league" +
0.004*"massive" + 0.004*"hahaha" + 0.003*"cheers" +
0.003*"golf" + 0.003*"world cup" + 0.003*"arsenal" +
0.003*"squad" + 0.003*"quality" + 0.003*"ha" +
0.003*"liverpool" + 0.003*"cup" + 0.002*"chelsea" +
0.002*"sort" + 0.002*"decent"

Topic 18:
0.009*"tho" + 0.009*"shit" + 0.008*"yea" + 0.007*"ai" +
0.007*"smh" + 0.006*"lmao" + 0.006*"hahaha" + 0.006*"bout" +
0.006*"yo" + 0.006*"fam" + 0.006*"dont" + 0.005*"fuck" +
0.004*"lil" + 0.004*"homie" + 0.004*"em" + 0.004*"bruh" +
0.004*"ppl" + 0.004*"thats" + 0.004*"cuz" + 0.004*"wit"

On the other hand, for women, the more prevalent topics for women are the number
“10” and the number “13”. Each of these is formed by:

Topic 10:
0.007*"athlete" + 0.007*"australia" + 0.005*"olympics" +
0.005*"olympic" + 0.004*"women" + 0.004*"sydney" +
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0.004*"australian" + 0.004*"rio" + 0.004*"swim" +
0.004*"bike" + 0.003*"cricket" + 0.003*"medal" +
0.003*"melbourne" + 0.003*"aussie" + 0.003*"champ" +
0.003*"compete" + 0.003*"world cup" + 0.003*"hockey" +
0.003*"tennis" + 0.003*"nz"

Topic 13:
0.018*"xx" + 0.008*"xxx" + 0.007*"favourite" +
0.005*"mum" + 0.004*"mate" + 0.004*"gorgeous" +
0.004*"thankyou" + 0.004*"fab" + 0.003*"ha" +
0.003*"ah" + 0.003*"bloody" + 0.003*"fabulous" +
0.002*"gig" + 0.002*"cheers" + 0.002*"bbc" +
0.002*"loving" + 0.002*"manchester" + 0.002*"massive" +
0.002*"cheer mate" + 0.002*"exeter"

Previous works have already identified that Sequence of Exclamation Marks, Love
Emojis, Repeated Alphabets, Conjunctions and Pronouns are female indicative [4,37].
Our work has also concluded this and offers a quite more extensive list of sociolinguistic
features by gender. Moreover, Auxiliary Verbs have been associated with female profiles
[4], but our work doesn’t clearly conclude this feature. Our result shows that both males
and females use Auxiliary Verbs with the same frequency.

Occasionally, research yields conflicting findings. Our study reports that males use
more Emojis than females as the output of other works like [4,37] do. But other studies
have found that females use more Emojis [7]. These discrepancies could be because the
way people express themselves on social media depends on the context, demographics,
year, domain, etc. In our case, we have explored the sociolinguistic traits in Twitter
during 2019.

7 Initial Validation and Discussion

As presented in the previous section, for males, the three top features are Articles, Tags
and Emojis in general. On the other hand, for females, we can find that Love Emojis,
Face affection Emojis, and Exclamation Marks are the linguistic features that have a
greater impact on the classification. In this section, we are studying if, for the dataset
“PAN Celebrity Profiling 2020”, these features are also a male and female indicator.

We have made use of SHAP summary plot function in order to find the impact
of the selected feature on each gender category. In this case, we have removed all the
features but the six we want to study.

We can see in Fig. 5 that for females, these three features are still a strong female
indicative, but for males, only Tags and Emojis in general help classifying the author to
be male. The Articles feature for this dataset is female indicative.

Firstly, it is important to highlight that, while combining both author and celebrity
datasets yields a higher accuracy model, it is feasible that combining similar sources to
generate a larger amount of training data could improve the presented results. Never-
theless, combining the 2020’s dataset, we were unable to improve the result. This could
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Fig. 5. Feature impact on Celebrity 20 dataset.

be because the linguistic differences on social media (Twitter) have changed from 2019
to 2020.

As a result, when compared to certain previously published results on gender clas-
sification PAN tasks11, our work and the resulting models show some gains in accuracy.
This research has demonstrated how linguistic features such as sentiment analysis and
topic modelling play a vital part in author profiling gender classification.

Another intriguing impact observed in the experiments is that, despite the presence
of almost non-relevant features in the models, eliminating some characteristics with
extremely low relevance coefficients reduces accuracy. This means that each of the fea-
tures we have calculated implies somehow an effect (i.e. positive or negative effects
on the gender classification model). This circumstance explains the prior tendency of
adding features to classification models until they reach the massive number of char-
acteristics described in scientific literature. However, we must consider the true cost of
designing and implementing these models with so many features.

Consequently, this study provides quantitative data on feature relevance, allowing
us to investigate the impact of deleting features from certain classification combina-
tions. The accuracies achieved 1) for the best algorithm -LightGBM- in the case of the
complete model (with all characteristics) and 2) for that algorithm -LightGBM- in the
case of the efficient model (without fewer essential features) are not that far apart, as
shown in Table 8.

These findings open up the possibility of debating in which cases and for which soft-
ware systems a slightly higher accuracy is required in the case of gender classification,
but with a much higher design and execution time-consuming model (due to the large
number of features), or whether we can apply the efficient model, with fewer features,
without compromising the gender classification of the software systems. Although there
is still work to be done to enhance accuracy for models with fewer characteristics, the
time and effort saved in terms of design and execution can exceed the benefits in many
cases.

11 https://pan.webis.de/data.html.

https://pan.webis.de/data.html
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We also need to consider that the gender classification task may change from a
binary problem to a non-binary one. The reason is mainly because of new genders
like “non-binary”. Therefore, when the appropriate datasets are available, we could run
these experiments with a non-binary approach and try to classify them into male, female
and non-binary. But, at the moment, it is not clear the definition of these new genders,
and therefore we should stick to the ones we know and keep in mind the goal of the
task.

8 Conclusions

As imminent next steps, and in light of the findings presented here, it is important to
generalise more the original datasets utilised as data sources. And combining datasets
from the same year, with the study on how features changed from one year to another.
We aim to perform the same battery of tests with other datasets containing gender infor-
mation to enhance the generalisation of our findings as we have better results combining
datasets.

Similar research on particular elements of author profiling tasks, such as age or
socio-economic factors (income level, etc.) classification and inference, is also planned
in the future. Due to the non-binary nature of the classification problem, these investi-
gations provide unique problems when compared to gender classification. As a result,
the number of alternative techniques and features for these models is even higher than
for binary classification issues, making these studies useful in addressing the problem
of a large number of features in the models.

We might employ a more linguistic-based approach, such as n-grams or n-chars
models, to solve these problems. Incorporating these strategies might aid us in achiev-
ing better results. Also, meanwhile using a word embedding method may enhance the
models; we have chosen to focus on the primary features.

Finally, we intend to test the classification models with the greatest performance
(highest accuracy with fewer features) with real-world systems that currently execute
author profiling, both for gender and for the rest of the automated profiling aspects.
These experiments will allow us to compare efficient models to the ones that are already
in use (with a greater number of features), determining if it is worthwhile to deploy less
time-consuming models (with fewer features) into production to get similar accuracy
results. As a result, we can determine which types of applications benefit from the effi-
cient model and which applications, on the other hand, benefit from the time-consuming
approach.
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Abstract. Developing and maintaining complex software systems requires both
technical expertise as well as soft skills such as teamwork and good communi-
cation abilities. These become even more important as the size and geographical
distribution of teams grow. The adoption of Agile development methodologies
further emphasizes interaction, collaboration and adaptability to change, all with
the purpose of prioritizing working software. Organizations of higher education
have acknowledged this by incorporating capstone or team projects as part of
their curricula. Our exploratory study reports the experience of 47 teams of 3rd
year Computer Science students, each tasked with developing a medium-sized
software application as part of a Team Project course. We focus our work on the
issues reported by student teams planning to take up Agile values and practices.
We report the most important challenges faced during application development
and present them from both the students’ and their mentors’ perspectives. We
show that soft skills remain an important component of adopting an Agile mind-
set when teaching collaborative software engineering. We provide an open source
replication package that allows repeating or extending our investigation.

Keywords: Software engineering education · Soft skills · Agile software
development · Project · Empirical study

1 Introduction

Industry and society both expect students graduating from Universities to possess rel-
evant professional skills that enable them to take up a productive role in a modern
work environment. Generally, these ‘professional skills’ encompass hard skills and soft
skills. The former denotes scientific and technical proficiency that enables graduates to
develop complex software applications. The latter one denotes a complementary set of
skills that enable professionals to work in a team environment where communication,
collaboration and teamwork are essential, which we find to be the case when devel-
oping real-life applications [1]. The realization of the importance soft skills in mod-
ern software development, especially with the acknowledgement and adoption of Agile
methodologies, have lead to the introduction of project-based coursework that provides
students the opportunity to work in a collaborative environment that includes an impor-
tant soft skills component.
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The present paper follows our precursor study [13] that detailed the most important
results of an exploratory study carried out in the context of implementing a project-
based course. Its three most important characteristics were the development of real-life
systems, feedback from mentors working in the local IT industry and several workshops
focused on the adoption of soft skills and an Agile mindset. The course was available
to third year Computer Science students at the Babeş-Bolyai University. Students were
expected to already posses a strong technical background with proficiency in several
programming languages and associated popular frameworks and libraries. While most
University courses were geared towards the development and evaluation of hard skills,
the “Team Projects” course aimed to challenge students to overcome the challenges
specific to working in a team and provide them with a solid, experience-driven foun-
dation regarding the importance of soft skills and the advantages of Agile methods.
Furthermore, the presence of mentors from the IT industry strengthens the collabora-
tion between the University and local companies and helps provide students with a fresh
perspective on their progress.

The main goal of the present work was to obtain an improved understanding of the
students’ perception on the importance of soft skills and the way Agile methods could
be leveraged in a more complex project. In addition to our previous work [13], we
complemented our detailed examination regarding the accumulation of hard and soft
skills with an evaluation of the importance and the impact made by adopting an Agile
mindset. We used both student and mentor feedback together with the final project
evaluation that was carried out by teaching staff experienced in the development of
complex software systems. We published the questionnaires used for both students and
mentors, together with all replies in order to enable replicating or extending our study
[12].

Our current work further details our initial efforts [13] and follows the best prac-
tices outlined in [14]. We present some key aspects of software projects in education
in Sect. 2, emphasizing the role played by adopting an Agile mindset. We detail our
methodology in Sect. 3, where we present our research questions, data collection and
analysis processes. Our main observations are discussed in Sect. 4, while the threats to
our study’s validity are discussed in Sect. 5. Finally, we put our work into context using
Sect. 6, with Sect. 7 dedicated to presenting our conclusions and future work ideas.

2 Key Elements of Software Engineering Projects

2.1 Agile Mindset and Software Development

In the last 20 years, Agile methodologies and frameworks for project management have
gained importance in almost all segments of the software industry. In general, the Agile
mindset has emerged as a popular iterative and incremental project management app-
roach and it focuses on collaboration, communication and interdependent teamwork. At
the same time, there is less focus on detailed initial plans, the significant improvement
coming from what project team members learn through experience.

The main goal of Agile methodologies is to build high quality software applications,
being focused on satisfying customers and end users needs. This is a difficult goal to
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achieve since the requirements for a software project often change while implementa-
tion is still in progress. Such changes are not desirable because they invalidate existing
plans. However, requirements are likely to change as the customer and potential users
interact with the software application only after its deployment.

In 2001 the Agile Manifesto [2] was written by 17 consultants in software devel-
opment, most of them already using at that moment some lightweight project man-
agement methodologies like Scrum, eXtreme Programming, Feature Driven Develop-
ment or Crystal. The Manifesto defines the core values and principles of the Agile
mindset and emphasizes the most significant differences between Agile and traditional
approaches by valuing:

– Individuals and interactions over processes and tools
– Working software over comprehensive documentation
– Customer collaboration over contract negotiation
– Responding to change over following a plan.

Moreover, individuals and interpersonal communication between stakeholders are
in the center of attention and most Agile software development processes that support
the above values are incremental and iterative.

2.2 Team Project Course Description

In education, an Agile mindset is adopted in two ways. On one side, Agile practices are
introduced as part of software engineering courses, making students implement them in
developing real software applications. On the other side, learning and teaching practices
are adapted to follow Agile values and principles, improving learning outcomes.

Both directions were followed in implementing the Team Project course. As part of
the third year of study, students in Computer Science and Mathematics and Computer
Science educational tracks are required to develop a software system of their choice,
working in project teams of 10 members(on average), during the first semester of their
third academic year. The number of teams formed in each year depends on student
enrollment and organization, but usually it is between 45 and 50. The course is 14
weeks long and takes place from October to January.

Starting from 2017, with the purpose to improve collaboration between team mem-
bers and to heighten the quality of the delivered product, we integrated experienced
mentors from the local software industry. Each student team is assigned such a mentor
who helps them organize, collaborate and embrace the Agile mindset, no matter which
was the development methodology selected by the team at project onset. Whenever it is
needed, the mentor also plays the role of the customer (or the role of Product Owner, if
the chosen methodology is Scrum), in order to give the team a better perspective of how
a final user would see their solution. Usually, each mentor is assigned to coordinate two
or three teams of students.

As software project themes selected for implementation usually there are internship
or volunteer management tools, learning management systems, educational quizzes,
e-commerce solutions, video games and systems for the management of personal
finances.
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In parallel with the development of their software projects, enrolled students attend
four different half-day workshops. Two of these workshops are focused on solution
development and product mindset (Agile Software Development and Entrepreneurship)
while the other two target soft skills (Communication and Presentation skills).

The Agile Software Development workshop discusses the Agile mindset (values,
principles and way of thinking in an Agile context) and two important Agile method-
ologies: Scrum and Kanban. Most of the teams have already selected their development
methodology when attending this workshop, based on their mentor’s suggestion. Still,
during the workshop they have the opportunity to better understand the relevance of
the Agile approach in building valuable software projects and discover new practices to
implement within their effort.

At the end of the 14-week semester, a demo day is organized in which each team
presents the result of their work in a 15-min live demonstration session. This is car-
ried out in front of a faculty committee composed of senior teaching staff specialized
in software engineering, who assign a grade to each of the teams. Within each team,
student grades are decided by the mentors, based on each team member’s contribution
and such that the average of team member grades fits the grade assigned to the team by
the teaching staff.

The distinctive characteristics of the course are:

– Project based: the software system to be developed represents the kernel of the
course and also the main evaluation criterion.

– Real-life: the system solves a real-life problem, and real-life project management is
simulated as the team is supervised by a mentor, who is an experienced professional
from partner software companies.

– Teamwork: students organize teams internally according to their choice and work in
the same team for the entire duration of the semester.

– Evidence based: all performed activities correspond to set milestones and must be
documented.

– Freedom of Choice: students are encouraged and have to decide both the software
methodology and the technology stack, including programming languages, appli-
cation architecture, employed frameworks and tools for project management and
version control.

Learning objectives are focused on practical competencies acquired by students,
which include the knowledge and skills necessary to implement and follow through an
Agile software development process, adapting the life cycle of a software project to an
Agile context and improving team communication and collaboration skills. The data
used in this study corresponds to the academic year 2019–2020, when 492 students,
forming 47 teams and 15 mentors were involved. The semester was not affected by the
subsequent pandemic-related restrictions.

3 Research Methodology

3.1 Research Objectives

We adopted the Goal-Question-Metric approach as defined in [15] as our study’s guid-
ing methodology. The main objective was to carry out a “qualitative investigation of the
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students’ perception regarding the adoption of Agile practices in team projects”. We
projected the objective into three main research questions, some of which were further
divided into more fine grained ones, as follows:

RQ1: How do students adopt an Agile mindset in their working process? Agile method-
ologies imply different practices related to software development and a successful adop-
tion of Agile values, principles and practices depends on changing traditional practices.
As a consequence, we planned to investigate: RQ1.1: How are Agile values and prin-
ciples adopted by students? and RQ1.2: Which Agile practices are implemented by
students in their working processes?
RQ2: What were the main challenges that students had to deal with? We aimed to anal-
yse which were the main challenges, both technical and soft skills related, as described
by the students themselves. These answers can offer important feedback in order to
improve course content and project management during the semester.
RQ3: How did students manage the adoption of Agile practices? We wanted to evaluate
the degree of Agile practices adoption, in order to have a better picture of what kind of
Agile practices students have learned, both from their own self assessment and their
mentors perspective. We divided this question into the following two sub-questions:
RQ3.1: How did students evaluate their own process of learning Agile practices? and
RQ3.2: How did mentors evaluate the adoption of Agile practices?

Qualitative analysis based on open coding was applied to data collected from stu-
dents in order to provide answers to these research questions. We also collected mentor
feedback through surveys. Data collection and data analysis is described in the follow-
ing sections.

3.2 Data Collection

The data for this research was collected within the academic year 2019–2020, in the
form of surveys that were completed by 47 student teams and questionnaires that were
completed by 8 of the mentors. The questionnaires, responses from students and men-
tors are available within a replication package [12].

Student Surveys. A survey was designed consisting of four questions, as depicted in
Fig. 1, which was then used to generate data for the corresponding four perspectives.
Each team was expected to discuss the feedback internally and the team leader then sub-
mitted the result; one response per team was registered, based on agreement of opinions
between team members. The survey also collected data about team name, project name
and a short description of the project. All answer fields were free text, and students were
encouraged to provide detailed information.

Mentor Feedback. Practitioners from partner companies who acted as mentors for the
teams were asked to fill in a questionnaire at the end of the semester, after the projects
were evaluated. The questions targeted student performance, challenges within the team
and major outcomes of the course, as recommended in [8].
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Fig. 1. Structure of the survey.

3.3 Data Analysis

As our data collection strategy consisted of administering a survey comprised of a set of
four questions with the answers provided in the form of free text without restrictions of
length, we decided that the most suitable qualitative analysis method was open coding
[4,6]. The steps corresponding to the open coding process are represented in Fig. 2. 47
out of the 49 teams provided answers for the four questions (see Fig. 1), each question
being considered as a perspective in our analysis. For this study, the perspective asso-
ciated to “Planning” did not provide meaningful information, so we did not take it into
consideration in the present work. For each question, two of the authors performed the
initial two steps of coding. The process is depicted in Fig. 2, where the steps are marked
in circles, and the considered number of initial, respectively merged topics are repre-
sented in rectangles. Step 1 consisted in detecting the keywords and establishing the
labels, while step 2 involved determining the topics, which means that the topics have
been classified according to labels based on their semantics. The third author had the
role of the third independent coder performing the task of merging these labels as step
3. These results were then discussed between the authors and a consensus was reached
between initial topics, merged topics and labels for each perspective.

An entire document analysis was performed, examining each response and para-
graph in detail, which enabled breaking the data into discrete ideas, actions and experi-
ences. During the coding process we focused on:

– Identifying labels: based on terminology from software development and project
management practices as described in the literature [2];

– Determining initial topics: based on text processing to eliminate duplicates and
ambiguities;

– Merging topics - in order to construct more general concepts. For example, student
responses mentioned “task distribution”, “task prioritization”, “task management”,
which were all merged to “task management” as being the most comprehensive
topic.

The results for each perspective are presented in the following tables, containing
labels, topics and suggestive examples from students responses. The student quotes
are anonymized and indexed in order to support easy access as follows: T4.WR repre-
sents the response given by team 4 to the working process (W) question, labelled with
roles (R).
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Fig. 2. Open coding process: the steps of the process appear as rounded indexes, and the numbers
in rectangles represent the count of initial topics, respectively merged topics.

4 Answers to RQs

RQ1: How do Students Adopt an Agile Mindset in Their Working Process? We wanted
to make a clear distinction between the roles, practices and tools that were used by the
project teams and the values and principles that stayed behind them. This is the reason
why we created two subsequent research questions: one referring to the Agile values
that were followed by the project teams (RQ1.1 How are Agile values and principles
adopted by students?) and another one that took into account the implementation of a
particular Agile methodology (RQ1.2 Which Agile practices are implemented by stu-
dents in their working processes?)

Table 1 summarizes the labels, topics and examples corresponding to the working
process perspective. Four main concepts were inferred as a result of applying open
coding in this part of the survey: the habits and artifacts that are linked with Agile
values, the applied development methodology, the roles assigned to team members, and
tools that were used by the teams.

RQ1.1: How are Agile Values and Principles Adopted by Students? 32 teams explic-
itly declared that they approached their projects in an Agile way. However, there is an
important distinction between doing Agile (meaning implementing specific Agile prac-
tices, methodologies or frameworks) and being Agile (meaning embracing the Agile
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values and principles as they were described in the Agile Manifesto). In this respect, we
analyzed the answers from the last perspective, identifying those situations where we
found discrepancies between the intention and the outcome in Agile adoption.

A careful investigation revealed that in some cases, even if the students declared to
have an Agile approach, their responses actually described a waterfall way of thinking.
As an example, upfront design was adopted by four teams and this comes in contra-
diction with building emergent designs in an incremental and iterative way: “the first
couple of weeks was mostly dedicated to the engineering of the layers and architecture”
(T5.WM) or “but in the end [of the first project stage] we had our almost complete
structure and plan” (T18.WM). The last example also contradicts the fourth value of
the Agile Manifesto, since it refers to building a complete up-front plan in the beginning
of the project.

As we observed when we analyzed the roles played by students in their teams, more
than half of project teams stated that they divided the team into backend and frontend
sub-teams, each sub-team working on its assigned tasks. This has a negative impact in
following the first value of the Agile Manifesto, where the collaboration and interaction
between all team members is considered very important. The application of this value
often drives to cross-functional and self -organized teams with team members working
together during the project lifecycle and not being divided based on their technical
abilities.

Moreover, this way to organize the team in frontend, backend and sometimes in
database and testing sub-teams leads to focus on finishing horizontal slices of software
project features, while the second value of the Agile Manifesto recommendation is to
focus on finishing vertical working slices of the project.

Given that students used free text for responses we divide our findings based on the
relation with the aforementioned values of the Agile Manifesto.

V1. Individuals and Interactions over Processes and Tools: We identified a number
of eight teams that exposed self-organizing procedures in their working process: “brain-
storming”, “efficient organization”, “interact” (T37.WV), “We held daily meetings”
(T22.WV) “several times a week, we discussed what we did, what we will do and what
problems we encountered” (T24.WV). We appreciated the desire of teams to learn, as
training was labeled in seven team answers (“first ticket was associated to different
learning activities”, T17.WV) and mentoring (“We scheduled workshops, where some
of our more experienced colleagues held training sessions for the rest of the team”,
T14.WV). One team was identified as having dysfunctional teamwork (“I’ll tried...
but the team mates mostly ignored me”, T43.WV), while another team emphasized the
importance of a friendly environment (“gave feedback and tried to keep the atmosphere
as friendly as possible”, T24.WV).

V2.Working Software over Comprehensive Documentation: We observed that eight
teams declared they measured their progress counting the number of working features
built (“we’ve clearly stated... which features needed to be implemented”, T26.WV),
and three other teams explicitly mentioned that the implemented process was followed
in order to build intermediary working software (“[the process] focuses on the goal
of delivering working software frequently”, T27.WV, “...the implementation of small
modules/functionalities and then we thoroughly tested them, building-up on working
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software”, T33.WV). Only three teams mentioned documentation as a specific activity
in their team (“we allocated a little more time to research, documentation and concept”,
T33.WV), all of them referring to technical documentation. We deduced that customer
documentation (user manual) was usually developed at the final stages of application
development, just before presenting it in front of the faculty committee.

V3. Customer Collaboration over Contract Negotiation: Our analysis did not reveal
strong connections between student team approaches and the third value of the Agile
Manifesto. This happened mainly because the project theme was selected by the stu-
dents themselves, so very often they played both the development and customer roles.
Therefore, there was no clear distinction between the development tasks and customer
collaboration activities, the customer satisfaction being mentioned just in those few
cases when the mentor played the customer role. Only one team mentioned Minimum
Viable Product, thinking of what could be the smallest set of features to bring value to
the final customer (“build the process of the app in such a way that we can have a MVP
as soon as possible”, T34.WV).

V4. Responding to Change over Following a Plan: As revealed by student responses,
in most of the cases activities were oriented on iterations (or sprints), tasks or features.
A number of 11 teams used sprint-driven planning (“we aimed to have at the end of each
sprint a working version of the software”, T28.WV, “At the beginning of the sprints we
had planning sessions”, T18.WV), seven teams made task oriented planning (“we cre-
ated and choose the tasks each of us would have to do”, T5.WV), while six teams had
feature oriented planning: “Though we didn’t succeed in implementing all the features
we talked about at the beginning” (T32.WV). Two student teams expected that they
will face some changes in requirements during the project lifecycle (“...to be able to
change the requirements then when the situation demands it”, T50.WV), and one team
declared that the requirements were pretty unclear at the beginning of the project (“we
did not know in advance exactly what we want to implement”, T3.WV).

RQ1.2: Which Agile Practices Are Implemented by Students in Their Working Pro-
cesses? Methodologies: Agile methodologies were adopted by most teams, as 15 teams
mentioned Agile (“As an organization methodology I used Agile”, T16.WM), 10 others
mentioned Scrum, respectively 5 mentioned Kanban, and 2 teams used Feature Driven
Development. Other teams adopted an iterative way of developing software but they did
not explicitly mention the methodology used (“we split our available time for develop-
ment in sprints”, T4.WM). One team decided to use a custom tailored methodology
(“we defined our own Agile methodology”, T20.WM).

Roles: 26 teams stated that they divided the team into backend and frontend subteams
(“the tasks were divided... into backend and frontend tasks”, T4.WR, “to allow parallel
development on backend and frontend”, T38.WR), 10 teams had an assigned role for
testing (“members responsible with testing”, T30.WR), while six teams acknowledged
the role of the Scrum master: “each subteam had its own Scrum master”, T36.WR.
A set of other roles were mentioned, either functional or non-functional, including IT
support, documentation, or team leader.

Tools: Teams used several tools as part of project implementation. They can be classi-
fied in tools for source control such as Github, GitLab or Bitbucket and task manage-
ment tools such as Trello or Discord.
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Table 1. Labels for “Working process” (open coding redone based on [13]).

Label Topics Examples

Agile Values
(label WV)

Stand-up, feedback, self organize,
communication, frequent releases,
documentation, incremental, reviews,
continuous delivery, iterations, sprints,
deadlines

“gave feedback and tried to keep the
atmosphere as friendly as possible”, “we
allocated a little more time to research,
documentation and concept”, “We have
learned to make constructive reviews and
learn from the feedback we receive”,
“respecting our client’s requirements”, “We
went back and forth with several idea
proposals”

Agile
Methodologies
(label: WM)

Scrum, Kanban, Feature driven
development

“The methodology used in development, that
was implemented by the team is
Feature-Driven Development”, “As a
methodology we tried to be Agile by applying
a Scrum process”, “We went with a Kanban
way”

Roles (identified
roles in the team)
(label: WR)

Backend/frontend, project manager,
product owner, requirements engineer,
devops, testing, IT support, technical
leader, documentation, reviewer, team
leader, scrum master, AI

“X took responsibility for the backend”,
“groups that worked on different tasks:
mobile application, backend development,
testing, documentation”

Tools (label: WT) Source control tools and task
management tools

“Github”, “GitLab”, “BitBucket”,
“Discord”

RQ2: What Were the Main Challenges That Students Had to Deal With? The challenges
that students faced and tried to overcome can be grouped into three main types: orga-
nizational, technical and related to soft skills, as shown in Table 2. In order to have the
full picture, we incorporated mentor feedback, illustrated in Table 3, into our analysis.

Organizational Challenges: 16 teams considered the hardest challenge to be task man-
agement (“Challenge: create and detail tasks to be easily understood”, T2.CO) or time
management (“one challenge was intense work in last days to finish project”, T10.CO).
Summarizing, either tasks or time have put pressure on project development for approx-
imately 68% of the teams. Eight teams faced technology choice as the main challenge:
“main issues was to decide which tools and frameworks to use” (T14.CO).

TechnicalChallenges: More than half of the teams (53%) dealt with technical prob-
lems, in some part due to lack of technical knowledge (“a more messy challenge was
learning new frameworks and libraries on the go”, T2.CT), or due to incorrect project
management (“Our challenge arose when, after starting our implementation, we fre-
quently needed to change the DB schema and relations, thus indirectly forcing everyone
to do the same updates”, T28.CT).

Soft Skills Challenges: the extent of each team member’s involvement was the main
problem for 10 of the teams: “Being able to motivate everyone to work consciously
and constantly” (T5.CS). Five teams were confronted with communication problems:
“biggest challenges that we encountered were communication with the team members,
... and the communication with the mentor” (T18.CS).
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Table 2. Labels for “Challenges” [13].

Label Topics Examples

Organizational
(label: CO)

Time management, task management,
teamwork, collaboration, technology
choice

“synchronizing as a team and working
together”, “decide which tools and
frameworks to use”, “finish everything
before the deadline”

Technical (label:
CT)

Technical skills, effective collaboration,
over-engineering

“learn to use the technologies”, “how
to combine what we worked on”,
“over-engineering in some places”

Soft skills (label:
CS)

Involvement, communication,
collaboration, teamwork

“Being able to motivate everyone to
work consciously and constantly”, “it
was way harder for everyone to keep in
touch with everyone”, “organizing and
coordinating”

Table 3. Mentor feedback on 10 common issues in team projects and the relevant Agile values
that are influenced. Scores recorded on a 1 (not likely at all) to 5 (very likely) scale, including
standard deviation (σ) (adapted from [13]).

Challenge Values Mean σ

Lack of engagement from team members V1 3.62 1.30

Student task knowledge and assumption V4 3.50 0.53

Miscommunication within the team V1 3.25 1.03

Problems with time management V4 3.25 0.88

Team leader dictates what team members do V1 2.87 1.24

Lack of technical expertise – 2.87 1.12

Dividing the work among team members V1, V2 2.50 1.41

Work is carried out by one or two team members V1 2.37 1.3

Conflicts among team members V1 2.37 1.4

No one wants to act as team leader V1 2.12 1.45

One team declared that they had no challenges worth mentioning, and that the ones
that appeared were easily solved, while two other teams (T12, T24) did not complete
this part of the survey.

Mentor Feedback: Table 3 shows the mentor’s answers regarding some of the most
common challenges in the team projects [8]. The most significant highlighted challenge
was the lack of engagement from team members, for which mentors reported a mean
score of 3.62, with 3 out of 8 respondents attributing it the maximum value on a 5-
point scale. Another significant issue regarded communication and the assumption of
project roles and tasks within teams. We note the low value of the standard deviation
(σ = 0.53), which shows agreement among the mentors. Mentor feedback was mostly
positive regarding the existence of team conflicts, or for the presumed case of students
not wanting to assume coordination responsibilities. In most cases, we observe a value
of σ ≥ 1, which shows that the prevalence of issues still varied among the teams.

We were also interested in a cross-sectional exploration of challenges as perceived
by students versus mentors. In this regard, our answer to RQ2 shows alignment between
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Table 4. Labels for “Lessons learned” [13].

Label Topics Examples

Acquired
knowledge

Teamwork, technical skills,
communication, estimation,
collaboration, code review,
SCRUM, time management,
version control system, task
management

“We learned ... teamwork and the
ability to support and help each
other”, “We have learned to make
constructive reviews and learn from
the feedback we receive”, “We
learned mostly about the efficiency
of the SCRUM methodology, about
teamwork and time management”

Good
practices

Communication, motivation,
teamwork, project management

“Communication is Key”, “we have
learnt is how hard it is to motivate
people, and to manage a team of 9
people”, “task management is
crucial”

student and mentor perception. On one hand, challenges were an important motivator of
progress; we believe that agreement between student and mentor perceptions represents
an important indicator of effective communication and team progress.

Most of the common challenges identified by mentors were connected with the first
value of the Agile Manifesto. At the same time, the third value was not represented in
this list most probably because the teams themselves played both the customer and
developer roles, so the communication and interaction with the customer were not
approached in an explicit manner. In addition, there was the challenge regarding the
lack of technical expertise that had no direct connection with any of the Agile values.

RQ3: How Did Students Manage the Adoption of Agile Practices? Students had the
freedom to employ a project development methodology of their own choice. Issues
related to planning, working process and lessons learned were reported in detail within
our precursor work [13]. The present paper is specifically focused on the process and
experience of adopting Agile methodologies. 32 out of the 47 participating teams stated
that they approached their project in an Agile way. We focused our evaluation on
them. We employed the free text feedback from the student and mentor questionnaires
together with the results of the open coding process. However, as already reported in our
answer to RQ1.1, we did note a few discrepancies. Several teams stated using an Agile
approach but instead described a waterfall process. As such, we expected most teams to
show a partial adoption of Agile practices, limited to those that students were familiar
with or felt they better suited the project. This provides an opportunity to understand
the students’ perception of the importance and suitability of Agile practices and provide
more focused training that covers areas of uncertainty. We provide our answer to RQ3
by first evaluating the students’ own feedback, followed by that of the mentors, who
also reported on the progress teams achieved during the semester.

RQ3.1: How Did Students Evaluate Their Own Process of Learning Agile Practices?
We used the student responses to our questionnaire to identify the Agile practices
employed by each team, and use Fig. 3 to represent our findings. Out of the 47 teams that
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Fig. 3. Agile Practices used by the student teams (Roles: PO - Product Owner, SM - Scrum
Master, TM - Team member (self organizing team), Ceremonies/Practices: CS - standup cere-
mony, CP - planning ceremony, CD - demo/review ceremony, CR - retrospective ceremony, PS -
Sprint/Iteration, PP - PairProgramming, Pok - Planning Poker, CDe - Continuous delivery, FDD -
Feature Driven Development practices, Artifacts: TB - taskboard, US - user stories, B - backlog);
teams T1, T7 and T23 did not respond to our questionnaire.

responded to our questionnaire, 32 specifically mentioned using Agile. Our analysis of
the student responses however identified Agile practices being used by 44 teams, repre-
senting 93% of the responding teams. We divide them into Roles, Ceremonies/Practices
and Artifacts and use Fig. 3 to highlight only those that were reported by at least one of
the teams.

In the Roles category, we observe that 26 out of the 44 reporting teams mentioned
team member roles or that they worked as a self-organizing team. Only 2 teams reported
having a product owner and 10 a Scrum master. None of them mentioned the product
backlog, which we feel is an important piece of the Scrum framework.

With regards to Ceremonies/Practices, the most often reported ones are sprints and
iterations (24 teams), together with standup (12 teams) and planning (8 teams) cere-
monies. As expected, this data was biased towards aspects previously practiced by stu-
dents during previous coursework, which required feature planning over several itera-
tions. We also observed a number of other practices that were seldom and inconsistently
used within teams.

When it came to artifacts, we found that 27 teams used taskboards, making them
and team organization the most prevalent practices. The open coding process allowed
us to go into more detail and identify common trends within the student responses. An
example of this is shown in Table 4, which presents some of the open coding topics
discovered. We divided them into acquired knowledge and good practices.

We observed that 12 teams explicitly mentioned the importance of teamwork, which
was also the subject of one organized workshop. Several aspects were identified to be
important such as “we all agreed that in the end we learned how to be a team” (T16),
“teamwork makes the dream work” (T33), or in more detail “we saw how to work
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Table 5. Mentor feedback of team progress in four key areas. Scores recorded on a 1 (very poor)
to 5 (excellent) scale, together with the standard deviation (σ).

Progress area Mean score σ

Project management 3.43 0.82

Software development 4 0.75

Communication 3.87 0.99

Team work 3.87 0.99

in a team, similar to a working place (responsibilities, targets, deadlines)” (T9) [13].
Many teams also identified the importance of communication: “we communicated a
lot throughout all the development stages” (T32), “The project represented a valu-
able exercise in improving communication” (T45). Learning and adaptability were also
highlighted by several teams: “learn by listen to team mates opinions”, (T6), “We have
learned to make constructive reviews and learn from the feedback we receive”, (T11),
“adapt to others’ needs” (T15) and “adapt to several ways of problem solving” (T38).
Finally, task management was also identified as an important practice: “During the
implementation of our software solution, we were taught that ... task management is
crucial” (T27).

RQ3.2: How Did Mentors Evaluate the Adoption of Agile Practices? We synthesized
the feedback from the mentor questionnaire into Tables 3 and 5. We focus the present
section on the evaluation of Agile practices. A generic discussion regarding the men-
tors’ feedback is available within our precursor work [13]. We linked the challenges
most often reported by mentors with the four Agile values as presented in our answer to
RQ1.1. First of all, we observed that none of the challenges were linked to Agile value
V3 (Customer collaboration over contract negotiation). The reason can be explained by
perusing Fig. 3, which shows that only two teams discussed the Product Owner role. In
the remaining teams, this role was jointly assumed, as the teams themselves settled on
the project topic and jointly carried out task planning and allocation. Likewise, while
the lack of technical knowledge represented an important hurdle for many teams, it
could not be directly linked with any of the four Agile values and therefore remained
unassigned.

We observed most of the encountered challenges to be linked with V1 (Individuals
and interactions over processes and tools). As detailed in our precursor work [13] as
well as the answers to the previous research questions, most challenges were linked
to team communication and motivation. We note that out of the four challenges most
often reported by mentors, two were linked with the V1 Agile value, and two with
the V4 value (Responding to change over following a plan). We note the existence of
agreement between the evaluations by mentors and the students themselves regarding
the most prevalent issues.

With regards to progress, Table 5 shows the mentors’ evaluation within four key
areas critical for successful project completion. In all areas, we note the value of the
standard deviation σ ≈ 1, which illustrates differences between the mentors’ percep-
tion. We also note that all mentors evaluated that progress had taken place, as progress
in all key areas was evaluated with at least 2 points.
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5 Threats to Validity

We designed, organized and carried out our study according to well-known best prac-
tices [14]. Surveys were sent to all student teams and guiding mentors after the course
was completed and the evaluation had taken place. The paper’s first author was respon-
sible for coordinating the course. Both co-authors are experienced in project manage-
ment and software engineering, both in academia as well as industry. The major steps
carried out included setting up the questionnaire structure and collection methodology,
processing free-text responses using open coding, analyzing and interpreting the results
and putting them into the proper context.

We addressed internal threats by involving researchers with experience in teach-
ing, software engineering and the transformative effects of adopting Agile methodolo-
gies. Student and mentor questionnaires were validated before being handed out. Open
coding work was carried out in pairs, with the third researcher assuming a validation
role and ensuring that consensus was reached regarding assigned labels and their inter-
pretation. In addition, we revisited and validated the labelling process presented in the
precursor study [13].

The most important external threats identified related to the context in which the
case studies took place, namely course curricula, requirements, team size and organiza-
tion as well as the means and the moment of reporting. We identified and used relevant
related work to establish our study’s methodology, including questionnaire structure
and contents as well as the key areas our research was focused on. One of the authors
had no involvement with the course’s structure or activities, and their input was used
to control bias. When compared to the precursor study [13], we focused on those soft-
skills aspects relevant for the adoption of Agile methodologies. We confirmed that our
results were in line with those from existing literature [1,5,16].

6 Related Work

A significant number of contributions can be found in the literature referring to teaching
Agile methodology in academic courses. Without the claim of covering all these papers,
we refer, in a chronological order, to some recent and notable studies addressing this
topic.

A holistic approach to introduce agile practices into student curricula was proposed
by Kropp [10], in which they highlight the importance of applied activities that must
supplement theoretical lectures. The study is constructed as an experience report based
on introducing Agile practices into software engineering courses at the Zurich Uni-
versity of Applied Studies. Buffardi [3] published another experience report of student
software engineering projects, in which Agile practices were combined with lean start-
up practices. Highlighting the benefits of collaboration between students and clients, the
study also mentioned that the approach might have limitations, especially when finding
active mentors.

Extending Project Based Learning with Agile practices was reported by Heberle
[7], based on their eight years of experience with such courses. The study describes
the course design (including a Scrum workshop), grading methodology, students and
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industry perception. The eight years experience of this course provides evidence on the
impact in the local industry, but also in international educational collaborations. Masood
[11] addressed challenges that appeared when introducing Agile practices into student
projects, showing a great similarity with challenges faced by our students. The study
makes some recommendations for students and educators that can help improve these
kind of projects. In [9], Ju presents a systematic approach to introduce eXtreme Pro-
gramming processes in project based courses. Their conclusion, based on team obser-
vation and surveys, states that the overhead for project management does not affect
learning outcomes.

Compared to existing approaches, we consider that our approach brings an impor-
tant contribution to the body of knowledge addressing Agile practices in student
projects. The distinctive feature of our study consists in concentrating on student per-
ception regarding course outcomes, for which we used open coding to interpret students
survey, addressing different aspects of their learning process. We also emphasize the
three essential ingredients that were considered in the design of this course: importance
of soft skills in Agile methodology, providing dedicated workshops throughout the
semester and the participation of experienced mentors from local software companies.

7 Conclusions and Future Work

The present work represents a detailed follow-up of our initial investigation regarding
how students perceived the importance and impact that soft skills have on the develop-
ment of complex software projects [13]. We extended our work to specifically cover the
adoption and impact of Agile methodologies, as they appeared to be prevalent in the
student feedback gathered during our initial study.

We analyzed student and mentor feedback gathered in the form of free-text answers
to corresponding questionnaires and took into account the results of the final project
evaluation. These were carried out during live sessions where student teams presented
their work in front of an experienced faculty committee. Like in the case of our initial
evaluation [13] we employed open-coding in order to tag and classify the feedback of
course participants; when compared with our initial investigation, we examined both
student and mentor feedback in relation to the adoption of an Agile working process
and benefits tangible to its adopters. We observed that many teams were challenged by
the technical prowess required to lead their project towards a successful conclusion, as
team members had varying levels of expertise with the required tools and frameworks.
Several teams organized internal “workshops“ where these issues were resolved using
communication and teamwork; however, we also noticed instances where team mem-
bers remained dissatisfied with the level of motivation and involvement in their teams.

Our initial investigation [13] already covered project planning, the working process
and the alignment between student and mentor evaluation. As such, we devised three
new research questions focused on the main subject of the present evaluation. The first
two were focused on the adoption and evaluation of an Agile mindset, while the last
one targeted the evaluation of the main challenges faced by students. We dedicated
Sect. 4 to a detailed discussion of the results. We observed that most teams incorporated
Agile ideas or methods into their working process; we also discovered instances where
students claimed Agile adoption that was contradicted by their own detailed reporting.
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As future work, we aim to support student teams regarding the adoption of an Agile
mindset in a more focused way. We also aim to incentivise teams to foster continuous
collaboration and motivation at team level. In addition, extending our investigation to
cover several consecutive academic years remains one of our important interests; this
is especially true since course activities were moved fully online for the 2020–2021
academic year as a result of the pandemic-related measures. In this context, we aim to
investigate what impact the fully online work environment has on soft skill development
and teamwork, as well as carry out a comparison between offline and online course
organization.
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Abstract. Process compliance with relevant regulations and de-facto standards
is a mandatory requirement for certifying critical systems. However, it is often
carried out manually, and therefore perceived as complex and labour-intensive.
Ontology-based Natural Language Processing (NLP) provides an efficient sup-
port for compliance management with critical software system engineering stan-
dards. This, however, has not been considered in the literature. Accordingly, the
approach presented in this paper focuses on ontology-based NLP for compliance
management of software engineering processes with standard documents. In the
developed ontology, the process concerns, such as stakeholders, tasks and work
products are captured for better interpretation. The rules are created for extract-
ing and structuring information, in which both syntactic features (captured using
NLP tasks) and semantic features (captured using ontology) are encoded. Dur-
ing the planning phase, we supported the generation of requirements, process
models and compliance mappings in Eclipse Process Framework (EPF) Com-
poser. In the context of reverse compliance, the gaps with standard documents
are detected, potential measures for their resolution are provided, and adaptions
are made after the process engineer approval. The applicability of the proposed
approach is demonstrated by processing ECSS-E-ST-40C, a space software engi-
neering standard, generating models and mappings, as well as reverse compliance
management of extended process model.

Keywords: Process · Ontology · Rules · Natural language processing ·
Standards · Compliance management · SPEM 2.0 · EPF composer

1 Introduction

The idea with the compliance is to ensure that business processes, operations and prac-
tices are inline with the relevant regulations [10,11]. Often, the standards describe the
criteria that needs to be satisfied during the certification. The examples of standards
include DO-178C [28] for software in airborne systems, CENELEC standards (e.g.,
EN 50126 [6]) for railway systems, ECSS (e.g., ECSS-E-ST-40C [7]) for space projects
and applications, and ISO 26262 [12] for functional safety in the automotive domain.
Compliance with the relevant standards is a mandatory requirement for getting the
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approval or acceptance from the certification body. However, the standard documents
written in natural language are usually manually processed for achieving compliance.
In addition to the extraction of standard requirements and process, there is a need to
provide the reference among them. The normative process models embedded in the
standards typically include planning of units of work such as activities and tasks, which
are expected to be executed during the development; work products taken as input or
produced as output; involved roles, and a set of methods to be used. Process compliance
is perceived as complex and labour-intensive task due to the manual effort required for
extracting, modelling process knowledge, and managing traceability [17,18].

There exist several efforts on process extraction from textual descriptions and gen-
eration of OMG’s Business Process Model and Notation (BPMN) models [1,8]. This
paper builds on our previous work in which we targeted the information extraction
from critical system software engineering standards using Natural Language Process-
ing (NLP), generation of requirements, OMG’s Software & Systems Process Engineer-
ing Metamodel (SPEM) compliant processes, their compliance mappings, as well as
reverse compliance management of extended processes [25]. In the absence of ontol-
ogy, the extraction just focuses on lexical and/or syntactic text information. The usage
of ontology is promising in improving the information extraction performance. From
the NLP perspective, it is used to further incorporate semantic features in the rule or
machine-learning-based systems to enable extraction based on meaning. In the liter-
ature, the ontologies are proposed for different phases of software development life
cycle [2,9]. The ontology developed in this paper is inline with the space software
engineering processes. To date, however, the published studies have not considered the
ontology-based NLP for compliance management of development processes with criti-
cal system software engineering standard documents. In this paper, the ontology-based
NLP is carried out in a similar manner to the research works in construction domain by
Zhou and El-Gohary [33] and Xu and Cai [31].

This paper extends our previous work on process compliance management [25] in
the following ways: 1) we provided more details on NLP tasks and rule-based match-
ing, and 2) an ontology is developed and used for capturing and structuring process
knowledge; it improved the information extraction performance. The created rules are
based on the syntactic features captured using NLP tasks and the semantic features cap-
tured using ontology. During the planning phase, the OMG’s SPEM compliant process
models, requirements, as well as compliance mappings are generated in its reference
implementation, more specifically the Eclipse Process Framework (EPF) Composer1 is
utilised. In the method content part of EPF plugins, the requirements and reusable con-
tent elements, such as roles, tasks and work products are generated in a structured way.
The reusable content elements are organized in the process structure with the consider-
ation of phase, activity and milestone elements. The reverse compliance of pre-existing
or extended process models is also supported. Specifically, the gaps with standard doc-
uments are detected and possible options for their resolution are informed. However,
they are executed after the approval from process engineer. The applicability of the
proposed approach is demonstrated by extracting text from space system software engi-
neering standard documents, its structuring, generating requirements, process models

1 https://www.eclipse.org/epf/

https://www.eclipse.org/epf/
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and compliance mappings in EPF Composer, as well as reverse compliance manage-
ment for a selected process model.

The rest of this paper is organized as follows: Sect. 2 provides background informa-
tion on process engineering and NLP. Section 3 presents the ontology-based NLP app-
roach for extracting requirements and processes embedded in the standard documents,
their structuring and mappings, generation, as well as reverse compliance management.
Section 4 demonstrates the effectiveness of proposed approach for ECSS-E-ST-40C
standard. Section 5 presents related work. Section 6 concludes the paper and presents
future research directions.

2 Background

2.1 Process Engineering

SPEM 2.0 [26] is the Object Management Group (OMG) standard, which not only pro-
vides the support for creating libraries of reusable method content, but also supports
the development and management of processes for performing projects. The combi-
nation of method content and process enables the configuration of process framework
customized for a specific project’s needs, and enactment of a process in real develop-
ment projects. The conceptual framework of SPEM 2.0 comprises of method content,
processes, configuration, and enactment.Method Content provides support for the defi-
nitions of reusable content elements, i.e., Task Definitions that specify the unit of work
being performed by Role(s) Definitions, and may consumeWork Product Definitions as
input and produce/generate as output. Work Product Definitions can be a type of out-
come, deliverable, or artefact. The Category can be used to group together any number
of content elements, such as discipline, role set, domain, and tool category. Guidance
is defined at the intersection of method content and process because it provides support
for both. Specifically, it describes additional information of work, such as guideline,
practice, template, example, etc.

Process takes the content elements and relate them into workflows and/or break-
down structures, and adapt them to a specific project context. The main element of
process is an Activity that defines basic units of work within a Process as well as a
Process itself. Activity Kinds are used to distinguish specific levels of the breakdown
structure, such as Phase, Iteration and Process. A Phase represents a significant period
in a project and normally ends with major milestones, or a set of deliverables, whereas
Iteration indicates a set of nested Activities that are repeated more than once. There are
two process kinds: (1) process pattern (referred as capability pattern in EPF Composer)
describes reusable clusters of activities for a certain area of application/interest; and
(2) Delivery Process describes a complete end-to-end life-cycle of a specific project.
Table 1 shows the main elements for defining the process.

EPF Composer is an open-source process engineering framework, based on the con-
ceptual framework of SPEM. It is evolved from Eclipse Galileo 3.5.2 to Eclipse Neon
4.6.3 [13,14] after 11 years. It is possible to launch the EPF Composer as a stand-
alone application, but also in the Eclipse integrated development environment (IDE).
EPF Composer is not just used to model standards and development process, but also
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Table 1. Process modelling elements in EPF composer.

show that process comply with standards [21,22]. EPF Composer provides the author-
ing capabilities to define method content and process, and browsing perspective to pub-
lish the content in the form of websites. A method library is a repository of method
elements and comprised of a set of Method Plugins and Configurations. The Method
Plugins are containers of process related information, while a Configuration is a selec-
tion of logical sub-sets of library content to be shown in the browsing perspective. To
model the standards requirements, the guidance kinds Practice can be customized with
an icon in a separate plugin let us say Customized Icon. The Standards Requirements
plugin captures the requirements listed in the standards and has the variability rela-
tionship Extends with the previously mentioned plugin (i.e., inherits the content of the
base element). The Process Lifecycle plugin defines the process life cycle, whereas the
mapping between standard requirements and process life cycle is provided in Map-
ping Requirements plugin [21,22].

2.2 NLP

During the past years, NLP is effectively used to automate the interpretation of textual
documents. NLP enables a computer to understand, create, and analyse texts. It has been
applied in several application areas including speech recognition, machine translation,
information retrieval and extraction. NLP applications are supported by text process-
ing tasks, such as tokenization (broken down of a sentence into meaningful segments,
called tokens), Part-of-Speech (PoS) tagging (assigning word types, e.g., noun, adjec-
tive, and verb to individual tokens), morphology (mapping deviations, e.g., “ion”, “ing”
and inflected forms, e.g., “plural” to the base form of a word), and dependency parsing
(determining relations among linguistic units to the semantic level).

Typically, the NLP utilises rule or machine learning-based techniques. The rule-
based techniques focus on pattern matching rules for text processing. After processing
input texts as sequence of tokens, human effort is often required for defining patterns
over the tokens text, and finally the patterns are encoded as pattern-matching rules.
The machine learning algorithms such as Naı̈ve Bayes (NB), Hidden Markov Models
(HMM), Support Vector Machines (SVM), and Conditional Random Fields (CRF) are
used to learn the extraction of patterns from training text. This requires human involve-
ment for preparing a large training set. The usage of NLP significantly reduces effort
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by a human in document processing and information extraction. It also provides the
means for ensuring a more objective and consistent interpretation of regulatory docu-
ments [31].

Fig. 1. An overview of the proposed approach for process compliance management

3 Process Compliance Management

Typically, the critical computer-based systems are subject to certification for which
compliance is a mandatory requirement. It deals with adherence to the relevant regula-
tions. Compliance is often a manual act/process, which is complex and labour-intensive
endeavour. This section describes our proposed approach to facilitate process compli-
ance with standard documents. Its overview is shown in Fig. 1. We used the common
text preprocessing tasks to extract the most basic syntactic features, such as tokens,
PoS tags, word-based forms, and syntactic dependency relation between tokens (see
Sect. 3.1). An ontology is developed for the better interpretation of process elements,
such as roles, tasks, work products, phases and activities (see Sect. 3.2). Both syntactic
and semantic features are embedded in the rules developed for information extraction
and analysis (see Sect. 3.3). Information is structured and stored. The requirements, pro-
cess and compliance mappings during planning phase can be generated in EPF Com-
poser (see Sect. 3.4). Furthermore, the reverse compliance management of extended
or preexisting process models is supported during execution phase. In this context,
the compliance gaps and resolution measures are determined and informed, but the
changes, such as new elements are added in an automatic manner, after the approval
from process engineer (see Sect. 3.5).
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3.1 Text Preprocessing

Preprocessing aims to prepare the unprocessed text for further processing. In this paper,
the NLP tasks used for the text preprocessing include tokenization, PoS tagging, mor-
phology and syntactic dependency parsing. The aim of sentence splitting is to identify
each sentence in a text based on the boundary indicators (e.g., periods, exclamation
and question marks). Let us consider a standard requirement “The conductor shall be
assured of the independence and authority to perform the validation tasks”. Tokeniza-
tion is the process of splitting raw text (e.g., words, numbers, punctuations, symbols)
into pieces called tokens. ‘The’, ‘conductor’, ‘shall’, ‘be’, ‘assured’ and so on are tokens
in the above mentioned requirement. PoS tagging requires tokens as input. It assigns a
tag to each token based on its definition and context, i.e., relation with adjacent and
related word in a sentence. PoS tags for the requirement include NOUN (e.g., ‘con-
ductor’, ‘authority’, ‘validation’, ‘tasks’), VERB (e.g., ‘perform’) and auxiliary (e.g.,
‘shall’). Morphological analysis maps deviations and inflected forms to the base form
of a word. For example, through morphological analysis, ‘assured’ in the natural text is
recognized and mapped to the ontology concept ‘assure’. Dependency parsing includes
labelling relations among words for assigning a syntactic structure to a sentence. The
links of ‘assured’ include a noun chunk (nsubjpass) ‘conductor’ and AUX (auxpass)
‘shall’. If we take ‘perform’, then it has a dobj (direct object) ‘tasks’, which in turn has a
compound ‘validation’. Dependency parsing contributes in the NLP-based approaches
by generating phrasal/clausal tags for capturing more general text patterns, reducing
enumerations, and supporting full sentence analysis for information extraction [31,33].

3.2 Ontology Development

For the development of an ontology, the words or phrases are defined with their corre-
sponding categories or groups to prepare application-specific (semantics) features. The
ontology helps in better interpretation of extracted information, particularly the names
and assigned labels of all ontology concepts provide a basis for feature semantics. The
relationships between super- and subconcepts not only provide support for hierarchical
structuring, but also facilitate the pattern definition for rule-based matching. Figure 2
presents a partial view of the ontology developed inline with the space software engi-
neering processes. It has three main categories in the schema: ‘process’, ‘stakehold-
ers’, and ‘work products’. The process super concept includes ‘units of work’ that are
being performed throughout the project life cycle. Under the units of work, nine process
phases (subcategories) are defined, such as ‘requirements’, ‘architectural engineering’,
‘design and implementation’, ‘validation’, and ‘software delivery’ and ‘acceptance’,
etc. The process phases are decomposed into activities (subconcepts), which in-turn are
decomposed into tasks related requirements. For example, the ‘design and implementa-
tion’ concept (process phase) is categorised into three subconcepts (activities): ‘design
software items’, ‘coding and testing’, and ‘integration’. The design software items sub-
concept is further categorised into different groups, such as ‘develop design’, ‘interface
design’, etc.

The work product super concept is categorised into ‘deliverable’, ‘outcome’, and
‘model’ subconcepts. The deliverable represents a valuable output from a process that
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Fig. 2. Partial view of the developed ontology.

aggregates other documents or models to be delivered to a customer, or other stake-
holders. For example, ‘software product’ and ‘software release document’ for instal-
lation of software in the target platform. Similarly, the outcome is further categorised
into ‘documents’ and ‘reports’. The non-hierarchical relationships between concepts
are also identified and modelled to describe the semantic links between the concepts,
such as units of work may require the work product(s) as input and produce them
as output/outcome. For instance, the ‘integrate test plan’ and ‘test procedures’ sub-
concepts are linked with ‘software [unit/integration] test plan’ (SUITP) subconcept
under document. The model or artefact is also categorised into logical model, computa-
tional model, data model, functional model and failure model, etc. The role/stakeholder
defines actor who is involved in the project and responsible for performing a defined
work unit. The ‘stakeholder’ super concept is categorised into two groups: ‘type’ and
‘qualification’ subconcepts. In some standards skill term is used instead of qualification.
The type subconcept is further subcategorised into ‘individual role’ (e.g., customer, sup-
plier, designer, maintainer, etc.) and ‘team role’ for which many roles work together on
the same phase/activity, such as design team, development team, etc. The qualification
subconcept is categorised into three groups: ‘certification’ (e.g., degree in aerospace
engineering), ‘training’ and ‘work experience’.

3.3 Rule-Based Matching

Information Extraction. To carry out the information extraction and analysis, match-
ing rules are defined based on the syntactic features (e.g., POS tags, phrasal tags, etc.)
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and semantic features (ontology concepts and relations). The regular expressions are
used to develop these rules. The rule-based matching not only provide support for rec-
ognizing the target information for extraction but also resolving the conflicts in extrac-
tion. The standards are typically available inWord or Portable Document Format (PDF).
Sometimes the Excel file containing all standard requirements is available; therefore
the standard documents may need to be processed in conjunction. The part containing
standard requirements is located. In addition, the normative clauses that are organized
with respect to the processes/phases, part-based distinction criteria and hierarchical lev-
els in standard documents are determined. For the information extraction, the sequen-
tial dependency and hierarchical levels are given consideration. A sentence is usually
comprised of multiple concepts and relations. To reduce the ambiguities or errors in
sentences, they are analysed based on primary concepts and relations correspond to
the developed ontology. If the extracted information is matched with the super con-
cept, such as ‘architecture engineering’ in the ontology then the instance of information
is compared with corresponding subconcepts, for instance, ‘requirement analysis’ and
‘architectural design’, and so on.

The operators and quantifiers are used in the regular expressions to facilitate infor-
mation extraction from the complex sentences. They are usually composed of a number
of repetitive syntactic and/or semantic features. In particular, the operators are used
to determine how often the tokens are coordinated. For instance, an optional (?) oper-
ator indicates that there is at most one determiner in the phrase, asterisk (∗) opera-
tor indicates zero or more occurrences, negation (!) indicates not or no, and plus (+)
operator shows that there must be at-least one determiner in the phrase. The deontic
operator indicator is also used in the matching rules. It indicates the obligation, per-
mission, or prohibition requirement types [3]. Let us consider a requirement, “the cus-
tomer shall derive system requirements allocated to software from an analysis of the
specific intended use of the system ... ”. In this requirement, the text ‘derive system
requirements’ corresponds to the ‘system requirements’ concept from the ontology and
‘allocated to software’ corresponds to the instance of concept ‘allocate software’. The
text ‘shall’ in requirement indicates the obligation.

The requirements sentences and associated information, for instance, the expected
output (outcome), optional prerequisites (inputs), and identifiers are retrieved. The
expected output of verification of software products requirement, such as “Software
verification plan - verification process identification [DJF, SVerP; PDR]” is interpreted
as the output is part of the DJF (Design Justification File), contained in the SVerP (Soft-
ware Verification Plan) separated by comma and requested for the PDR (Preliminary
Design Review) that is separated by semicolon. The standard documents may contain
introductory material, scope, note, examples, and other supporting information, which
are marked as a “NOTE” or “EXAMPLE” [7]. This information is only for provid-
ing instructions in understanding, for interpretation or clarification of the associated
requirement or table, therefore this text is not considered as a requirement. The infor-
mation is further followed in the normative and informative parts of the standard when
necessary, for instance, to extract additional details of the prerequisites and work prod-
ucts (i.e., objectives, template and structure of the documents to be produced), roles
responsible for them (e.g., customer, supplier), and applicability based on the certain
tailoring criteria (criticality category).
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Structuring Format. During the planning phase, we supported the transformation of
extracted information into requirements, process models as well as compliance map-
pings for providing convincing justification about compliance. In particular, the rules
and ontology (concepts and relations) are used for structuring and mapping extracted
text to requirements and SPEM 2.0 compliant processes. The information extracted
from the standard documents is connected according to the semantic features that are
captured in the ontology and mapped into requirements i.e., guidance kinds Practice
under the MethodContent/ContentPackages. The requirements statements in standard
are not only mapped to the requirements, but also the tasks are created for them under
ContentPackages of the process plugin. The clause, part-based distinction criteria and
hierarchical levels in the standards are mapped as nested requirements (i.e., a require-
ment inside another requirement). This corresponds to the ontology concepts.

The extracted text concerning examples and note are mapped to the guidance kinds
i.e., example and guideline in SPEM that are linked to the corresponding process task.
The extracted information related to inputs or prerequisites are mapped to the work
products and linked to the corresponding task using mandatoryInput or optionalInput
relationship. Similarly, the expected outputs or deliverable are mapped to the work prod-
ucts as outcome, deliverable or model/artefact according to the subconcepts. They are
linked with task using output relationship. Typically, a task is assigned to a specific role,
who is responsible for the execution of work, if extracted text contained the stakeholder
information then an individual role (e.g., supplier, requirements manager or designer) is
created for the corresponding task. However, a group of roles (i.e., text corresponding
to team concept) is mapped to RoleSet under content category in EPF Composer. A
new task is created for each piece of information or standard requirement. The clause is
mapped to a process component in SPEM corresponding to top-level concept, whereas
hierarchical levels are mapped to phases and activities based on super- and subconcepts.
The mapping is focused on the Work Breakdown Structure of processes in EPF Com-
poser. The activities are subsequently populated by applying tasks from the method
content.

3.4 Generation of Requirements, Process and Mappings

In this subsection, we present our algorithmic solution for the generation of standard
requirements, SPEM 2.0 compliant processes, as well as compliance mappings in EPF
Composer. The requirements and process elements are generated in a structured way.
In particular, the specified mappings focus on the Method Content elements and Work
Breakdown Structure of process model (decomposed linked elements, such as phases,
activities etc.) in EPF Composer, as described in the previous subsection. It might be
noted that the EPF Composer is based on the Unified Method Architecture (UMA),
which defines library as a root container. Method plugins are divided into two primary
categories: method content and processes. Algorithm 1 shows the skeleton of our trans-
formation. It starts by creating a MethodLibrary in EPF Composer and then Method-
Plugin; four plugins are generated. In the Requirements plugin, the ContentPackage
is created for the main clause, i.e., top-level concept. Then, the contentElement guid-
ance kinds Practice (used for specifying requirement) is generated under ContentPack-
age. The subPractices, i.e., nested requirements are generated for all those instances of
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Algorithm 1. Generation of Requirements, Process and Mappings.
Input: Extracted and Structured Information of Standard Documents
Output: Information Generation in EPF Composer
while ExtractedInformation ! = null do

ifMethodLibrary = null then
Create MethodLibrary()
Create MethodP lugin()
...
for Requirements MethodP lugin do

Transform
(ContentPackage ← MainClause = TopLevelConcept);
for all RequirementConcepts in ExtractedInformation() do

(Practice ← superConcept) & (subPractice ← subConcept);
end for

end for
...
for Process MethodP lugin do

Transform
(ProcessComponent & ContentPackage ← MainClause
= TopLevelConcept);
for all Concepts in ExtractedInformation() do

//breakdownElements Activity, Phase in Processes
(Phase ← superConcept) & (Activity ← subConcept);
//generating contentElements
(Task ← LowLevelConcept);

end for
for Input & Prerequisite in ExtractedInformation() do

(WorkProduct ← Input & Prerequisite);
//Link WorkProduct to Task as optional/mandatoryInput

end for
for Stakeholder in ExtractedInformation() do

(Role ← Stakeholder);
//Link Role to Task as responsibleFor

end for
end for
...
forMappingRequirements MethodP lugin do

Practice.activityReferences;
//Link Practice to BreakdownElements Activity or Phase
subPractice.contentReferences; //Link subPractice to Task

end for
...

end if
end while

extracted information which corresponds to the subconcepts. In the Process plugin, the
ContentPackage and ProcessComponent are generated for the main clauses. The con-
tentElements, such as tasks, roles, work products are generated under ContentPackage.
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A delivery process in EPF Composer is contained in the metamodel class ProcessCom-
ponent. It is automatically created each time a delivery process or capability pattern
is created. After that, the BreakdownElements (Phases, Activities, and Milestones) are
created for extractedInfomation matched to super- and subconcepts. For each activ-
ity, corresponding tasks are assigned as TaskDescriptors. The phases and activities are
linked with the corresponding requirements (Practices) by using ‘activityReferences’,
whereas the tasks are linked with subrequirements (subPractices) through ‘contentRe-
ferences’ in MappingRequirements plugin. After the generation, the engineers can
extend by providing additional information to the process description like its version,
authors or team profiles required for the execution of the process. They may also ded-
icate their time for the manual production of portions of expected outputs/deliverables
that require human intervention.

3.5 Reverse Compliance of Process with Standard Documents

The reverse compliance of updated and extended process is required during the exe-
cution phase to detect inconsistencies, e.g., in work products. To carry out the reverse
compliance, the EPF Composer model needs to be processed in conjunction with the
extracted and structured information of standard documents. This not just gives the
possibility to verify the reverse compliance of extended model, but also the previously
existing process with the standard documents. It is noteworthy that the standards may
not present all the information, such as used tools and roles. On the other hand, the
customer or technical requirements and additional content elements are specified in
process models. We focus on the comparative analysis for identifying gaps and mea-
sures for their resolution instead of the generation or replacement of extended or pre-
viously existing process models. In particular, the analysis is performed to identify the
missing elements; for them, the potential candidates in process model are checked. The
similarity assessment of missing and potential candidate elements is carried out based
on their fields, such as name, description, roles and work products. The elements are
added in an automatic manner after the approval from process engineer. Furthermore,
the reverse compliance verification results include the list of elements containing suf-
ficient and insufficient information (i.e., detected fallacies); appropriate recommenda-
tions to resolve the particular deviations are although provided, but they strictly require
manual effort for resolving them [22].

4 Case Study

The ECSS Applicability Requirement Matrix (EARM) [5] is Microsoft Excel file
exported from the ECSS DOORS database containing all requirements with their
unique identifier, expected outputs, source reference, recommendations, permissions
and informative text (notes) of the respective ECSS standard. The ECSS EARM file
can be used for projects tailoring. A portion of the particular file that concerns ECSS-
E-ST-40C standard is shown in Fig. 3. ECSS-E-ST-40C standard [7] is one of the series
of European Cooperation for Space Standardization (ECSS) standards, which focuses
on software that is the part of space system product. This standard covers all aspects
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of space software engineering processes including requirements, design, verification,
validation, and operation, etc. The normative clause (clause 5) of this standard defines
the requirements for engineering software for space systems, applicable to any space
projects producing computer software. In this case study, we limit our attention to
clause 5.6 software validation process of ECSS-E-ST-40C standard, which consists of
three phases: validation process implementation, validation activities with respect to the
technical specification, and validation activities with respect to the requirements base-
line [7], which may contain various activities. Each phase or activity in turn consists
of one or more tasks, and each task is associated with one or more outputs, which are
given in the expected output section.

Fig. 3. Portion of the ECSS EARM.

The preprocessing of standard text is carried out (e.g., sentence splitting, tokeniza-
tion, PoS tagging, morphology and dependency parsing) for identifying syntactic fea-
tures as described in Sect. 3.1. In our previous work [25], the requirements related to
the tasks are identified by a hierarchical number, made up of four distinct digits of the
clause (e.g., 5.6.2.1), followed by a letter (e.g., a, b or c) to further distinguish them.
For instance, a requirement “The conductor shall be assured of the independence and
authority to perform the validation tasks” has an identifier “5.6.2.2b”. In circumstances
when several outputs are expected from a task, they are distinguished by a letter (e.g., a
or b) and the destination file of the output is indicated in brackets. The expected output
of ‘5.6.2.2b’ requirement is ‘Independent software validation plan - level of indepen-
dence [DJF, –; PDR]’, as shown in Fig. 3. This means that the output is the part of DJF,
and requested for the review PDR that is separated by semicolon. In addition to the num-
bering for organisation into hierarchical levels, the subsection names are extracted from
the word document for giving titles to the process component and phases. In this case,
the clause 5.6 “Software validation process” is extracted from the standard document
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and mapped to the ConentPackage and ProcessComponent of EPF Composer. In this
paper, the EARM file is used for extracting the target information elements, for exam-
ple, requirement description, expected outputs, and notes are automatically retrieved. In
case of ontology-based information extraction, the structuring can be supported without
extracting numbering sequences and the need for locating names of process component
and phases in the word version of standard can be excluded. However, there is still a
need for locating text in the word version of ECSS-E-ST-40C standard for obtaining
additional details, such as document content at milestone (e.g., PDR/SWRR). In this
paper, the ontology and rule based matching is carried out for identification and extrac-
tion of target information elements, and their organisation into hierarchical levels as
described in Sect. 3.3. By considering the ontology concepts and relations, the map-
ping of subconcepts supports in determining the top-level concepts and structuring in
process component, phases and activities in an automated way. The names given to the
process component, phases and activities are retrieved from the ontology.

Fig. 4. Generated requirements and process model

The requirements, process model and compliance mappings are automatically gen-
erated in EPF Composer. In particular, a method library and four method plugins are
generated: (1) CustomizedIcon plugin; (2) Requirements plugin; (3) Process plugin and
(4) MappingRequirements plugin. Figure 4 shows the generated requirements and the
process model compliant to the SPEM 2.0. The super concepts of ontology under the
validation are generated as high-level requirements i.e., Practices in EPF Composer
(e.g., Validate process implementation, Validate technical specification, and Validate
requirements baseline), whereas the next hierarchy level under these subconcepts is
regarded as subrequirements (e.g., Establish validation process, and Select ISVV orga-
nization). Finally, the requirements that have outputs and matched with low level con-
cepts are created as subsubrequirements (e.g., Project warrants and Assure indepen-
dence). In the Process plugin, the content elements are generated under ContentPack-
age, such as tasks (e.g., Project warrants and Validate tests), work products (e.g., Soft-
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ware validation plan as outcome, and Software user manual as deliverable), roles (e.g.,
conductor and supplier), and notes as guidelines. The work products, responsible roles
and guidelines are linked to the corresponding task. The ProcessComponent i.e., Deliv-
eryProcess is created for the standard clause (i.e., top-level concept) in EPF Composer.
Similar to the nested requirements, a Work Breakdown Structure of a process is gener-
ated (i.e., phases and activities). For each activity corresponding tasks are associated as
TaskDescriptors.

In the MappingRequirements plugin, high-level requirements are associated to
phases, all subrequirements are associated to activities and subsubrequirements are
associated to tasks. The content elements such as tasks, work products, roles, which are
the part of process are linked to the corresponding standard requirements through con-
tentReferences; whereas the phases and activities in process are linked to the require-
ments through activityReferences. The generated requirements and process can evolve
during the life cycle. In the absence of ontology-based NLP approach for automatic
extraction of information from standard documents and generation of requirements,
process models and compliance mappings, engineers would have to model them manu-
ally which is regarded as complex and labour-intensive. During the reverse compliance
management, the missing process elements and insufficient information (i.e., fallacies)
are detected in process and corresponding measures for their resolution are informed to
the engineers. The missing elements are automatically added after approval; however,
the insufficient information need to be manually added by engineers.

5 Related Work

The discussion of related work concerns three topics: 1) ontology-based information
extraction, 2) process extraction, and 3) compliance management.

5.1 Ontology-Based Information Extraction

Anquetil et al. [2] defined an ontology for software maintenance that is divided into five
subontologies: 1) the concepts of software system ontology include software system,
users, and documentation; 2) the computer science skills ontology contains concepts
such as computer science technologies, modelling and programming languages; 3) the
concepts of modification process ontology include modification request and mainte-
nance activity; 4) the concepts of organisational unit and directive are part of the organ-
isational structure ontology; and 5) the application domain ontology associates domain
concepts with the tasks to be performed. Post-mortem analysis is applied for elicit-
ing maintenance knowledge. However, the authors have not considered the information
extraction using NLP. Zhou and El-Gohary [33] integrated domain-specific preprocess-
ing techniques, a deeper domain ontology, and sequential dependency based/cascaded
extraction methods for automatic extraction from building energy conservation codes.
Similarly, the research in Xu and Cai [31] used the ontology and rule-based NLP to
automate the interpretation of textual regulations on underground utility infrastructure.
The authors incorporated both syntactic and semantic features in the extraction rules.
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The ontology developed in this paper concerns space system software engineering pro-
cesses and is in accordance with the ECSS-E-ST-40C standard. Similar to the works
by Zhou and El-Gohary [33] and Xu and Cai [31], in this paper, the ontology based
information extraction is carried out.

5.2 Process Extraction

The research in Friedrich et al. [8] focused on the generation of BPMN process model
from natural language text. In particular, they utilised existing syntax parsing and
semantic analysis mechanisms in combination with anaphora resolution. The sound
and complete models, often with elements such as lanes or data sources are gener-
ated. van der Aa et al. [1] extracted declarative process models from textual descrip-
tions. The authors extended existing NLP techniques for identifying activities and their
inter-relations from textual constraint descriptions. Based on the extracted components,
the declarative constraints are generated that aims at capturing the logic defined in the
textual description. Yanuarifiani et al. [32] proposed a methodology for mapping the
requirements ontology to BPMN elements and generating the BPMN XML file. The
requirements ontology consists of three classes: action, position and object. Qian et
al. [27] proposed a hierarchical neural network to extract process models from process
texts. They focused on the coarse-to-fine grained learning mechanism, training multi-
grained tasks in coarse-to-fine grained order, to apply the high-level knowledge for the
low-level tasks. The published studies primiarily focused on the extraction from tex-
tual descriptions and generation of BPMN model elements. Both SPEM and BPMN
are OMG specifications. SPEM 2.0 provides additional information structures needed
for the processes modelled with UML 2.0 activities or BPMN to describe an actual
development process [26]. We targeted the ontology-based NLP of standard documents
for automatic generation of requirements, a broad set of SPEM-based process elements
including tasks, roles, work products, phases and activities, as well as compliance map-
pings. The requirements, process and mappings are generated in EPF Composer.

5.3 Compliance Management

Sànchez-Ferreres et al. [29] used existing NLP techniques for aligning a textual descrip-
tion and a process model. They converted both inputs (text and BPMN) into an identi-
cal representation of feature vectors and compared them by means of standard distance
metrics. Winter et al. [30] also exploited the NLP to enable assessment of compliance
between a set of paragraphs from a regulatory document and BPMN models. Deli-
cado et al. [4] introduced an online platform called NLP4BPM that converts a textual
description into a BPMN model and vice versa. The platform also computes the align-
ment between two BPMN models and a textual description with a BPMN model. The
presented interface adapted or modified techniques appeared in the last years [8,20,29].

Governatori et al. [11] exploited the SemanticWeb technologies and languages, such
as LegalRuleML, to manually model a legal document. The authors annotated the repre-
sentation of norms and the BPMN process tasks with the LegalRuleML semantic model
to perform compliance checking using Regorous–a business process regulatory compli-
ance checker. Ardila et al. [3] presented the transformation of SPEM 2.0-compatible
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requirements and process models into input models of Regorous to perform compli-
ance checking. However, not only standards information is manually extracted but also
requirements and process models are manually modelled in EPF Composer. Jiang et
al. [19] proposed a consistency and compliance checker framework that analyses the
consistency of a set of regulations itself and also verifies the process compliance with
a set of interrelated regulations. However, the translation of natural language regula-
tions into a formal model is manually performed. In this paper, we used the rules in
which both syntactic and semantic features are encoded for information extraction from
standard documents. The extracted information is stored and used for comparison with
the process model; specifically, for identifying gaps and their corresponding resolution
measures during reverse compliance management.

6 Conclusion and Future Work

This paper leverages the ontology-based NLP for process compliance management with
standard documents. An ontology is developed to facilitate the better interpretation of
software system engineering processes. Rules are defined using regular expressions for
information extraction in which both syntactic features captured using NLP tasks (POS
tags, phrasal tags, etc.) and semantic features (ontology concepts and relations) are
encoded. The extracted information such as requirements are mapped to their seman-
tics via ontology. The ontology not just supports the information extraction, but also its
structuring for which a broad set of SPEM-based process elements are considered, such
as tasks, roles, work products and phases. At the planning phase, we supported the gen-
eration of requirements, processes and mappings in EPF Composer. However, to carry
out the reverse compliance management of pre-existing or extended process model,
the gaps with extracted information are detected and potential resolution measures are
informed; missing elements are added after the approval from process engineer. The
applicability of the proposed approach is demonstrated for the ECSS-E-ST-40C com-
pliant space system software engineering standard.

This work is limited to the extraction and compliance management with software
engineering processes embedded in a space standard. However, we need to conduct
further detailed evaluations for stabilisation of information extraction from other stan-
dards. In the future, we also aim to consider the extraction of process models from digi-
tal twins [15,23]. Furthermore, we plan to leverage the NLP for transforming assurance
(safety and security) cases [16,24] from free text or tabular to the graphical Goal Struc-
turing Notation (GSN) format. Another direction for future work is to use the NLP for
assessment and change management of process- and product-based assurance argument
fragments.

Acknowledgment. This work is partially supported by FiC project funded by SSF (Swedish
Foundation for Strategic Research). The first author has also participated during the tenure of an
ERCIM “Alain Bensoussan” Fellowship Programme.



Ontology-Based Natural Language Processing 325

References

1. Van der Aa, H., Ciccio, C.D., Leopold, H., Reijers, H.A.: Extracting declarative process mod-
els from natural language. In: 31st International Conference on Advanced Information Sys-
tems Engineering, CAiSE 2019, pp. 365–382. Rome, Italy (2019). https://doi.org/10.1007/
978-3-030-21290-2 23

2. Anquetil, N., De Oliveira, K.M., De Sousa, K.D., Dias, M.G.B.: Software maintenance seen
as a knowledge management issue. Inf. Softw. Technol. 49(5), 515–529 (2007). https://doi.
org/10.1016/j.infsof.2006.07.007

3. Ardila, J.P.C., Gallina, B., Muram, F.U.: Transforming SPEM 2.0-compatible process models
into models checkable for compliance. In: International Conference on Software Process
Improvement and Capability Determination, SPICE 2018, Tessaloniki, Greece, pp. 233–247
(2018). https://doi.org/10.1007/978-3-030-00623-5 16
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Abstract. During the testing stage in the software development life cycle, devel-
opers can take advantage of combining the requirements specification with the
testing specification. This will allow the specification of the tests to require less
manual effort, since, they can be defined or generated automatically from the
requirements specification. The requirements specification will thus be based on
a more structured language, gaining in quality and reducing ambiguity, inconsis-
tency, and inaccuracy. In this research work, the UI-Test model-based method-
ological framework and its tool support are proposed. Both of these can generate
evidence based on the specification of agile user stories that are used in the valida-
tion of the functional requirements that must be included in the final version of the
user interfaces of the developed software. Our proposal makes use of two model
transformations to obtain the test scripts from user stories that will be applied
in the process using SikuliX for automated visual UI testing. The results of the
empirical evaluation of the effectiveness and user experience of the framework
and its tool support suggest that the UI-Test tool can benefit testers by confirming
that the actions proposed in the user stories can be run on the UIs.

Keywords: UI-Test · Visual UI testing · User stories · Test scripts ·Model-based
testing · Testing framework

1 Introduction

In the field of Software Engineering, agile software development methodologies have
gainedmomentum because of their benefits to software developers in the software devel-
opment life cycle (SDLC) [1]. In this context, organizations are increasingly deploying
agilemethodologies in their software development projects in order to efficiently produce
higher quality software in a shorter period of time. This methodology enables a software
developer to be more flexible and responsive to changing environments and customer
demands. However, it has been pointed out that agile methods largely ignore issues of
designing the user interface (UI). To some extent this is understandable: agile processes
are highly iterative and incremental, while traditional approaches to user interface design
have been big-bang with heavy reliance on upfront design [2].
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The Agile Model-Driven Development (AMDD) method, which combine Model-
driven Development (MDD) and Agile Development [3] has many benefits for devel-
oping suitable solutions by means of a better understanding of the requirements [4].
In the agile method there is no requirements freezing, they are obtained using a face-
to-face conversation with the stakeholders, and the solutions change over time based
on the requirements [5]. In this context, developers have a problem: how to test the
software to seek evidence that the requirements specified by the stakeholders are sat-
isfied by the software. Our proposal considers visual testing for both user interface
types: Graphical User Interface (GUI) and Web User Interfaces (WUI) and it checks if
the requirements previously defined in the software development life cycle have been
included in the implemented software product. However, designing and executing test
cases is very time-consuming and error-pronewhen donemanually and frequent changes
in the requirements reduce the reusability of these manually written test cases.

In the software development life cycle, there are several available techniques for
requirements testing when the software engineers require them. In our research work,
we use the requirements specification obtained from the stakeholders in order to describe
user stories [2]. We then derive a task-based test model using ConcurTaskTree (CTT) [6]
by applying a parsing process to the user stories to describe test scenarios with abstract
test cases. The next step generates concrete test cases by means of a semiautomatic
process in test scenarios. At this point the test cases are transformed into test script by
applying model transformations and SikuliX language1, which is a standardized test
language for UI-based testing.

Two research approaches were used to evaluate the proposed UI-Test tool: a quali-
tative evaluation to measure the user experience quality of the proposal with seventeen
subjects, and a quantitative evaluation to measure the effectiveness of the test cases
generated by the tool.

The contributions of this paper are: (1) an extension of the UI-Test, a model-based
testing framework described in [7] and its tool support, (2) an empirical evaluation of
the framework which was applied in order to assess effectiveness and user experience
in two scenarios: using (i) GUI and (ii) WUI, described in this paper.

The rest of this paper is structured in 5 sections. Section 2 presents the background of
related topics and also introduces related works. Section 3 includes the description of the
UI-Test framework and the tool support implemented to test the proposed approach. In
Sects. 4 and 5, the empirical evaluations are described. Section 6 contains a discussion
of the results. Section 7 summarizes the threats to validity and Sect. 8 includes our
conclusions and our plans for future work.

2 Background and Related Work

Within Agile methods, user stories are mostly used as primary requirements artefacts
and units of functionality of a software project [8]. Typically, a user story includes three
components (Fig. 1): (1) a short description of the user story used for planning (Who?),
(2) conversations about the user story to discover the details (What?), and (3) acceptance
criteria (Why?) [6].

1 http://sikulix.com/.

http://sikulix.com/
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Fig. 1. A user story template.

ConcurTaskTree belongs to the family of hierarchical task analysis notations, the
most common approach to task analysis [6]. UsingConcurTaskTree as the taskmodelling
notation has some advantages [10]: (i) the models are at a level of abstraction familiar
to user interface designers/developers; (ii) testing will follow the anticipated use of the
system; and, (iii) the cost incurred in developing the oracle is much reduced.

UIs are composed of graphical objects called widgets, such as buttons, text fields,
menus, etc. Users interact with these widgets (e.g. press a button) to produce an action
that modifies the state of the system [8]. This type of user interface is used in this research
work for UI testing. Regarding the types of faults that can occur in an UI, we consider
the classification presented by Lliet Lelli et al. [9], which considers two groups: user
interface faults and user interaction faults.

According to the related literature, there are three generations of automated GUI-
testing [9]: the first generation relies on GUI coordinates but is not used in practice due
to unfeasible maintenance costs caused by fragility to GUI change. Second generation
tools instead operate against the system’s GUI architecture, libraries or application pro-
gramming interfaces. Whilst this approach is successfully used in practice, it does not
verify the GUI’s appearance and it is restricted to specific GUI technologies, program-
ming languages and platforms. The third generation, referred to as Visual GUI Testing
(VGT), is an emerging technique in industrial practice with properties that mitigate the
challenges experienced with previous techniques.

Visual UI Testing is an emerging technique in industrial practice and uses tools
with image recognition capabilities to interact with the bitmap layer of a system, i.e.
what is shown to the user on the computer monitor. SikuliX, JAutomate, etc. are some
examples of tools that apply this type of testing. In this research work we use SikuliX
[7], a standardized test language for visual UI-based testing (VGT) on GUI and WUIs.
Alégroth et al. [10], in their study related with challenges, problems and limitations
(CPL) of VGT in practice, their main conclusion is still that VGT is a valuable and cost
effective technique with equal or even better defect-finding ability than manual testing.

In the following paragraphs, we describe several works reported by the related
literature in the automated testing field.

In the context of the generation of test cases from agile user stories, Rane [11]
developed a tool to derive test cases from natural language requirements automatically
by creating UML activity diagrams. However, their work requires the Test Scenario
Description and Dictionary to execute the test case generation process. The authors
developed a tool that uses NLP (natural language processing) techniques to generate
functional test cases from the free-form test scenario description automatically.

Elghondakly et al. [12] proposed a requirement based testing approach for automated
test generation for Waterfall and Agile models. This proposed system parses functional
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and non-functional requirements to generate test paths and test cases. The paper proposes
the generation of test cases from Agile user stories but does not discuss any implemen-
tation aspects such as the techniques for parsing, or the format of the user stories that
are parsed. This implementation does not follow a model-based approach.

Finsterwalder,M. [13], reports howheuses automated acceptance tests for interactive
graphical applications. However, according to the author, it is difficult to automate tests
that involve GUI intensive interactions. To test the application in its entirety, tests should
actually exercise the GUI of the application and verify that the results are correct. In
extreme programming (XP), the customer writes down small user stories to capture
the requirements and specifies acceptance tests. These tests are implemented and run
frequently during the development process.

Tao, C. et al. [14] propose a novel approach to mobile application testing based on
natural language scripting. A Java-based test script generation approach is developed
to support executable test script generation based on the given natural language-based
mobile app test operation script. According to the authors, a unified automation infras-
tructure is not offered with the existing test tools. In order to deal with the massive
multiple mobile test running, there is a lack of well-defined mobile test scripting meth-
ods, so that test automation central control is needed to support behaviour-based testing
or scenario-based testing at multiple levels.

Ramler et al. [15], describe the introduction of Model-based Testing (MBT) for
automated GUI testing in three industry projects from different companies. Each of the
projects already had automated tests for the GUI but they were considered insufficient
to cover the huge number of possible scenarios in which a user can interact with the
system under test (SUT). MBT was introduced to complement the existing tests and to
increase the coverage with end-to-end testing via the GUI.

Kamal [16] presents a test-case generationmodel to build a testing suite forwebpages
using their HTML file. The proposed model has two branches. The first one focuses on
generating test cases for each web-element individually based on its type. The other
branch focuses on generating test cases based on different paths between web-elements
in the same webpage.

Coppola et al. [17] provide a detailed and fine-grained taxonomy of themodifications
performed on the production code of Android apps, which may trigger the necessity for
maintenance of test suites. The authors believe that the fragility issue – a problem that
has already been explored extensively in the field of web applications – can seriously
hinder large-scale use of automated testing for Android apps.

Silva et al. [18] describe an effort to develop tool support enabling the use of task
models as oracles for model-based testing of user interfaces. The subject of interest in
their research is the test oracle that will be used as a measure of the implementation
quality.

Our contribution is a model-based framework to apply visual UI testing with the aim
of checking if all the user story requirements of a software system are included in the
final version (UI) of the developed software product. For this we use a task model, a
parsing process and transformations using Java and SikuliX language.

Table 1 Summarizes the related work included in this section.
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Table 1. The related work: a summary

Paper Proposal Pros Cons

[11] Generation of test cases
from user stories

Automation by creating
UML activity diagrams

Requires the dictionary and
description of the test
scenario to run the process

[12] Requirements-based
approach to automated test
generation for waterfall and
agile models. Generation of
test cases from user stories

This proposed system
analyses the functional and
non-functional
requirements to generate
test routes and test cases

Does not discuss any
implementation aspects
such as analysis techniques
or the format of the user
stories being analysed.
Does not follow a
model-based approach

[13] Automated acceptance
testing for interactive
graphics applications

Requirements capture
through user stories.
Acceptance tests are
specified. The client gains
confidence in the
functionality of the
developed application

To fully test the
application, the tests
should exercise the
application GUI and verify
that the results are correct

[14] Natural language scripting
based mobile app testing.

Executable tests based on
the natural language based
mobile app test operation
script

There is a lack of a
well-defined mobile test
script method to deal with
the mass execution of
multiple mobile tests

[15] Test-Based Models (MBT)
for Automated GUIs

MBT was introduced to
supplement existing testing
and to increase coverage
with end-to-end testing via
the GUI

Automated tests are
considered insufficient to
cover the large number of
possible scenarios

[17] Check the status of Android
Widget-based GUI Testing
considering fragility of test
suites

The authors aim at
validating and extending
the taxonomy through the
application of more
rigorous procedures based
on grounded theory

Automated GUI testing
comes with a high cost in
term of deployment and
maintenance, and the rapid
evolution of Android GUIs
may exacerbate those costs
for developers

[18] Develop tool support
enabling the use of task
models as oracles for
model-based testing of user
interfaces

They have shown in their
research work that task
models, despite limitations,
can be used to generate
oracles economically in an
interactive systems model
based testing context

They have found
limitations to generate the
test oracles directly from
task models
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3 UI-Test Framework: Our Proposal and Tool Support

This section describes the proposed approach (Fig. 2) in two stages: test derivation and
visual testing. To demonstrate and discuss the suitability of the approach, we applied
it on the Microsoft Notepad application. This application was selected because this is
a common and well-known application for readers, which facilitates the explanation
of the approach. We implemented a tool support using the Eclipse2 platform and Java
programming language. This tool support can be used in three platforms: Microsoft
Windows, Linux,MacOS because the Java Virtual machine is available in each platform.

3.1 Test Derivation

In this first test derivation stage, we defined six steps:

Step 1. We need the requirements specification obtained from the stakeholders by some
method (e.g., requirements specification using natural language, using case analysis,
using the Quality Attribute Workshop – QAW, or global analysis) [19]. The mod-
eller/requirements engineer then writes the user stories based on the requirements. In
this case, we consider only the functional requirements because this type of requirement
mainly involves actions on UI.

Fig. 2. The approach proposed.

2 www.eclipse.org.

http://www.eclipse.org
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User stories follow a standard predefined format [8] to capture three aspects of a
requirement: (1) who wants the functionality; and (2) what functionality the end users
or stakeholders want the system to provide. The user stories are written according to the
template (Fig. 1) and then they are stored in a text file. An excerpt of the user stories
defined for Notepad application is shown in Fig. 3.

In this version of the tool support, the user stories are included in UI-Test by “copy
and paste”. In this context, we check all user stories in order to confirm that each user
story is written according to the aforementioned template (Fig. 4).

Step 2. In the second step, we use the previously inserted user stories in the tool support
as a basis for the test model derivation (i.e. task model). As mentioned in the previous
section, we use CTT to represent the task model by means of an XML file to describe
the tasks included in the model following the syntax defined in CTT. Figure 5 shows an
excerpt from a CTT file describing a task.

Fig. 3. An excerpt of the user stories defined in Notepad.

Fig. 4. Including the user stories in UI-Test.

We derived a task-based test model based on CTT by using a parsing process on the
user stories to describe the test scenarios with abstract test cases. This process is iterative
when each user story is translated to a task model using the CTT syntax. This derivation
process is based on the relations established between the user stories specification and
the syntax of the task model. It is possible to associate the user story concepts with the
task model syntax and some of the keywords made available by an application (e.g.
Notepad, Calculator, etc.). These keywords are associated with the main menu and its
options in an application (e.g. File, Edit, Format, etc.) and these keywords describe the
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Fig. 5. An extract from a CTT tree describing a task.

steps required to do an action. For instance, the sequence of commands “Format” and
“Font” permits changes to the text font, font style and size of the text in a document
using a text editor.

The result obtained in this step obtains a tree containing the information of each
node of the task model. Each node of the tree is defined by three fields: (a) the task to
be done (“Save a Document”); (b) if each node has children, the reference to each child;
(c) the relationship with other nodes of the tree. The relationships are created by default
as interleaving (|||), since tasks can be performed in any order. However, the tester can
change them by editing the CTT model.

Step 3. Test scenarios are obtained in this step, which is based on the definition of
different paths obtained as a result of applying two basic operations in the CTT tree:
enumerating (to traverse the tree) and searching (to find a specific node).

In order to generate test scenarios, we need to traverse the tree. In the example (see
Fig. 6) on Notepad, a first scenario can be obtained when the tree is traversed from the
root node (Managing Document in Notepad), and then the left node is visited (Open
Document). Other test scenarios can be obtained when we start in the root node and
then visit the central node (Edit Document). Considering this last node as the root of the
subtree, then the next node to visit is “Save Document”, the next is “File name:” and
the last node is “Save”. In this traverse, we need to consider the relationship between
nodes in order to define the next node to visit. The relationship is shown by the temporal
operations defined in the ConcurTaskTree [20].
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Fig. 6. An extract of CTT tree describing a task of the Notepad example.

Step 4. Now, it is required to complete the test scripts generated in the previous step by
using locators for selecting the target widgets. In this case, the locators are referred to as
(i) path to an image file or (ii) just plain text (e.g., file name in Fig. 7, right side), which
can be used as a parameter of the widget (UI element image).

Fig. 7. Sequence of steps in Notepad to save a document

In this work we include widgets for input data or to do an action, except widgets
such as the scroll bar and sliders. Table 2 gives some examples of widgets used in
Windows/Web applications.

An application typically contains some elements (widgets) such as buttons, text
fields, links, etc. in its user interface, which allow the user to perform some previously
defined action in the application, a type of interaction between the user and the applica-
tion. Each of these elements has a specific locator, which identifies it from other elements
in the UI. During visual UI testing, these elements are used to locate a certain position
defined by the test case. In order to automate the test script generation and execution,
it is necessary to identify these locators to include respective UI elements of the user
interface during the execution of the test. The value of the required variables must be
entered by the tester (e.g. filename of a file, text to search, etc.) using the tool support
(see Fig. 8).
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Table 2. Examples of widgets

GUI widget Action WUI widget Action
Save a file/image Activate a menu

Enter a text Reload a web page

Checkbox A hyperlink/button

Fig. 8. Interface for specifying variables in the tool.

Step 5. Test scripts are generated in this step. The generation process is based on rela-
tions established between the user story specification (see Column 1 in Table 3) and UI
widgets (see Column 2 in Table 3) and SikuliX code (see Column 3 in Table 3). It is
possible to associate the UI concepts with the UI-Test framework syntax and some of the
keywords made available in the menus and the user interface of the Notepad application
(see Table 3).

Table 3. Elements and functions of SikuliX to save a file in Notepad (adapted from [7]).

Task Type from User Story UI element Generated Code

Start the application Screen s=new Screen();

select/order/filter an option in the application Button s.click($locator)

Element

Edit a field text in the application Text field s.type($locator,“text”);
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3.2 Visual UI Testing

In this second stage, called visual UI testing, we define two steps which are described
below:

Step 6. The elements and functions of SikuliX and the code to apply UI-based testing
in an application (e.g. Notepad) in order to evaluate our proposal is written and shown
in Fig. 9. We can use the Eclipse editor or any text editor to check this source code.

Firstly, SikuliX finds a text field button and writes “Notepad” and clicking “Enter”.
The process to do an action in the application is then started. In the excerpt of the source
code shown in Fig. 9, we can see how the elements included in Table 3 are used. When
the application is running and the user select the “File” option in the Notepad menu, the
“Save” option is selected. The script identifies a text field in which the user types the
file name. The last step is to click on the “Save” button. In the same figure, we can also
see the sentence “s.wait(1.0)” which is equivalent to the time period to wait to load the
application (e.g. Notepad) and that its interface is active and able to execute the tests on
its elements.

Fig. 9. An excerpt from a source code to apply UI-based testing in Notepad.

Step 7. Once the script is completely filled in, the tests are run and the test results are
displayed. In this test we select the “File” option, then click on the “Save” option to save
a file in Notepad running in Microsoft Windows 10. We need to type the file name and
then click on the “Save” button” to save the file on the hard disk of the computer. At
the end, the test returned one result as expected and so the generated test suite could not
find any faults (Fig. 10).

On the other hand, if the UI locator (image/text) cannot be found, SikuliX will stop
the script by raising an Exception FindFailed, so that the test found a fault (Fig. 11).

There are several reasons why the exception will be triggered: (a) a UI locator of
the interface is disabled, (b) the image of a UI locator included in the interface was not
assigned correctly by the tester, or (c) the value of a variable has not been assigned. In all
these cases, the tester needs to analyse the results to verify (i.e. detect test inconsistencies
and problems) and validate (i.e., ensure that the customer requirements are correctly
captured) the requirements specification.
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Fig. 10. Script text written in SikuliX to run the “Save” option in Notepad.

Fig. 11. Exception FindFailed when the test failed in SikuliX.

4 Quantitative Evaluation

Since the evaluationwasmotivated by the need to assess the effectiveness of the proposed
framework for visual UI testing we conducted two evaluations, one qualitative and one
quantitative. This first evaluation was a quasi-experiment carried out in June 2021.
This section describes the goal of the study and the research questions, variables and
metrics used, the analysed applications, and the experimental settings of the quantitative
evaluation.
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4.1 Goal

The approach we have used in our experiment is the Goal, Question, Metric (GQM)
methodology. Using the GQM’s goal template. The goal of the study is to analyse the
effectiveness of the test cases generated by the UI-Test tool for the purpose of carrying
out an evaluation with respect to its execution coverage from the point view of the testers
in the context of UI type (i.e. GUI and WUI) for ten real applications.

4.2 Research Questions

The following research question was derived from our goal:

• RQ1: How does the UI type influence the effectiveness of the test cases generated by
UI-Test tool when testing user stories at the visual level?

4.3 Hypothesis

The following hypothesis was defined. The null hypotheses (represented by the subscript
0) corresponds to the absence of an impact of the independent variables on the dependent
variables. The alternative hypothesis shows the existence of an impact and is the expected
result.

• H10: The UI type does not influence the effectiveness of the test cases generated by
UI-Test tool in validating user stories at visual level.

4.4 Variables and Metrics

In this study, the following variables were identified:

a) Independent Variables
• Selected UI Type. We considered two types of UI:

– Windows-based UI (GUI): these applications can only be accessed from the
system in which it is installed and has a graphical user interface.

– Web-based UI (WUI): a web application that can be accessed from any system
through the Internet browser.

b) Dependent Variables and Metrics
The following dependent variable was considered and was expected to be influ-

enced to some extent by the independent variable. In this study the effectiveness of
the test cases generated by UI-Test tool when validating user stories in application
UI is measured by:
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• Test Execution Coverage (TEC) Percentage. This is also called the executed
tests and is the percentage of passed/executed tests out of the total number of tests.
The advantage of this metric is that it gives an overview of the testing progress by
counting the number of passed and failed tests.

TEC = number of test cases run

Total number of tests to be run
x100% (1)

4.5 Analysed Applications

Ten popular applications were used for this first study, which contains a variety of input
widgets that can be tested at the UI level, including buttons, text fields, icons, menus,
check boxes, and hyperlinks. We selected 5 applications with GUIs and 5 with WUIs
(See Table 4).

Table 4. Widgets types of the selected applications.

Application UI 
type

Button Text 
field 

Icon Menu Radio 
Button 

Check 
Box

Hyper 
Link

App1: Eclipse is an open source 
platform with a set of programming 
tools.

GUI

App2: Microsoft Word is an office 
suite. 

GUI

App3: Microsoft Excel is a spread-
sheet.

GUI 

App4: Windows Calendar is a per-
sonal calendar application.

GUI 

App5: Windows Mail is an news-
group and email client

GUI 

App6: Youtubea is a website dedi-
cated to sharing videos.

WUI

App7: Google Translatorb is a free 
service that translates words, phrases 
and web pages into more than 100 
languages.

WUI

App8: Netflixc is a streaming ser-
vice.

WUI

App9: Facebookd is a social net-
work.

WUI

App10: Instagrame allows users to 
edit and upload photos and videos.

WUI

a https://www.youtube.com
b https://translate.google.com/
c https://www.netflix.com/
d https://www.facebook.com
e https://www.instagram.com/
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4.6 Experimental Procedure

This section describes the details of the experimental setup including the applica-
tions used, instrumentation, data collection, and analysis. Figure 12 summarizes the
experimental process, which involved the following eight steps:

Choose the Applications. The selected applications are described in Sect. 4.5. These
applications are of different sizes and domains (e.g. email, social network, translator
service, etc.). The applications are real cases and were selected because they contained
the UI widgets required for using the UI-test tool.

Write the User Stories. For this phase we did a reverse process to what should be done
normally. We select real applications already implemented and write user stories that
describe how theywork. 187 user stories were then randomly selected for our 10 selected
applications. For each user story, a syntax analysis was performed by using the UI-Test
parser to ensure that the user story was valid and could be used in the testing process.
The reader is referred to URL (https://xurl.es/5un0l) for a more detailed information.

Fig. 12. Experimental procedure for measuring effectiveness of the UI-Test using 10 UIs.

Generate Test Scenarios. Each user story is transformed into an executable test script
by using the respective UI-Test module (see Step 1 in Sect. 3.1).

Add UI Locators and Variable Values to Test Scripts. The values were specified
manually for each test scenario.

Execute Test Scripts on Applications and Collect Data. Each test script was exe-
cuted using the SikuliX tool. The status of the test scripts (i.e. passing/failing/not
executable) were manually registered.

https://xurl.es/5un0l
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Analysis of Testing Results. Finally, the value of execution coverage of theUI-Test test
scripts is calculated from the information recorded in the previous stage. These results
are given in the next Section.

4.7 Analysis and Interpretation of Results

This section describes the analysis and interpretation of the results related to our response
variable for RQ1. The Statistical analysis was carried out on the Statistical Package for
Social Sciences (SPSS).

Since the first research question (RQ1) was aimed at evaluating the execution cov-
erage of the UI-Test tests, we compared the number of tests that could be executed by
UI type (i.e. GUI and WUI) in the different selected applications. Table 5 shows the
number of the user stories used with the tool (column 2), and the rate and percentage of
the execution coverage (columns 3 and 4) of the tests generated for each application.

Shapiro-Wilk tests were performed to evaluate the samples normality. We used this
test as our numerical means of assessing normality because it is more appropriate for
small sample sizes (<50 samples).

Table 5. Results of the coverage of the test script generated by UI-Test.

Software application Selected user stories Execution coverage

Rate Percentage

App1 13 0.8 80%

App2 12 0.6 60%

App3 12 0.6 60%

App4 19 0.8 80%

App5 24 0.9 90%

App6 24 0.8 80%

App7 24 0.6 60%

App8 11 0.6 60%

App9 24 0.8 80%

App10 24 0.4 40%

Total 187

Since all Sig. values for the Shapiro-Wilk testswere 0.201 forGUI and 0.314 forWUI
(see Table 6). As these variables follow a normal distribution (>0.05), we considered
both UI types as independent groups. The T-Student test was used to test the first null
hypothesis (H10). Figure 13 shows the box-plot containing the execution coverage per
UI type and Table 7 shows the mean and standard deviation.
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Table 6. Tests of Normality for Execution Coverage metric.

UI Type Shapiro-Wilk

Statistic df Sig

Coverage GUI ,852 5 ,201

WUI ,881 5 ,314

Table 8 shows the results of theT-student test.Wedid not find a statistically significant
difference between the execution coverage ofGUIs (M= 0,74;DE= 0,13416) andWUIs
(M= 0,64; DE= 0,16733) t(8)= 1,043, p= 0,328, d= 0.000659 and therefore accepted
the null hypothesis H10. In other words, with 95% confidence we can say that the median
value of the rate of execution coverage is similar for both types of UI; p= 0.728> 0.05.

Fig. 13. Box-plot for execution coverage by UI type

Table 7. Group statistics for execution coverage

UI Type N Mean Std. Deviation Std. Error Mean

Execution GUI 5 .7400 .13416 .06000

Coverage WUI 5 .6400 .16733 .07483

5 Qualitative Evaluation

Due to the COVID-19 pandemic, this study was conducted fully online. In this section,
we present the design used for running a quasi-experiment.
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Table 8. Hypothesis H01 test summary.

Independent Samples Test

Levene’s Test
for Equality
of Variances

t-test for Equality of Means

F Sig t df Sig.
(2-tailed)

Mean
Difference

Std. Error
Difference

95% Confidence
Interval of the
Difference

Lower Upper

Execution Equal
variances
assumed

.130 .728 1.043 8 .328 .10000 .09592 −.12118 .32118

Coverage Equal
variances
not
assumed

1.043 7.639 .329 .10000 .09592 −.12302 .32302

5.1 Goal

The goal of the study was to analyse the test suite generated by the UI-Test tool for the
purpose of evaluating the perceived user experience of the tool from the point view of
the academy in the context of UI testing activities.

5.2 Research Questions

From the above goal, the following research question was derived:

• RQ2: How was the user experience affected during testing tasks in UIs?

5.3 Hypothesis

The following hypothesis was defined.

• H20: The UI-test tool does not influence the participants’ user experience.
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5.4 Variables and Metrics

In this study, the following variables were identified:

a) Independent Variables.

– Selected GUI type. As in the quantitative study, the independent variable was
the type of application interface (i) GUI and (ii) WUI.

b) Dependent Variables and Metrics.
The following dependent variable was considered and was expected to be influenced
to some extent by the independent variable.

User Experience. The short version of the questionnaire (UEQ-S) [21] was used for
this variable. The questionnaire addresses two aspects in general, which are pragmatic
quality aspects, i.e. they describe interaction qualities that are related to the tasks or
objectives that the user intends to achieve when using the software product (in our case
the UI-test), and hedonic quality aspects, i.e. they are not related to tasks and objectives,
but rather describe aspects related to pleasure or fun while using the product.

5.5 Participants

The experiment involved 17 volunteer subjects (14 men and 3 women), who accepted
an invitation to participate in the study. The participants ranged in age from 21 to
28 years old. Prior knowledge and experience in requirements eliciting and software test-
ing were strict requirements, so that this competence was requested during registration
for participation in the event.

5.6 Study Context

The study was carried out as part of an online course. An invitation was sent to Computer
Science undergraduate students at the Universidad de Cuenca (Ecuador). The duration
of the course was one hour. Although the course counted had 26 attendees, only 17
participated in the study (S1-S17 in Table 9).

5.7 Experimental Design

A between-subjects (or between-groups) study design was selected for the experiment,
in which different people test each condition, so that each person is only exposed to a
single type of UI.
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5.8 Instrumentation

Questionnaire: We implement a web-based survey using Google Forms, which was
composed of three sets of questions regarding:

• Demographic Data: Gender, range of age, educational background, and domain
expertise.

• User Experience (UE): The shortened version of the questionnaire is made up of 8
pairs of opposite properties that the product (i.e. UI-test) may have [21]. The UEQ
considers aspects of pragmatic and hedonic quality. For each of the adjectives, we
used a 7-point Likert scale to measure the quality aspects, considering that the values
1, 2 and 3 corresponded to the adjective on the left, and the values 5, 6 and 7 to the
adjective on the right. 4 meant a neutral value.

• Tool Feedback: A post-questionnaire that included an open question on how the tool
could be improved.

UI Testing Tasks: The participants had to derivate and execute the test scripts in twoUI:
App1 (Windows notepad)which is a text editor included inMicrosoftWindows operating
systems, andApp2 (i.e. Google translator). Following the testing task proposed in Sect. 3,
each App has three user stories associated to be used with the UI-test tool. Each test
scenario generated by the tool validates widgets in the corresponding application UI.
After running the test scenarios with SikuliX, the tool displays the list of actions in the
output windows that the test scenario executes. When the action could not be executed,
the tool displays the exception in the output window. The participants then have to decide
whether the test case passed, failed or had some other problem that did not allow it to run.
Different defects such as incorrect appearance of widgets or incorrect state of widgets
were injected into the test scenarios.

To carry out the study, we provided the participants with the following material: (i)
a virtual machine for VirtualBox3 with all the software required for the study, (ii) an
installation and user guide, (iii) an example with four user stories to be used during the
training phase, (iii) an instructional video, and (iv) a set of three user stories for each
system used as App1 and App2.

5.9 Procedure

The procedure is shown in Fig. 14 and its 8 main stages are explained below.

Training Session: The details of the study were explained in the first session (15 min),
a demonstration video was shown to the participants. As the UI-Test was a new tool for
the participants, we gave training for about 30 min including instructions to configure
the virtual machine and the execution of the tool testing process using a test App (i.e.
user CRUD).We also ensured all the participants had uniform knowledge (e.g., someone
could have been lost in the sequence of steps performed), so theywere asked to reproduce
the UI testing tasks in their own computers and to report their results or any problems
that occurred.
3 https://www.virtualbox.org/.

https://www.virtualbox.org/
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Fig. 14. Experimental procedure for measuring user experience.

Experimental Session: This stage takes about 120 min and its activities can be seen in
the Experimental Session in Fig. 14. First, the details of the experiment were explained
(10 min). Then, the participants were randomly divided into two groups (i.e. GUI and
WUI groups) and the resources (e.g., user stories, description of the application) required
for this session was delivered (20 min). All the participants derived the test models and
test scripts of each application and executed them (see Subsect. 5.8 for more details
regarding the testing tasks) (40 min). It is important to highlight that they were able to
submit their results at any time within this stage. The corrections that had to be made
were then indicated so that the test cases not executed could be carried out (20 min).

Post-experiment: After finishing the UI testing activity, the participants were asked to
complete a brief demographic questionnaire (10 min), and give information on the UI-
Test user experience and feedback for improving the tool (see Subsect. 5.8 for further
details of the questionnaires). After processing all the participants’ submissions, we
rewarded the participants who completed all the activities.

Data Collection. The user experience values were calculated from the information
recorded in this experiment. The results are given in the next Section.

5.10 Analysis and Interpretation of Results

This section describes the analysis and interpretation of the results related to our response
variable for RQ2. As in the quantitative study, the statistical analysis was performed on
SPSS software.
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Since the second research question RQ2 was aimed at evaluating the user experience
quality of the UI-Test, we compared the results of the questionnaire for UI type (i.e. GUI
and WUI) in the different applications. Table 9 shows the value of this metric.

Table 9. User experience values collected by the questionnaire.

Subject ID UI type User experience

Pragmatic quality Hedonic quality Overall

S1 GUI 1.00 −0.50 0.25

S2 GUI 1.25 1.25 1.25

S3 GUI 2.00 3.00 2.50

S4 GUI 1.75 0.50 1.13

S5 GUI 0.50 2.50 1.50

S6 GUI 2.50 1.75 2.13

S7 GUI 3.00 3.00 3.00

S8 GUI 2.75 2.75 2.75

S9 WUI 2.50 0.75 1.63

S10 WUI 0.25 0.00 0.13

S11 WUI 1.25 1.25 1.25

S12 WUI 2.25 2.00 2.13

S13 WUI 1.00 1.00 1.00

S14 WUI 1.00 1.00 1.00

S15 WUI 0.25 0.00 0.13

S16 WUI 2.00 1.75 1.88

S17 WUI 1.00 1.25 1.13

The consistency of the pragmatic quality and hedonic quality scales was reasonably
good. For GUI, the corresponding Cronbach Alpha values were 0.87 (pragmatic quality)
and 0.77 (hedonic quality), and forWUIwere 0.84 (pragmatic quality) and 0.65 (hedonic
quality).

Shapiro-Wilk tests were performed to evaluate the samples normality. We used this
test as our numerical means of assessing normality because it is more appropriate for
small sample sizes (<50 samples).

Since all Sig. values for the Shapiro-Wilk tests were 0.767 for GUI and 0.471 for
WUI (see Table 10), these variables follow a normal distribution (>0.05), so that we
considered both GUI types as independent groups. The T-Student test was then used to
test the second null hypothesis (H20).



350 B. Alba et al.

Table 10. Tests of normality.

UI type Shapiro-Wilk

Statistic df Sig

User experience quality overall GUI .956 8 .767

WUI .929 9 .471

Figure 15 shows the box-plot containing the user experience values per UI type and
Table 11 shows the means and standard deviation.

Table 12 shows the results of the T-student test, in which we did not find any statisti-
cally significant difference between the user experience of GUI (M= 1.81; DE= 0.94)
and WUI (M = 1.14; DE = 0.69) t(15) = 1.69, p = 0.112, g = 0.820825.

Fig. 15. Box-plot for user experience by GUI type

Therefore,we accepted the null hypothesesH20. In otherwords,with 95%confidence
we can say that the media value of the user experience quality is similar for both types
of UI.

Table 11. Group statistics for user experience metric.

UI_type N Mean Std. Deviation Std. Error Mean

User experience quality
overall

GUI 8 1.8138 .93989 .33230

WUI 9 1.1422 .69456 .23152
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Table 12. Hypothesis H20 test summary.

Independent samples test

Levene’s Test
for Equality
of Variances

t-test for Equality of Means

F Sig t df Sig.
(2-tailed)

Mean
Difference

Std. Error
Difference

95% Confidence
Interval of the
Difference

Lower Upper

User
experience
quality
overall

Equal
variances
assumed

1.618 .223 1.689 15 .112 .67153 .39760 −.17594 1.51899

Equal
variances
not
assumed

1.658 12.805 .122 .67153 .40500 −.20478 1.54784

6 Discussion

Themain results of the effectiveness of UI-Test test cases (RQ1) and theUser Experience
Quality (RQ2) are the following: although the GUI have a slightly better value than the
WUI, we can confirm that the UI type does not influence the analysed variables.

Most of generated test scripts (>60%) allowed to find inconsistencies between the
requirements that were elicited (i.e. user story) with they that were actually implemented
aswidgets for both types of UI (i.e. GUI andWUI). These results suggest that user stories
show potential to be used as source for generating test scripts and using them in Visual
UI testing with the UI-test tool.

However, it was also found that there are issues that require manual intervention by
the tester to be resolved and make the test scripts executable, as explained in Table 13.

From these results, while preliminary, suggest the necessity of doing more research
with more applications and user stories that allow evaluating the scalability of the
framework and proposed tool support.

In addition, we applied the user experience questionnaire (UEQ) to measure the sub-
jective impression of users towards the user experience of the framework and tool. From
these results, we can see a good overall evaluation (1,81 for GUI; 1,14 for WUI). How-
ever, a better value was achieved in the pragmatic than hedonic aspects, which indicates
that it possible improve in how the product (i.e. framework and tool support) catches
the user’s attention and interest. That is, making it more interesting and stimulating for
users.

These positive resultswere reinforced by the qualitative feedback obtained during the
post-study. Some participants considered that UI-Test was useful and interesting, since
it allowed them to perform early testing tasks. However, some consider it necessary to
improve the ease of use of the tool, especially when adding UI locators and variable
values to test scripts.
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Table 13. Some issues found in test scripts that prevented their execution.

Issue Description Possible solution

ISSUES FOUND IN BOTH TYPES OF UIs: GUI AND WUI

Incorrect appearance of
widgets

It is not possible to click on a
button/icon since it is not
recognized

Capture the widget image
again

Incorrect data type or format
in a text field

A text field accept a data type
different from the one entered

Change the value of the
variable

Incorrect state of widgets It is not possible to click on a
button/icon since it is not
activated/visible

Specify previous actions to get
the button to activate/visible

ISSUES FOUND IN WUIs

Missing widget Delay in loading the web page Add a wait time to click on the
widget

Missing widget Need to use scrolling before
clicking on the widget

Add scroll command with
SikuliX code

ISSUES FOUND IN GUIs

Missing widget It is required to manipulate
several menus and submenus
to access the widget

Add the actions required to
access the widget through the
menus and submenus

7 Threats to Validity

There are several threats that potentially affect the validity of our experiments including
threats to internal validity, threats to external validity, and threats to construct validity.

Internal Validity. This validity is related to subjects and measurements in the experi-
ment that could affect the observed variables. As the subjects in our experiment might
have had different prior knowledge of the tools before the experiment, we tried to mini-
mize this threat by training them to homogenize their knowledge and experience.We also
identified experiment settings as a possible threat; which wemitigated by performing the
experiment in similar conditions for each participant (i.e., material, testing tasks). For
example, the settings of the required tools (i.e., UI-Test, Concur Task Tree and SikuliX)
were predefined on the virtual machine to simplify the software installation. However,
even though we notified the participants one week before the experiment, 9 subjects did
not download the virtual machine and thus did not participate in the experiment.

External Validity. This issue is about the generalization of our results; possible threats
could be the selection of subjects and selected applications. With respect to the par-
ticipants (i.e. final-year computer science students) as experimental subjects, several
authors suggest that the results can be generalized to industrial practitioners [22]. How-
ever, one of the major limitations of this study was that there were few participants, so,
further empirical research is needed to confirm the results. With respect to the selected
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applications, this threat was reduced by using ten real applications of different sizes (see
Sect. 4.5), domains (e.g. social network, services, mail) that contained the different UI
widgets required for this study.

Construct Validity. Threats to construct validity refer to the suitability of our evalua-
tion metrics and selected instruments. However, we used well-known metrics to mea-
sure the execution coverage of the test scripts generated by the UI-Test. Regarding to
User Experience quality, participants filled it out in their native language (i.e. Spanish).
Also, we used an inter-item correlation analysis to evaluate its construct validity (see
Subsect. 5.10). We therefore believe there is little threat to the construct validity.

8 Conclusion and Future Work

This paper proposes a model-based framework toward generating executable test cases
for UIs to assure that the functionality specified in the requirements specification is
performed through the different UI actions of the application. Also, in this research
work, two research approaches were used to evaluate the framework and proposed the
UI-Test tool. First, through a quantitative evaluation, we measured the effectiveness of
the test scripts generated by the tool. Second, using a qualitative evaluation, the subjective
impression of users towards the user experience of the framework and toolwasmeasured.

The test script effectiveness was calculated based on the execution coverage of the
test cases generated (i.e. the rate of number of tests executed) for both types of UI (i.e.
GUI and WUI). From the results, the effectiveness of the tests was not affected by the
UI type. These results suggest that the UI-Test tool can benefit testers by validating that
the actions proposed in the user stories can be run on the application UI.

Regarding to user experience quality, we found that most of our participants agreed
in considering the UI-Test tool as good quality for user experience. As one of the major
limitations of this study was that there were few participants, further empirical research
is needed to identify features of test scripts that would lead to improved effectiveness.
We also intend to replicate this experiment on a wide variety of subjects and applications
to confirm the results.

This automatic test case generation framework will help to reduce the effort needed,
improving the quality test cases and the coverage of the requirements by the test cases
generated from user stories. This research work can be applied in development projects
using Agile methodologies for testing their software products.
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