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Preface

The fourth IFIP International Internet of Things (IoT) Conference, that took place in a
virtual mode during November 4–5, 2021, addressed both technology and applications.
The topics presented reflected the variety of aspects with respect to IoT, aspects
covered by IFIP’s Domain Committee on IoT which organizes this annual event.

The IoT Technical Program Committee for this edition consisted of 53 members
from 18 countries who considered 36 submitted abstracts with 33 full papers. The
selection was based on the full papers. Each paper was on average refereed by four
reviewers, using the single-blind review principle. In total, 15 papers were selected for
presentation resulting in an acceptance rate of 45%.

This book contains the revised versions of the refereed papers presented at the
conference. The papers were selected on the basis of originality, quality, and relevance
to the topic. As expected, the peer-reviewed papers covered a wide array of topics that
were clustered in five thematic sessions:

• Modernizing agricultural practice using IoT
• Cyber-physical IoT systems in wildfire context
• IoT for smart health
• Security
• Methods

The conference featured two keynote speakers. The first keynote was given by
Schahram Dustdar from TU Wien, Austria. In his talk “Edge Intelligence - Engineering
the Fabric of IoT, Systems, and People” he analyzed the role of IoT, edge, cloud, and
human-based computing as well as AI in the co-evolution of distributed systems for the
new decade. He identified challenges and discussed a roadmap that these new dis-
tributed systems have to address, and he took a closer look at how a cyber-physical
fabric will be complemented by AI operationalization to enable seamless end-to-end
distributed systems.

The second keynote on “Secure IoT by Design” was given by Saraju P. Mohanty
from the University of North Texas, USA. A broad perspective of the vast multifaceted
forms of cybersecurity attacks secure/security by design (SbD) solutions in IoT was
presented. SbD advocates making security as a requirement right in the design phase so
that retrofitting would not be needed. He presented SbD driven cybersecurity solutions
for IoT using the hardware security primitive Physical Unclonable Function (PUF).
This included the first-ever hardware-integrated blockchain (called PUFchain) whose
architecture he has overhauled using SbD principles to be secure, energy efficient, and
scalable, while running 1000X faster than original blockchain with Proof-of-Work
(PoW).

In two panel sessions, one on IoT applications and one on IoT research, panel
members presented their views and discussed questions about the main engineering
challenges in IoT development and current IoT research challenges, about promising



approaches to face such challenges, and a forecast on futuristic application scenarios
and on emerging technologies that are likely to have an impact in the next 5–10 years.
A summary of the panel sessions is included in this book as the first chapter.

We thank the authors and presenters, the panel members, the session chairs, the
organizers of special sessions, the Program Committee, and the external reviewers for
their hard work and contributions, and we look forward to their continued involvement.

We feel that all the contributions make the book a rich volume in the IFIP AICT
series and we trust that the reader will be inspired by it.

December 2021 Luis M. Camarinha-Matos
Geert Heijenk

Srinivas Katkoori
Leon Strous
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Challenges in IoT Applications and Research

Luis M. Camarinha-Matos1(B) and Srinivas Katkoori2

1 School of Science and Technology and UNINOVA-CTS, NOVA University of Lisbon,
2829-516 Monte Caparica, Portugal

cam@uninova.pt
2 CSE Department, University of South Florida, Tampa, FL 33620, USA

katkoori@usf.edu

Abstract. Internet-of-things (IoT) has great promise and immense potential in
positively transforming the society for a better tomorrow. We can broadly app-
roach the IoT system design from two perspectives, one from the basic research
perspective and another from the applications perspective. Two panels have been
organized on these topics to explore the relevant issues and challenges. The first
panel entitled “IoT applications,” with three panelists and the second panel entitled
“IoT research,” were organized as part of the IFIP IoT 2021 conference. Lead-
ing researchers participated in these panels sharing their research results, their
views on the state-of-the-art, and promising future directions. In this article, we
summarize the proceedings of the two panel discussions.

Keywords: Internet of Things · IoT engineering challenges · IoT research
challenges · IoT trends

1 Introduction

The area of Internet of Things has gone a long way since the term was first coined by
Kevin Ashton in 1999. Along the last decades various efforts have been made to extend
the concept, not only in terms of its supporting infrastructure and technology, but also
in terms of its social, legal, and ethical implications [1, 2]. As the number of “things”
connected to Internet has rapidly grown, organizational issues and the inter-relation with
other systems, under a cyber-physical systems perspective, became part of the agenda.

As reflected in the contents of IoT 2021 and its previous editions [3, 4], the Internet
of Things is characterized by a multidisciplinary nature, where various engineering
and technology-oriented fields need to be combined with socio-organizational, legal,
economic, and business-oriented contributions. In fact, it is rather impressive the number
of technical contributions featuring fundamental research, technological developments,
and advanced applications, that have been published in the last years. Yet, many of these
publications tend to emphasize the perspective of a single discipline. The IFIP IoT series
of conferences aim at creating an environment where an integrated multi-disciplinary
and even interdisciplinary perspective can be nurtured.

© IFIP International Federation for Information Processing 2022
Published by Springer Nature Switzerland AG 2022
L. M. Camarinha-Matos et al. (Eds.): IFIPIoT 2021, IFIP AICT 641, pp. 3–10, 2022.
https://doi.org/10.1007/978-3-030-96466-5_1
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It is important to reflect on recent achievements and identify current challenges and
emerging trends in both research and advanced applications towards solving complex
societal problems. For this purpose, two panels were organized at IoT 2021 aimed at
bringing together different perspectives and contributing to identify future directions:

– Panel 1, devoted to IoT Applications, involving contributions from Paulo Leitão,
Adrian Florea, and Gerd Kortuem, and moderated by Luis Camarinha-Matos.

– Panel 2, devoted to IoT Research, including contributions from Elisa Bertino, Marilia
Curado, Carlo Fischione, and Paul Havinga, and moderated by Srinivas Katkoori.

This article briefly summarizes themain issues discussed in these panels, highlighting
the main conclusions.

2 Challenges in IoT Applications

2.1 Scope

The scope of IoT applications has been progressively expanding to addressmore complex
systems.More andmore researchers are asked by funding agencies to position their work
in the context of the United Nations goals for sustainable development (Agenda 2030)
[5].As society and its supporting systems are becoming hyper-connected, IoT needs to be
considered in a more integrated and holistic perspective, which also demands adequate
engineering methodologies. In order to guide the discussion of these challenges, the
invited panelists were asked to organize their contributions according to three guiding
questions:

– What are the main engineering challenges in IoT development?
– What are the critical success factors in advanced IoT applications?
– Which futuristic application scenarios do you envision for the next 5–10 years?

The following sections highlight the main ideas resulting from the panelists’
statements and also from the discussion with the conference attendants.

2.2 Main Engineering Challenges in IoT Development

Despite the technological advances of last decades, there are still critical technological
challenges requiring further developments. This includes:

– Security, privacy, and data protection mechanisms.
– Further developments in power supply for IoT devices (batteries and energy
harvesting), low energy protocols and computing.

– More focus on “actuation” and not only on “sensing”.
– Integration of AI and machine learning.
– Development and integration of bio devices.
– Development of very low cost IoT devices (for mass applications).
– Increased maturity of standards. Current multiplicity of standards is often an obstacle.
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Complementarily, it is necessary to invest more on methodological approaches to
deal with:

– Complex IoT-based systems design.
– Integration of heterogeneous and evolving systems.
– Interoperability, legacy systems, and ubiquitous connectivity.

On the modeling side, further efforts are needed on:

– Organizational models for complex IoT/CPS systems including a large number of
devices and subsystems.

– Collaboration models for autonomous, semi-autonomous, and evolving systems of
smart systems.

– Distributed cognition models.

Besides the applications in traditional domains, e.g., manufacturing/industry, health-
care, smart cities, it is necessary to facilitate the penetration of IoT in other domains not
so widely addressed yet, e.g., agriculture, and wildfires management, which requires an
understanding of the specific “culture” of those domains and the involved value creation
processes.

IoT development also poses questions of a socio-technical nature, including:

– Education and upskilling of engineers with a multi-disciplinary culture.
– Coping with different cultures and terminology in different application domains.
– Understand and comply with ethical principles and data protection regulations.

As an overarching context, there is a need for a strong emphasis on sustainability:

– Towards sustainable IoT, including reducing electronic waste.
– Maximizing trust, through transparent and scrutable algorithms, including explainable
AI.

– Maximizing protection towards verifiable secure IoT.

2.3 Critical Success Factors in Advanced IoT Applications

A crucial success factor is to develop an “IoT that we can control”, an “IoT that we
can context”, and “IoT that we can rely on”. Certainly, we cannot ignore IoT, which
has become a kind of “societal infrastructure”, but not always beneficial. As such, a
democratic society should be able to decide on which levels of transparency and which
kind of values it prioritizes.

This factor relates again to the issue of trust and scrutable systems and raised the
question of “ethics embedded in systems”. On this issue there was no consensus among
participants, with opinions going from “yes, we should implement ethics in systems”
to “no, we should not”. Main arguments from the “no side” question the origin of the
ethics principles, which are never perfect, not fixed, and evolving. As an alternative,
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it was pointed out that we need to be able to audit systems. Thus, we need to design
systems to be auditable. Another opinion pointed out that more than auditable, we need
verifiable systems.

Further discussed factors include:

– Properly engaging people in digital transformation.
– Improvement of connectivity, namely in remote and low population density areas.
– Coping with business goals (alignment between technological part and the business
part), value creation, and solution impacts.

– Sustainable business models for new application domains such as agriculture.

2.4 Futuristic Application Scenarios for the Next 5–10 Years

A vast array of application scenarios was discussed, including improvements of current
types of applications and disruptive directions. Examples:

– Combination of augmented reality and IoT for improved services and entertainment.
– Advanced smart city infrastructures, including smart mobility.
– Fully automated homes and their integration with smart grids, smart waste manage-
ment, and other city infrastructures.

– Improved customer services and customer experience.
– Improved health monitoring and diagnosis with edible nano devices and wearable
IoT.

– Intelligent industrial environments facilitating sustainability, resilience, and human-
centric perspectives (towards Industry 5.0).

– Support of digital transformation.
– Use of nano devices in agri-food monitoring, traceability, and quality control.
– Precision farming and smart agriculture, resorting to IoT sensors and actuators. Exam-
ples: environment and crops monitoring, smart irrigation and fertilization, predictive
analytics, plant disease detection and pest control, livestock tracking and geofencing,
smart greenhouses, etc.

– Expanded IoT usage in climate monitoring and climate change prediction.
– Real-time monitoring of constructions (buildings, roads, infrastructures).

All these developments shall be driven by general sustainability concerns, and
designed for transparency, accountability, and verifiability.

2.5 Concluding Remarks

As a final outcome of this panel, there is a general message of optimism regarding
the high potential of IoT in helping to address major societal challenges and plenty of
directions for a future applied research agenda. Nevertheless, all developments need to
be human-centric, verifiable/scrutable, and responsible.
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3 Challenges in IoT Research

3.1 Scope

IoT represents an ongoing technology transition bringing together many component
technologies pertaining to diverse research domains such as internet, wireless com-
munication, cloud computing, big data, data analytics, cybersecurity, etc. It is critical
to identify immediate research challenges that needs to be met. While individually,
impressive strides are being made in each of the constituent component technologies,
what is critical and needed is a systems level thinking cross-cutting diverse research
topics. Fortunately, this is happening in the form of many international research confer-
ences focused on IoT (such as this conference) as well as dedicated tracks in established
research conferences on the component technologies.

To guide the discussion of these challenges, the invited panelists in the second panel
were asked to organize their contributions according to three guiding questions:

– What are the current IoT research challenges?
– What are the promising approaches to face such challenges?
– What emerging technologies are llkely to have an impact in next 5–10 years?

The following sections highlight the main ideas resulting from the panelists’
statements and from the discussion with the conference attendants.

3.2 Main Current IoT Research Challenges

Any practical IoT system is very complex due the scale (scalability) and diverse (hetero-
geneous) interacting component technologies (interoperability) [6]. The sheer complex-
ity is overwhelming and gives rise to many research challenges. The IoT design problem
is complicated as many of the challenges must be addressed simultaneously. The panel
thinks that many research challenges are domain dependent (e.g., smart farming, health-
care IoT, industrial IoT, etc.). Further, the research complexity is captured well in the
statement, “IoT research is a system of systems research.”

The following are the main research challenges that the panel has identified as
quintessential to be addressed with high-quality research:

– Security and Trust – The success of an IoT system depends on how secure it is. Natu-
rally its wide-scale adaptability requires that it is trustable. Unfortunately, security and
trust cannot be easily guaranteed. The definitions of security and trust itself changes
depending on the IoT system at hand. Thus, domain dependent security challenges
need to be understood well.

– ML and IoT – Many aspects of IoT are increasingly dependent on AI/ML which
requires a lot of careful and high-quality research. IoT system automation can be
accomplished with artificial intelligence. The system complexity necessitates that it
learns by itself over timewhich perhaps is initially trained through supervised learning
approach. ML model development from collection of training data to chosen model
(network characteristics) to validation involves humans. It is critical that unintentional
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biases should not seep into the model. Good processes must be developed that will
help in collected “good” training data.

– Data privacy – IoT systems generate lots of data which can be sensitive (e.g., health-
care monitoring data) and must be protected. Ensuring data sovereignty must be
researchedwherein data ownershipmust be identifiedwith data sharing rights assigned
to the rightful owner. Privacy can have different definitions depending on the contexts.
Privacy-by-design research is required wherein end users can easily opt-out and want
to remain anonymous by choice. Currently, no such option exists. One possibility is to
keep the data where it is generated and only share the insights from the data. If the data
have to be transported, then automated network anonymizers need to be researched.

– Energy efficiency – One of the main bottlenecks is energy efficiency. The edge devices
need to be constantly powered and their powermust bemanaged to optimize the power
consumption.While devices are cheap, powering them efficiently is a critical problem.

– Connectivity and communication – For IoT reliable and secure connectivity is very
important. Cellular technologies such as 5G and upcoming 6G are critical to the suc-
cess of IoT. Ubiquitous energy efficient connectivity must be researched. Bandwidth
limitations is a well-known bottleneck to the success of IoT, research is needed to
increase bandwidth.One challenge inwireless IoT is the difficulty in incorporatingML
training and inference in real-time. Security in existing and evolving communication
technologies needs further research attention.

– Legacy systems – It is important that legacy systems with old protocols must be
brought in that requires convergence of old operational technology with information
technology. Research is needed into how this transition can happen in a reliable and
efficient manner.

– Regulation and Certification –While the regulation is not a complete answer to guaran-
tee a safe and secure system, it has an important role to play in IoT system certification.
Regulation may be difficult to enforce, however, there is a need for regulation that can
bring awareness in the end users as well as the administrators of an IoT system. To
the extent possible, component technologies should be certified.

3.3 Promising Approaches to Face the Challenges

The panel has suggested many promising directions to face the research challenges
identified above. They are:

– Safety and security research -Asystematic approach to security need to be adopted that
in general will have four progressive stages: (1) prepare and prevent; (2) monitor and
detect; (3) diagnose and understand; and (4) react, recover, and fix. Safety issues can
be addressed by an approach for constrained reinforcement learning (well established
technology). Systematic identification of vulnerabilities in existing technologies (such
as 4G and 5G).

– IoT standardization – Standardization will result in methodical design (vs. adhoc
design) that will help handle the IoT design complexity better. Legacy systems can
interface better with standard modern technologies.

– Design approaches – As IoT system has foundation in diverse component technolo-
gies, a multi-disciplinary approach is needed. Such an approach will break silos and
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will lead to more robust systems. Open system design approach is highly promising as
this will lead to contributions from research community with crowdsourcing similar
to what the software design world has seen. When an IoT system fails, there is a
need for forensic analysis as to what happened and the order of events. Thus, forensic
analysis tools for IoT need to be researched.

– ML and IoT - ML for wireless IoT can be achieved by: (a) data-driven optimization
of network operations; (b) data-driven redesign of PHY or Link Level protocols; (3)
redesign or adaptation ofwireless access protocols to supportML services.Distributed
ML over wireless IoT (Edge AI) is a promising direction due to resource constraints
(processing, storage, and power). One aspect of IoT system is that humans inter-
act in many ways (sometimes erroneously!) which necessitates smarter and adaptive
algorithms.

– Edge and Cloud Computing - Ongoing research in edge computing is in the right
direction particularly with embedded AI that can lead to smarter IoT systems with
optimized resource orchestration. Battery free operation of edge devices is critical as
current battery technology cannot meet the long-term needs of IoT without replace-
ment/maintenance. Cloud computing research into big data, distributed computing,
platform-as-service, etc., are important ongoing research that will greatly contribute to
IoT success. Secure data spaces will enable secure multi-party computation and fed-
erated learning. The panel believed that federated learning is an important emerging
technology with significant impact on IoT.

3.4 Emerging Technologies that are Likely to Have an Impact in the Next 5–10
Years

Thepanel identifiedmanypromising technologiesmanyofwhich are already in advanced
implementation stages, while some are very futuristic in nature:

– 5G, 6G, Mesh technologies.
– Standardization, Open system design approach, Event-driven IoT, Digital twins,
Human IoT interfaces.

– IoT cyber threat intelligence, Root-of-trust HW approaches, Embedded AI enabling
real-time interaction, privacy, and efficiency.

– Tiny ML, Federated AI.
– Data driven applications and society.
– Augmented and extended reality (metaverse), The Internet of senses (>5 years), Real-
time music interaction over internet.

– Autonomous driving, Personal health monitoring, Smart Cities, Drones, Bio-nano
things (IoBNT).

– Combined sensing and communication (optical and satellite communication).
– Quantum technologies (sensing, communication, computing).

3.5 Concluding Remarks

In conclusion, the panel agreed that IoT research is an exciting topic with interesting
challenges. They encouraged young or starting researchers to consider IoT as their
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research field. The panel felt that there are many opportunities in the IoT field. If the
research challenges are addressed successfully then it will solve many societal problems
and positively contribute to the progress of humankind. IoT canmake theworld better and
healthy (e.g., can we predict a pandemic?). For this we require a very careful approach
to research both basic as well as applied research.

4 Conclusions

Both panels agree that IoT will be a major contributor to addressing big societal chal-
lenges such as global healthcare, global food system, wildfire management, sustainabil-
ity, etc. There is a need for a multi-disciplinary perspective; technology-only approaches
will fall short, they need to be judiciously combinedwith socio-technical research, ethics
research, regulation and certification standards, appropriate education, and global aware-
ness. IoT research and development shall be driven by general sustainability concerns,
and designed for transparency, accountability, and verifiability. Future IoT applications
include, for instance, Internet-of-senses, Internet-of-BioNanoThings, augmented and
extended reality, improved health monitoring and diagnosis with edible nano devices.

Acknowledgments. We would like to thank the seven panelists and the conference audience for
two thought-provoking and exciting panel discussions.
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Abstract. Crop monitoring systems are one of the important aspects of Smart
Agriculture. Due to explosive growth of population there is an increase in demand
for food products while urbanization is causing shortage in manual labor. As the
yield of a crop is greatly affected by many climatic and environmental parame-
ters, there is an urgent need for efficient crop monitoring. Rapidly advancing IoT
(Internet of Things) technologies have shown very promising results and have
automated most of the traditional processes in farming. An efficient Crop Moni-
toring System (CMS) is proposed which automates the monitoring by using the
IoT and real-time data is shared securely using private IOTA Tangle Distributed
Ledger Technology. The proposed application equips farmers with required infor-
mation which will help them make decisions promptly based on the real-time
environmental parameters of the crop and reduces human labor. Data privacy and
security are other important aspects addressed in the proposed system by setting
up a private IOTA Tangle. Unlike public distributed ledgers, private distributed
ledgers provide data privacy and security by allowing only known participants
to join the network, thereby limiting the adversaries trying to tamper with the
data. Practical implementation of the proposed system is done and analyzed for
scalability and reliability.

Keywords: Internet-of-Agro-Things (IoAT) · Smart agriculture · Crop
monitoring systems · Farm monitoring systems · Distributed ledger ·
Blockchain · IOTA · Tangle distributed ledger · Real-time data sharing

1 Introduction

Agriculture is one of the sectors which has been highly influenced and benefited from
the advancements in technology. From using human labor and indigenous tools which
is referred as Agriculture 1.0, processes used in farming have been modified signif-
icantly by introducing the latest technological aspects for achieving better yield and
making them climate-smart [17]. Different milestones in the history which have paved
new ways for farming are shown in Fig. 1. Main driving forces for these revolutions
are population, urbanization and demand for food products. According to Our World in
Data [20], the global population is currently at 7.7 billion and is estimated 9 billion by
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Fig. 1. Agricultural revolutions.

the end of 2050 which clearly shows rapid increase in demand for food products. Urban-
ization has led to reduction in availability of manual labor for farming tasks which has
also been a limiting factor for reaching the demand. Another important factor affecting
the food product yield is the availability of arable land and natural resources.

The Internet of Agro-Things (IoAT), Big Data (BD), Artificial Intelligence (AI),
Machine Learning (ML), and Distributed Ledgers are some of the latest technologies
which are driving the agricultural revolution 4.0 [24,32]. The IoAT is agricultural things
with capability of connecting and sharing data with each other using different Infor-
mation and Communication Technologies (ICT’s). Smart agriculture is a new agricul-
tural trend which integrates different latest technologies to assist farming by providing
real-time decision making capability along with intelligent control and minimal usage
of resources, while making the yield high and predictable. One of the most important
aspects of smart agriculture is real-time crop monitoring systems as yield is impacted by
many external interactions like weather patterns, water scarcity, energy costs, etc. [10].
Such systems can help reduce the amount of human labor needed to monitor the farms
throughout the time of crop and enable farmers to take prompt decisions. Multiple farm
monitoring systems are already in place, both at the regional and national level, such
as the Global Information and Early Warning System (GIEWS), Famine Early Warn-
ing System Network (FEWS NET), and Monitoring Agriculture with Remote sensing
(MARS) [9]. These systems have shown how important is to have an efficient crop
monitoring system in place but there is need for making these systems more robust and
secure. A cyber-attack on such systems which are targeted at farms, food supply-chain
and automated control mechanisms can cause catastrophic loss and also pose threat to
the lives of consumers [11]. Along with this, integrating and maintaining such Collabo-
rative Control Systems (CCS) is difficult and needs some conflict resolution among the
components to improve the performance and prevent errors. The importance of such
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Fig. 2. Smart agriculture layered architecture.

conflict resolution systems and two novel Collaboration Detection and Prevention of
Errors and Conflicts (CDPEC) algorithms are developed and analyzed in [2] which has
significantly reduced the potential faults in such collaborative environments. A typical
IoT architecture is shown in Fig. 2.

IoT devices are resource constrained and introducing complex encryption and
decryption mechanisms cannot be a feasible solution. The cloud layer in a typical
IoT architecture is capable of processing and storing large amounts of data and are
generally a third party service which is a central entity. Access times from the cloud
mainly depends on the network traffic and quality of network connection, which can be
a problem in real-time systems like crop monitoring systems. Without proper security
mechanisms in place, an adversary can perform a Distributed Denial of Service Attack
(DDOS) and false data injection attacks. Apart from these there is always a chance of
Single Point Of Failure (SPOF) as the whole system data are stored and processed at a
central cloud server.

Distributed ledger Technology (DLT) is a novel approach of recording, sharing and
synchronizing data across multiple data stores participating in the network which is
analogous to network formed by the edge devices in IoT. Main components of DLT
include nodes, transaction, consensus mechanism, shared ledger and cryptography. A
participant in this peer-to-peer network who is responsible for generating the transac-
tion and perform network operations is called a node. Each node in the network will
have its own copy of the distributed ledger in order to make it tamper proof and has
all the historical transaction data which can be traversed through to verify. Consensus
mechanism is a set of rules which are accepted over the network and followed by all
nodes to process an incoming transaction. DLT can help to solve these problems and
eliminate the central authority. It also provides security and prevents tampering of the
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data, False data injections and spamming. The proposed sFarm system makes use of
such a private DLT based on the Tangle Data structure for eliminating the need for
central authority which will remove the latency and provide a real-time data sharing
platform. Along with these attacks it also acts as a solution to provide data privacy and
security while providing a resource friendly and cost-efficient architecture.

The paper is organized in the following sections: Sect. 2 gives an overview of prior
related research work. Section 3 talks about the novel features of the proposed system.
Section 4 will discuss how Distributed Ledger Technology is a viable solution for Crop
Monitoring Systems and the type of distributed ledger to be used in Smart Agricul-
ture. Section 5 provides the overview and working of the proposed system. Section 6
discusses the algorithm behind the proposed sFarm. Section 7 provides the implemen-
tation and analysis details and Sect. 8 provides the conclusion along with future research
aspects.

2 Related Research Overview

The Blockchain and Distributed Ledger Technologies have been showing very promis-
ing applications in a variety of fields like Smart Healthcare [27,29], Smart Transporta-
tion [5,21] along with Smart Agriculture since the time financial solution Bitcoin [22].
Bitcoin was solely designed for keeping track of digital assets and it is very difficult to
adapt it in other fields, hence different platforms like Ethereum, EOS, NEO, and IOTA
have been designed. Different studies have been conducted to check the feasibility of
the blockchain in Smart Agriculture applications.

A use case of precision agriculture was proposed in [16], an extensive analysis of
combining DLT technologies with IOT devices as a data marketplace. DLT was also
analyzed as a solution for cattle farms in [8] where poultry farm data has been stored on
a public DLT and accessed using the Masked Authentication Messaging (MAM) data
communication protocol. The current paper uses private DLT, and performance analysis
of the proposed architecture is done to determine the throughput and reliability of the
system. Recently, a secure data sharing platform was developed for Smart Agriculture
in [30]. Smart contracts were used by different entities to determine the access policy.
Smart Contracts on EOS platform are used in this to define the access policies. Manag-
ing IoT devices using the blockchain is presented in [13], one of the initial papers which
has shown the potential usage of smart contracts in managing different IoT devices. An
Ethereum smart contract based control was used. This work helped in understanding the
potential usage of smart contracts in IoT device control but there will be large number
of IoT devices while monitoring a farm and the Ethereum blockchain is not scalable
and is not a feasible solution in crop monitoring systems. The main bottleneck in using
blockchain technology is resource intensive consensus mechanisms like PoW which
cannot be adapted into resource constrained environments like IoT. Research has been
conducted in proposing new IoT friendly consensus mechanisms [25,33] which helps
in successfully adapting blockchain technology into applications like Smart Agricul-
ture. Apart from crop monitoring systems, the blockchain shows potential applications
in other important aspects of Smart Agriculture like efficient supply chain tracking.
Supply chain is too complex and involves many parties in the process. Even with Enter-
prise Resource Planning (ERP) applications in place, there is still many transactions
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happening with blinded parties resulting in significant loss of crop and money. Many
such farm-to-fork applications are also analyzed and implemented in [18,19,23].

As promising as DLT technology is for providing efficient solutions to scalability
and providing a secured environment for IOT Applications, it is still being improved and
is constantly evolving. Constant work is being done to remove the need for coordinator
nodes and making it fully decentralized. Other works for curbing address reuse [31]
and increasing scalability [3] for such tangle data structure based DLT’s is also being
analyzed to make it a feasible solution for IoT environments. A summary of related
research is shown in Table 1.

Table 1. Related research and their importance

Related research Contributions

Lamtzidis et al. [16] Data Marketplace application using DLT and IoT technologies was
designed and analyzed

Elham et al. [8] Proposed a poultry farm monitoring system using public DLT and
accessed using MAM data protocol

Rahman et al. [30] Proposed a secure data sharing model for smart agriculture. Proposed
model was implemented in EOS environment and analyzed

Huh et al. [13] One of the initial papers which has shown the potential use of smart
contracts in IoT environment. Different smart contracts were defined
to control actuators like AC, Lights and Electric meters

Puthal et al. [25] A light weight IoT-friendly consensus mechanism called
Proof-of-Authentication (PoAh) is proposed replacing the resource
consuming PoW and improved the transaction confirmation times

Malik et al. [19] These authors have proposed a blockchain based solution for supply
chain in smart agriculture. They made use of Access Control Lists
(ACL) and Smart contracts to build a three-layered architecture

Madumidha et al. [18] Authors had discussed about different entities participating in the
supply chain of agricultural products and use-case analysis was done
for using RFID and IoT systems

3 Novel Contributions

Below are the problems addressed and novel solutions proposed in current proposed
sFarm application.

3.1 Problems Addressed in the Current Paper

The problems of current Crop Monitoring Systems addressed in the current paper are:

– Single point of failure by having a centralized data sharing platform.
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– Centralized authorities controlling the shared data and monetizing without realizing
benefits to farmers.

– Data security and privacy issues as IoT is a resource constrained environment.
– False data injection by adversary nodes present in the network.
– Network congestion bottleneck and delay in processing requests hindering real-time
application performance.

– Delay in data sharing as the central server can be flooded.
– Denial-of-Service attacks can be performed by sending spam messages to central
server.

– Cost of infrastructure usage and maintenance is usually high.

3.2 Novel Solutions Proposed

The novel contributions of the proposed sFarm are:

– Decentralized data sharing platform with real time data sharing.
– Providing a secure crop monitoring system to eliminate different security threats.
– Avoiding data tampering by providing a single source of truth using a distributed
ledger.

– Continuous monitoring of different farm parameters and reporting to the farmer.
– Provide data privacy and security by implementing a private DL.
– Cost-efficient infrastructure for building and maintaining Real-Time Crop Monitor-
ing Systems.

4 Is the Distributed Ledger a Feasible Solution?

Each application should be analyzed to determine if DL is an apt solution. A path to
analyzing the feasibility of blockchain technology has been given in [26]. A similar
analysis is performed for proposed sFarm to check the feasibility of DLT technology in
Smart Agriculture.

Multiple untrusted participants in data sharing and the need to dissolve a central
entity is one of the important characteristics for adapting a DLT solution [7]. Since
there are multiple sensor nodes and many actuator nodes along with the farmers to
monitor and take decisions in this smart agriculture architecture, DLT is a good choice.
The data being monitored is used for real-time monitoring and analysis of the climatic
and environmental cycles, there is no need for modifying the past stored data. As the
transactions in DLT cannot be modified once approved, it is apt solution in the proposed
sFarm.

DLT is a solution when the main concern in the data sharing is with data privacy
and security [12]. IoT networks are prone for data leakage and data security issues
because of lack of security measures in such constrained environments Private DL
implemented in sFarm will limit and control the entities participating in the network
operations thereby providing data privacy and security. Private DL will also prevent
spamming of the network by filtering transactions coming from outside of network.
The main characteristic of DL is providing a tamper-proof single source of truth which
makes it a very good technology to be used in such crop monitoring systems like sFarm.
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Table 2. Comparison of blockchain and IOTA tangle data structures

Feature Blockchain IOTA tangle

Structure Special type of DAG where each
block is connected to previous
block using hash pointer

Data blocks flow in one direction
and each block is connected to
two other blocks using hash
pointers

Security Provides high security by using
complex consensus

Provides less security compared
to blockchain and is apt solution
for not much critical applications
needing scalability

Decentralization Decentralized and no need for
coordinator node

Less decentralization as there is
a coordinator node

Cost of transaction Certain transaction fee will be
levied for each transaction and it
may increase based on the traffic
congestion

There are no miners in Tangle
making it fee-less for sending
transactions

Transaction time Increases with increase in
network traffic

Decreases with increase in
network traffic

Scalability Predetermined block sizes and
block generation times will make
the transactions to stall and limit
the scalability

Each transaction node performs
PoW for two tip nodes in tangle
for it’s transaction to be attached,
hence making tangle highly
scalable with large number of
participants

Applications Designed specifically for digital
asset control and ownership

Designed for IoT Applications to
reach the scalability and provide
security

Most of the above discussed aspects are satisfied by the blockchain but the IOTA
Tangle data structure is chosen because of its scalability and cost of infrastructure.
Choosing IOTA Tangle enables the transactions to be processed in real-time and data
is available readily to the farmers for making decisions. Each node in the network is
responsible for performing required Proof-of-Work (PoW). The PoW used in IOTA is
not complex as it is used only for preventing spamming whereas in blockchain PoW is
used to provide immutability. Differences between the blockchain and IOTA Tangle are
given in Table 2.

By taking all these factors into account, sFarm makes use of private IOTA Tangle
for implementing the crop monitoring system.

5 Architectural Overview of sFarm

An architectural overview of the system is shown in Fig. 3. The main components of
the proposed architecture are sensing nodes, edge nodes, private DLT network based on
Tangle data structure, and users.
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Fig. 3. Architectural overview of sFarm,

5.1 Sensing Nodes

Sensing nodes are placed at different locations of the field. The main responsibility of
the sensing node is sensing the environmental parameters and sending the data to the
edge devices. Sensing nodes are not capable of storing large data or perform high level
computations. They should also be power efficient as the replacing and maintenance
costs should be low as there will be potentially thousands of such devices in a large
farm. The proposed monitoring makes use an MCU for connecting all sensors and to
send the information to the edge devices for further processing. A simple sensing node
is proposed in sFarm with a sensor to monitor air temperature, humidity and GPS sensor
to track its location to map the spatial data. A block diagram of sFarm is shown in Fig. 4.

5.2 Edge Node

The edge node is responsible for collecting data from the sensing nodes. A single board
computer is used as the edge device in the proposed sFarm application. Data from the
MCU is sent to the edge device using a lightweight publish-subscribe network protocol.
Unlike sensing nodes, edge nodes have both computational and data storage capabilities
to manage large amounts of data. The data being sent from different sensing nodes will
be collected and processed by using DLT client libraries and made into a transaction
which is sent to the private DLTs using API calls.

The temperature and humidity sensor used can monitor the temperature ranges from
0–50 °C with an accuracy of ±2 °C and humidity in the range of 20–90% RH with an
accuracy of±5% RH. The GPS module used is able to track 22 satellites on 66 channels
to provide a location accuracy of 1.8m. It has inbuilt internal patch antenna and also
a U.FL connector is available to connect an external antenna. Power usage is very low
and draws only 25mA during tracking and 20mA during navigation.
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Fig. 4. Block diagram of sFarm.

6 Proposed Algorithm for sFarm

Environmental data from the field is collected by sensing nodes and is transferred to the
edge node by using a lightweight pubsub network protocol. A sensing node publishes
the data to a topic and each edge node is subscribed to multiple topics to receive data
from multiple sensing nodes. The received data is pre-processed using client libraries
and a transaction is formatted and generated. The edge node is also responsible for
executing Proof-of-Work (PoW) for the tips selected in the tangle data structure. Once
a valid nonce is computed, the transaction is sent to one of the nodes in the private DLT
implemented. Transaction generation is shown in Algorithm 1. Once the transactions

Algorithm 1. Proposed Data Upload Algorithm for sFarm
Input: Temperature, Humidity and GPS Position data from sensing node
Output: Transaction Hash from Private Distributed Ledger
1: A topic τS is created for each sensing node S
2: Each edge node E can subscribe to topics from multiple sensing nodes
3: E.subscribe(τS)
4: for Every time interval ti do
5: Prepare a message μ with Temperature (temp), Humidity(hum) and GPS data
6: S.Publish(τ ,μ(temp,Hum,GPS))
7: end for
8: while Message ∈ topic τ do
9: E ← Receive(τ ,μ)
10: E runs Tip selection algorithm and get two tips T1, T2 from DLT
11: Proof-of-Work(PoW) executed by edge node and Nonce η is computed
12: Payload ρ ← Client.preparePayload(μ(temp,Hum,GPS),η)
13: Prepare Transaction Γ ← Client.prepareTransaction(ρ,η)
14: if Client Connected then
15: result ρ ← Connection.sendTransaction( Γ )
16: else
17: Connection ← Client.connect(Provider URL, Port)
18: result ρ ← Connection.sendTransaction( Γ )
19: end if
20: return ρ.hash
21: end while



22 A. K. Bapatla et al.

are added to the DL, a streams framework based data protocol is used for structuring
and navigating through the data in the ledger securely. Within a private network the data
being sent to the ledger may not be required to be encrypted as all the participants in
network are trusted parties. If an access policy needs to be enforced on the data, public
key encryption can be used to encrypt the data before sending it to the ledger and only
authorized parties with private keys will be able to access the data. The data access
algorithm is shown in Algorithm 2.

Algorithm 2. Proposed Data Access Algorithm for sFarm
Input: Root Node, Client Node, Port and Minimum Weight Magnitude (MWM)
Output: Organized data from tangle
1: A channel τ is created using streams framework
2: Publisher Υ has public key information Kpub of the intended recipient ρ and can encrypt data

before sending to ledger
3: Recipient ρ subscribes to the channel of interest to receive messaged from Publisher Υ in

real-time
4: ρ.subscribe(τ )
5: whileMessage ∈ stream τ do
6: Recipient ρ receives encrypted message ψ
7: ρ ← Receive(τ )
8: Received encrypted data ψ is decrypted using private key Kprv of recipient ρ
9: Decrypted message μ ← decrypt(ψ,Kprv)
10: Decrypted messages can be displayed on web pages using Application Programming

Interfaces (API)
11: if Node Not Connected then
12: Connection ← Client.connect(Client Node URL, Port)
13: end if
14: end while

7 Implementation and Validation

7.1 Implementation

The sensing node which is placed at different locations of the field for sensing is shown
in Fig. 5. In the implemented design both location and environmental parameter data
is combined together and sent to the edge device which is responsible for preparing
the IOTA transaction and send it to the IOTA Tangle DLT. Communication between
the edge node and edge device is achieved in the implementation by using a message
broker. A topic is defined, and the edge node makes use of this topic to publish the data
updates from time to time. The edge device receives all these updates by subscribing
to that topic. Once data is received by the edge device it acts as a client and uses client
libraries for modifying the received data into a transaction and send it to the IOTA
private tangle network. Data being sent from the sensing node is shown in Fig. 6.
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Fig. 5. Implemented sensing node along with edge device.

Fig. 6. Continued readings from the sensing node.

7.2 Agriculture Datasets and Community Data Sharing Using the Proposed
sFarm

The proposed sFarm architecture can also be used for community data sharing applica-
tions. Community data sharing platforms can help in educating farmers about the type
of crop to be grown based on weather conditions, prevailing crop infections and many
other important information that can be part of decision support tools. Three different
datasets for crop recommendation, production, and yield are taken with different sizes
of data and analyzed for the transaction times taken for each data to be uploaded to the
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distributed ledger. A Crop Recommendation Dataset [14] helps farmers in formulating
a strategy based on different field parameters like Nitrogen, Phosphorous, Potassium,
Temperature, Humidity, pH of soil and rainfall to determine the type of crop to be
grown. Another dataset [15] with medium size focuses on the prediction of crop price
yield by using different regional attributes. Along with these, a large dataset [1] pro-
vide information about the cop production in India over several years, is also used in
this application. Average data upload times are computed in the implemented sFarm
application for these three different datasets and the results are presented in Table 3.

Table 3. Average transaction times and estimated upload times for community data sharing using
sFarm

Dataset Size of dataset
(in KB)

Number of
records

Average
transaction time
(in sec)

Estimated
upload times
(in hr)

Crop
recommendation
dataset [14]

146.52 2200 1.01 0.31

Corn yield [15] 2781 23475 2.29 14.96

Crop production
dataset [1]

14958 246091 1.24 85.04

The estimated time for uploading larger datasets increases rapidly when the size
of data increases. This is due to the Proof-of-Work needed to be performed by the
uploading client. PoW difficulty increases as the number of transactions sent by the
same node increases within a short span of time to reduce spamming of the network.
To avoid this, off-chain storage can be a solution or the data can be segmented and
uploaded using different clients to reduce the upload times. In addition, remote PoW
can also be implemented using more powerful hardware other than clients dedicated
specifically for performing PoW required for transactions of client. If the data consists
of images, uploading image data directly as the JSON input is not a feasible solution.
A possible alternative approach is to upload these files on off-chain storage like AWS
S3 bucket and store the Uniform Resource Locator (URL) information to DLT. This is
analyzed in the proposed sFarm by storing the images from datasets [4,6,28]. Sample
images of apple, grape and tomato leafs from the dataset are shown in Fig. 7. Different
grades of pomegranate are shown in Fig. 8, and cabbage disease classification data are
shown in Fig. 9.

7.3 sFarm Validation

Near real-time data availability is one of the main aspects of crop monitoring systems
like the proposed sFarm for prompt actions to be taken by the farmer. For evaluat-
ing real-time operations, transaction confirmation times are evaluated. An edge node
with a quad-core ARM A72 CPU with 4 GB RAM is considered and 50 test runs are
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Fig. 7. Plant disease dataset [6] (a),(b) Shows healthy and black rot infected Apple leaves respec-
tively (c),(d) Shows healthy and bacterial infected Tomato leaves respectively (e),(f) Shows
images of healthy and black measles infected Grape leaves respectively

Fig. 8. Pomegranate fruit quality dataset [28] Pomegranate classified into 3 Grades - G1,G2,G3
and each grade subdivided into 4 Quality labels Q1, Q2, Q3, Q4. (a) Shows the image of highest
grade highest quality Pomegranate (b) Shows the highest quality of grade 2 Pomegranate with
slight defects (c) Shows not ripe Pomegranate and comes under Grade 3 (d) Shows pomegranate
With least quality and grade
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Fig. 9. Cabbage disease dataset [4] (a) Image shows fresh un-infected cabbage Leafs (b) Shows
image of Cabbage infected by back Moth (c) Shows image of infected Cabbage plant by leaf
miner (d) Shows a Cabbage plant infected by Meldew

Fig. 10. Average transaction time for Private IOTA tangle node implemented in sFarm.

performed. Transaction confirmation times are noted for each test run and an average
transaction time is computed. Figure 10 shows the transaction times and the average
time. The average transaction times for the implemented sFarm application is 1401ms.
A 1.4 s delay is acceptable as the climatic and environmental changes are gradual and
do not change within seconds significantly. As the farm size increases, the number of
sensing nodes to cover the entire field increases in proportion to the farm area. Hence,
the power consumption of each node should be minimal. Maximum current use for the
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Table 4. Statistics of load testing performed on private tangle implemented for sFarm

Parameter Value

Number of samples data transactions sent 1000

Load duration 1min

Failed transactions 10

Percentage of error 1%

Average response time (ms) 7566.76

Minimum response time (ms) 1883

Maximum response time (ms) 25760

Median response time (ms) 7314.00

Throughput (transactions/second) 38.03

implemented end node including both temperature sensor and GPSmodule is 33.95mA.
Assuming all electronic devices in the sensing node are consuming maximum current,
the amount of power consumed is estimated to be 0.169W. Assuming 1000 such sens-
ing nodes are running in the field continuously for 24 h, they will consume only 4.056
units of electricity which is very small. Considering the fact that usage of solar energy
in fields is common, the cost of operating the proposed sensing nodes in large numbers
is efficient and affordable.

The IOTA private tangle implemented for the proposed sFarm consists of two peer
nodes along with a coordinator node. Transactions from the edge nodes will be sent
to the peer nodes. As the number of edge nodes increases, the number of transactions
reaching each peer node in the IOTA Tangle network increases. The throughput of the
IOTA Tangle node helps in determining the scalability of the proposed model. Each peer
node in the private Tangle of sFarm is designed with a Quad-core CPU with 4GB of
RAM. To determine the throughput of the node, 1000 sample messages are sent within
a span of one minute to the same Hornet node. Response times and the error rates are
measured to determine the scalability. Statistics of the test are given in Table 4.

Response time distribution for all 1000 sample data transactions sent is shown in
Fig. 11. Average response time for these 1000 samples is 7566.6ms. Even with such
a large number of nodes sending transactions at the same time to a single node has
resulted in only 1% failure and average response time of approximately 7.5 s. Hence,
the throughput of each peer node is high enough to handle a large number of edge nodes
at the same time. Latency from the peer node is another factor which needs analyzing
to determine if it can support near real-time applications like sFarm. The request load
is increased gradually over the time span of 1min, and the number of success and fail-
ure responses are measured along with the median latency in receiving responses from
the peer node and results are shown in Fig. 12. A comparative analysis with respect
to transaction times and throughput is performed between [16] and the current paper
implementation to analyze the benefits of using Private Tangle Data Structure based
DLT over Public Tangle based DLT and is presented in Table 5.
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Fig. 11. Response time distribution for private IOTA tangle Node implemented in sFarm.

Fig. 12. Latency of peer node with increasing number of requests per second,

Table 5. Comparative analysis of results

Feature Lamtzidis et al. [16] Current paper

DLT platform IOTA IOTA

Type of DLT Public Private

PoW Local Local

Transaction time (in Sec) 60 1.8

Throughput (Tx/Sec) 5 38.03

8 Conclusions and Future Research

In this work we have proposed a novel idea of distributed ledger based Remote Crop
Monitoring System which solves the problem of data privacy and security and provides
an efficient and affordable Remote Crop Monitoring solution. It makes use of DLT
along with the IoT to leverage a system which can solve the discussed problems with
centralized data sharing platforms. Proof of concept is implemented for the proposed
sFarm and is analyzed for scalability and reliability. Results from the analysis have
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shown that the proposed system can handle a large number (1000) of sensing nodes
with an average latency of 7566.6 ms and 1% error rate making it an acceptable solution
for small to large farms.

In future work, we will develop a full level prototype and deploy it in a real-time
environment. Along with that, different techniques to reduce the latency further and
provide a user-friendly GUI option for better accessibility to farmers will be analyzed.
Our focus is on providing an efficient, affordable and robust solution for a Crop Moni-
toring System while maintaining data security and privacy. In addition, future work will
be able to use AI/ML techniques to monitor the anomalies in environmental parameters
and alert the user to take prompt decision.
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Abstract. One of the main problems in smart agriculture is smart arti-
ficial pollination with Micro Aerial Vehicles (MAVs). With their small
body size and dimensions, they hold the promise of substituting insect
pollinators. We propose an improvised version of the previously designed
insect-scale flapping-wing micro air vehicles (FWMAVs), namely Har-
vard RoboBee-like two-winged robot and the four-winged USC Bee+.
This version attempts to solve the critical issue of low controllability
observed in the previous prototypes which render them inefficient for
practical applications such as artificial pollination. We reduce the num-
ber of actuators to just one and eliminate the dependency of pitch, roll,
and yaw on the wing-movement by controlling the system with weight
shifting mechanism controlled by electromagnets. We successfully vali-
date the proposed design in Gazebo simulations. The proposed design
requires less material and low manufacturing cost due to simpler design
and low number of required parts. To the best of our knowledge, this
design is the first of its kind which is a fully functional FWMAV suitable
for artificial pollination.

Keywords: Aerial robotics · Microbotics · Actuators ·
Internet-of-Things (IoT) · Smart farming · Smart agriculture

1 Introduction

Bees and humming birds have always been the center of attention when it comes
to fine controllability and precision. To replicate an automated model of them
would be to construct a perfection incarnate aerial vehicle. The miniature size
of the robot would enable applications such as artificial pollination, disaster
management, search and rescue operations, etc.

Harvard RoboBee [2] and USC Bee+ [3] are the most mature designs in
the literature, however, there are still challenges in terms of their stability and
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controllability as they depend heavily on an actuator for each wing. Each wing
is flapped at different frequency in order to cause an imbalance in equilibrium
thus making the robot move in desired direction. Since these frequencies have
to be changed at millisecond time scale, having high precision control is a big
challenge.

We aim to solve this problem by using a single actuator and eliminating
the dependence on wings alone for maneuvering. Instead we propose a model
which changes direction by a weight shifting mechanism. The model would have
both wings beating at same frequency and would determine the thrust of the
body. The roll and pitch would be determined by a tiny weight attached to the
robot at the bottom which would be fixed with a planar joint. This is similar in
structure to the first of this type which was designed and termed the HMF [1]. We
developed the model in ROS using python and then validated with simulations
in Gazebo software.

The proposed solution will be easy to implement in a smart agriculture sys-
tem for not only artificial pollination, but also various other applications such
as plant health monitoring, etc. This model is simpler in structure, more robust
and less power hungry compared to its counterparts in [2,3].

The rest of the paper is organized as follows. Section 2 motivates using IoT
for smart agriculture. Section 3 presents the proposed vision of using beebots for
smart pollination. Section 4 proposes the beebot design. Section 5 provides the
design details. Section 6 reports the experimental results. Finally, Sect. 7 draws
conclusions and outlines future work.

2 Smart Agriculture Using IoT-Related Work

Smart agriculture is an emerging concept that helps in managing farms using
modern technologies to increase the quantity and quality of products while opti-
mizing the human labor required. It is a big leap from traditional farming as it
brings certainty and predictability to the table. The application of Internet-of-
Things (IoT) to agriculture could be a life-changer for humanity and the whole
planet.

On farms, IoT devices can measure all kinds of data remotely and provide
this information to the farmer in real time. It is capable of providing information
about agriculture fields which can be acted upon by the farmer. This paper aims
at making use of the evolving IoT technology for enabling smart agriculture with
automation. Together, they will be paving the way for what can be called a Third
Green Revolution. The most common IoT applications in smart agriculture are
sensor-based systems for monitoring crops, soil, fields, livestock, storage facilities,
etc.

Currently, we witness how extreme weather, deteriorating soil, drying lands,
and collapsing ecosystems make food production more and more complicated and
expensive. It is projected that there will be more than 9 billion people inhabiting
earth by 2050 which necessitates large scale food production.

Smart agriculture based on IoT is focused on helping farmers close the supply
demand gap, by ensuring high yields, profitability, and protection of the environ-
ment. Monitoring environmental conditions is the major factor to improve yield
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of the efficient crops. Therefore, smart farming has a real potential to address
all the needs in a safe, environmentally friendly, and resource-efficient approach.
Moreover, it is a true way to scale down on the use of pesticides and fertilizers.
This allows producing a cleaner and more organic final product compared to that
from traditional agricultural methods. The ultimate result from this automated
smart farming process would be high precision and control, eventually leading
to considerable savings in all key resources.

Sushanth and Sujatha [6] propose a system that responds to the user input
with the help of wireless communication (3G/4G). The system has a duplex
communication link based on a cellular-Internet interface programmed through
an android application that can be used to communicate with the beebot.

Multiple projects in the area of smart agriculture using IoT have been
reported in the literature. In [7] algorithms were developed for predicting and
monitoring plant health. [8] proposes a network of sensors for smart irrigation. [9]
proposes better image acquisition algorithms based on cloud computing devel-
oped to solve problem of blurred images taken by mobile robots involved in smart
farming. All of these works assert to the bright future of smart agriculture and
IoT being the solution to many agricultural problems.

3 Smart Agriculture Using Beebots-Proposed Vision

Agriculture is the one of the largest sources of livelihood in India. It plays a
crucial role in the economy. But there are some challenges being faced by the
farmers. There is increasing pressure from climate change, soil erosion, biodi-
versity loss, fulfilling the demand and dealing with farming—plants, pests and
diseases. Smart farming can solve some of these problems and allows farmers to
grow crops in a more controlled and productive manner.

Research has shown that the presence of wild bees increases yields across
many types of crops. The vast majority of plant species—almost 90%, in fact—
rely on pollinators to reproduce. This means bees are responsible for one out of
every three bites of food we eat. As pollinators, bees play a part in every aspect of
the ecosystem. But there is a decline in bee population. There are many factors
that contribute to pollinator decline—most of which are related to the climate
crisis. Pesticides, fertilizers, parasites, biodiversity loss, deforestation, changes in
land use, and habitat destruction are just a few of the reasons.

According to [10,11], pollination by honeybees and wild bees significantly
increased yield quantity and quality on average up to 62%, while exclusion of
pollinators caused an average yield gap of 37% in cotton and 59% in sesame.
When we combine that with artificial pollination methods, efficiency in crop
yield is bound to increase significantly.

This paper discusses the framework for next generation farming based on
a combination of precision agriculture and robotic systems. The work focuses
on using robotic bees in agriculture. To the best of our knowledge, this work
is first of its kind on the application of Flapping-Wing Micro Aerial Vehicles
(FWMAVs) in artificial pollination. The beebot can be equipped with a structure
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enabling artificial pollination, equipped along with the database of the farm,
helping far more efficient form of pollination than hand pollination or actual
bees. Futuristically, as suggested in [6] the beebot can be further equipped with
visual sensors and converted into an IoT, which accesses the online database,
helping to generate an outcome value/expected yield, health parameters of each
plant in the farm, etc., as illustrated in Fig. 1. Beebots can be released in a
desired area which are constantly connected as IoT devices to a common server
for instructions and access to cloud computing, database, etc.

This work identifies problems of system adaption, usability, and feasibility,
health of plants and users and energy consumption. The precise implementation
and use of the model will make agriculture more profitable, efficient, environ-
mental friendly and help make the most appropriate decisions.

Fig. 1. A beebot based IoT system for artificial pollination

In [4], a clear picture and mechanism is proposed which shows how MAVs
would perfectly fit under the umbrella of smart agriculture, how MAVs would be
extremely efficient in collecting data, pollinating and monitoring, functioning as
vital IoT devices. Robotics, automation, and cloud software systems are efficient
tools for smart farming.

4 Proposed Beebot

Most of the mechanical design is extremely simple to manufacture. The body
primarily consists of five components in total. Four of these are similar to the base
model as proposed in [1]: the exoskeleton, transmission, wings, and actuators.
In addition to that we add a small cap like structure to the bottom of the
exoskeleton for carrying out the weight shifting mechanism.
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4.1 The Exoskeleton

The exoskeleton or the air frame is primarily made of carbon fibre, which is light
weighted and strong, ideal in case of an FWMAV. The structure is a hollowed out
cuboid with some faces cut out. It would contain the actuators, weight shifting
mechanism, and transmission.

4.2 The Wings

The wings are made of flexible material so as to be able to bend to provide the
thrust. The wings are composed of a structural frame and spars (veins) made
from carbon fiber and the membrane made from polyester film. The materials
are chosen such that they remain rigid under various flight conditions. Each wing
is 1.5 cm long, and along with the exoskeleton, the wingspan amounts to just
3.5 cm.

4.3 Actuation

The actuator chosen for this application is a bio-morph piezoelectric actuator.
These actuators are chosen because of the fact that in their normal mode of
operation they have too short a stroke to be useful for micro-robots. They can
respond at high frequencies, many small displacements can be added together
to give large net motion.

4.4 Transmission

The wing stroke is directly controlled by the actuator and transmission. Wing
rotation takes place with a flexure joint in between the output of the transmission
and the wings. This flexure is parallel to the wingspan direction and the joint
takes care of over rotation of the wing. This system is actuated in only one
degree-of-freedom.

4.5 Weight Shifting Mechanism

A tiny weight put in a cap is attached to the bottom of the body of the robot.
The cap has four electromagnets which control the x- and y-coordinates of the
weight within the cap. This enables weight shifting and hence resulting in the
tilting of the body of the robot.

5 Proposed Design

We adopt the basic model described in [1]. It was capable of only a single vertical
degree of freedom. The novelty of work is to implement the weight shifting
mechanism that overcomes the drawbacks of existing designs. We add a small
weight at the bottom of the body and shift it to shift the centre of mass of the
whole robot resulting in a tilt thus developing a horizontal component to the
thrust generated by the wings.
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Fig. 2. Illustration of weight shifting mechanism

5.1 System Dynamics

The net force exerted by the wings on the body is balanced by sum of the weight
of the body and the resultant thrust as

mr̈ = −mgn3 + fb3 (1)

where b3 is vector along the axis of the body and n3 vector along universal
z-axis and r is the resultant force vector.

The change in orientation is given by:

q̇ =
1
2
q ∗ p (2)

The rotational force is given by:

Jω̇ = −ω × Jω + τ (3)

5.2 Actuator Command Generation

Let m be mass of the smaller shifting weight and M rest of the mass of the body,
which results in the tilting of the body by an angle θ (Fig. 2). In equilibrium
conditions, for F representing the thrust generated by the flapping of wings on
the body,

F cos θ = (M + m)g (4)



38 S. Abdullah et al.

where body tilt angle, θ is

θ = arctan
xCOM

L
(5)

Where L represents vertical distance between centre of mass and the smaller
mass m and xCOM represents shift in centre of mass due to shifting of weight
by distance x from (0,0). xCOM is calculated as

xCOM = x
m

M + m
(6)

We compute similarly along the y-axis.
While the horizontal component provides for motion:

F sin θ = (m + M)a (7)

Hence we can control two parameters, F and x.
F is directly proportional to the speed of flapping of wings and can be input

as a product of height required and a constant K.
x will be run through a PID controller to determine how fast and in which

direction the body will move.

5.3 Weight Shifting Mechanism

To be able to displace the weight m through an amount x, we use electromagnetic
force. The electromagnetic force generated is

F =
μo

4π

m1m2

r2
(8)

Considering two electromagnets opposite to each other with magnetic poles
m1 and m2 at a distance of r units from each other attached to the edge of the
cap.

So, force by first electromagnet is given by

F1 =
μo

4π

m1mi

x2
(9)

and force by second electromagnet by

F2 =
μo

4π

m2mi

(r − x)2
(10)

where r is the diameter of the cap, x distance required to move, mi the
induced magnetic moment in the weight, and m1 and m2 are the magnetic
moments of the two electromagnets. Net force would be a difference of these two
forces resulting in acceleration of the small weight

Fresultant = F1 − F2 = ma (11)

where a is the acceleration and m mass of the weight.
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Now to move the weight through a distance l,

l =
at2

4
(12)

for a zero initial velocity, considering an immediate deceleration of the same
amount after t/2 time has passed.

5.4 Attitude Controller

Based on the information regarding orientation of the body received from the
IMU, we run the following control loop.

Roll = erKp + Ki

∫
erdt + Kd

der
dt

(13)

where er represents the error in roll, i.e., the difference between the desired
orientation and current orientation, Kp,Ki, and Kd represent PID gains.

Pitch = epKp + Ki

∫
epdt + Kd

dep
dt

(14)

where ep represents error in pitch.
Now, we define the amount of change in position of the weight along x-axis

and y-axis as
x = Roll − Throttle (15)

y = Pitch − Throttle (16)

which is then used to calculate the required force and electromagnetic field
induction by Eqs. (11) and (12).

5.5 Position Controller

Position controller is comprised of two sub-algorithms. The first sub-scheme
generates the magnitude of the thrust force, f ; the second sub-scheme generates
the desired attitude. In specific, f is computed as

f = fT
a b3 (17)

fa = −Kp(r − rd) − Kd(ṙ − ṙd) − Ki

∫
(r − rd)dt + mgn3 + mṙd (18)

where Kp, Kd, and Ki are positive definite diagonal gain matrices; and rd is
the desired position of the robot’s center of mass.
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Control System MAV Simulation Sensors recording
feedback

Physics (wind,
gravity, etc)

State Estimator

Gazebo

Fig. 3. Proposed beebot ROS architecture

Fig. 4. Structure of the beebot

5.6 ROS and Simulation

We validated the model using Gazebo simulation. It is a robot simulation soft-
ware which contains a physics engine that primarily helps with rapidly testing
algorithms, designing robots in a realistic scenario.

The system includes the CAD design translated into URDF which represents
the physical and collisional properties of the model. A feedback controlled control
system is designed taking input from the body of the robot and giving output
as torque required to apply on the joints.

The basic architecture, as shown in Fig. 3, of the MAV includes a control sys-
tem node which publishes input values to the simulated Beebot body in Gazebo.
It also accepts input from the simulation’s physics node providing for external
influences such as wind, gravity, collision, etc. The simulated sensors record data
which is processed by a state estimator and the processed feedback is given back
as input to the control system node.
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/control_system

/beebot/right_hinge

/beebot/right_hinge/command

/beebot/right_hinge/state
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Fig. 5. Flow chart of the ROS architecture

The architecture of ROS nodes and ROS topics has been quite simple and
intuitive. The robot was designed as a simple cuboid with two wings attached by
hinges. The wings themselves can rotate in order to properly provide for thrust
as shown in Fig. 4.
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Each hinge and wing has a joint each, making it total four joints. Every
joint has its own topic declared on which command is published. A single node
containing the control system algorithm, takes in the position and state of the
wings as inputs and gives command to the joints in a feedback controlled loop
structure as shown in Fig. 5.

As shown in the Fig. 4, a forward flap would not only mean yaw movement
of the wings but also a negative pitch. Similarly for a backward flap, a negative
yaw along with a positive pitch.

6 Experimental Results

We prototyped and tested the control system algorithms using ROS and Gazebo.
The prototype has a wingspan of 3.5 cm and weight of 145 mg. Each wing is
15 mg, the additional weight structure 30 mg, and the body itself 85 mg. We
tested a wide range of values for taking off and landing, and successfully managed
to fly vertically, hover the robot and tilt it in the desired direction.

Fig. 6. Input values for the wings
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Fig. 7. Flapping pattern

Fig. 8. Altitude gained as a function of time. The beebot flies vertically and stops at
a height of 7 m.
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Fig. 9. Gazebo image of beebot

6.1 Flight

The flapping frequency observed 150 Hz at which the robot took off at a reason-
able speed. Figure 6 shows the take-off mode with the command given in terms
of Newton-meters and the wing responding accordingly measured in radians
(Fig. 7).

6.2 Hover

Figure 8 shows the position of the beebot as it tries to stabilise itself at a point
in the simulation at a height of 7 m with a flapping frequency 120 Hz (Fig. 9).

6.3 Tilt

After adding the extra weight, we set to trying to get the robot body to tilt.
We had the body tilting at roughly 30◦ as shown in Figs. 10 and 11. This is
accomplished by keeping the additional weight in a cap attached to the bottom
of the body, with its weight being roughly 30 mg. The weight moved at a distance
of 2.5 mm within the cap to achieve this value of tilt.

This shows how we can easily acquire the tilt required to move in the xy
plane by just attaching a small structure at the bottom containing a weight.
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Fig. 10. Gazebo image of the beebot tilting forward
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Fig. 11. Graph representing change in pitch of the beebot as weight gets shifted
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It is moved around to apply torque and tilt the body by whichever amount
and direction we need seamlessly and instantaneously, resulting in a compact
mechanical structure, and a simple control system design.

7 Conclusions and Future Work

We have proposed a light FWMAV for artificial pollination and validated it in
simulation. We proposed a simpler design with a weight shifting mechanism that
can be used to control the robot to move in desired direction. The future work
includes prototyping and testing for artificial pollination in real farms. Some of
the challenges would be controlling the yaw of the robot and making it resistant
and stable to wind.
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Abstract. A model of a smart lysimeter, adopting an IoT approach,
enhanced with pest and crop state analysis is presented. Besides the
measurement of the traditional evaporation-transpiration balance, the
lysimeter senses additional parameters like the soil temperature and
humidity at different depths; air temperature and humidity; sunlight
exposition (visible and infrared). Additionally, the system can capture
high-resolution images of the target culture. These images are locally pro-
cessed for data reduction and the main features are stored in a remote
platform afterwards. The main goal is the monitoring and enhancement
of the global crop yield. This lysimeter also provides data for a global
water resources system that integrates information from several sources:
lysimeters, weather stations, water quality monitoring systems, etc.

1 Introduction

Modern agriculture is supported by sensor networks and the Internet of Things
(IoT) is part of this trend, bringing new types of sensors, reducing its cost and
providing large amounts of relevant data. This opens the possibility for novel
types of data analysis related with crop and pest control, with the application
of new types of pattern recognition techniques and the use of approaches based
on artificial intelligence, namely machine learning techniques.

The use of the IoT paradigm allows the monitoring of crops in real-time,
making possible to generate early alerts from the analysis of the collected data
to support timely decisions by the farmer related with crop and pest control and
harvesting [12].

Water is fundamental for socio-economic development, paramount for the
production of food, for energy generation, for the maintenance of healthy ecosys-
tems, and, as a result, essential for the humankind survival.

Given its scarcity, careful management of the water resources, particularly in
its use in agriculture, which is responsible on average for 70% of all freshwater
consumption [6], has become more and more important.
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The lysimeter is an important instrument to measure the watering needs for
a particular type of culture, climate and soil. Lysimeters measure the evapo-
transpiration (ET) of plants and have been used in agriculture for more than a
century. Their primary purpose is to quantify the water requirements of plants
in order to provide only the amount of water needed for their healthy growth.

Evapotranspiration is the quantity of water loss by the plants through evap-
oration and through transpiration. In a culture, there is a water balance due to
the water inflow and outflow. In the input water there is water from rain, irri-
gation and condensation. In the output water there is the drained water, that
infiltrates into the soil, the evaporation and transpiration. Figure 1 illustrates
the water cycle system in plant culture.

Fig. 1. Evapotranspiration diagram.

Until about a decade ago, lysimeters were mostly used by educational and
research institutions due to their relatively high cost, but the emergence of new
technologies, materials and sensors, allowed the construction of high-tech and
low-cost weighing lysimeters. The use of an smart lysimeter which, in addition
to the traditional measuring of ET, senses other parameters related to the soil,
atmosphere and the culture, which were not previously available, with a low
production and installation cost, enhances its widespread use with the potential
increase in crop yield in terms of quality and quantity with the optimization of
resources, namely water.

In [14], the ET of desert plants is quantified using simple moisture sensors at
various depths and pressure sensors associated to a microcontroller to visualize
data and keep the soil moisture at a certain level. The presented lysimeter do
not use water weighing.

To quantify the ET of large fields, [13] combines data from remote sensing,
meteorological data, and a traditional lysimeter with weight sensors, making
it possible to estimate the ET of large crops. In [8], a smart ET estimation is
presented. The authors employ a fuzzy neural network to estimate the ET of a
greenhouse plantation from the temperature, humidity and atmospheric pressure
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data features. After training the neural network and calibration of the system
with a local weighing lysimeter, the ET is predicted.

When a high precision estimate of the ET is required, a weighing lysimeter is
preferred. It is usually composed of two vessels, one with the soil with the plants
and a second vessel that collects the drainage water. By measuring and compar-
ing the weight of the soil vessel with the weight of the drainage vessel, it can
estimate the ET with high precision. Different soils exhibit different water infil-
tration rates. At start, the infiltration rate is fast but, as the water moisturizes
the soil, it becomes stable, and the use of a weighing lysimeter allows to assess
both situations with increased accuracy. The use of several soil moisture sensors
at different depths allows the characterization of the water percolation along the
soil depth. In [7], an accurate water infiltration balance is presented recurring
to a precision weighing lysimeter demonstrating that the weighing lysimeters
present the best estimation for the ET in terms of precision.

From the image processing and analysis of the growing plants it is possible
to infer its health and to identify and control pests. In [9], a study of application
of image analysis techniques is described, where the most promising techniques
to detect diseases on the plants’ leaves and fruits, and to classify the disease, are
presented. The paper [10], makes an extensive review about the application and
importance of machine vision in precision agriculture. In [11] an image processing
system is described to identify the type of plant from the leaves’ veins.

This paper describes a smart lysimeter that, additionally to the ET, mea-
sures additional ambient and soil parameters, namely: the air temperature and
humidity; the visible luminosity; the infra-red luminosity; the soil temperature
and the humidity at different depths. Additionally acquires images of the target
culture for posterior analysis for crop and pest control.

The remaining of this paper describes the architecture and the instrumenta-
tion, in terms of hardware and software, of a smart lysimeter. Section 2 presents
the general architecture of the smart lysimeter; Sect. 3 describes the implemen-
tation of the experimental prototype in terms of its structure, hardware and
software; Sect. 4 presents the obtained experimental results and the paper ends
with the conclusions in Sect. 5.

2 Smart Lysimeter Architecture

A drawing of the physical structure of the smart lysimeter is presented in Fig. 2.
It is structurally composed by three different vessels complemented with a set
of sensors. The top vessel contains the soil with the plants. The middle vessel
collects the wastewater drained from the soil of the top vessel whose weighing
allows the calculation of the ET. This wastewater is transposed afterwards to
the bottom vessel so that it can be later used for further chemical and physical
analysis. As an example, it can be used for a percolation study.

The lysimeter architecture is designed with currently available IoT technolo-
gies, namely: low cost sensors, low power microcontrollers (MCU) and long range
communications. The design has the purpose of achieving a low cost and high
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Fig. 2. Lysimeter physical structure.

performance system by following the IoT paradigm. A layered view of the system
architecture is displayed in Fig. 3. It can be decomposed into three main parts:
the i) physical layer, where the sensors acquire data and where some early pro-
cessing is done, which forwards the information to the cloud layer; ii) the cloud
layer that is responsible for: the communications, the storage and data analysis,
thus generating alarms related to the crop and pest control; and finally, at the
top, iii) the application layer provides services to the different types of users
according to their specific role.

Since there is the need to have different polling times to collect the data
and to execute different functions, the physical layer is decomposed into two
modules: the lysimeter module and the camera module.

The lysimeter module contains the sensors to measure the soil and environ-
mental parameters, namely the soil temperature and the humidity at different
depths. It weighs the soil vessel and the drained water to calculate the evap-
otranspiration, and measures the ambient temperature, the humidity and the
light intensity. The sensors are connected to a low-power MCU that manages
the acquisition and transmission of data to the cloud through a radio-frequency
telecommunication SoC module. The MCU also manages and supervises the
power supply by powering on all circuits when acquiring, processing and trans-
mitting the sensors’ data to the cloud layer. Afterwards, it powers off the sub-
circuits (sensors and SoC) in order to save power when the module is in standby,
and turns on power again after the preset time polling.

The camera module is responsible for the image acquisition from the camera
sensor. The camera sensor is connected to a SBC that acquires, preprocess and
sends images to the cloud layer using an Internet connection. The SBC power
is controlled by a low-power MCU to save energy: the MCU starts up the SBC
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when it is programmed to take an image (1 or 2 times a day is enough); after
this, the MCU powers off the SBC to save energy.

Fig. 3. A layered view of the system architecture.

The cloud layer manages the data reception from different lysimeters. It encom-
passes database storage and the different services related to data processing, like
pattern recognition, namely machine learning for event prediction. It triggers
alarms related to crop monitoring and/or pest control. At the top is the appli-
cation layer. Its purpose is to provide different services to end users, like system
configuration, data analysis and visualization, alarms setting and display, etc.
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Fig. 4. Lysimeter system hardware architecture.

A lower level system hardware architecture is depicted in Fig. 4. The set of
acronyms displayed in the figure and their related meanings are presented in
Table 1.

Table 1. Lysimeter hardware acronyms.

Description Description

MCU Microcontroller Unit SoC System on Chip (WiFi)

ATS Ambient Temperature Sensor AHS Ambient Humidity Sensor

ALS Ambient Light Sensor STS Soil Temperature Sensor

SMS Soil Moisture Sensor SWS Soil Weight Sensor

DWS Drained water Weight Sensor SM Waste Vessel Servo Motor

SBC Single Board Computer CS Camera Sensor
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3 Experimental Prototype

The described IoT based lysimeter architecture led to a prototype that is
described in this section. Low-cost off-the-shelf components, without compromis-
ing the technical quality of the final result, were chosen for the implementation
of the lysimeter prototype, bringing a clear cost benefit. Open source software
tools were adopted whenever possible.

3.1 Lysimeter Module

The hardware structure of the lysimeter module is displayed in Fig. 5. A descrip-
tion and the listing of the components used to implement the lysimeter, along
with its most important specifications, is presented in Table 2. An MCU from
the MSP430 family, the MSP430G2553, is chosen, due to its very low power
consumption and cost. It provides analog and digital ports to connect and
control sensors. It has an I2C communications bus, used for sensors with I2C
support, and an UART interface for connection to the SoC. The soil vessel is
equipped with a set of corrosion resistant humidity and moisture capacitive sen-
sors (CSMS), placed at different depths. The soil vessel is weighted using four
load cells (4× 50 kg load cells). These are part of the branches of a half Wheat-
stone electrical bridge, connected to one channel of a HX711 amplifier/ADC,
that communicates with the MCU using a proprietary clocked digital output.
The other channel of the HX711 module is connected to a load cell (1 × 10 kg)
that weights the drained water vessel. The lysimeter has an ambient light sen-
sor, the TSL2561, that integrates visible, and visible plus infrared sensing. The
system also measures ambient temperature and humidity with a SHT30 sensor.

The module is powered from a 1 W solar panel and stored in a MR18650 Li-
Ion battery cell. To control the battery charge it is used a TP4056 module. The
power switch is done with a DMP2022LS P Channel MOSFET transistor, that
can control up to 10 A. To control the drain water valve it is used a commercial
HS422 servo-motor controlled by a PWM signal. For the communications with
the cloud it is used a Wi-Fi SoC ESP8266-01 module. The set of components
adopted for the prototype implementation is presented in Table 2.

The MSP430 MCU also manages the power provided to the different subsys-
tems. It monitors the battery voltage and powers ON/OFF the sensors and the
telecommunications SoC. The MCU also activates a servo motor which controls
the valve that transfers the water from the drained water vessel to the wastewater
vessel. The MSP430 MCU also sends the sensors’ data to the ESP8266 module
through the UART connection. The ESP8266 has a MQTT client application
to transmit the data to the cloud. If pressed quickly, the multifunction button
wakes up the module and a new sensor read loop is started. The MCU and
telecommunications SoC software is developed with the GNU C programming
language toolchain.
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3.2 Camera Module

The hardware structure of the camera module is displayed in Fig. 6. A description
and listing of the main components used to implement the module, along with
its most important specifications, are presented on Table 3.

This module also uses the MSP430G2553 MCU, from the MSP430 family, to
supervise the battery status and the power of the camera module, namely of its
SBC.

The SBC is a Raspberry Pi 3B+ (RPi) which is a compact, yet powerful
small computer on a single board, with extensive wireless communications (Wi-
Fi and Bluetooth) and a MIPI interface that can be connected to a series of
different image cameras, besides a set of GPIO pins. The RPi is responsible
for the image acquisition and pre-processing. It is equipped with a with high
resolution (8 Mpx) Raspberry Pi Camera Module 2, with a IMX219 Sony image
sensor. It makes a local backup of the images and sensors’ data and sends it
periodically to the cloud. The module’s power system is similar to the one of
the lysimeter module, complemented with a DC/DC converter to supply the
SBC with the proper voltage (+5 V). The module also possesses a multifunction
button that when pressed wakes up the module and a new sensor read cycle
is started automatically. The RPi has three software libraries installed: paho
MQTT client, Pyserial, and Picamera. It runs a set of Python scripts to control
the system: acquire images, communicate with MCU, and communicate with the
cloud.

A pair of photos of the system is presented in Fig. 8. The lysimeter and the
associated camera can be seen in these pictures. The camera setup is presented
with greater detail in the picture on the right side of figure.

This experimental prototype uses Wi-Fi communications. However, for a
system to be deployed in the open field, other communications solutions, like
LoRa/LoRAWAN [5], NB IoT [2], or SIGFOX [3] can be easily adopted to trans-
mit small packets of data. To transfer images, a higher band communications
protocol must be used like an Internet LTE connection, for instance.

The camera module can be used as stand-alone system, to acquire and process
images that can be provided to a previously trained machine learning model, run-
ning directly on the SBC, that can trigger alerts related to the crop state and cul-
ture health, and send them to the cloud and, ultimately, reach the user/farmer.

3.3 Lysimeter Software

The MCU software is developed with the Code Composer Studio suite [1], with
the C/C++ programming language. The software is used for the control of data
acquisition. The information is sent to the SBC using serial communications.

The SBC is running the Raspberry Pi OS, a Debian Linux operating system
for ARM based architectures. The image acquisition and processing applica-
tions are developed using the Python programming language. They depend on
the PiCamera package and also on the OpenCV Python bindings. A crontab
script launches the applications at the predefined times. The images transfer is
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Fig. 5. Lysimeter module hardware diagram.

secured by the SSH protocol using public-key cryptography. Whenever the SBC
is powered up it waits for the MCU data, converting it to a JSON (Javascript
Object Notation) object that is sent to a MQTT server. Afterwards a picture
is taken, locally processed and sent to the storage server. After this sequence of
procedures the SBC is shut down. In case the data cannot be sent to the remote
server, the software stores a backup locally.

For the prototype’s cloud software proof of concept, a virtual machine was
created. It runs the Ubuntu Server 20.04 LTS Linux distribution. All the soft-
ware services are launched as Docker containers. This Docker software stack
is composed by the mosquitto MQTT server; the Node-RED low code Node.js
based server; the MongoDB non relational database server; the TensorFlow CNN
(Convolutional Neural Network) machine learning based application and the
ATMOZ/SFTP secure file storage server. This container technology based app-
roach ensures an easy and reliable software services deployment stack, as seen
in Fig. 7.
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Table 2. Lysimeter module hardware components

Description Model Specification

MCU Microcontroller MSP430G2553 16MHz, 16KB/512B

SoC System on Chip ESP8266-01 Wi-Fi 3.3VDC

ATS Ambient Temp. Sensor SHT30 (I2C) −40 ◦C–80 ◦C, ±0.3 ◦C
AHS Ambient Humid. Sensor SHT30 (I2C) 0–100% RH, ±2.0%

ALS Ambient Light Sensor TSL2561 (I2C) Visible and IR sensor

STS Soil Temperature Sensor DS18B20 (1 Wire) −10 ◦C–85 ◦C, ±0.5 ◦C
SMS Soil Moisture Sensor CSMS (An) Grove Capacitive Sensor

SWS Soil Vessel Weight Sensor HX711 4 cells with 1/2 bridge

DWS Drained Water Weight Sensor HX711 1 cell - Wheatstone Bridge

SM Servo Motor HS422 (PWM) 180◦, torque 3.3Kg/cm

SL Photovoltaic Solar Panel FAL09004 5VDC 1W 110× 60mm

BCC Battery Controller Charge TP4056 1A 1xBAT Li-Ion

BT Li-Ion Battery INR18650-35E 3.6V 3500mAh Samsung

PSW Power Switch DMP2022LSS −10A P-MOSFET

DCC1 DC/DC Converter MCU MCP1700-3302 3.3V 250mA LDO

DCC2 DC/DC Converter MCP1700-3302 3.3V 250mA LDO

Fig. 6. Camera module hardware diagram.

4 Experimental Results

The prototype is assembled as described, including its programming and con-
figuration. A photo of the prototype being used to monitor strawberry plants,
with a detail of the camera set (right-top) and the water vessels (right-bottom) is
shown in Fig. 8. The Node-RED flow for the data acquisition process is presented
in Fig. 9.
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Table 3. Camera module hardware components

Description Model Specification

CS Camera Sensor RPi Cam. Mod. 2 IMX219 8 Mpx sensor

SBC Single Board Computer RPi 3B+ 1.4 GHz BCM2837 4 GB

MCU Microcontroller MSP430G2553 16 MHz, 16KB/512B

SL Photovoltaic Solar Panel FAL09004 5 VDC 1 W 110 × 60 mm

BCC Battery Controller Charge TP4056 Module 1 A 1xBAT Li-Ion

BT Li-Ion Battery INR18650-35E 3.6 V 3500 mAh Samsung

PSW Power Switch DMP2022LSS −10 A P-MOSFET

DCC1 DC/DC Converter MCP1700-3302E 3.3 V 250 mA LDO

DCC2 DC/DC Converter VMA402 Module 5 V 2A Step-Up LM2577

Fig. 7. Cloud services virtualization

The current values of the gathered data are visualized in a dashboard using
a computer based web browser client or from a smartphone, Fig. 10. The values
that are collected during the previous 2 days period are made available with the
Node-RED Dashboard web server, as can be seen in Fig. 11.

A high resolution image of the plants, acquired by the camera module, is
shown in Fig. 12. On the right, a detailed image of the fruit is presented, from
where it is possible to detect, by a trained eye, a significant set of plant diseases.
However, the goal is to have a machine learning based system, running in the
cloud servers, able to detect the state of the fruits, the possible plant diseases,
and to automatically fire up an alarm and send the corresponding alert to the
users by email or SMS.

The web service is compatible with modern PWA (Progressive Web Apps [4]).
It is thus possible to access the lysimeter data from any mobile device through
a smartphone app similar interface.
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The images are stored using the SFTP (Secure File Transfer) protocol. An
example of a captured image from strawberry plants can be seen in Fig. 12.

From experience, the sensors’ data can be collected with a time interval
between 10 min to 30 min, and since the plant evolution is very slow it is enough
to capture one or two images per day, by choosing the time of day with the best
light conditions.

Fig. 8. Prototype appearance and some hardware details (right figure).
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Fig. 9. NodeRed flow (graphical program), showing the data acquisition process.

Fig. 10. NodeRed dashboard output (web browser/smartphone).
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Fig. 11. NodeRed dashboard with graphs of the last 24 h data.

Fig. 12. Example of a captured raw image (left) with a zoomed detail (right).

5 Conclusions

The lysimeter prototype presented shows the application of the IoT paradigm
to solve a common and fundamental problem in agriculture – the measure-
ment of the evaporation-transpiration balance. Additionally, several other phys-
ical parameters of the soil and surrounding environment, and the collection of
images for monitoring the plants’ evolution are added. This data can be used
to detect diseases and plagues using a machine learning based system. The pro-
posed lysimeter system offers an integrated low-cost and energy efficient solution
for the evaporation-transpiration balance measure that can be used in different
locations and scenarios.
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The next steps in the development of the smart lysimeter are the collection
of a large dataset, imagery and sensor data, from crop and soil monitoring, to
develop and train a machine learning model to detect if plants are growing as
expected or if there are problems related to the crop development and potential
diseases. The integration of the smart lysimeter into an overall water resources
system that gathers information from various other sources, including weather
stations, water quality monitoring systems, water evaporation monitoring sys-
tems, lake and river water level monitoring systems, etc. is also planned. A data
model based on modern pattern recognition systems, machine learning, and arti-
ficial intelligence software will allow to relate all data collected in order to predict
events and monitor long-term threats to water resources.
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Abstract. MediterraneanEurope is strongly affected bywildfires. In Portugal, the
Portuguese Institute for Nature Conservation and Forests (ICNF) implemented the
national fuel break (FB) network responsible for fire control and suppression. FBs
are regions where vegetation is reduced to break up the fuel continuity and cre-
ate pathways for the firefighting vehicles. The efficiency of this strategy relies on
the correct implementation of FBs and on periodic fuel treatments. Multispectral
imagery from Sentinel-2 (with high temporal and spatial resolution) facilitates the
monitoring of FBs and the implementation of methodologies for their manage-
ment. In this paper a two stages methodology is proposed for monitoring FBs.
The first stage consists in detecting fuel treatments in FBs, to understand if those
were correctly executed. This is done through a change detection methodology
with resource to an Artificial Neural Network. The second stage monitors the veg-
etation recovery after a fuel treatment, to aid the scheduling of new treatments,
ensuring the efficiency of FBs during the fire season. Both methodologies resort to
reflectance bands and spectral indices from Sentinel-2; and timeseries and objects,
exploiting the temporal and spatial information. The two stages were tested in dif-
ferent regions across the Portuguese territory, demonstrating their usability for all
the national fuel break network. The detection of treatments achieved a relative
error lower than 4%, and the vegetation recovery cycle estimated by the second
stage match the expectations from ICNF.

Keywords: Sentinel-2 · Change detection · Fuel breaks · Remote sensing ·
Wildfires · Vegetation recovery · Fuel treatments · GEDI · Artificial neural
network · Spectral indices
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ExR Excess of Red
FB Fuel Break
FBN Fuel Break Network
FH Forest Height
FL Fuel Load
FT Fuel Treatment
GEDI Global Ecosystem Dynamics Investigation
LiDAR Light Detection And Ranging
NDVI Normalized Difference Vegetation Index

1 Introduction

Wildfires are destructive events that occur recurrently during summer seasons. These
disasters are common in several regions of the world, of which can be highlighted:
the western states of the United States [1]; south-western Canada [2]; Mediterranean
Europe (Portugal, Spain, France, Italy, Greece) [3]; and south-eastern Australia [4, 5].
None of these countries had found yet a solution for preventing and efficient suppression
of wildfires. Since the current strategies for the suppression and available resources are
not sufficient, proactive measures had been applied during the preparation of summer
seasons.

In Portugal, the Portuguese Institute for Nature Conservation and Forests (ICNF)
defined the Fuel Break Network (FBN), as a firefighting strategy. A Fuel Break (FB)
consists of a strip of landwhichwas artificiallymodified to reduce its Fuel Load (FL) [6].
This is achieved by decreasing and/or removing the vegetation within the FB through
Fuel Treatments (FT). An image of an implemented FB is shown in Fig. 1. The technical
specifications of a FB defined by ICNF are the following [7]:

• Composed by three parts: Fuel Interruption, Fuel Reduction, and Road Network. The
FB has a minimum width of 125 m;

• Fuel Interruption: all the vegetation is removed and have minimum width of 10 m;
• Fuel Reduction: reduction of the vegetation by imposing aminimum distance between
trees tops and a pruning height, and a minimum width of 60 m;

• Road Network: a pathway for the firefighting vehicles, with a minimum width of 5 m.
It is in the middle of the FB, having a Fuel Interruption and a Fuel Reduction area to
each side.

A graphical scheme of a FB is presented on Fig. 2 for an easier understanding.
The FBN is responsible for compartmentalize the forest, which allows a better control
of wildfires and slows down its propagation. Adding to its proactive effects, the road
network creates better conditions for the firefighters.

A key factor for the effectiveness of the FBN in preventing the occurrence ofwildfires
is the correct implementation and maintenance of its FBs. The management and moni-
toring of the FBN is responsibility of ICNF. To accomplish it they need to periodically
schedule FTs for the FBs and the implementation of new FBs (from now on both will be
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Fig. 1. Ground observation of a Fuel Break. (Source: http://www2.icnf.pt/).

referred as FT), which are executed by Local Authorities. Concretely the ICNF needs
to guarantee that FTs are correctly performed and to periodically assess the FL of FBs
scheduling the necessary FTs. Currently, both activities are done by inspection of earth
observation satellite imagery and ground observation of the FBs. The first approach is a
time-consuming process and prone to errors, the latter is also time-consuming (due the
extension of the FBN) and it is an expensive process.

The increasing number of Earth Observation (EO) missions, the quality of the data
acquired from remote sensing platforms, and sensors specifically developed for vege-
tation monitoring, allows the implementation of new methodologies for forest manage-
ment. Within the EO platforms, Sentinel-2 (S2, from the Copernicus mission) presents a
set of attracting features. Briefly, it carries amultispectral sensor acquiring the reflectance
in 13 spectral bands (including 3 on the red edge spectrum, which is recommended for
vegetation monitoring), a revisit period of 5 days (suitable for monitoring), and a spatial
resolution of 10 m and 20 m for majority of the bands (which gives sufficient informa-
tion for analyzing FBs). In addition to S2, Global Ecosystem Dynamics Investigation
(GEDI) is a Spaceborne Light Detection and Ranging (LiDAR) sensor optimized to
measure the vertical structure of vegetation [8, 9]. GEDI acquires several variables of
the forest, including the Forest Height (FH), with a spatial resolution of 25 m. Despite its
measurement’s suitability for the problems that ICNF needs to address, it is a sampling
mission which compromises its usage for monitoring.

In this paper is proposed a semi-automatic methodology to support the FBN
management that fulfils the following requirements:

• Detect the month when a FT was executed on a FB from predefined shapefile;
• Avoid detecting incomplete FTs (that cover less than 75% of the FB);
• Estimate FL growth in a FB after a FT;
• Must be a generic methodology that works for regions with different conditions (land
cover, weather, geographic location, etc.).

This methodology is divided in two stages: the detection of FTs and estimation
of the FL growth since the last FT. The proposed methodology performs an object
analysis, instead of pixel analysis, which enhance the spatial information, and generate
timeseries from the S2 reflectances and the derived spectral indices, to enhance the
temporal information. The detection is ensured by an Artificial Neural Network (ANN)

http://www2.icnf.pt/
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that outputs and the FL estimation is based on the analysis of the Normalized Difference
Vegetation Index (NDVI) timeseries.

Fig. 2. Technical specifications of a fuel break in the Portuguese fuel break network [7].

ICNF provided the FBN’s shapefile, the information of where and when FTs have
been executed, which was used during the ANN training, validation, and error estima-
tion. The select error metrics were relative error, recall (producer’s accuracy), precision
(consumer’s accuracy), and F1-Score, as suggested in [10]. Next a dataset of incomplete
FTs (with three different levels of coverage) was tested. Relatively to the FL estima-
tion, the results were validated by ICNF and observation of S2 images. Finally, the pair
NDVI/GEDI’s FH was evaluated by the Pearson’s Correlation, which provides a more
precise validation of the usage of NDVI for assessing the FL increase in a FB.

There are no significant studies in the literature regarding change detection related to
FTs or FBs. However, there are many published works about change detection method-
ologies. In [11] space-time features were exploited to detect forest disturbances using
two consecutive observations and in [12] annual composites were used for detecting
changes. In [13–15] methodologies to identify changes on the land and their type are
proposed. In all these works Landsat imagery was used, which has a revisiting period
of 16 days (three times the revisiting period of S2) and relied in more than one previous
observation of the change event.

The studies of vegetationmonitoring, FLaccumulation, usually rely on the estimation
of FH and aboveground biomass. Several methodologies are already implemented using
different sensors’ types (LiDAR [16, 17], Optical [18–20], SAR [21]), but the estimation
models rely in in-situ measurements (which are spatially limited, time-consuming, and
may be destructive), and are not generalizable for different regions.

This paper is written through five sections: this Sect. 1 concerning the introduction
and state of art; the Sect. 2 dedicated to the material and methods, all the data used in
this article is presented, the used methods are exposed, and the explanation of how the
methodology was validated. Next in Sect. 3 the results and a brief description of them is
provided; and the final two Sects. 4 and 5 are dedicated to the discussion and conclusions
of the developed work.

2 Materials and Methods

2.1 Study Areas

The implementation and validation of the proposedmethodology relied in 19 study areas
across the national territory, described in Table 1. As is shown, they vary in terms of
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land cover (including 6 different types, and areas with multiple types) and geographic
location, creating richer datasets.

For the FT detection training and validation four of the 19 study areas were used. In
the selected areas FT had been executed between 2017 and 2018. The available samples
from this period were divided into the training and validation dataset, and the defined
error metrics computed. Next, the detection was tested in real-case scenarios: 14 regions
treated in the first semester of 2020; and a FB outside the FBN that belongs to the
National Power Network treated in 2018 (Marisol). Also, a specific test regarding the
performance of the methodology for incomplete FTs was performed.

The FL growth estimation was tested in four areas treated during 2017 and 2018.
ICNF validated the obtained results. Finally, the usage of the NDVI for the estimation
was evaluated data other four study areas (due the fact the GEDI mission only provides
data after April 2019).

2.2 Data and Tools

The main data sources used in development and validation of the proposed methodology
were:

• FBN shapefile provided by ICNF;
• S2 imagery from mid-2015 to mid-2020;
• FH measurements from samples acquired in 2020 by GEDI.

The FBN shapefile is composed by the polygons corresponding to the FBs under
authority of the ICNF (note that not all FBs are already implemented). Additionally, a
polygon for Marisol was designed by the authors based on S2 imagery.

S2 is a constellation of two satellites platform (S2-A and S2-B) that carries a mul-
tispectral sensor measuring the reflectance in 13 spectral bands, covering the visible,
vegetation red edge, near infrared, and shortwave infrared spectrum’s regions. For this
methodology Level-1C products (top-of-atmosphere radiance) due its availability since
mid-2015. With a revisiting period of five days and spatial resolutions of 10 m and 20 m
(bands with a spatial resolution of 60 m were not used due the minimum width of 125 m
of FBs) it is a suitable platform for monitoring the FBN. From the authors’ previous
works, regarding the FT detection [22], bands 2, 3, and 4 were used to compute the
spectral indices Excess of Green (ExG) and Excess of Red (ExR), and band 5 was used
directly. Relatively to the FL growth bands 4 and 8 were used to compute the NDVI for
the estimation. All used observations were downloaded from Copernicus Open Access
Hub.

GEDI is a LiDAR sensor carried by the International Space Station, optimized for
forest measurement. The mission started operating in April 2019, it acquires 25 m reso-
lution samples, and has a coverage between the 51.6º N and 51.6 S, promising to sample
4% of the Earth’s Surface [8, 9]. GEDI Level-2B products were used, concretely the
RH100 parameter which corresponds to the sample FH [23]. Since it is a sampling mis-
sion, this information is not suitable for monitoring, so it was used to validate the usage
of the NDVI in the FL growth estimation. To guarantee the quality of the GEDI data,
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Table 1. Study areas description. Usage: 1 – Fuel Treatment training & validation; 2 – Fuel
Treatment test; 3 – Fuel Load growth test; 4 – NDVI validation.

Study area Relative location in country Land cover Usage

Amieria Inland center Eucalyptus and cork tree
forest

2

Besteiros Inland center Eucalyptus, pine, and cork
tree forests

2

Cabro-Baixo Inland center Agriculture, cork oak
forests, shrubs

2

Canedo Inland north Pine forests 2, 4

Capinha Inland north Eucalyptus forests 2, 4

Casa Nova South Cork oak forests, shrubs 2

Famalicão Inland north Pine forests 2

Fundão Inland north Eucalyptus and pine
forests, shrubs

1, 3

Marisol Coast center Eucalyptus forests 2, 3

Monte Zorra Coast south Cork oak forests, shrubs 2, 4

Monte Velho South Cork oak forests, shrubs 2

Paradelhas Inland north Shrubs 2, 4

Pincho South Agriculture, shrubs 2

Salir South Cork oak forests 2

Seia Inland north Artificial Territories,
shrubs

1

Serra dos Candeeiros Coast center Agriculture, shrubs 1, 3, 4

Sertã Inland center Shrubs 1, 3

Terras Ordem South Pine forests 2

Vale Grou South Eucalyptus and cork oak
forests, shrubs

2

only samples the meet the minimum quality requirements were used (samples with the
quality flags l2a_quality_flag and l2b_quality_flag set).

Quantum GIS (QGIS) and several python modules were used for the methodology
implementation. QGIS is an open-source geographic information systemwhich includes
several useful features forworkingwithRemote Sensing data. Also, it allows the automa-
tion of tasks through its python console and by the development of plug-ins. The main
python modules used in this methodology were: GDAL and Scikit-Learn.
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2.3 Time Series Generation

The time series generation is ensured by the pre-processing stage. The analysis is per-
formed at object level, i.e., within the FB area and is shared by the FT detection and
FL growth estimation. In Fig. 4 it is presented an info graph describing the object time
series generation. It consists in the following steps:

1. Correction of observations’ geolocation errors;
2. Generation of the object values for all required reflectance bands;
3. Computation of the time series with a month timestep;
4. Computation of the spectral indices;
5. Estimation of the month values, when there no available observations.

ESA reported in [24] that S2 observations may suffer of an translational geolocation
error up to 1.5 pixels, which corresponds to a maximum of 15 m error for the 10 m
resolution bands and 30 m for the 20 m resolution bands. For most applications, this
error may be neglected, however due the minimum width of 125 m of a FB, this error
can negatively influence the results. The correction algorithm used in step 1 is presented
in [25], and used in [22, 26], and it decreases the maximum error to 1.5 m and 3 m per
resolution, which is negligible for the proposed methodologies.

In step 2 the object value is computed. An object is a group of adjacent pixels, being
used in this methodology the group of pixels within a FB polygon. The objective of this
work is to detect FTs on FBs, so the usage of an object approach is also consequence of
the defined requirements. Also, change detection application benefits from the spatial
information obtained using this approach [15] which agrees with the Tobler’s first law
of geography. The used metric for the object value were the mean value of the pixels
within the FB.

Step 3 builds up the basis of the proposed methodology. Change detection applica-
tions try to find significant changes in data to understand if it was a real change and
not a pseudo change (phenology, illumination, external effects) [12], and this is not an
exception. FT detection relies on the comparison of consecutive values and FL growth
estimation on the inter-annual comparison of values, being fully dependent of the gen-
erated time series from this step. Time series using all observation are very noisy, so this
step also reduces the noise (as shown in Fig. 3), which improves the ability of the FT
detection in avoiding pseudo changes and the quality of the FL growth estimations. In
[22] a mean and a median noise filter were tested, exhibiting similar results, however the
mean filter was chosen since it offers a more defensive approach, detecting less FTs but
with more ability to discard false FT. This was decided by the authors because detecting
a false FT is worse than not detecting a FT, in this specific case.

From the reflectance bands time series, in Step 4 are generated the time series for
the spectral indices. Alternatively, the spectral indices time series may be computed on
a pixel-based approach, where the index is calculated for each pixel and after the object
value obtained in step 2. However, the authors demonstrated in [22] that the difference
relatively to this approach is negligible, with the advantage that it is less time-consuming.
The outputs of this step are the NDVI, ExG, and ExR time series.

Despite the revisiting period of 5 days, the cloud cover lead to the unusability of
several S2 observations. On some winter months, there are no available observations,
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so it is needed a step 5 where a value per attribute is estimated for the months without
usable observations. If there are two months without data, it is estimated a value just for
the first month. In the evaluated study areas, there were no cases with two consecutive
months without data, especially after the launching of S2-B. A very simple approach
was used, the values of the previous month were used as values of the month without
observations.

Each stage has a specific final pre-processing step. For the FT detection the final step
consists in the data set generation for the ANN. For the FL growth estimation, a moving
average (with a window size of three months) is applied as another noise reduction
technique. Although it is suitable for this stage, for the FT detection it may smooths the
data at the point of masking FTs.

Fig. 3. NDVI’s time series of a non-treated area in Fundão from 2017 to 2019. The black vertical
lines highlight the one-year period.

2.4 Fuel Treatments Detection

The first stage of the proposed methodology is the FT detection. The methodology is
prepared to identify three types of FTs:

1. On FBs that not periodically treated;
2. On FBs that periodically treated;
3. That occur in two consecutive months.

Type 1 are the easiest FTs to detect due being the ones where more FL is removed.
Therefore, the effect on time series is more significant, also in the observations, as seen
in Fig. 5 a), b), and Fig. 6 (blue curve). In Type 2 when the FTs are executed, the amount
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of FL is lower than in Type 1, because is not yet a dangerous situation, but it requires
maintenance. FTs are not instantaneous events. Usually, they are observed in just one
month. However sometimes observations of consecutive months show FL reduction. In
those cases, it is just expected to detect a FT on the month with higher FL reduction.
Type 2 and 3 have a less impact on the time series and in the observations (as seen in
Fig. 5 c), d) and Fig. 6, orange curve), being harder to distinguish from phenology.

Fig. 4. Object time series generation info graph.

The FT detection is guaranteed by an ANN that use as features: reflectance B5, ExG,
and ExR for the month being evaluated and the previous month (a total of 6 features).
Several ANN structures were tested using one and two hidden layers, and its quality
assessed by its accuracy and detection recall. From [22] was concluded that the best
structure was an ANN using one hidden layer with 53 neurons. The input layer used
a neuron per feature, and since it is a binary classification, the output layer constituted
by one neuron. The main challenge of the proposed ANN is to identify Type 2 FTs,
distinguishing them from phenology phenoms.
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2.5 Fuel Load Growth Estimation

FL growth estimation, stage 2, completes the monitoring of the FBN. Vegetation is
constantly growing in forests and after a FT is just a matter of time for vegetation to
start regenerating, consequently increasing the available FL within the FBs. ICNF is
responsible for scheduling regular FTs in the FBN, ensuring its efficiency and low fire
risk. Due the flora diversity in Portugal and that not all FBs are already being treated
periodically, it is required a generic approach which allows the monitoring of the FBN.
The drawback of using this approach is that there are not computed absolute metrics
as the FH and Aboveground Biomass, as in [19, 20, 27], which usually are developed
for specific areas and conditions. Instead, it yields an estimate of the percentage of the
regenerated FL comparing with the state before the FT.

Fig. 5. TCI images previous and after fuel treatments: a), b) - Serra dos Candeeiros; c), d) -
Fundão.

The first feature of this stage is the ability of self-learning, by analyzing data before
the FT, of when is supposed to perform a FT in that FB, and of the NDVI’s time series
behavior relatively to the FB land cover and environmental conditions. Despite this sen-
sibility of the NDVI (as seen in Fig. 3), the index reflects the FL growth, increasing
its value until reaching the pre-FT values (as seen in Fig. 7). This is done through an
adaptive reference system, where the maximum (max) NDVI of the 6 months before
the FT is defined as the max FL NDVI measurement, and the NDVI’s local minimum
(min) after the FT defines the min of the FL’s scale. Although only one measurement
is needed before the FT to establish the FL’s scale max, is expected a better behav-
ior of the method if it has the six previous months’ values. Usually, the NDVI’s time



Fuel Break Monitoring with Sentinel-2 Imagery and GEDI Validation 77

series starts reflecting the vegetation regeneration in the 6 months after the FT. So,
for NDVI’s measurements acquired after the FT, but before the NDVI’s local min, the
method automatically estimates 0% of FL, since it is not verified in the time series any
FL growth.

The second feature is the robustness against the vegetation phenology effects. As
seen in Fig. 7, the presentedNDVI’s time series has a growing trend, but due its peaks and
valleys behavior, it is not clear how the FL increases along time (especially when there
is a decrease on the NDVI’s values without any vegetation reduction). As it is observed
in Fig. 3, phenology in time series behaves like a periodic signal with a one-year period,
implying that measurements of the same month in different years are subjected to the
same environmental conditions. To take advantage of this, the proposedmethod estimates
the monthly FL growth from the NDVI’s inter-annual difference, instead of using the
difference of consecutive measurements. In the 12 months after the FL starts growing, it
is used the difference of the month being analyzed and the local min, and afterward the
inter-annual difference is used. This is required since the inter-annual difference before
and after the FT, which leads to a wrong estimation of the FL growth. As the reader may
observe, it is assumed that yearly FL growth is linear, however it does not mean that
the estimation is linear (as it is seen in 0). It is explained due the fact that for each new
estimation, new inter-annual measurements are used, leading to new linear regressions
whose slopes are constantly changing and tend towards zero with time.

By combining the two identified features (self-learning and robustness to phenology)
we modeled the FL growth using Eq. (1) and (2), where i is the month being estimated,
j the month used for the difference (for the first year it ranges from 1 to 11, after that
it is equal to 12), and k the number of months after the FT. The first term corresponds
monthly FL growth and the second is the scaling term. Each monthly value should
be added to the previous month estimation to get the current FL state. Despite being
an incremental approach, the method is able to include treatments within the FB. If a
vegetation reduction occurs within the FB, there will be a decrease in the FL estimations,
which shows the reliability of the method.

2.6 Error Estimation

Different validation and error estimation were used in the two stages of the FBN moni-
toring. For the FT detection the available data for the ANN implementation was divided
into training and validation set (with the proportion 67%–33%, respectively). For the
training set a cross-validation was applied for the error estimation. After defining all
the ANN parameters, the assessment using the validation set was performed. To test the
method for incomplete FTs, nine FBs that were incompletely treated were evaluated.
Finally, a real case scenario was tested, applying the detection stage for the first semester
of 2020 and Marisol (treated in 2018). These results were validated by visualization of
the S2 imagery, and by the pixel-based detection proposed by the authors in [26, 28].
The metrics presented are the Relative Error, and to evaluate the ability of the code
in detecting FTs and avoiding false detections the Recall, Precision, and F1-Score, as
proposed in [10].

The FL growth estimationwas validated by visualization of S2 Imagery and by ICNF
who corroborated the obtained results. To have a numerical assessment of the proposed
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Fig. 6. ExG’s time series: blue - Serra dos Candeeiros, type 1; orange – Fundão, type 2. Themean
value of each time series was subtracted, and the time scale adjusted to enhance the comparison
of the fuel treatments types. (Color figure online)

method, an indirect test was executed with resort to GEDI data. The FH is not the same
as the FL but are correlated. The test consisted in obtaining 50 sample pairs of FH and
NDVI and computing the Pearson’s correlation to evaluate if NDVI is an indicator of the
FH, and consequently of the FL. The samples were from treated FBs and surrounding
areas where no FT was performed.

3 Results

3.1 Fuel Treatment Detection Results

The error estimation in the FTs detection was performed with the training and validation
set, and with the test set where the method was applied to a real case scenario. The
training, validation, and test set had 633, 311, and 641 samples respectively, being the
results presented in Table 2.

From the presented results it can be concluded that the FTs detection method is
accurate. From the relative error it is not expected to have misdetections above the 4%.
Regarding the recall it was obtained 77% in the validation phase and 85% in the test
phase, which shows the ability of the method in detecting FTs. However, the precision
values are lower, 64% and 73%, which shows that some false detection will occur.
Finally, the F1-Score, which reflect both previous metrics, shows that that the method is
reasonably good in the FTs detection. Giving a more detailed description of the test set,

Growthi = NDVIi − NDVIi−j

j
× 1

(ReferenceMax − ReferenceMin)
(1)
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Fig. 7. NDVI time series of Fundão between July 2015 to May 2020. The crosses mark points 34
and 46, used to calculate the inter-annual difference.

FLGrowth =
∑

k

Growthk (2)

was composed by 34 FBs where a FT as occurred. There were five non detected FTs,
and 11 misdetections. These misdetections do not correspond to incomplete FTs. The
confusion matrix is presented in Table 3.

To assess themethod’s robustness against incomplete FTs, nine incomplete FTswere
tested. They were divided into three groups of completeness: 0–25%; 25–50%; and 50–
75% (above 75% it is considered a complete FT). The results are shown in Table 4. There
were no misdetections for FTs that covered less than 50% of the FB extension. Only on
the two cases tested for the 50–75% completeness one was wrongly detected as FT.

Considering all the tests, the FT detection method has proved to be able to accurately
detect FT and is guaranteed and its application to real cases scenarios.

3.2 Fuel Load Growth Estimation

In Fig. 8 the results of the FL growth estimation for four different study areas are
presented. It should be noted that with this method, phenology effects were strongly
reduced. Next, it is seen that the FL growth estimation curves begin with a nearly linear
growth and start to decrease after 15months. This was expected, and can be consequence
of NDVI saturation, a characteristic of the spectral indices [29]. The comparison with
the S2 imagery is consistent with estimations. In Fig. 9, images before and after the FT
are presented. Figure 9 a) and Fig. 9 d) are visually similar and the last FL estimation
was 100%, reinforcing the method’s efficiency. FTs are usually schedule by ICNF to a
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specific FBs every 2 to 3 years. The FL growth estimations start stabilizing 24 months
after the FL started growing, which agrees with the ICNF procedures and validates the
presented results. The estimation for Serra dos Candeeiros showed that it can adjust to
new FBs implementations. The decrease on FL after month 30 is not an error, it was due
to a new FT. Finally, we can divide the results into two groups: Marisol and Serra dos
Candeeiros that exceeded the 100%; and Fundão and Sertã that stabilize at the 100%.
The FBs on the second group were already being periodically treated, opposing the
others, what showed that study areas where the NDVI was not saturated lead to better
estimations. The final validation step was the comparison between the FHmeasurements
from GEDI and the NDVI measurements from S2, that are summarized in Fig. 10 and
Table 5. It is immediately seen that there is a correlation between both variables, and
that correlation is higher if the samples are grouped by study areas. The figures confirm
it, being the full dataset Pearson’s correlation equal to 0.69, and when grouping by study
areas the average correlation increases to 0.84, with values ranging from 0.76 to 0.98,
as shown in Table 5.

Table 2. Fuel treatments detection results. Recall, precision, and F1-score computed relative to
the detection.

Training set Validation set Test set

Recall 97% 77% 85%

Precision 89% 64% 73%

F1-score 93% 70% 78%

Relative error 3.3% 2.5% 2.5%

Table 3. Confusion matrix for the test set.

Validation

Class FT No FT

Detection FT 29 11

No FT 5 598

Table 4. Results for incomplete FTs.

Completeness Number of cases Misdetections

0–25% 3 0

25–50% 4 0

50–75% 2 1
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4 Discussion

The results presented in Sect. 3 showed that the proposed methodology is capable to
monitor the FBN in two stages: detecting FTs and identifyingwhen a FB needs a new FT.
Starting with the FT detection a high accuracy on the results was achieved for a diverse
dataset (in terms of geography, land cover, and seasonality). Also, the detection was
performed comparing two consecutive observations opposing the need of more observa-
tions as in the previous works presented in Sect. 0. The method achieved similar results
to the aforementioned works, with the advantage of being tested in a more heterogenous
dataset. This lead us to expect that the methodology would work for unknown areas (as
occurred with the test set). However, in [13–15] the proposed methodologies had the
ability to identify the changes typology (land cover, land use).

Fig. 8. Fuel load growth estimations.

For the second stage, FL growth estimation, a new robust method was successfully
designed, where the phenology effect was strongly reduced, being capable to estimate
the FL on a FB and identifying when a FB needs to be treated. The validation with GEDI
data showed a high correlation between the FH and NDVI, and it is higher if data is
grouped by study areas. These results showed ability to self-adapt to the region where
the estimation is being performed. The tradeoff was not calculating absolute metrics as
the FH or the aboveground biomass, as in the works presented during the introduction.
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(a) (b)

(c) (d)

Fig. 9. TCI images from Fundão. a) Before treatment; b) Right after treatment; c) 2-year after
treatment; d) 3-year after treatment.

Fig. 10. NDVI vs. forest height per fuel break
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Table 5. Pearson’s correlations between forest height and NDVI.

Study area Pearson’s correlation

Canedo 0.92

Capinha 0.98

Monte Zorra 0.76

Paradelhas 0.89

Serra dos Candeeiros 0.77

Full Dataset 0.69

5 Conclusion and Future Work

In this paper it is proposed a semi-automatic methodology for monitoring FBs subject
to different conditions (land cover, weather, geographic location, etc.). It is composed
by two stages responsible for detecting FTs in the FBN and to estimate the FL growth
in the treated FBs. Both stages resort to S2 periodic observations, being exploited the
spatial and temporal features of the data by the generation of objects and the respective
timeseries.

The detection stage achieved an error bellow of 4% for the training, validation, and
test set; and a minimum F1-Score of 70% for the three sets. Also, it is demonstrated its
ability to avoid the detection of incomplete FTs since it has not detected any FT where
the treated area is 50% or less of the FB’s area. However, in the interval [50%, 75%] it
is not guaranteeing the ability to avoid the false detection.

The FL growth stage yields periodic estimation of the FB state in terms of FL
accumulation. It relies on the NDVI’s timeseries and it is a self-learning method that
usesmeasurements before the FT to establish a FL’s scale, so it can adapt to different FBs.
Also, the estimation of the growth uses the inter-annual difference of two observations
instead the difference of two consecutive observations, so it can reduce the phenology
noise present on data. The method was validated by ICNF, the expected cycles between
FTs were achieved (2.5 to 3 years), and the comparison between NDVI and GEDI’s FH
exhibit significant correlation values.

Finally, since the shapefiles relative to the FBs are designed by the user, so it is not
yet a fully automatic methodology, and its performance decreases with incorrect designs
of shapefiles.

Future work will includes the automatization of the generation of the shapefiles of
the FBs, using the methodology proposed in [28]; recover observations not used due its
atmospheric conditions; test new features (as textural features) to estimate the FLgrowth;
use spectral indices not based on the normalized difference to decrease the saturation
effect [29]; and start estimating biophysical parameters as the FH and aboveground
biomass.
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Abstract. In this paper, the impact of vegetation and fire on the radi-
ation pattern of a small antenna to be used in a WSN sensor node, is
studied. The proposed antenna used in this study is based on a differ-
ential patch design, tuned to operate in the 2.4 GHz frequency band.
The antenna presents a reduced size of 45 × 45 mm2 (0.36λ × 0.36λ).
The simulations were carried using a full-wave EM solver (CST MWS)
considering four different scenarios: the first scenario only containing the
antenna placed on the ground to serve as reference; in the second scenario
vegetation was introduced to serve as the “normal” state of the terrain
surrounding the sensor node; the third scenario includes the impact of
surrounding fire considering the permittivity expected during such an
event; and the last simulation was performed to include all the previous
components simultaneously.

Keywords: Sensor node · Patch antenna · Grassland · Wildfire

1 Introduction

Wildfires are the uncontrolled fires that spread in non-urban areas. Their
destructive potential may result in fatalities and loss of properties and natu-
ral landscape [1]. The consequences are, often, irreversible damages to the atmo-
sphere and environment. Some examples such as the Dwellingup (1961) and Lara
(1969) wildfires in Australia [2], the 2017 tragic wildfire episode in Portugal [3]
and also the seasonal wildfires in California have demonstrated the fragility of
keeping large grassland and forest areas without remote monitoring.

According to government records, 84% of all wildfires from 1992 to 2012 were
human-induced in the United States [4] and this statistic is even higher for fires
in Europe, which reaches 95% [5]. The necessity of a comprehensive system pro-
viding real-time information from extensive vegetation areas has become crucial.
Detecting a fire in its early stages contributes to a faster reaction from the fire
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fighters and thus a better control over the wild fire, preventing a the spread of
devastation.

Wireless Sensor Networks (WSNs) are commonly proposed in the literature
as a solution for an early stage fire-detection system implementation [6–8]. A
WSN is typically composed of one or more Base Stations (BS) and multiple
Sensor Nodes (SN), being that the SNs have the task to retrieve data from
the environment and send it to the BS, where it is stored to be processed and
analysed [9,10]. Thus, SN which employ fire or smoke detection capabilities [11]
can be used to create a fire-detection system that covers a wide vegetation area.

To build a robust detection network, particularly for early fire detection,
WSN networks benefit from having several sensor nodes scattered in large natu-
ral areas, e.g. large portions of forest, with the purpose of environmental monitor-
ing. Therefore, it is desirable that SN are as compact and concealed as possible,
with small form factors, to reduce the visual impact when deployed in the field,
in large scale. Thus, to maintain the small size of the SN, the antenna size is
an important factor to have in consideration at the design stage, particularly if
relatively high gain antennas (>3 dBi) are required. In [12], the authors have
already presented a slotted differential patch antenna operating at 2.4 GHz ISM
band for SN usage which utilises the ground plane as shielding for possible elec-
tromagnetic noise produced from the circuitry.

The existence of heavy fire plumes as a result from overall combustion of veg-
etation will change the dielectric properties of the media around the antenna,
as studied in [13], leading to changes in the effective permittivity and possible
degradation of the antenna performance, which may affect antenna impedance
matching and the shape of the radiation pattern. To this extent, the work pre-
sented herein aims at the study of the effects of both the environment (soil and
undergrowth) and the fire in the overall performance of an antenna specially
designed to be used in a sensor node.

This paper is organised as follows: in Sect. 2 the antenna used in this study is
presented, where its standalone performance is evaluated; in Sect. 3 the results
of the simulations carried out are presented for four different scenarios, that
allow to draw conclusions of the enveloping environment effects on the radiation
pattern of the antenna. Lastly, in Sect. 5, the main conclusions of this work are
presented, as well as some directives to future work.

2 Sensor Node Antenna

The SN antenna being used in this study was firstly presented by the authors
in [14] and further optimised by the authors in [12]. This differential antenna
was designed to meet specific project requirements, namely to be utilised in
a differential RF system set by the sensor node radio front-end architecture.
The system that employ an output differential RF signal on the radio frequency
system-on-chip (RF SoC) benefit from the intrinsic suppression of the common
mode current [15] eliminating the need of Integrated Circuitry (ICs) for filtering
processes, leading to an overall reduction of the sensor nodes size.
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(a) (b)

(c) (d)

Fig. 1. Final antenna design: (a) top view, (b) bottom view, (c) balun design and (d)
differential patch antenna coupled to balun.

The proposed antenna, depicted in Fig. 1, is based on a differential microstrip
patch using etched resonating slots to reduce the overall size of the patch. More-
over, two circular slots were added around the feeding points that ensure an input
impedance of 100 Ω [12]. A great advantage of this design relies in the ground
plane which provide shielding from possible electromagnetic noise produced by
the circuitry present in the SN.

The optimised antenna design [12] has dimensions of 45×45 mm2, operating
at 2.4 GHz, with 160 MHz of bandwidth, with 5.1 dBi of gain. The final layout
(top and bottom) of the antenna can be observed in Figs. 1a, b, respectively.

For simulation purposes the antenna was coupled to a balun which is com-
posed by a quarter-wave transformer and a 180◦ phase shifter, as shown in
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Fig. 2. Antenna (a) S11, (b) radiation pattern (on azimuth and elevation planes) and
(c) 3D representation of the radiation pattern.

Fig. 1c. The balun was incorporated in these simulations in order to have a dif-
ferential signal as the input of the antenna when considering only one input port.
This configuration (presented in Fig. 1d) allows the analysis of some antenna
parameters that could not be obtained while using only the antenna (e.g. S11).
However, as mentioned before, the antenna is thought to be coupled to a differ-
ential RF SoC when implemented in a real scenario. Both the antenna and
balun were design using a double sided FR-4 substrate, with εr = 4.4 and
tan(δ) = 0.014.

According to the simulations depicted in Fig. 2a, it is possible to observe a
S11<-10 dB, between 2.36 and 2.51 GHz, i.e. 160 MHz of bandwidth (6.7% of
centre frequency). At the centre frequency, the antenna presents a realised gain
of 5.1 dBi, with a broadside radiation pattern, characterised by having 79◦ and
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100◦ of Half-Power Beamwidth (HPBW), in the main antenna planes, as shown
in Fig. 2b.

3 Scenario Definition and Case Studies

Following the full characterisation of the antenna, the next step was to start
building the simulation environment to be as close to reality as possible in the
event of the start of a wildfire in the vicinity of the antenna.

The first simulation performed was when the forest soil was considered below
the antenna. For this simulation a 50× 50 cm2 (4λ × 4λ) square with a depth of
20 cm, being the antenna placed 5 mm above the centre, as shown in Fig. 3a. The
material used for the soil already existed in CST Material Library as Loamy Soil
(wet), presenting an εr = 13.8 and tan(δ) = 0.18. These dimensions are thought
to be enough since only the elements near the antenna will have a significant
impact on its radiation pattern.

Following this simulation, a layer of vegetation was added above the soil
and surrounding the antenna. A 3D model of tall grass was used as depicted in
Fig. 3b. The dielectric properties were taken from [16] for a moisture content of
45%, where εr = 10 and tan(δ) = 0.4 were considered for simulation purposes.

Lastly, fire was introduced in the simulation to ascertain how it would impact
the antenna performance. In order to obtain the dielectric characteristics of fire,
another simulation tool, Fire Dynamic Simulator (FDS), which is a computa-
tional fluid dynamics solver released by the National Institute of Standards and
Technology (NIST) [17], was used. In FDS it is possible to realistically simulate
a fire environment and obtain some parameters such as gas densities and tem-
perature profiles. In post-processing, from this data, it is possible to obtain the
electron density and collision frequency that can subsequently be used to cal-
culate the permittivity, as described in [3]. The fuel and burner characteristics
were introduced and temperature and density profiles of the environment were
extracted in order to calculated the electrical permittivity in a fire region [18].
Even though the fire is a turbulent media, characterised by fast and random
variations (fire plumes) overtime, for simulation purposes only a single frame
(single time instant) has been considered. For such frame, several permittivities
and conductivities ranging from air characteristics εr = 1 and tan(δ) = 0 to
εr = 0.9535 and tan(δ) = 0.1343 were obtained in FDS software and imported
to CST, resulting in the 3D scenario presented in Fig. 3c.

4 Simulation Results and Discussion

In each one of the scenarios described above, both the S11 and radiation pattern
of the antenna were analysed to infer how these would be affected with the
presence of the soil, vegetation and fire, individually.

The simulated S11 is depicted in Fig. 4. From the results, it can be seen that
by adding the soil to the simulation, a degradation of 1.7 dB (from −23.3 dB to
−21.6 dB) in antenna matching is observed. On the other hand, when vegetation
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(a) (b)

(c) (d)

Fig. 3. CST simulation environments: (a) soil only, (b) grass, (c) fire and (d) full
scenario.

is considered, the S11 almost remains unchanged. However, when the fire is taken
into consideration, the S11 value decreases to −18 dB, presenting a difference
of 5 dB from the case with only the antenna. This indicates that the fire has a
significant impact in the antenna performance. Lastly, for the complete scenario,
there is not a large difference in the S11 when compared to the previous set of
simulations.

In terms of the radiation pattern of the antenna in its main planes, i.e.
azimuth and elevation, there are also some differences for the various scenarios,
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Fig. 4. Antenna S11 for all scenarios considered.
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Fig. 5. Antenna radiation patterns for the different scenarios: (a) azimuth and (b)
elevation.

as shown in Fig. 5. Note that to match the coordinate system of the simulation
(CST MWS) the boresight direction is set to +90◦ in azimuth and elevation. The
first and most visible difference occurs when the soil is introduced in the model.
Due to high εr and tan(δ) of the material considered, the back lobe is severely
attenuated (with consequent front to back lobe level enhancement), also verifying
a small decrease in gain of 0.6 dB, i.e. from 5.1 to 4.49 dBi. Moreover, it can
also be noticed a decrease in the realised gain of around 2 dB, when vegetation
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(a) (b)

(c) (d)

Fig. 6. 3D radiation patterns: (a) soil only, (b) grass, (c) fire and (d) full scenario.

is included in the simulation model. For this particular case, it can also be seen
a slight deformation in the shape of the radiation pattern, also visible in the 3D
radiation patterns of Fig. 6. The simulation with fire also resulted in a decrease
in the gain of around 0.8 dB, when comparing with the radiation pattern of
Fig. 2. Lastly, with the scenario containing both vegetation and fire, the antenna
gain decreases from 5.1 to 3.01 dBi (a difference of 2.1 dB). These results show
that the fire still has an impact on the gain of the antenna even when vegetation
is present. However, the decrease observed in the full scenario is smaller than
that of the superposition of the vegetation and fire scenarios (Figs. 6b and 6c),
due to the overlapping of the fire with the vegetation.
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5 Conclusions

This paper presents the impact of grassland fire in the performance of a Sensor
node antenna for wireless sensing networks. Firstly, a small antenna designed
to be used in a sensor node operating in the 2.4 GHz frequency band, was pre-
sented. Based on previous work conducted by the authors, the antenna presents
a realised gain of 5.1 dBi over a band of operation of 160 MHz (6.7% of central
frequency).

This antenna was then involved by soil, vegetation and fire, approximating
the model to a real case scenario of a wildfire. A study for each of the identified
parameters was performed by simulation, to ascertain the impact of each model
component in antenna performance. From the simulation results, it was observed
that all these factors have impact in the performance of the antenna, deterio-
rating both the S11 and the radiation pattern. For a small area of simulation of
50× 50 cm2 and considering only a single frame of a propagation fire, a decrease
up to 2 dB of the maximum antenna gain was observed. This attenuation how-
ever is expected to be higher if considering larger combustion scenarios or taller
grass which automatically generate higher fire plumes.

Future work will address further simulations with different vegetation densi-
ties and types, different time instants of fire, as well as an increase in the overall
simulation environment size in order to ascertain at which distance the surround-
ings of the antenna will not have an important impact on its performance. The
antenna prototyping and its testing in a real scenario is also thought to be done
in the near future.
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Abstract. The extent and impact of wildfires are expected to increase as a conse-
quence of climate changes, pushing forest and firefighting management decision-
making process to be supported by Cyber-Physical-Systems (CPS) that are capa-
ble to promote collaborative decision processes. New IoT tools and frameworks
fuse scientific knowledge and diversity of sensor data will contribute to improve
strategic resources allocation, with the aim of protecting lives, assets, and the envi-
ronment. The presented IoT CPS which is tunned as a decision support system
(DSS) is adapted for the Portuguese wildfire context. It is composed by a geo-
graphic information system (GIS) online framework, a mobile client application
and a set of portable multi-sensor devices.

Keywords: Multi-sensor technology · Internet of Things ·
Cyber-physical-system · Decision support system ·Wildfires

1 Introduction

The concept of interconnection of physical objects based on the Internet of Things
(IoT) is forcing significant changes in traditional sensor monitoring microsystems,
namely in terms of cost, flexibility, security, resilient communications. Moreover, all
processes involve the heterogeneous integration of diverse technologies including phys-
ical, communications and networking, and cloud computing. This cooperation between
virtual cyber and real physical object entities represents the evolution of the IoT into a
Cyber-Physical System (CPS) strategy, [1].

The dynamics of the physical processes integrated with those of the software and
networking, facilitates the design and analysis of complex smart systems. For example,
the optimization of modern systems applications, including decision support systems
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for firefighting as illustrated in Fig. 1. In this example, several multi-parameter sensors
and actuators IoT nodes are positioned at several entry points inside this ecosystem. A
decision support system with fusion of data originated from distinct sources, including
sensors that interface with the physical domain, constitutes a CPS in which the software
and hardware are closely interlaced. In these types of complex scenarios, usually, several
persons are involved in the decision-making process, requiring an appropriate computer-
based collaborative support system.

Fig. 1. A cyber-physical system concept for forest fire fighting.

In the last 20 years, Portugal has been severely affected by largewildfires,with almost
threemillion hectares burnt, resulting in dramatic consequences in both social, economic,
and environmental domains. The strong incidence of forest fires in the country is due to
a joint effect of several reasons namely the significant changes in the climate during the
year, ranging from rainy to extreme drought periods and hot temperatures (especially
during the summer season), leading to a greater production of plant biomass, thus culmi-
nating in large wildfires [2]. To support the management of firefighting resources during
these wildfire events, a strong effort in developing new approaches based on geographic
information systems (GIS) has been conducted by the scientific community [3, 4].

The classical fire-fighting system centralizes much of the information at the com-
mand centers. In the field, commanders, with limited computing resources, mostly resort
to military cartography for registering and planning of the operational response. Addi-
tionally, the access and registration of historical data from the wildfire scenario is still
a bottleneck due to limited reliable resources being one of them the communication
subsystem.

In past years, several methodologies were implemented, aiming the development of
better DSSs for wildfiremanagement based onGIS technology [5, 6]. In Greece, Virtual-
Fire was proposed in 2013 [7] and later, the same research team proposed AEGIS [8] as a
WebGIS Tool, to aid in prevention and combat of wildfires. It integrates spatial and map
data, as well as vehicle’s location, water, and fuel supplies, among other infrastructures,
weather data, fire risk assessment maps and fire spread modelling. The Wideland Fire
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Decision Support System (WFDSS) [9, 10] is the system used in the US, offering some
similar features as the VirtualFire, and also includes a module for financial risk analysis.
In Portugal, the MacFIRE Project is another WebGIS, launched by the Municipality of
Mação, incorporating mapping data, vehicle’s location, fire front severity classification
and its location (manually done), ignition points of a fire, among other features [11].

The use of Wireless Sensor Networks (WSN) has been extensively studied in the
literature mainly as fire detection systems to alert of potential wildfire spots in an early
stage of propagation [12, 13]. These solutions can be extended tomonitor the progression
of wildfires and provide very useful data for more accurate fire spread simulations.
However, they present downsides that reduce its applicability since when it comes to
wildfire detection and monitoring, typically WSNs need to be designed for large areas
involving a significant number of devices spread over the terrain. This poses multiple
challenges such as when nodes fail or are destroyed by the fire, they need to be repaired
or replaced, causing significant logistical challenges, considering such an extensive area.
Also, technical challenges like the need for a network interface in each node or in a central
gateway, which may be challenging since forests may not have a consistent internet or
mobile coverage. Energy harvesting on the nodes is also a concern especially if they are
installed in the tree trunks as they may not have much sun and wind exposure.

Hence, passive WSNs do not offer a significant value especially considering other
existing fire detection solutions that cover extensive areas and do not require as much
maintenance [14, 15].

This paper presents a Decision Support System (DSS) whose effectiveness relies
on a reliable fusion of data coming from several and distinct sources. To support this
integration, the DSS consists of an online GIS framework, a mobile client application,
and a multi-sensor IoT node to support this integration. Section 2 presents a high-level
architecture for the proposed DSS, whose major components blocks are described in
Sects. 3 and 4.

2 A Data Fusion Based DSS High-Level Architecture

A Decision Support System (DSS) that leverages multi-sensor technologies and GIS
functionalities is proposed to be a tool for decision-makers to analyze spatial and
temporal data to take effective decisions during wildfires. Figure 2 shows the general
architecture of the presented DSS.

This DSS is divided into three components: (1) a GIS service; (2) a mobile client
application; and (3) a portable IoT Multi-Sensor Device:

1. The GIS online service was configured with a set of feature layers that host the
relevant operational data which were published as an GIS feature service, allowing
its use by several client applications through its Application Programming Interface
(API). The available layers are used to store multiple types of data, such as: (i) the
obstacles in the road that might affect the route taken by vehicles; (ii) the vehicles
position and state, which is represented by different symbology to inform whether
a certain vehicle is in a dangerous situation; (iii) the water supply locations; and
(iv) fire-front severity and their location. The data is stored on a GIS database for
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Fig. 2. The proposed DSS architecture.

later analysis and fire reproduction, allowing the decision makers to study the effect
of their strategies. These layers can be easily and centrally configured and according
to the user needs.

2. The mobile client application is the gateway to access all the operational data on the
GIS online service, providing the user with GIS functionality to analyze and manage
this type of data. This application contains visualization dashboards to facilitate the
decision-making process, as well as alerts that warns the user about certain events.
Finally, a road network dataset is configured in a local file geodatabase resident
in the client application device’s storage. The application generates routes between
multiple places and find the shortest path to the nearest water supply location. All the
work done on the client application is stored on a local sync-enabled file geodatabase
that can be periodically synchronized with the GIS online webservice.

3. The IoTMulti-SensorDevice provides critical sensor data and gives insight about the
current circumstances of the theatre of operations. Its main objective is to geolocate
firefighting vehicles, whilst monitoring parameters such as temperature, humidity,
oxygen and carbon monoxide concentrations inside the vehicle and the temperature
surrounding it. It also collects remote sensed infrared data to create thermal images
from scanning the region affected by a wildfire during the aftermath analysis. The
client application generates alerts based on this sensor data that can be a lifesaving
in situations, such as, a forest track machine operator working in a low oxygen
environment.
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The data fusion solution presented aims at aggregating multiple sources of hetero-
geneous data and display it in a comprehensive way to be an important support tool for
decision-makers during wildfire scenarios.

Data fusion allows themerging of multiple and heterogeneous sources of data to pro-
duce amore consistent, organized, and accurate information by reducing redundancy and
uncertainty on the data [16]. By coupling the derived information from the multiple data
sources alongside the empirical knowledge of wildfire management, decision-makers
can use this system as a tool to enhance their situational awareness and take faster,
comprehensive, and more informed decisions.

The core component of this solution is themobile applicationwhere users can interact
with the system and visualize the relevant operational data. This application gathers
multiple sources of data being the IoT Multi-Sensor Device one of the key sources of
data.

The IoT Multi-Sensor node is integrated in the system in such a way that leverages
both its multi-sensor technologies, with the available mobile device sensors and network
interface to form a unified sensing node. By using the existing smartphone platform, it
can act as a complementary portable gateway to relay the IoT Multi-Sensor node’s data
to the server.

3 Mobile Application

The Mobile Client Application is the core component of the proposed DSS that aggre-
gates all the relevant data and functionality in a practical User Interface (UI). An initial
assessment was made to gather the necessary requirements based on the end-user’s
feedback to which the system’s architecture was designed around.

Figure 3 shows the key features implemented in the Mobile Client Application as
well as the information sources that are jointly processed and correlated.

One of the most important features is the ability to operate offline, since internet
connectivity may not always be available on the field, thus potentially undermining an
effective and fast operational response. To achieve this goal, a workflow that includes
a data synchronization step is designed to enable a seamless user experience in both
online and offline environments.

As mentioned, a synchronization mobile geodatabase is created from a sync-enabled
GIS online service that is stored locally on the mobile device, allowing the user to work
offline by editing the geodatabase locally and later synchronizing its changes with the
service. While offline, the mobile geodatabase keeps track of local edits that are later
synchronized with the service, and changes made on the service by other users can also
be receivedwhen the device is back online. Themain advantages of this type of workflow
are: not be dependent on a continuous internet connectivity, and not having to pre-plan
map areas ahead of time to take them offline onto the mobile device, thus improving the
system’s flexibility.

By leveraging the GIS technology, we could also implement key functionalities that
enable the user to create, manage and store spatial and non-spatial data. To achieve
this, the ArcGIS Runtime SDK for Android is used [17], which provides a set of tools
and documentation to implement the necessary features in a customized application.
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Fig. 3. The mobile client application key features.

An GIS webservice is created through a data schema that was designed for the user
requirements, to provide all the necessary operational data that is stored in the user
account. This enables the establishment of a collaborative environment, where multiple
users can be working on the same data, which is critical during wildfires,

A custom road Network Dataset was also created for the terrain knowledge (in this
case from the Municipality of Mação in Portugal) that allows users to generate routes
between multiple locations in this region, thus enabling to find the shortest path to the
closest water supply locations. By incorporating a dynamic component, this feature
allows generating routes according to the conditions of the road network. This is par-
ticularly important during wildfires since certain roads cannot be crossed due to the fire
front being nearby or existing fallen trees or holes in the road. In this scenario, routes
are calculated taking into consideration these dynamic factors that will avoid putting
firefighters in dangerous situations and speed-up the operational response.

Finally, an intuitive and easy-to-use user interface (UI) is the key for allowing users to
quickly navigate through the system and assess the situation on the field. This requires a
comprehensive data visualization experience for the user, to provide location awareness
and accelerate the planning of effective strategies to suppress wildfires. To meet this
requirement, the UI is organized into three areas:

• Alerts area, allows the user to get access to alerts about vehicles in danger or abnormal
sensor readings from the IoT Multi-Sensor Device that could indicate the presence of
dangerous situations.
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• Maparea, displays amap and providesGIS functionalities that allow the user tomanip-
ulate geographical data associated with the map such as adding, editing or deleting
features, adding or removing attachments, generating routes between locations.

• Data Visualization area, allows the visualization of data from features on the map
such as sensor readings from the IoT Multi-Sensor Device and information about the
vehicles on the field. It also provides relevant statistics such as the number of vehicles.

To address the limitation of the mobile platform screen dimensions, three tabs were
implemented to display each of the three areas mentioned above on smartphone’s UI.
Figure 4 shows the Mobile Client Application UI with visualization tabs.

Fig. 4. The user interface of the application.

To provide the network dataset to the client application there were two options to be
considered: the first option was to provide it through a web service that would require
an internet connection upon its use; the second option was to be available through a
geodatabase on the device. Considering that the internet connectivity may not always be
available, the network dataset was provided through a geodatabase on the local device’s
storage.

The application lets the user find the closest water supply spot on the map relative
to his location. These water supply spots are represented in a particular Feature Layer
and classified by either fixed water supply, which includes lakes, damns or reservoirs, or
mobile water supply such as pump trucks. To generate a route, it is important to consider
the existence of obstacles such as fallen trees. A Feature Layer was created to contain
them and is used to determine the closest water supply point.

In Fig. 5 it is evident the impact of existing obstacles on the road that will yield a
different path generated. By introducing this dynamic component, users can have access
to an updated road network according to real-time conditions that should prevent them
from wasting time that is a critical resource during a wildfire and may be the difference
between having a wildfire under control or not. Moreover, this feature could potentially
avoid firefighters from getting into life-threatening scenarios such as what happened in
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PedrógãoGrande, Portugal in 2017 [18]. Further workwill be conducted to parameterize
the Network Dataset according to the type of vehicle, considering a vehicle’s dimension
and weight when calculating paths to avoid going through impassable roads for certain
vehicles.

Fig. 5. Demonstration of the closest water supply functionality: with and without obstacles.

4 The CPS-IoT Multi-sensor Node

The role of this node is to provide local field sensor data that can help decision-makers
not only assess the circumstances in the field and the state of the firefighting assets but
also to outline strategies to mitigate the effects of wildfires. It provides important data
to simulate fire propagation according to the weather conditions and detect reignition
spots by scanning the region affected by a wildfire during the aftermath analysis.

The presented IoT multi-sensor node has three main operating modes which can
provide critical data for generating alerts to ensure both the vehicle and its crew’s safety
(Alarm mode), acquire thermal data to find potential re-ignition spots in the aftermath
of a wildfire (Thermal Mapping mode) and provide local weather data that will help
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Fig. 6. The IoT multi-sensor device architecture.

obtain more accurate fire spread simulations (Weather Station mode). Figure 6 shows
the architecture of the IoT Multi-Sensor Device with its components.

In the Alarmmode, the IoTMulti-Sensor Device is used to monitor the vehicle’s sur-
rounding environment and its crew by sensing the CO and O2 gas concentrations inside
and outside the vehicle, the O2 gas concentrations on the vehicle’s engine admission,
and the temperatures surrounding the vehicle. A group of single-pixel thermal infrared
(IR) sensors is used to monitor the temperatures surrounding the vehicle. Having these
multiple sensors equally spaced makes it possible to get a 360º coverage of the vehi-
cle’s surroundings. The acquired sensor data is sent to the mobile application where
corresponding alerts are generated. A low O2 gas concentration on the vehicle’s engine
admission may affect its operability potentially putting the vehicle and even its crew in a
dangerous situation. On the other hand, a low O2 and high CO gas concentrations inside
the vehicle’s cabin can cause the crew to pass out or even put their lives at risk, therefore
it is essential to leverage this system to ensure both humans and equipment safety in an
ever dynamic and dangerous scenario such as in a wildfire.

In the Thermal Mapping mode, the IoTMulti-Sensor node is used to acquire thermal
data from areas affected by wildfires in the aftermath of these events, to find possible
reignition spots. To achieve this, the IoT Multi-Sensor Device is equipped with a 768-
pixel thermal IR sensor capable of detecting a 24 × 32 matrix of spot temperatures
to build a thermal image. This data is sent to the mobile application where it is used
to generate a colored map that facilitates the identification of hot spots. Upon their
detection, firefighters can quickly intervene to avoid a potential reignition.

In the Weather Station mode, the IoT Multi-Sensor node is used to measure weather
parameters such as the air temperature and humidity, the concentration of O2 gas, and
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the wind direction and speed. This data is sent to the mobile application and can be used
to perform more accurate fire spread simulations. By having a local weather station on
the wildfire locations, fire spread simulators can usemore reliable data that may consider
the local microclimate created by extreme wildfires. This will theoretically lead to more
accurate predictions of the wildfire’s expected trajectory and, simultaneously, determine
the risk areas for its spread.

The IoT Multi-Sensor node is built around the ESP32 microcontroller (MCU) [19]
to which all the sensors are connected and providing sensor data to connected clients.
The ESP32 MCU is configured to work as a web server in the softAP mode. In this
mode, it acts as an Access Point (AP) that supports up to 10 clients and provides a
JSON-encoded message containing real-time sensor measurements from the sensors
onboard. The mobile client application connects to this AP and performs a GET request
periodically to its web server that returns the updated JSON message with the sensor’s
measurements. All the data post-processing is conducted on the mobile application. This
device is prepared to be reconfigurable allowing the easy integration of more sensors.

As referred before, theCPS-IoTMulti-Sensor node hosts a temperature and humidity
sensor, a GNSS receiver to acquire the device’s location, a CO andO2 sensors tomeasure
gas concentrations, a multi-pixel and 5 single-pixel IR sensors to measure and map
the surrounding temperature. The validation of the IoT Multi-Sensor node focused on
assessing the reliability of the multi-pixel IR thermal sensor.

This sensor produces 768 temperature values organized into a 24 × 32 matrix that
go through an initial pre-processing phase where a non-uniform mean filter is applied
to the data that gives greater weight to pixels closer to the center and less weight to
the border pixels that are more susceptible to noise, resulting in a more homogeneous
image. Furthermore, in this phase the undetermined values are removed by using an
algorithm that detects their presence in pixels and replaces those pixel values with the
mean value of the surrounding pixels. After the pre-processing phase, the sensor was
put to test in a prepared scenario using a controlled fire. Several tests were conducted to
know the impact of speed and distance to the heat source in the measurement quality.
Initially, measurements were taken to determine the impact of distance in the sensor
granularity. As expected, the greater the distance the lesser prominent was the heat
source in the resulting image. The second phase of test focused on assessing the impact
of both distance and speed on the detection of heat sources.

The results of these tests present on Fig. 7 show that the greater the speed and distance
the more significant the impact on the heat source identification accuracy, nevertheless,
it demonstrates that the chosen multi-pixel IR thermal sensor performs well under these
test conditions. The last component of its validation was to test the connection with the
mobile client application that worked seamlessly thus validating this system component.
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Fig. 7. Experiment conducted at a distance of 20 m from the heat source (a) with no movement,
and (b) moving at 30 km/h.

5 Conclusions

A system for effective wildfire firefighting demands the evolution of the simplistic IoT
sensor network approach into a Cyber-Physical System with smart data fusion. In addi-
tion, given the difficulty of guaranteeing continuous network communication in the field,
it is necessary to provide enough processing, sensing and local communication to the
remote fire brigade. To respond to the latter requirement, the CPS must reinforce the
computing capability at the edge.

In this paper an example Cyber-Physical System is presented which consists on a
DSS adapted to the Portuguese wildfire firefighting. Several modules are integrated to
support the firefighting operational management and decision making. The system has
been validated in a controlled environment, showing the effectiveness of the proposed
solution for supporting decision making in a fire suppression context.

The integration of multi-sensor technologies alongside the mobile client application
sensors and functionalities has proven to provide major value in leveraging the mobile
device’s network capabilities and redundancy with the IoTMulti-Sensor node flexibility
in adding new sensors that not only allow the user to have access to information in
the field but also this data can be used to improve local fire spread simulations. This
implementation does not require to have a WSN put in place enabling the flexibility of
having a single node already installed in thefirefighter’s vehicle towhich they can connect
locally to its network with their mobile device running the mobile client application and
get its data.
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1 COPELABS, Universidade Lusófona de Humanidades e Tecnologias,
1749-024 Lisbon, Portugal

2 VALORIZA, Instituto Politécnico de Portalegre,
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Abstract. The present work proposes a method for continuous local-
ization of a moving acoustic source based on energy measurements in the
application of detecting/preventing wildfires. The main focus is on the
case in which the acoustic sensors are located on a drone, i.e., when they
are also in motion. This localization setting is more challenging than the
classical one in which the sensors are typically static (anchors) or have
slow dynamics compared with the source. The proposed solution consists
of an extended Kalman filter (EKF) that deals with non-linearities and
singularities in the acoustic observation model, as well as the dynamic
trajectory of the sensors. Performed simulations corroborate its feasi-
bility in different noisy environments and illustrate its superiority over
techniques that do not consider process states’ prior knowledge.

Keywords: Acoustic source tracking · Energy-based localization ·
Kalman filter · Wildfire detection/Prevention

1 Introduction

The use of Unmanned Aerial Vehicles (UAVs) has gained considerable promi-
nence given their success in simple domestic applications [14] or critical military
operations [15]. They find several applications such as border control [2], coast
patrol [24], fire perimeter monitoring [23], search and rescue [18], among sev-
eral other examples that could be mentioned. More than automatizing labor or
reducing operational costs in the referred contexts, UAVs can accomplish dan-
gerous tasks for human operators or reach inaccessible regions. With regard to
wildfire environments, UAVs can be used for monitoring [21], detection [19] or
prediction [20], being increasingly present in a fire-fighting scenario.
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From the point of view of communications, sharing, and data management,
the Internet of Things (IoT) has emerged as an aggregating concept, both in
terms of communication networks and in terms of data management and manip-
ulation [1,13,29]. The term IoT does not refer to technology but rather to a
general concept that embraces different techniques and ideas, with profound
implications for professional activities and life in society. It can be considered
as: an arrangement of interconnected objects, consisting of electronics, software,
sensors, and actuators, which handle and transmit information to a wide network
infrastructure and between each other. Thus, IoT brings connectivity, portability,
and distributed processing, dramatically increasing the processing capacity and
its architectures, allowing the emergence of a whole set of new applications.

Bearing in mind the usage of drones in a fire-fighting scenario and the IoT
paradigm, the present work considers performing an energy-based acoustic local-
ization as an add-on to existing architectures that employ drones for fire-fighting
support. The new feature uses communication capabilities already in place to
send acoustic information to an edge or centralized data processing stage. The
sound location information may therefore be forwarded to rescue teams available
in the terrain. However, the present problem introduces certain complexity given
that both the acoustic source and the sensors (or microphones) are in motion.
Furthermore, it is considered that the trajectory of the drones, and therefore the
location of the acoustic sensors, are not controlled by the location platform, pre-
venting, for instance, the creation of an ideal path for the acquisition of location
data.

To address the motion problem and account for the highly non-linear decay
model of the acoustic energy, an Extended Kalman Filter (EKF) is envisioned
and implemented. The locations of the acoustic sensors (or anchors that are
usually assumed known) will consist of a provided discretized path along the
search-space. Several simulation conditions are created concerning the signal-
noise-ratio (SNR) of the measures and the number of available drones in the
range of the sound source. With those conditions, it is intended to demonstrate
that acoustic energy can be a reliable measure to accomplish sound localization,
retaining the advantages of being of a simple acquisition technique (it does not
require complex additional hardware).

It is worth mentioning that the proposed scenarios configure a problem that,
to the best of authors’ knowledge, has not been considered in the scientific lit-
erature, which is: besides the dynamics of the acoustic yet moving target and
the intrinsic simplicity of employing acoustic energy measures, the sensors are
also mobile. Thus, the proposed solution can be seen to support computer vision
systems at locations obstructed by smoke screens or dense vegetation, detection
of help requests, or tracking of physical means.

The remainder of this work is organized as follows. Section 2 summarizes
previous related work, and Sect. 3 formulates and characterizes the energy-based
acoustic localization problem on the wildfire scenario. Section 4 describes the
proposed methodology, while Sect. 5 presents and discusses simulation results.
Finally, Sect. 6 concludes the work.
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2 Related Work

2.1 UAVs for Wildfire Detection, Prevention and Monitoring

Considering the past few years, several solutions based on data acquisition pro-
vided by UAVs have been proposed for wildfire prevention, prediction, and mon-
itoring. Sensing capacity based on weather sensors data (temperature, humidity,
CO, or CO2) are used to feed certain prediction model which in turn is processed,
proving alerts for early detection or for analyzing the fire front evolution [22].
In such cases, the drones act as nodes in a wireless sensor network, and the
IoT paradigm is applied to process the information on the edge of the network
or in cloud environments [27]. The use of cameras for fire detection is one of
the most used techniques. Nevertheless, the image sensor needs to have a visual
line-of-sight towards the monitored zone. In an already started fire, both dense
vegetation and smoke will prevent visibility to the actors in this scenario, such
as firefighters, fire trucks, or even civilians that may need rescuing. In such sit-
uations, the possibility of acoustic sensing and consequent localization can be a
significant advantage for rescue operations and ground support, for instance,
locating people who yell for help. The work presented in [31] considers the
problem of controlling the drone’s path based on sound localization performed
through an array of several microphones, monopolizing the drone’s action and
weighing the structure and energy consumption with multiple hardware. The use
of microphone arrays is a well established technique to obtain directional data
to triangulate the source position through sound, with the inconvenience being
the requirement for multiple sensors distributed in the body of the drone [30].

The present work stands out with the methods proposed in the literature
because it requires only one sound sensor in each drone, obtaining the neces-
sary information for the positioning system by associating sources originating in
multiple drones. This way, drones that are already assigned to patrol and res-
cue missions can easily be supplemented with an acoustic location functionality
without significant changes in their structure.

2.2 Acoustic Localization

The localization of an acoustic source has been mainly addressed through range-
based methods, where a measure translated into distance is acquired. While
works considering time [26] or angle [16] have shown good performance results
in terms of the localization error, those methods rely on high precision hardware
for timing purposes, or they have to be equipped with an array of microphones,
considerably increasing the complexity of the sensors. Considering the present
application scenario, i.e., the fact that the necessary parts have to be applied in a
moving drone with limited weight and electric power, these methodologies might
not be the best solution. As an alternative, the acoustic energy measurement
presents itself as an efficient solution, which allows for location of a sound source
with light hardware resources and low computational complexity [6,9,10].

Since it was first proposed [12], the energy-based acoustic problem was solved
through deterministic approaches [17]. From weighted least-squares, which the
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performance is degraded in noisy environments [3], to methods based on semidefi-
nite programming [4], or second-order cone programming [5], that rely on approx-
imating the original problem into a convex optimization one, has demonstrated
robust results, even in noisy environments. More recently, solutions that depend
on metaheuristic approaches, namely on swarm optimization [7,8], showed that,
through intelligent initialization of an initial candidate population, swarm opti-
mization methods could present concurrent results but with low computational
complexity. That is, those methodologies would be adequate to run on embedded
processors, attaining a solution with low latency [9]. The fact that the mentioned
algorithms were tested and evaluated on several different embedded processors [9]
motivated us to use them here as a benchmark for comparison with the proposed
methodology. To this end, Elephant Herding optimization and a weighted least
squares approach (WLS) are used to determine individual solutions considering,
at each time instant, the known position of the drone and its measures in those
exact moments.

3 Problem Formulation and Characterization

The problem envisioned implies to determine a set of positions xt∈{1,...,T} ∈ R
2

(the extrapolation to R
3 is straightforward) of a sound source over some interval

T . As to the acoustic sensors, N drones with pre-determined paths fly over the
search space acquiring the acoustic signals. Both the target and the drone’s
path are represented in Fig. 1, where the red dashed line represents the acoustic
source movement over the search-space (represented as a firetruck). The target’s
trajectory performs several changes in its direction to analyze response of the
proposed algorithm.

Fig. 1. Drones and target trajectories over the search-space (Color figure online)
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The search-space is considered as a square with sides of 1 km, that is,
x ∈ [0, 1000]m and y ∈ [0, 1000]m in Cartesian space. Also, N = 5 drone
trajectories (labelled as D1 to D5) are shown to create situations of crossing
between the trajectories of the drones and the trajectory of the acoustic source.
While position control of drones could be considered to improve error in the
localization process as in [25], in this case, it would imply subverting the main
function of drones. Thus, it is considered that the trajectory is determined as a
function of the evolution of the fire front, control of the availability of means,
avoidance of smoke columns, etc. The drone trajectories are here considered as
parametric equations of time t ∈ [50, 950] s as:

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

D1(x, y) = (t,−4 · 10−4 · t2 + 0, 2 · t + 900)

D2(x, y) = (t,+9 · 10−4 · t2 − 0, 7 · t + 300)

D3(x, y) = (t,+11 · 10−4 · t2 − 0, 4 · t + 50)

D4(x, y) = (t,−4 · 10−4 · t2 + 0, 65 · t + 665)

D5(x, y) = (t,−15 · 10−4 · t2 + 1, 0 · t + 550)

(1)

Fig. 2. Drones to target distance over time

To characterize the problem in more detail, namely in terms of the distance
between the sensors and the target, Fig. 2 shows the evolution of the distance
between each sensor and the target (solid lines), and their mean value over
the considered time interval (dashed lines). As it can be seen, there are five



114 S. D. Correia et al.

intersections between trajectories (di = 0), several drones fly at distances greater
than 500 m (on the XY horizontal plane), and their mean value is around 350 m.

The obtained energy measure at the ith sensor drone Di is modeled as follows,
according to [12]

yt
i =

giPd

‖xt − Di‖β
+ εt

i, for i = 1, 2, . . . , N, (2)

where yt
i is the energy acquired by sensor i at time t, gi is the sensor gain, Pd is

the transmitted power at a reference distance d, β is a decay propagation factor
dependent on environment conditions (equal to 2 in free space [4]), xt is the
unknown acoustic source position at instant t, Di is the position of the sensor i,
and εt

i ∼ N (0, σ2
ε ) is considered as a random zero-mean Gaussian noise, for each

link i and time t. For the sake of simplicity, σ2
ε is considered constant over time

and at each sensor link but will be adjusted regarding distance to touch upon
the SNR considered at 1 m.

Fig. 3. Considered SNRs function of the distance

With regard to the measurement noise, the energy observations yt
i are cor-

rupted with an SNR of (105, 110, 115, 120) dB at a reference distance of 1 m.
It should be pointed out that, maintaining the SNR constant over the search
space (and not the noise level), and highlighting that the energy decays at a rate
of 1/d2, the true SNR at a given distance is indeed much lower due to the high
area of the search-space. Figure 3 shows the decay of the SNR considering its
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reference value at 1 m. For a distance measurement of 900 m, as with D1 (see
Fig. 2), when considering an SNR1m of 105 dB, its equivalent SNR at 900 m
will be approximately −13 dB. This situation implies that, given the dimensions
of the search-space, noise assumes very significant values for points far from the
acoustic source. For the mean values of Fig. 2 (≈350m), the SNR assume values
between 0 dB and 20 dB.

Lastly, a set of Mc = 10.000 measures are generated and corrupted for each
instant t through the parametric equation (3) (red dashed line on Fig. 1), being
the simulations carried out over Mc Monte Carlo runs.

x(x,y) = (t, 10−5 · (t − 520)3 − (t − 300) + 800), for t ∈ [50, 950] (3)

4 the Proposed Methodology

The Bayesian theory, which integrates information given by observations with
prior knowledge, extracted from some target motion model, is one of the major
tools applied when considering target tracking [11,28]. In the present situation,
since the measurement model is non-linear, an EKF is employed. To this end, let
θt = [xT

t ,vT
t ]T denote the target state at some instant t, with vt ∈ R

2 denoting
the target velocity at time instant t (as mentioned, the generalization to R

3 is
straightforward). When considering a constant velocity motion model, a state
transition matrix S can be defined through (4), in such a way that the state θt+1

is obtained from θt. The term rt represents the noise perturbations and follows
a Gaussian distribution with zero-mean and covariance Q, i.e., rt ∼ N (0,Q).

θt+1 = Sθt + rt (4)

The matrices S and Q are defined as:

S =

⎡

⎢
⎢
⎣

1 0 Δ 0
0 1 0 Δ
0 0 1 0
0 0 0 1

⎤

⎥
⎥
⎦ , Q = q

⎡

⎢
⎢
⎢
⎣

Δ3

3 0 Δ2

2 0
0 Δ3

3 0 Δ2

2
Δ2

2 0 Δ 0
0 Δ2

2 0 Δ

⎤

⎥
⎥
⎥
⎦

, (5)

where q denotes the state process noise intensity [28].
A measurement zt of the state θt is made according to zt = h(θt) + εt,

where the zt corresponds to the measured energies yt and εt ∼ N (0,R) the
measurement noise, with R being a covariance matrix composed by the energies
variance σ2

ε :

R =

⎡

⎢
⎣

σ2
ε

. . .
σ2

ε

⎤

⎥
⎦ ∈ R

N×N , (6)

and the observation model h(θt) set as:

hi(θt) =
giPd

‖θt1:2 − Di‖2 , for i = 1, 2, . . . , N. (7)
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Since the EKF approximates the non-linear model by its first-order Taylor series
expansion, the Jacobian matrix of (7) with respect to θt is defined as:

Jh =
∂h

∂θt
=

⎡

⎢
⎢
⎢
⎢
⎢
⎣

− 2g1Pd(θt1 − s1,x)
‖θt1:2 − s1‖4

− 2g1Pd(θt2 − s1,y)
‖θt1:2 − s1‖4 0 0

...
...

...
...

− 2gNPd(θt1 − sN,x)
‖θt1:2 − sN‖4

− 2gNPd(θt2 − sN,y)
‖θt1:2 − sN‖4 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎦

. (8)

Then, the EKF can be implemented as shown in Algorithm 1, where two issues
are beyond the standard EKF, that is the calculation of the initial state θ̂1|1,
and the treatment of trajectory intersections.

Algorithm 1. The proposed extended Kalman filter
Require: Q, S, R
1: Starting State (t = 1):
2: x̂t ← solve (9) for yt via iEHO [7]
3: θ̂t|t = [x̂T

t , 0, 0]T � Set unknown velocity to 0

4: P̂t|t = I4

5: for t = 2, 3, . . . , T do
6: i = arg maxi∈{1,...,N} yt

i

7: if yt
i > ξ then

8: θ̂t|t = [Di, [θ̂t|t]
T
3:4]

T � A high energy measure means the source is most
probably close to the drone that acquired this measurement

9: else
10: Prediction:
11: θ̂t|t−1 = Sθ̂t−1|t−1

12: P̂t|t−1 = SP̂t−1|t−1S
T + Q

13: Update:
14: Ht = Jh (θ̂t|t−1)

15: K = P̂t|t−1H
T
t (HtP̂t|t−1H

T
t + R)−1

16: θ̂t|t = θ̂t|t−1 + K(yt − h(θ̂t|t−1))

17: P̂t|t = (I4 − KHt)P̂t|t−1

18: end if
19: end for

With regard to the filter implementation details the filter’s initialization is
performed by solving a WLS problem, considering the initial point measure-
ments only and a metaheuristic approach (further explanations in Eq. 9). Also,
the problem is treated when the drone trajectory crosses the target trajectory,
which may imply singularities in the decay of the acoustic model. Due to its lin-
ear approximations, the EKF becomes unstable when the order of energy mea-
sures increases abruptly (which happens when a drone gets close to the acoustic
target). To prevent the EKF from diverging, a special condition is evaluated
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before each iteration of the filter. This condition tests if any of the measured
energies at the current time instant is greater than a threshold ξ. If it evaluates
to true that EKF iteration is passed over, and instead the estimated position
of the source is updated to the position of the drone that measured the high
energy, while the estimated velocity and the process covariance matrix remain
unchanged. Considering the energy decay model, one can see that, for a high
threshold ξ, estimating the source current position as the current position of the
drone will not be too erroneous. In particular, considering a threshold ξ = 300,
gi = 100 and P = 20, the estimated position of the acoustic source is assumed
as the position of the drone Di whenever the drone is at an estimated distance
d̃ =

√
giP
yi

≈ 2.58 m or less from the target source (meaning that the expected
tracking error during that time is equal or less to 2.58 m).

With the purpose of evaluating and comparing the performance of the
proposed methodology, a WLS approach is defined as (and summarized in
Algorithm 2):

x̂t = arg min
xt

N∑

i=1

wt
i

(

yt
i − giPd

‖xt − Di‖2
)2

, (9)

where weight, wt
i =

d̃t
i

−1

∑N
i=1

(
d̃t

i

−1) (with d̃t
i =

√
giPd

yt
i

), imputes more importance

to energies measured by closer sensors (based on the distance estimate). The esti-
mator (9) is highly non-convex, non-linear, and non-continuous with singularities
at Di, making gradient-based optimizers likely to converge to local optimums.
However, when employing metaheuristics to solve the Algorithm2, in particular
the Improved Elephant Herding Optimizer (iEHO), it is possible to obtain good
results for acoustic source localization problem [7,9].

Algorithm 2. Series of T localizations by WLS
1: for t = 1, 2, . . . , T do
2: x̂t ← solve (9) for yt via iEHO [7]
3: end for

It’s worth remembering that the drone trajectories (D(xi,yi)) are predeter-
mined based on features related to the wildfire dynamics. Those would have the
purpose of collecting information for the fire front prediction, providing commu-
nications links for ground teams, etc. Bottom line, the trajectories are not con-
trolled by the acoustic localization system; instead, they are distributed among
the space, to cover the wildfire environment, independent of the current location
of the acoustic source, and with no information about its maneuvers.

5 Results and Discussion

To validate the proposed method and evaluate its performances, several sim-
ulations were carried on both the EKF algorithm and the WLS counterpart.
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The results shown in this section include the performances of the methods con-
sidering three typologies for the sensors drone, that is N ∈ {3, 4, 5}, four dif-
ferent SNRs (120, 115, 110, 105) dB, q = 0, 6m2/s3, Δ = 1 s, each evaluated
for Mc = 10.000 runs. The model parameters were P = 20, gi = 100 (for
i = 1, . . . , N), and β = 2. The simulations were performed using MATLAB R©

R2020b, on a machine with an AMD RyzenTM 3 3100 quad-core processor at
3.6 GHz, with 16 GB of RAM, and Ubuntu 18.04.4 LTS (Linux kernel 5.4.0)
operating system.

The results are made up of two sets of metrics. Figures 5, 7, and 9 plot the
mean error (distance between the real and estimated target position) over the
Mc runs for N = 3, N = 4, and N = 5 respectively. The dashed constant line
and the value overlapping the graph correspond to the plot’s mean over the all
trajectory. Additionally, Figs. 4, 6, and 8 represents the mean trajectory obtained
over the Mc runs. The shaded areas in Figs. 4, 6, and 8 illustrate the standard
deviation of the trajectory for the Mc runs. This area is the union of T ellipses,
where half the width of the tth ellipse is equal to the standard deviation (of Mc

runs) in x axis of the tth point of the trajectory. Also, half the height of the ellipse
is equal to the standard deviation in y axis of the tth point of the trajectory,
and the center of the ellipse is at the tth point of the mean trajectory. These
figures also present the drones’ trajectories (dashed lines) to seek correlations
with the shape of the graph. Finally, Table 1 resumes the overall mean error for
the considered scenarios.

Table 1. Summary of the mean error (ME) obtained for the overall trajectories.

N (number of drones) SNR1m (dB) MEWLS (m) MEEKF (m)

3 105 91,499 53,170

110 65,215 30,893

115 45,752 29,053

120 34,272 26,900

4 105 42,473 27,938

110 34,491 24,758

115 30,483 24,737

120 25,097 20,298

5 105 20,215 20,254

110 15,605 15,733

115 12,518 11,638

120 9,744 8,532
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(a) SNR = 105dB (b) SNR = 110dB

(c) SNR = 115dB (d) SNR = 120dB

Fig. 4. Mean trajectory of Mc runs for N = 3.

(a) SNR = 105dB (b) SNR = 110dB

(c) SNR = 115dB (d) SNR = 120dB

Fig. 5. Mean error of Mc runs for N = 3.
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(a) SNR = 105dB (b) SNR = 110dB

(c) SNR = 115dB (d) SNR = 120dB

Fig. 6. Mean trajectory of Mc runs for N = 4.

(a) SNR = 105dB (b) SNR = 110dB

(c) SNR = 115dB (d) SNR = 120dB

Fig. 7. Mean error of Mc runs for N = 4.
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(a) SNR = 105dB (b) SNR = 110dB

(c) SNR = 115dB (d) SNR = 120dB

Fig. 8. Mean trajectory of Mc runs for N = 5.

(a) SNR = 105dB (b) SNR = 110dB

(c) SNR = 115dB (d) SNR = 120dB

Fig. 9. Mean error of Mc runs for N = 5.
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When considering the overall results presented in Table 1 one can see that
when performing the acoustic measurements with N = 3 drones, the EKF implies
a reduction of about 40% when compared with the WLS implementation. When
considering the error over the trajectory path (Fig. 5), besides the first instants
of the path until the EKF does not establishes useful prior information, the
obtained error is always lower. Nevertheless, when considering the error deviation
(see Fig. 4), it is pretty highlighted that the EKF has a much stable and reliable
overall path. Another evidence that can be extracted from Fig. 4 is the behavior
of the proposed scheme for the trajectories intersections, that is when the drones
intersect the target trajectory, the error is minimal, a situation that is also valid
when trajectories approach each other (750 s < t < 850 s). The same analysis can
be performed when considering N = 4 sensor drones (Figs. 6 and 7), although
the reduction is somewhat less significant, reaching values in the order of 25%.
Finally, when considering N = 5 sensor drones, the overall decline is marginal;
meanwhile, Fig. 8 demonstrates that the deviation is much higher for the WLS
implementation. When considering Fig. 9, one can see that the moment when
EKF has a higher error that EKF is in the first moments of the path. It should
be pointed out that although the position is initialized with the WLS method,
the velocity is initialized with [0, 0]T , that is, without considering any previous
information of the system dynamics (line 3 of Algorithm1). As a concluding
remark, in the worst-case scenario, when N = 3 and the SNR is 105 dB, a mean
error over the trajectory of about 50 m is obtained when considering a search-
space of 1000 × 1000m2. Not forgetting that, for these conditions, the mean
distance of the sensors reaches 350 m, which would imply a local SNR of about
3 dB. Moreover, by simply enlarging the drone’s fleet, the mean overall error is
reduced to about 28 m in the same conditions (SNR = 105 dB), resulting in a
reduction of almost 50%.

6 Conclusions and Future Work

In this work, the problem of tracking a moving acoustic source was addressed
based on energy measurements, which are considered to be acquired by micro-
phones positioned on drones, and thus, also with some moving dynamics. The
proposed methodology is based on implementing an Extended Kalman Filter
that, besides dealing with the measurement model non-linearity, also deals with
the trajectories intersections, avoiding the filter divergence. Simulations per-
formed over different sets of number of drone sensors and different SNR cor-
rupting the energy measures show the effectiveness, stability, and repeatability
of the method. These results were also compared with a WLS implementation
that does not consider the prior knowledge given by the motion model as a
well-known and accepted benchmark that validates the credibility of the solu-
tions presented. The present work establishes the energy-based acoustic source
localization strategy, which brings simplicity to physical implementation and
processing level when placed alongside with its counterparts. Ultimately, the
present work proposed an EKF methodology for acoustic localization validated
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with results that demonstrates its effectiveness and reliability. It can be con-
cluded that using energy-based measurements to perform the localization of a
moving target can be considered as an add-on to current wildfire platforms.

As future work, the analysis of fusion techniques that make use of the esti-
mated location to govern the movement of the sensor drones, contributing to
reduction of the estimation error without jeopardizing its primary function on
the wildfire scenario will be considered. Also, to enhance the credibility of the
present work, it is important to extend the developed experiments to real-world
scenarios.
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Abstract. Falls are constant threats to older adults and can minimize their abil-
ity to live independently. To help mitigate the occurrences and effects of such
unfortunate accidents, it is imperative to find an accurate, reliable, robust and
convenient solution to make life easier for elder adults who may have visual or
hearing impairments. In order to reduce such occurrences, a calm stick, cStick
is proposed. cStick is an IoT (Internet of Things) enabled system which has a
capability to predict falls before their occurrence, to warn the user that there may
be an incident of fall, to detect falls and also provide control remedies to reduce
their impact. cStick monitors the location of the user, the physiological changes
that occur when a person is about to fall and also monitors the surroundings the
user is in when having an incident of fall. Based on the changes in the monitored
parameters, the decision of fall i.e., a prediction, warning or detection of fall is
made with an accuracy of approximately 95%. Control mechanisms to reduce the
impact of the fall along with connection capabilities to the help unit are provided
with the cStick system.

Keywords: Smart Healthcare · Healthcare Cyber-Physical System (H-CPS) ·
Internet of Medical Things (IoMT) · Fall detection · Fall prediction · Elderly
falls · Visually impaired · Hearing impairment · IoT-edge computing

1 Introduction

Falls are accidents that come with age. Every year, 37.3 million falls are recorded from
the elderly, 65 years and above. As a matter of fact, one among four older people falls
each year but less than half tell their doctor [4,30]. The probability of having multi-
ple falls increases after having the first fall [21]. Every 11 s, there is an older person
being treated for an incident of fall [1]. Statistics indicate that fall incidence rates have
increased by 31% from 2007 to 2016 and the rate is expected to grow in the future [3].

The occurrences and causes of falls are many. 67% of falls do not happen from a
height but happen when a person trips or slips. Ill-fitting clothes and shoes can also be a
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reason for the older person to fall [8]. Hearing impairments in older adults cause three
times the risk of an accidental fall than other older adults [18]. Medical conditions,
sedatives and antidepressants such as Parkinson’s disease, insomnia, sedation, and obe-
sity also contribute to the increased risk of falling in older adults [7,17]. Isolation and
physical inactivity due to the pandemic also has an effect on the increased risk of falling
in older adults [23,24].

The impact of falls on the elderly human body is very high. Falls can cause broken
bones, wrists, arms, ankles and hips. In 2014, 29 million older adults received injuries
from falls. 95% of the cases involving falls lead to hip fractures [1]. In 2013, 50% of
the cases involving falls resulted in traumatic brain injuries in older adults [31]. In 2016
alone, there were 29,668 deaths in older adults caused due to falls [13].

In order to reduce such accidents, cStick, a calm stick to monitor falls in older adults
is proposed. cStick has been designed in such a way that it can assist both visually and
hearing impaired older adults. cStick has an ability to not only detect falls but to also
predict the incident of fall so as to reduce their occurrences. cStick can monitor the
surroundings, warn the user if there was a previous fall detected at a certain location,
and update the location and its surroundings to the user. The device prototype of the
proposed cStick is represented in Fig. 1.

Touch pad

Surrounding
check

Wi-Fi

Vibration 
Module

Surrounding
check

Warning 
Lights

Speaker

Distance 
check

Fig. 1. Proposed device prototype of cStick.

cStick ia a state-of-the-art device in the IoMT framework. IoMT stands for Inter-
net of Medical Things and it is a subset of Internet of Things (IoT). IoT is defined
as the network of devices which are connected and are capable to transfer informa-
tion as they have a unique IP addresses [19]. When the fundamentals, tools, techniques
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and concepts of such applications and devices with Internet capabilities are related to
healthcare domains, the IoT is known as the IoMT [27]. There are many applications
ranging from Smart Healthcare, Smart Transportation, Smart Supply Chain, Posture
Recognition, Smart cities, etc., that involve the IoT and the IoMT [20].

cStick is an IoMT-enabled edge computing device as it has the capabilities to pro-
cess and analyze the information at the user end and store the information at the cloud
end. Applications or devices proposed in this framework require little to no human
intervention [19]. The IoMT framework has many components as represented in Fig. 2
[27].

Gateway

Internet

Cloud
Services

A Thing

Sensors (Things) 
ClusterEnd/Sensing Medical 

Devices

Edge Data Center

Edge Router

Edge / Fog Plane

Middleware
(Communication)

Upload

Download

Upload

Fig. 2. IoMT framework used in cStick.

Edge computing is defined as a distributed computing paradigm that allows data
processing and analysis done at, or near the source of the data, i.e., closer to the user.
With edge computing, the dependency on the cloud to process and analyze the data can
be reduced. Major advantages of edge computing include reduction in latency or delay
which means data can be real-time; reduction in the bandwidth utilization, therefore less
network traffic; reduction in total costs, increase in application efficiency, and increase
in the security and privacy aspects of the devices [11]. The edge computing paradigm
is represented through Fig. 3.

The main motivation for cStick is to provide real-time data analysis on the status of
older adults in terms of falls, to constantly protect them, to reduce the incidents of fall,
to provide instant support and help in the event of a fall and to propose a system that
works for all elders, even with visual and hearing impairments.

The organization of the paper is as follows: Sect. 2 provides the state-of-the-art
literature and marketable products for elderly healthcare followed by issues in these.
Section 3 provides the novel contributions that are proposed through cStick and how it
provides an excellent solution to all the missing aspects. Section 4 provides a detailed
understanding of the physiological parameters considered in cStick. Section 5 provides
a representation of the architectural flow used for fall prediction and detection in cStick.
Section 6 describes the design process involved in cStick for fall prediction, detec-
tion and control. Section 7 is comprised of the implementation and validation of the
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End Devices 
or sensors

Edge Computing

Fog Computing

Cloud Computing

Fig. 3. IoMT-edge computing paradigm used in cStick.

IoMT-Edge computing proposed in cStick followed by conclusions and future direc-
tions of this research in Sect. 8.

2 Related Prior Research

Though there is a good number of wearables in the market that provide care for older
adults, most of them only focus on fall detection and not prediction. Some wearables
proposed are able to detect trips and slips but not specifically fall. Also most of them
use only accelerometers as the physiological feature and need the user to request help
after a fall. A detailed presentation of these works is provided in Table 1. Some of
the major disadvantages of these wearables are the generation of false positives and
false negatives which can cause unnecessary alerts, monthly maintenance charges and
privacy concerns.

Some works which detect falls in elderly are provided in Table 2. These articles only
detect falls with no fall prediction. Also, most of them only consider a single physio-
logical signal for monitoring falls which lacks in efficiency of the system proposed.

2.1 Major Issues with the Existing Solutions

Some of the major issues with the existing solutions are:

– There is no unified detection as there are not many physiological signal data that are
being considered to make the decision of fall.

– There are no fall prediction mechanisms or strategies included.
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Table 1. Wearable products for elderly healthcare.

Wearable Activity Physiological data Prediction Detection Drawback

Owlytics
[22]

Walk, trip
and slip

Accelerometer Partially
Yes

Yes Users need to manually
request for help. It only
uses one physiological
signal to detect falls

Smart
watch [2]

Physical
activity

Accelerometer No Yes It uses only accelerometers,
does not work on low
thresholds like double
carpet, bathroom,
hardwood floors. The user
must manually select the
option SOS and as a result
it fails if the person is
unconscious. Users may
remain on the floor with no
help for long hours

Vayyar
home [15]

Bathroom
activity
monitoring

Radars No Yes Location constraint as its
mounted on a wall inside
bathroom. User needs to
manually request help by
talking to the device.
Connectivity issues may
arise

Hip hope
[16]

Physical
activity

Accelerometer No Yes The location of the
wearable placement can be
an inconvenience.
Malfunction of the device
will have additional
injuries for hips as its
located around hips

– Most of them are location constrained and can only be used at a specific location.
– Users need to manually or verbally request help upon falls and this can be an issue
if the user is unconscious.

– Wearables or the device prototypes proposed may be inconvenient for the users to
wear.

– Generation of false positives and negatives can be higher due to which unnecessary
alerts can be generated.

– Cost for the installation and maintenance can be higher as most need monthly sub-
scriptions.

3 Novel Contributions

cStick is designed to provide constant care for older adults by continuously monitoring
the physiological parameters while a person is walking. It has IoT capabilities and it
can be a part of any network or device [26]. The novel contributions that are proposed
through cStick are:
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Table 2. Research contributions for elderly healthcare

Name Prototype Activities Sensors Prediction Detection Accuracy

Han et al. [12] No Walk, sit, fall, lean Accelerometer, gyroscope Partially
yes

Yes No.

Pongthanisorn et al. [25] No Sleeping positions Piezoelectric and weight No Yes No.

Engel et al. [9] No Walk, trip, stumble, fall Accelerometer No Yes 94.

Razmara et al. [28] No Questionnaire None No Yes 90

– Accounting for multiple physiological signal data to analyze the decision of falls.
– Continuous data monitoring to predict the occurrences of falls in order to reduce the
number of accidents.

– Continuous surrounding monitoring to allow the users to understand the environ-
ment in order to reduce tripping and injuries.

– Continuous monitoring of general health signals so as to have to a detailed under-
standing on the causes of the fall.

– Location tracking of the user to not only provide immediate support but also to notify
the user with a warning.

– Ability to have two-way communication with the device, when needed.
– Assisting visually impaired and hearing impaired elders by incorporating audio and
touch response systems, respectively.

– Having a capability to connect to any wearable or health monitoring device to pro-
vide more adaptable elder fall monitoring systems.

4 Physiological Parameters Considered in cStick

There are many physiological changes that occur inside a human body throughout the
course of the day. Not all signals have a defined relationship with falls. For example,
though body temperature and sweat change according to the actions done by the human
being, these changes are discarded as there are may be external reasons such as weather,
environment etc., which can cause fluctuations in them [26]. So here are the physiologi-
cal parameters considered to analyze falls in cStick. Upon careful consideration, cStick
is designed in a way that it can monitor:

4.1 Grasping Pressure

When a person is about to fall or losing strength, the tendency to hold surroundings - be
people or objects, increases. Based on this, cStick monitors the grasping pressure that
is applied on the cane. The individual baselines for each individual can be different, so
cStick monitors sudden changes in the squeezing force.

4.2 Dietary Habits

cStick monitors the blood sugar levels of the older adults. The total occurrences of falls
can be linked with low sugar levels (hypoglycemia). When the sugar levels are below
70mg/dL the chances of having falls increases as the older adults may feel weak, tired,
anxious, shaky, or suffer strokes and unconsciousness [10].
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4.3 Posture

The posture of the human body tells a lot about its orientation. If there is a leaning in
any direction, the chances of losing the balance are high. Such scenarios can lead to
side and back falls causing injuries to hips or the head.

4.4 Blood Oxygen Levels

Older adults have lower saturation levels than younger adults. Oxygen saturation levels
about 95% are considered normal for older adults. Lower levels may cause shortness of
breathe, asthma, excess sweating, low heart rate and sometimes leads to unconscious-
ness in older adults [14].

4.5 Irregular Heart Beats per Minute

Cardiac output decreases linearly at a rate of about 1% per year in normal subjects past
the third decade [5]. The resting supine diastolic blood pressure for younger men was
66± 6 and 62± 8 for older men and higher heart rates can result in shortness of breathe,
fatigue, stroke and unconsciousness [6].

4.6 Surroundings of the User

Surroundings have a larger impact on the human body when a fall occurs. Monitoring
the surroundings helps to reduce the impact of falls. cStick is designed in such a way that
it can detect the reason behind the accident of fall. Surrounding objects, human beings
or any other moving or non-moving things are continuously monitored to eliminate the
accidents of falls.

4.7 Location of the User

The location of the user plays a very important role as it allows notification of the user
to stay alert. Warning the user about a previously occurred fall will make him aware
of the surroundings. Also, location tracking helps to provide required help without the
user asking for it.

A schematic representation of cStick is represented in Fig. 4. Here, the Edge-data
analyzed and the decision of fall are sent to the doctor and/or caregivers using the IoMT.

5 Architectural Flow for Fall Prediction and Detection in cStick

The architectural flow of the proposed system begins with the data collection from
the wearable sensors. The data from the stick is compared and analyzed to make the
decision of fall or a prediction of a fall. This decision is provided to the user using fall
response mechanisms which are both compatible for visually or hearing impairment
elders and are described in the next sections. The architectural flow is represented in
Fig. 5.
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Fig. 4. Schematic representation of cStick.
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Fig. 5. Architectural view of cStick.

5.1 Physiological Sensor Data Unit

The physiological parameters that are considered in designing the cStick are explained
in Sect. 4. In this section the detailed presentation of the sensors which are used to
analyze the falls and predict the possible falls is discussed.

Accelerometer. The accelerometer sensor parameter in cStick is used to measure the
non-gravitational or linear acceleration. The accelerometer is located inside the stick
and is designed to respond to the vibrations associated with any movement. The micro-
scopic crystals that undergo stress when in vibration help in providing a voltage which
is generated as a reading on any acceleration. When there is a movement in human
body, the axes of accelerometer x,y and z are continuously changing. When a 3-g spike
in the y axis is noticed, it means that the person is sitting down. If the g-force of the y
axis exceeds ±3 g’s, the accelerometer would pass the threshold to detect a fall.
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Gyroscope. In cStick a gyroscope sensor parameter is used to detect the changes in the
orientation of the human body. The gyroscope is used to measure the rate of rotation
around a particular axis with which the direction of the fall can be determined. For
example, if the person is about to or has fallen in front, towards the back or side.

Heart Rate Variability. In cStick the heart rate variability is considered to measure
sudden changes in the breaths per minute as a sudden change in the heart rate is abnor-
mal [29]. According to [6], the maximum heart rate in older adults is lower (at around
162± 9 beats/min) than the maximum heart rate in younger men (191± 11 beats/min).

Blood Sugar Levels. Blood sugar levels are very important in older adults and can have
significant role in detecting falls, as discussed in Sect. 4. Hypoglycemia and hyper-
glycemia have significant effects on the strength, cognitive ability and heart rates in
older adults and so their continuous monitoring is provided in cStick.

Blood Oxygen Saturation (SpO2) Levels. Continuous monitoring of SpØ2 levels is
provided in cStick as hypoxemia or low blood oxygen levels creates shortness of breath,
excessive sweating, low heart rate and even unconsciousness in older adults [14].

5.2 Parameter Analysis Unit

The relationship between the sensor parameters to the falls in older adults is discussed
here. As explained in Sects. 4 and 5.1, the distance of the user to the nearest object,
the ±3-g for the y axis from the accelerometer which is the threshold, the gyroscope
reading to indicate the direction of fall, the sugar levels of the user, sudden spike in
heart rate, the duration of pressure or squeeze applied on the stick and the blood oxygen
levels are considered to make the decision of the falls. The parameter ranges for the
decisions of prediction and detection are represented in Table 3.

Table 3. Parameter range descriptions for fall prediction and detection in cStick.

Distance Pressure HRV Sugar levels SpO2 levels Accelerometer Decisions

>50 cm Small 60–90 bpm 70–80mg/dL >90 <Threshold No fall. Happy walking!

<30 cm Medium 90–105 bpm 30–70mg/dL 80–90 >Threshold Take a break, you tripped!

<10 cm Large >105 bpm <30mg/dL or >160mg/dL <80 >Threshold Definite fall. Help is on the way!

5.3 Fall Prediction and Detection Unit

The decision of falls is made from the analysis represented in Table 3. Prediction of the
fall is defined as a mechanism to let the user know that the user might have an accident
and taking a break might be good for him/her. Detection is stating that there has been a
definite accident of fall and the user needs assistance.
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5.4 Control Unit

As there is continuous monitoring of the vital signal data in cStick, any other additional
cause an older person may fall is also taken care of. This includes monitoring the heart
rate, sugar levels and blood oxygen levels. If there is anyone of these that are causing
the user to loose cognitive ability, strength or even consciousness, cStick will be able to
help the user by warning the user to take a break, in other words by predicting the user
that there may be an accident.

In addition, as the location of the user along with the surroundings are also moni-
tored, the chances of having falls or any other accidents can also be reduced.

6 Design Flow for Fall Prediction and Detection in cStick

The design flow of the working principle involved in cStick is represented with the
Algorithm 1.

The buzzer, vibrator and microphone attached are activated depending not only on
the decision of the fall but also when there is an abnormal reading in the vital signals.
The location of the user will be updated throughout the time period the user is using the
stick. The design flow of cStick is also represented in Fig. 6.

7 Implementation and Validation for Fall Prediction and Detection
in cStick

7.1 Physiological Data Acquisition

For the implementation and validation in cStick, a dataset of 9670 samples based on
Table 3 was used. For the baseline and as a validation the data from [32] has been taken.
Here the decision of the fall was done based on the 14 volunteers who participated in
the study.

7.2 Machine Learning Model for Edge Computing Used in cStick

The well shuffled dataset with 6 features and 3 classes in the label was trained in Ten-
sorFlow. The 6 features here are: Heart rate variability, accelerometer, blood oxygen
levels, sugar levels, pressure applied on the stick and distance from the nearest object.
The classes for the label i.e., for the decision are no fall detected, a fall is predicted i.e.,
the user has tripped or slipped and a fall has detected i.e., a definite fall. The scatter plot
of two of the features considered in cStick is represented in Fig. 7.
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Algorithm 1.Working Principle for Fall Prediction and Detection in cStick.
1: Declare and initialize the input variables d for distance, h for HRV, sl for sugar levels, s for

SpO2 to zero.
2: Declare and initialize the output variables b for buzzer, v for vibrator and l for location to

zero.
3: Declare string variables decision of the fall d, p for pressure, m for microphone or speaker

and a for accelerometer to zero.
4: while p �= 0 do
5: Start monitoring and gathering physiological signal data which are a, h, sl, s and l.
6: if d > 50 cm && p == ’small’ && 60>h<90 && 70>sl<80 && s > 90 && a <

’Threshold’ then
7: d = ’No fall. Happy walking!’.
8: l = 1.
9: else if d < 30 cm && p == ’medium’ && 90>h<105 && 30>sl<70 && 80>s<90 &&

a > ’Threshold’ then
10: d = ’Take a break, you tripped!’.
11: m = ’Take a break, you tripped!’.
12: b = 1 && v =1 && l =1.
13: else if d < 10 cm && p == ’Large’ && h > 105 && sl < 30 && sl > 160 && s < 80

&& a > ’Threshold’ then
14: d = ’Definite fall. Help is on the way!’.
15: m = ’Fall detected, help is on the way!’.
16: b = 2 && v =2 && l =1.
17: end if
18: if p == 0 then
19: Stop monitoring and gathering physiological signal data.
20: else
21: Repeat steps from 5 through 12.
22: end if
23: end while
24: Repeat the steps from 4 through 18 whenever a user is using cStick.

The model that is used in cStick to define the relationship between the features
and the label is a fully connected neural network or dense model. Here, a linear stack
of layers with 6 nodes in the input layer, two dense layers with 20 neurons each and
three nodes in the output layer are considered. The rectified linear function is used as
an activation function for the hidden layers and the sigmoid function is used for the
output layer. 200 epochs are provided with batch size of 32 and 0.01 learning rate for
the model.

The predictions of the model without training and predictions of the model after the
training are represented through Fig. 8.

With loss and accuracy as the metrics and a stochastic gradient descent algorithm
as the optimizer, 7736 samples for training and 1934 samples for testing, the model has
produced 96.67% accuracy, as shown in Fig. 9. The software verified implementation is
implemented on IoMT-Edge computing platform in the following sections.
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Fig. 7. Scatter plot of features in cStick.

Predic on: [2 2 2 2 2 2 0 2 0 2 2 2 0 0 0 2 2 2 2 2 0 2 2 0 2 2 2 2 2 2 2 2]
Labels: [1 2 1 1 2 0 0 1 0 2 1 1 0 0 0 2 2 0 0 1 0 2 1 0 1 0 1 1 2 1 1 0]

[[1, 1], [2, 2], [0, 0], [1, 1], [1, 1],[1, 1], [0, 0], [2, 2],[1, 1], [2, 2],[2, 2], [0, 0], [2, 2], [1, 1], [1, 1], [0, 0], [1, 1], [0, 0], [0, 0], [2, 2],
[0, 0], [1, 1], [2, 2], [1, 2], [1, 1], [1, 1], [0, 0], [1, 1], [2, 2], [1, 1]]

Fig. 8. Predictions before and after training in cStick.
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Fig. 9. Loss and accuracy obtained in cStick.

GPS Module

Temperature and 
Humidity sensor

GPS Antenna

Display

Pressure Sensor

Edge Device

Distance Sensor

Accelerometer
Buzzer

Fig. 10. Real-time IoMT-edge implementation in cStick.
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Fig. 11. Serial monitor display in cStick.

7.3 Real-Time IoMT-Edge Computing Validation in cStick

For the IoMT-Edge computing, a controller has been chosen with real time sensor data
from various sensors which monitor the required parameters considered in cStick, as
discussed in Sect. 4. The Edge Computing setup is represented in Fig. 10.

The location of the user is also validated in cStick along with the conceptual vali-
dation as shown in Fig. 12.

The serial monitor display of the sensors along with the dataset data is represented
in Fig. 11. Here, the squeeze or the pressure applied by the user on the stick, distance
from the nearest object or person, heart rate variability, location of the user, sugar levels,
blood oxygen levels are continuously monitored and the buzzer with various voltage
levels and a speaker are provided as output sources.

A brief comparison with existing research is presented in Table 4.
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Fig. 12. User location validation in cStick.

Table 4. Comparison with the state-of-the-art research.

Name Prototype Activities Sensors Prediction Detection Accuracy

Han et al. [12] No Walk, sit, fall, lean Accelerometer,
gyroscope

Partially yes Yes No.

Pongthanisorn et al. [25] No Sleeping positions Piezoelectric and
weight

No Yes No.

Engel et al. [9] No Walk, trip, stumble, fall Accelerometer No Yes 94%.

Razmara et al. [28] No Questionnaire None No Yes 90%.

cStick (current paper) Yes, a calm stick Walking - Vital signal monitoring Accelerometer,
HRV, Pressure,
Sugar levels, SpO2,
Gyroscope

Yes Yes 96.67%.

8 Conclusions and Future Research

8.1 Conclusions

Elderly care requires utmost attention with the technological developments happening
day by day. Keeping that in mind, a cStick, also known as calm stick, is proposed with
which the users are not only provided with a fall detection monitoring device but also a
fall prediction device with an accuracy of approximately 96.67%. cStick also monitors
the vital signals of the older adults and this allows in the early detection of accidents
including falls. It has a capability of connecting to any smart or IoMT device to enhance
its performance. cStick can also be used by visually or hearing impaired older adults as
it has autonomous control mechanisms.
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8.2 Future Research

As cStick strives to be an improvement in the existing technology and research for
elderly healthcare, in future work more focus will be placed on considering many other
vital signals and physiological and psychological parameters.
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Abstract. Falls can cause severe injuries to elder people. Many studies have been
conducted in order to develop devices that improve the recognition of fall events,
while very few have demonstrated approaches for the minimization of their power
consumption. We propose a hardware/software co-design of an Internet of Things
(IoT) fall detection device that takes advantage of accelerometer’s embedded func-
tionalities and enables its interrupt-driven operation while the rest of the circuit
is in shutdown mode. In contrast with most low power fall detection devices,
the proposed device supports Wi-Fi connectivity that enables ubiquitous use and
real-time remote fall events monitoring through cloud services, without the need
of external equipment or a local server. The device integrates a vibration motor
and a cancelation button, which notify the detection of a fall event and waits for
Patient’s response, while the implementation of battery monitoring mechanism
enables continuous device use.

Keywords: Fall detection · Low power · Internet of Things · IoT ·
Hardware/Software co-design · Accelerometer

1 Introduction

Falls are a major issue for elderly people as they are very common and their prevention
can reduce the admissions to nursing homes [1]. Moreover, falls due to seizures and
nonepileptic events in an epilepsy monitoring unit (EMU) especially inside bathrooms
can harm patients and solutions such as a ceiling lift system has demonstrated significant
improvement [2]. Devices that can prevent or detect falls have been developed during the
past years with different approaches and improvements concerning the used connectivity
protocols with the server; the power consumption management; or the integration of
machine learning techniques.

Some approaches for fall detection integrate the use of more sensors than just an
accelerometer. In [3–5] researchers proposed systems using barometric pressure mea-
surements, and T. De Quadros et al. [6] designed a wrist worn fall detection device using
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gyroscope and magnetometer, in addition to accelerometer. MPU6050 sensor has also
been used, as it can provide both accelerometer and gyroscope measurements [7, 8].

Fall detection devices have been tested in different places, like aforementioned wrist
or chest and with different communication technologies such as Bluetooth, Zigbee or
Wi-Fi. W. Zhuang et al. [9] have developed a smart button system placed on the chest
that collects accelerometer data and send them over Bluetooth low energy to an Android
mobile. In [10] amicrocontroller establishesWi-Fi connectionwith the server and reports
fall events and battery status. Yuan et al. [11] proposed a wrist-worn wearable as a
ZigBee End Device that connects to a base station in order to communicate with cellular
networks. A ZigBee server can further process sensors data in order to evaluate the fall
detection [7, 8].

Fall detection devices should be easy to carry and operate for many hours without the
need of recharging, as it can interrupt continuous monitoring, and discourage their use.
Researchers have investigated various techniques in order to lower power consumption
and provide a long-lasting battery operation [12], usually applying interrupt-driven algo-
rithms [4, 8]. In [11] a wrist-worn wearable device utilizes interrupt signals generated
by the accelerometer, that lead to less data processing and, therefore, lower power con-
sumption. J. He et al. [7] developed an interrupt-driven device that is placed in the back
neck area of a wearable vest and can operate continuously for more than 30 h with a 600
mAh battery. C. Wang et al. [5] reduced the power consumption using both hardware-
and firmware-based approaches, enabling an estimated battery life (450 mAh capacity)
of 664.9 usage days with an average current of 28.2µA, using the ADXL362 accelerom-
eter that is more power efficient compared with the ADXL345, which is frequently used
in fall detection devices. In order to lower power consumption, an algorithm that changes
sampling rate dynamically, according to fall indication, has been proposed [3].

Fall events can be evaluated with different techniques, like processing the sensors
data with a Kalman Filter and kNNAlgorithm [7], using a SVM classification algorithm
[9], or using a Fall Detection Convolutional Neural Network (FD-CNN) [8]. Machine
learning methods demonstrated advantages compared to threshold-based [6].

Post Fall actions are important for immediate response to patient’s condition. In
[13] the accelerometer is connected with a microcontroller and a module that provides
GPS/GSM service in order to send SMS in case of a fall. The device will vibrate and the
patient can withdraw the alarm with a button. In [14] a hardware fall detection system
has been designed that can enable an alarm and activate a mechanism in order to protect
the patient. There are also commercial products with cellular connection capabilities
that include fall detection and many other features - not essential for elder people - but
the battery life is limited [15].

Wepropose an Internet of Things (IoT) fall detection device that is placed on the chest
using an innovative co-design of hardware and software, to achieve low power consump-
tion. Whereas many aforementioned devices are low power, they use a ZigBee network
that requires a local server to be fully functional. Our proposed device supports server-
less operation using Wi-Fi, which is broadly available and doesn’t require any external
equipment for most of the patients. Newer mobile phones enable Wi-Fi hotspot using
the existing cellular connectivity, which provides ubiquitous internet access. Although
Wi-Fi communication is useful, it requires high power consumption that makes it not
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suitable for a fall detection device. In order to solve this issue, we propose a hardware
architecture that enables the operation only of the accelerometer, where the rest of the
circuit is in shutdown mode consuming negligible energy. Our fall detection device
has very low power consumption during patient’s every day activities, but in case of a
fall event it turns into high power mode. Moreover, we integrated battery undervoltage
detection and protectionmechanisms in order to ensure continuous device operation. The
device incorporates a cancelation mechanism, through a button and a vibration motor,
that notifies the patient in case of a fall event detection. Although patient’s immobility
after a fall is usually verified with accelerometer measurements, instead in the proposed
device a Cancelation button is used, which can help the detection of cases where the
patient is moving after fall, because of pain and injuries or epileptic seizures.

This paper is organized as follows: Sect. 2 describes the Fall Detection basic prin-
ciples and Sect. 3 demonstrates the platform architecture, the hardware of the proposed
device and the algorithm it utilizes during operation and after a fall event. Section 4 evalu-
ates the device’s power consumption and Sect. 5 is the Discussion, where the Conclusion
is in Sect. 6.

2 Fall Detection Basic Principles

For our experiment we used ADXL345, an ultralow power accelerometer from Analog
Devices that can provide 3-axis acceleration with up to 13 bit resolution and± 16g range
[16]. ADXL345 can map different functions to two interrupt pins (INT1 and INT2) with
user defined thresholds: single and double tap; free-fall; activity and inactivity sensing.
Interrupts enable the fall detection without any processing by the main microcontroller,
as the acceleration data are processed by the accelerometer separately.

Free fall interrupt has two user defined thresholds: THRESH_FF and TIME_FF and
is set when acceleration for all axes is less than the value stored in THRESH_FF register
for more time than the value stored in TIME_FF register [16]. The first phase of a Fall
is always the “Weightlessness” where the vector sum of the accelerations from all axes
tends to 0 g, in contrast with all other motions like sitting or walking [17]. Our system
takes advantage of the “Weightlessness” phase, which is essential for fall, and activates
the Free Fall interrupt.

3 Platform Architecture

3.1 Platform Overview

The fall detection device operates in an ultralow power consumption state where the
microcontroller and its peripherals are in shutdown mode. ADXL345 operates normally
until Patient’s fall. Then it activates the FREE_FALL interrupt that turns on the micro-
controller and the Vibration motor, in order to notify Patient that he/she has to interact
and press a button that is integrated on the device. If there is not a Patient response,
the microcontroller connects through Wi-Fi to Cloud services and notifies the Physician
about the emergency. If the Patient presses the button the device returns to the ultralow
power state (Fig. 1).
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Fig. 1. Platform overview1

3.2 Device Hardware Architecture

The device consists of a 3D printed enclosure and a custom PCB with: (i) an accelerom-
eter, (ii) a microcontroller, (iii) two Voltage Regulators, (iv) two Voltage Detectors, (v)
a Vibration Motor module, (vi) a Button for interaction with the Patient, (vii) other
peripherals (LED, buttons) for microcontroller programming and debugging. The hard-
ware is divided in four sections with different functionalities (A–D) that will be analyzed
separately (Fig. 2).

Fig. 2. Simplified device hardware architecture

1 Figure 1, 2, 4, 5, 7 created in Lucidchart. Available: www.lucidchart.com.

http://www.lucidchart.com
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Accelerometer Powering Circuit and Battery Undervoltage Protection (A). The
power source is a high-density rechargeable lithium-ion batterywith 3400mAh capacity,
3.6 V nominal and 4.2 V maximum voltage. The accelerometer we used is ADXL345
that operates from 2.0 V to 3.6 V [16]. In order to regulate the battery voltage, as voltage
regulator 1 the TPS70633DRVR is selected, because it has ultra-low quiescent current
(1 µA) and enable (EN) pin that controls its shutdown or active state. Although we use
lithium-ion battery that has integrated protection circuit with cutoff voltage at 2.5 V, we
added onemore protection layer. As voltage detector 1 we selected STM1061N26WX6F
that monitors battery voltage and in case it falls below 2.6 V it outputs low. This output is
connected with enable (EN) pin of voltage regulator 1 and (when it is low) the regulator
will turn into shutdown mode. Moreover, we added capacitors that add stability and
better performance to the regulator. Section A (Fig. 2) of the circuit is used only for the
accelerometer’s operation.

Accelerometer and Microcontroller I2C Communication (B). ESP32-WROOM-32
is a low-cost microcontroller module that supports Wi-Fi, Bluetooth, BLE connectivity
and operates at ~3.3V. It communicateswithADXL345 accelerometer with I2C protocol
using the necessary pull-up resistors and 2 pins (SDA, SCL). ADXL345 interrupt pin 1
(INT1) that is used as the FREE_FALL interrupt is not connected with ESP32.

Microcontroller Powering Circuit and Battery Voltage Monitoring (C). The afore-
mentioned low-dropout voltage regulator 1 (TPS70633DRVR) powers only ADXL345
accelerometer but not the ESP32-WROOM-32 (ESP32) module. It can provide max
current of 150 mA, where ESP32 module needs minimum 500 mA. As Voltage Regula-
tor 2, TLV75533PDBVR is selected because it can provide 500 mA to ESP32 and has
low dropout voltage that enables stable 3.3 V output even when the battery voltage is
decreasing. Also, it supports enable (EN) pin that controls its operational or shutdown
state. ADXL345 FREE_FALL Interrupt (INT1) is connected to EN pin of voltage reg-
ulator 2 (bold line in Fig. 2). When INT1 is low (i.e. no fall event), Voltage Regulator
2 is in shutdown mode and everything that is powered from it, is turned off. Thus, we
succeed an ultralow power consumption under usual circumstances.

After fall detection, accelerometer’s FREE_FALL interrupt (INT1) is activated and
becomes High, as enable (EN) pin of Voltage Regulator 2. Thus, Voltage Regulator 2
turns on and powers the ESP32 module in order to run the fall detection algorithm. At
the end of ESP32 actions, through I2C communication, ESP32 clears ADXL345 INT1
interrupt after reading INT_SOURCE register, that leads to the shutdown of Voltage
Regulator 2 and the return to the previous operation.

Voltage Detector 2 (STM1061N31W6F) monitors the output of Voltage Regulator 2
and in case theVoltage is under 3.1 V, it sets the connected Pin of ESP32 Low. Every time
ESP32 is turned on, this pin is checked. If it is Low, battery low voltage indication is sent
to the Cloud, so Patient will be notified by his/her Physician (whomonitors the Cloud) in
order to charge the battery and be protected without stopping the functional fall detection
device. ESP32 operation will not stop immediately if the battery is below 3.1 V, but after
becoming lower than 2.6 V (as described in section A). Though, it is recommended to
immediately recharge the battery, as voltage below 3.0 V is not recommended for ESP32
operation [18].
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InteractionComponents (LED,VibrationMotor andButton) (D). Weadded a vibra-
tion motor module, a LED, and a tactile switch as a Cancelation button. In case of a fall
detection, the LED turns on and the motor notifies the Patient so he/she can press the
button and deactivate the emergency algorithm. Finally, a SPDT switch, two extra tactile
buttons and pin headers are added for easier programming and debugging of the circuit.

3.3 3D Printed Enclosure

The designed hardware and a Li-ion battery of 3400 mAh with integrated protection
circuit are placed inside an enclosure that protects and stabilizes the circuit. Also, it
provides an easy way to use a cord and hang it around the Patient’s neck. The enclosure
is 3D printed with PLA filament (Fig. 3).

Fig. 3. 3D printed enclosure, 18650 Li-ion battery and hardware of the fall detection device. The
areas with the red frame are used for easier programming of the device but they can be skipped,
if we would like to minimize the PCB size. (Color figure online)

3.4 Device Operation Algorithm

Figure 4 demonstrates the Fall event confirmation from the moment of initial detection
until the emergency signal that is sent to the Cloud:

(A) The microcontroller (ESP32) and its peripherals are in shutdown mode without
consuming power. The accelerometer on the other hand, is inActivemode, operates
normally and the FREE_FALL interrupt parameters have been set during the first
device operation.DuringPatient’s daily activities, only the accelerometer is running
and the rest of the system is waiting for the FREE_FALL interrupt. After fall
detection, the interrupt enables Voltage Regulator 2 that is responsible for ESP32
powering.

(B) Fall has already been detected, so ESP32 waits for Patient’s response. We have
set Vibration for 5 s, followed by 5 s of ESP32 inaction. The Pin connected to the
Cancelation Button has already been set as an interrupt pin that can stop Vibration
Motor or ESP32 inaction immediately after it is pressed. Vibration reminds Patient



152 D. Karagiannis et al.

that the fall detection algorithm has been activated and a button press is required
in order to cancel the emergency. If the Patient does not respond after 10 consec-
utive cycles of vibration - waiting, ESP32 will proceed to an emergency signal.
Even if ADXL345 accelerometer supports inactivity interruption or we can read
its acceleration measurements that should indicate Patient’s immobility, we use the
Cancelation button. Thus, the fall detection algorithm will not be confused by a
Patient that has fallen and is moving but is injured and unable to stand up or call
for help.

(C) If the battery is exhausted - and therefore Voltage Detector 2 is activated - ESP32
updates a variable that will be used during Cloud connection in order to notify the
Physician.

(D) Patient has not responded by pressing the Cancelation button for 100 s (5 s of
Vibration and 5 s of waiting for 10 times), thus ESP32 will establish a Wi-Fi con-
nection to the Cloud services where it reports the fall. If the Patient has pressed the
Cancelation button, and the Battery is not low, ESP32 resets FREE_FALL inter-
rupt, which in turn disables Voltage Regulator 2 and turns off ESP32. ADXL345
accelerometer continues to operate, in order to detect another possible fall. In case
of low battery voltage, even if the Patient responded, ESP32 will connect to the
Cloud to update the battery level indication.

3.5 Post-Fall Algorithm

In the previous section we demonstrated the fall detection algorithm that confirms or
discards the interrupt signal caused by the accelerometer. After confirmation - and/or
battery’s low voltage – the microcontroller (ESP32) establishes Wi-Fi connection in
order to proceed to the post fall algorithm (Fig. 5). During ESP32 programming we
have defined credentials (SSID and password) for Patient’s home router and mobile
phone Wi-Fi hotspot, which will enable mobile data sharing. Wi-Fi hotspot will provide
ubiquitous internet connection even outside of Patient’s home.

ESP32 starts by trying to establish connection with the Patient’s home router and in
case it does not succeed, it tries to connect with the mobile phone’s Wi-Fi hotspot. Then,
it connects to Adafruit IO, a Cloud service that enables data storing and visualization
[19]. In Adafruit IO we created two feeds: one for fall detection and one for battery low
voltage indication. These feeds are connected and visualized to a simplified Dashboard
that updates in real-time, which the Physician can remotelymonitor through the Adafruit
IO platform (Fig. 6). Using IFTTT Gmail service, we created a trigger that monitors
Adafruit IO data feeds and whenever a fall is recorded, an email is sent to up to 20
recipients. Thus, not only the Physician can remotely and in real-timemonitor the Patient,
but Patient’s relatives also will be alerted in an emergency case. IFTTT (“If This Then
That”) is a trigger-action programming model that has gained popularity [20] and can
be used to further expand our platform with more emergency actions after fall event.
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Fig. 4. Fall detection algorithm
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Fig. 5. After fall confirmation, ESP32 proceeds to the post fall algorithm and the connection to
Cloud services.

Fig. 6. If the battery voltage is lower that the cutoff, the green indicator turns red. The second
block monitors fall detections, where value “1” indicates that the Patient’s device is connected
through the home network, “2” through the mobile phone, and “3” that the Patient is safe (the
Cancelation button was pressed) but the device was connected to the platform to report that the
battery is low. (Color figure online)

4 Evaluation

In order to evaluate the power consumption of the device, we simulated a fall event and
measured the current with an INA219 current monitor. INA219 was placed in series with
the circuit at the high side of voltage (at battery’s positive terminal) as demonstrated in
Fig. 7. An Arduino UNO communicates with I2C protocol with INA219 and logs power
consumption measurements (Figs. 8 and 9).
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Fig. 7. Experimental design used for the fall detection device power consumption evaluation,
before, during and after the fall event.

Figures 8 and 9 demonstrate the current measurements using INA219 during a fall
event simulation. At the beginning (before the fall) the values are around zero or negative
because the current is very low and INA219 is unable to measure it, so we used a
multimeter. The measured current was ~50.5 µA. In order to accomplish this current
we set ADXL345 to low power mode and the Output Data Rate to 25 Hz, which is
achieved by decimating a common sampling frequency [16]. FREE_FALL interrupt is
not affected by lower Output Data Rates because its operation is based on undecimated
data. Using a 3400 mAh battery in an ideal scenario where the Patient has no falls at all
and there are no interruptions generated from the accelerometer, the device can operate
for around 2805 days or 7.69 years without recharging [21]. The current during vibration
is ~100 mA and during 5 s of waiting is ~55 mA. For easier demonstration, instead of
10 cycles of vibration-waiting, according to the presented fall detection algorithm, we
programmed one cycle for the simulation. During Wi-Fi connection the peak current is
433.92 mA, which is multiple times the low power state current, so the connection with
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Fig. 9. Currentmeasurements duringWi-Fi connection enlarged.After the endof the fall detection
algorithm the device returns to low power state with current 50.5 µA.

the Cloud services occurs only in emergency circumstances (i.e. confirmed fall or low
battery voltage). If the Patient responds during the fall detection algorithm by pressing
the button and the battery level is not low, the device will return to low power state
without Wi-Fi connection. Moreover, we evaluated the device response when power
source voltage was less than 3.1 V but more than 2.6 V that led to change of green
battery indication in Adafruit IO to red, and when the voltage was less than 2.6 V that
set the whole circuit in shutdown mode (measured current was ~1.2 µA).

5 Discussion

The demonstrated fall detection device enables low power consumption, supports server-
less operation and doesn’t require any infrastructure (other than Wi-Fi connection) or
a SIM card. Even though Wi-Fi connectivity is a high-power consumption process that
would quickly drain the battery, the proposed device consumes 50.5 µA, when there is
no fall event. We used a 3400 mAh battery that in an ideal scenario with no fall detection
at all could operate the device for 7.69 years. Even if the actual battery life is much less,
the device could be easily maintained by the Patient with rare charges and provide more
working hours compared to existing commercial solutions [15].

Furthermore, we incorporated a mechanism that checks battery level and protects
the Patient from an unreported fall event due to an insufficiently powered device, by
updating the battery status in the cloud. A second protection mechanism shuts down the
whole circuit if the battery level is very low. Moreover, the integration of a Cancelation
button enables the Patient to reject a false fall detection that makes the device return to
the previous low power operation. In cases such as an epileptic seizure - that the Patient
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is moving after fall but is unable to press the Cancelation button - our device will make a
more reliable detection, compared to other approaches that wait for a motionless Patient.
With IFTTT we provided an easy way to add extra services, like the notification of other
people that the Patient is unsafe, which is already integrated.

Although more experimental data from fall events would be useful in fine tuning
the accelerometer’s FREE_FALL interrupt parameters and the fall detection algorithm
that takes place after microcontroller’s activation, the demonstrated low power hardware
design works independently. Totally different algorithms and techniques can be applied
to the proposed hardware, while the power consumption before the fall detection will
be the same.

The device could be further optimized for real-world applications with size and
weight reduction. Despite the fact the battery that was used provides a lot of energy, it
adds a lot of extra weight and size, while the consumption is very low, thus enabling the
use of a smaller one. Also, some PCB components, which demonstrated in Fig. 3, could
be removed as they are used for easier development. So, a future smaller version of the
device will be easier to use, hanged around the neck or embedded in the Patient’s clothes,
compared to a smart watch, which he/she is not used to and must wear continuously.
Furthermore, there are accelerometers more power efficient than ADXL345 that could
reduce the consumption additionally. Also, we can further test our device in order to
detect more complex fall events, like a slow fall and improve the cancelation mechanism
to include cases where the Patient pressed the Cancelation button but could not stand up
afterwards (for example by repeating the vibration-waiting cycles after a few minutes).
Finally, instead of just notify other people in case of a fall event using IFTTT email
service, we can develop a mobile app to locate the person who is closer and make
him/her responsible to visit the Patient.

6 Conclusion

In this paper, we demonstrated a hardware and software co-designed fall detection device
that achieves low power operation utilizing accelerometer’s interrupt-based embedded
functionalities, whereas the rest of the circuit is in shutdownmode, consuming negligible
energy. The proposed IoT device can establishWi-Fi connectivity to implement post-fall
actions using Cloud services, without the need of external equipment or a local server,
in contrary with other low-power approaches. The integration of a Cancelation button
allows a Patient to declare that he/she is safe, while helps the detection of a fallen Patient
who is in danger but not immobile. Mechanisms check low battery voltage or depletion,
enabling continuous protection against fall events.
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Abstract. Physical Unclonable Function (PUF) has emerged as a hard-
ware security block designed with low-cost and key generation for IC
identification and authentication. The process variations being uncon-
trollable, they can be exploited as PUF that could generate unique identi-
fiers representing robust keys. Arbiter-based PUFs work on the principle
of the conventional delay-based approach realized between two symmet-
rical engaged paths. On the other hand, oscillator-based PUFs work on
frequency differences among a group of identical oscillators arranged in a
specific pattern. In this paper, a novel PUF is proposed based on Relax-
ation Oscillator PUF (ReOPUF) topology for device identification and
authentication that can produce unique, unpredictable, and reliable keys
to improve the robustness against the supply voltage and temperature
variations. The ReOPUF is designed to generate a 4.4 MHz frequency
that is suitable for powering IoT sub-systems including sensors while pro-
tecting them from malicious attacks. Based on Monte Carlo simulations,
the reliability of PUF responses has been improved from 95.33% for the
regular Ring Oscillator (RO) PUF to 99.19% for the proposed ReOPUF
over a temperature range of −40 ◦C to +120 ◦C with ±10% fluctua-
tions in supply voltage. Moreover, it achieves a good uniqueness result of
49.22%, diffuseness of 49.52%, and worst-case reliability of 97.41% over
a range of 10 ◦C to 85 ◦C, and 10% fluctuations in supply voltage. Thus,
we report significant improvement over previous works.

Keywords: Hardware security · Internet-of-Things (IoT) · PUF ·
Process variations · Reliability · Arbiter PUF · RO PUF

1 Introduction

The design of secure electronic systems is very important so that they can
store sensitive information as well as communicate securely with the authorized
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devices. The rapid down scaling in feature sizes of Integrated Circuits (ICs)
has exponentially improved computing power of processors which require robust
security mechanisms [1]. Currently, the secure device authentication and data
integration is provided by incorporating cryptographic functions implemented
as hardware blocks [4]. The secret key is stored in non-volatile memory such as
erasable programmable read-only memories which is vulnerable to invasive or
non-invasive attacks. Physical Unclonable Function (PUFs) [2,3,5] emerged as
robust security primitives to generate volatile security keys based on the inherent
random manufacturing Process Variations (PVs) [6]. It offers a strong volatile
key generation and storage to make the system tamper-resistant. When a PUF is
fed with a challenge, it generates unique responses based on the physical charac-
teristics of the silicon and is an alternative to the conventional digital signature
mechanism.

A group of identical PUF cells with the same manufacturing process leverage
the physical properties of each cell and generate a device-specific fingerprint or
key [7]. PUF can be used in several applications such as device authentication or
identification, key generation for encryption, and pseudo-noise random number
generation [8,9]. The uniqueness and randomness are the unpredictable features
of a PUF that makes it resistant to security attacks. PUFs are only uncertain in
power-up conditions when side-channel or power analysis attacks are performed.
To make a strong PUF the key generation must stable and reliable which means
the key should not change over time. Several PUF topologies have been proposed
to improve reliability in the past decade, such as Arbiter PUF, Ring Oscillator
(RO) PUF, SRAM PUF, etc. Among them, Arbiter PUFs [10] are very complex
and generate strong challenge and response pairs [11,12], whereas, RO PUFs are
less complex and easy to design.

As mobile electronic gadgets become more widespread, day-to-day business
(financial transactions, document exchange, health data, etc.) is done through
integrated circuits. Thus, it is essential to incorporate strong security to ensure
data privacy and trust [1]. PUFs serve as key generators for cryptographic devices
to provide secure communication in an untrusted environment [7]. Security in
data is generally raised through data sharing or distribution of the keys generated
through key generators. The main characteristics of the key generated by a PUF
are its randomness and uniqueness due to PVs. The key should be unaffected
due to temperature and supply voltage variations and must be resistant to side-
channel attacks.

RO PUFs [12,13] are most popular due to their security, simplicity, ease of
implementation, and evaluation. However, the main disadvantage of RO PUFs is
poor response generation with temperature and supply voltage variations [14,15].
Therefore, the reliability is enhanced by selecting a strong RO pair from 1-out
of n-RO pairs, which has the maximum frequency distance from n-pairs. Multi-
level supply voltage powered RO PUF are proposed to select the highest reliable
voltage configuration [16]. The feedback-based supply voltage control can improve
the reliability better than the conventional RO PUFs [17]. A temperature-aware
RO PUF with different RO pairs can generate reliable bits against temperature
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variations [18,19]. The temperature sensitivity is the major drawback in RO PUFs
and can be reduced by applying a negative temperature coefficient of resistance to
the inverters with two source feedback resistors. However, to achieve high reliabil-
ity, a lightweight hybrid RO PUF was proposed with high thermal stability against
supply voltage variation [15]. The security can be further strengthened when the
system is designed with machine learning [21] based schemes for IoT edge node
security.

To this end, we make the following contributions:

– We propose a new Relaxation Oscillator PUF design which we refer to as
ReOPUF. The ReOs in ReOPUF is designed to explicitly produce the low
frequency i.e., 4.4 MHz suitable for IoT sensor node security.

– The respective PUF quality metrics are evaluated and analyzed for the pro-
posed PUF to demonstrate the high reliability in key generation.

– We perform extensive simulations (in 65 nm CMOS technology) to compare
the proposed PUF with conventional RO PUFs in terms of PUF quality met-
rics with respect to supply voltage and temperature variations. We evaluate
two more quality metrics, namely, Diffuseness (D) and Uniformity (u). We
compare the strong CRP generation of the proposed ReOPUF with that of
arbiter PUF. Further, we perform the entropy and correlation analysis.

The rest of the paper is organized as follows. Section 2 motivates the IoT
authentication with PUFs. Section 3 surveys related research regarding existing
PUFs and their reliability measurement with PUF quality metrics in response
key generation. Section 4 proposes the methodology to achieve high uniqueness
and reliability to enhance the security of IoT devices. Section 5 reports the simu-
lation results, evaluates PUF quality metrics and, compares the proposed design
with other PUFs. Section 6 presents a detailed security evaluation. Finally, Sect. 7
concludes the paper.

2 IoT Node Authentication with PUFs - Motivation

With the increasing demands on strong security, key generation and device
authentication became the most challenging design concerns, particularly for
IoT-enabled devices. Traditional security mechanisms that store keys in erasable
programmable memories and use them with standard cryptographic algorithms
suffer from power limitations. To implement information encryption and authen-
tication, the tamper-resistant devices are equipped with countermeasures to
defeat different types of physical attacks. Severe limitations on resources such as
memory, CPU and battery power make classical cryptographic solutions unaf-
fordable. Therefore, PUF has become a relatively simple and fast alternative for
security.

PUFs are promising hardware security primitives to produce device-
dependent challenge-response pairs based on unclonable properties and thus
are suitable for reliable key generation [1]. The keys generated by PUFs are
more resilient to malicious attacks from physical tampering. Figure 1 shows the
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security concept of IoT-enabled devices. An IoT device equipped with ReOPUF
generates PUF key as a unique ID and is shared through a gateway with the
Cloud server. PUF keys are acquired by the Advanced Encryption Standard
(AES) engine in the Cloud that can be employed to identify and authorize an
IoT device. For example, consider an IoT-enabled sensor node in the field that
senses the temperature or moisture data continuously upload the data to the
Cloud at regular intervals. This data can be protected in the Cloud by encrypt-
ing it with PUF keys generated by ReOPUF. Therefore, due to the uniqueness
and reliability of the ReOPUF, the sensor node can be authenticated.

3 Related Research

In this section, we briefly summarize the existing PUF topologies and their
quality metrics to generate CRPs for device identification or authentication.

3.1 Ring Oscillator PUF

Figure 2 shows a conventional Ring Oscillator (RO) PUF for key generation [11].
It consists of N identically designed ROs (RO1, RO2, . . ., RON), two multiplex-
ers, two counters, and one comparator. Each RO oscillates at different frequency
due to manufacturing process variations, even though ROs are designed with an
equal number of inverter stages [12]. An N-bit multiplexer can select a pair of
frequencies generated from the RO stage based on the challenge input (through
selection lines). The counters are used to get the count of the pulses obtained
from the MUX stage. The difference in the pulses between the two counters is



ReOPUF 167

verified by the comparator and a response is generated. For example, if Counter
1 output is greater than that of Counter 2 then a ‘1’ is generated, otherwise, a
‘0’. In this manner, an N-bit key can be obtained from an N copies of RO PUF.
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Fig. 2. Ring Oscillator PUF

3.2 Arbiter PUF

Figure 3 shows a basic arbiter PUF. It consists of switch components (SCs) and
arbiter block to route the input signal and to perform the arbitration process
for earlier response detection respectively [9]. Input and a random challenge are
simultaneously fed to the switching components (multiplexers). Based on the
delay of the paths the arbiter will detect early rising edge as the response. The
mechanism of delay-based PUF is to introduce a race condition between two
equally designed delay paths and the faster path will determine the output.
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The circuit accepts of n-bit input challenge ‘C’ and computes 1-bit response
‘R’ based on the contention between two symmetrical paths based on relative
delay difference (Δd = d1 − d2). The delay of the input is determined by the
two-path processing of multiplexers (MUXs). Formally, the SCs are designed
with 2 × 1 MUXs and properly tuned to get the precise delay (d) as a response.
The delays are generally considered as PVs in APUFs, such as produced by
the placement of a different combination of transistor arrangements in MUXs
to produce certain delays at SCs. The MUXs will active the straight path if the
selection (challenge) Ci is ‘0’ and crossed when Ci is ‘1’. Likewise, MUX stages
acting as SCs can create a pair of delay paths that can be selected with challenge
input. The output is evaluated for a particular input while a rising signal is fed
to both paths at the same time. The two signals race through the delay paths
and the arbiter circuit (generally use D Flip-flop) catches the signal which comes
earlier. The arbiter determines which rising edge arrives first and sets its output
to ‘0’ or ‘1’ depending on the winner. For example, if a 16-bit input is given
with a pre-defined challenge, an output ‘1’ is produced if path1 is arrived early
otherwise ‘0’ is produced for path2.

3.3 PUF Quality Metrics

The quality of a PUF is measured using three major metrics, namely, Unique-
ness, Randomness, and Reliability [20]. Uniqueness measures how different PUF
instances can generate different responses when the same challenge is applied.
The average inter-chip Hamming Distance (HD) calculated between the obtained
responses should ideally be 50%. Randomness is the measure of unpredictability
of responses from a PUF. For a good PUF design, the generation of response
bits ‘1’s and ‘0’s should be distributed equally i.e., 50%. Reliability of a PUF
determines how efficiently a PUF can generate the same response at different
operating conditions for a given challenge. It is considered as intra-HD and
should ideally be 0%.

4 Proposed Relaxation Oscillator PUF (ReOPUF)

An oscillator is a circuit that generates a repetitive waveform of fixed amplitude
and frequency without any external input signal. Oscillators are used in radio,
television, computer, and communications. Relaxation Oscillator (ReO) shown
in Fig. 4 is specifically preferred for low-frequency applications such as waveform
generators, triggering circuits, etc. ReO is considered as a non-linear oscillator
that can generate a periodic non-sinusoidal waveform (either voltage or current)
at its output such as a square wave, triangular wave, etc. It is also called a non-
sinusoidal waveform generator. ReOs do not require external components and
are easily implemented in CMOS technology. In addition, ReOs are capable of
producing sustained square wave oscillations determined by the time constant
RC even though the frequency accuracy is restricted by the tolerances of on-chip
capacitors and resistors. ReOs consume less current and power to generate jitter
less clock generation.
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Fig. 4. Basic Relaxation Oscillator

A major drawback of ReO is its susceptibility to process and temperature
variations. By the use of polysilicon resistors and the utilization of electron
mobility in a MOS transistor offers an accurate frequency reference subjected
to achieve fewer process variations and frequency stability over temperature.
Most of the reported oscillators suffer from external components, reliability, and
excessive power consumption and are not suitable for low-frequency applications
requiring long battery lifetime.

The circuit can be designed with an energy storing device such as a capac-
itor or inductor which charges and discharges continuously to produce a cycle
regarding a pre-determined threshold voltage. The frequency (f) or period (t)
of oscillation with ReO is determined by the time constant (τ = 2.2RC) of the
capacitive or inductive circuit. Likewise, the frequency is calculated for the basic
ReO is f = 1/τ i.e., 4.4 MHz. ReOs are widely used to produce internal clock sig-
nals in several low frequency digital circuits. ReOs are also found in applications
of thyristor triggering circuits, oscilloscopes, etc.

ReOPUF is a hardware PUF that exploits PVs occurring in the silicon man-
ufacturing process to produce reliable keys. The random number extracted via
ReOPUF is unique and unclonable that can be used as a silicon “fingerprint” for
a wide range of security purposes, including encryption, identification, authen-
tication, and security key generation.

Figure 5 shows a Relaxation Oscillator (ReO) PUF consists of ‘N’ identi-
cal ReOs (ReO1, ReO2, .....ReON), two n-bit multiplexers (MUXs), two coun-
ters, and a comparator. Each ReO generates a unique frequency when fed with
different challenges or inputs. The frequency of 4.4 MHz is specially designed
and generated for IoT sensor node applications. The MUXs can produce non-
identical frequencies due to the process variations of the device, even though
they are designed with the same device characteristics. The challenge or input
applied to both MUXs selects one pair of ReO the frequency difference of which
will determine the output. The obtained frequency difference in terms of 1-bit
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response (either 0 s or 1 s) is considered for key generation. The counter can help
to count the number of oscillations of selected ReO pairs processed from MUXs
in a fixed time interval. The pulse counts from the counters are compared with
the comparator, which gives the response ‘0’ or ‘1’.

5 Experimental Results

The proposed ReOPUF circuit is implemented in UMC 65 nm technology and
simulated with Cadence Spectre. To perform characterization of 50 different
PUFs, 100 runs of Monte-Carlo simulations are performed. During simulation,
intra-die and inter-die PVs are generated to evaluate the responses. Each 32-
stage ReOPUF becomes active with the 5-bit challenge or input (C0 to C4) and
is evaluated under the nominal operating conditions of 27 ◦C and 1.2 V supply
voltage.



ReOPUF 171

5.1 Evaluation of PUF Quality Metrics

The performance of the ReOPUF is measured and evaluated with the follow-
ing metrics [20] as defined by National Institute of Standards and Technology
(NIST).

Fig. 6. Uniformity of ReOPUF - distribution of 1 s

5.1.1 Uniformity (u)
Uniformity is the measure of distribution of ‘1 s’ and ‘0 s’ in the response vector
Ri,j and is defined as

Uniformity =
1
n

n∑

j=1

Ri,j × 100% (1)

where, Ri,j is the jth binary bit of an n-bit response for an ith input. An ideal
PUF should have equal probabilities for ‘1’ and ‘0’ in response, i.e., 50%. We
evaluate the 32-bit responses from 50 ReOPUF instances at nominal operating
condition i.e., 27 ◦C, 1.2 V is shown in Fig. 6. The distribution of 1’s and 0’s
generated by the ReOPUF is shown in Fig. 7 as a pixel distribution with a white
pixel interpreted as a ‘1’ and a black pixel as a ‘0’. The probability of generating
1 s is 45.31%, which indicates that ReOPUF output is not predictable and it is
hard to attack.
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Fig. 7. Uniformity of ReOPUF - pixel representation

5.1.2 Diffuseness (D)
Diffuseness (shown in Fig. 8) is the degree of variation observed in same ReOPUF
with different challenges applied nominally. It can be measured by calculating
the mean of Hamming Distance (HD) from the response vectors obtained as
49.53%. It is defined as

Diffuseness =
2

l(l − 1)
×

l−1∑

i=1

l∑

j=j+1

HD(Ri, Rj)
n

× 100% (2)

where ‘l’ represents randomly selected response vector from CRP space. Ri and
Rj are two different n-bit response vectors obtained from two different challenges.

5.1.3 Uniqueness (U)
The randomness in different PUF responses reflects the performance in terms of
uniqueness. Ideally, the probability of each response (i.e., ‘0’ or ‘1’) generated by
identical PUFs with the same challenge should be 50%. Uniqueness (shown in
Fig. 9) measures inter-chip variation among different ReOPUF instances imple-
mented with same challenge. It can be calculated with inter-chip hamming dis-
tance (inter-HD) 49.22% as shown below

Uniqueness =
2

m(m − 1)
×

m−1∑

i=1

m∑

j=j+1

HD(Ri, Rj)
n

× 100% (3)
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Fig. 8. Diffuseness of ReOPUF

Fig. 9. Uniqueness of ReOPUF

where Ri and Rj are two different n-bit response vectors obtained from same
challenge and ‘m’ represents different ReOPUF instances with same challenge.

5.1.4 Reliability (R)
A PUF should generate the same response in any state for the same challenge
applied. Unfortunately, the variations in the supply voltage or temperature can
change the behavior of the IC in the form of circuit delay and lead to unpredicted
responses. Therefore, the same response bits should be produced at different
operating conditions.

Reliability is measured by intra-HD, which is performed between two
n-bit response vectors generated from the same PUF instances with the same
challenges. Ideally, it should be close to 0% for an environment-friendly PUF
and can be calculated as follows.

intra-HD =
1
m

×
m∑

t=1

HD(Ri,ref , Ri,t)
n

× 100% (4)

Reliability = 100 − (intra-HD) (5)
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Fig. 10. Reliability of ReOPUF with VDD variation

where ‘m’ represents some measured trials applied on ReOPUF instances
with the same challenge. Ri,ref is the reference response measured at normal
operating conditions (27 ◦C and 1.2 V), Ri,t is the tth measured response at a
different operating conditions. We measure the reliability of the 32-bit responses
from 50 ReOPUF instances in different operating conditions.

The average reliability calculated from 50 ReOPUF responses over commer-
cial range (0 ◦C to 85 ◦C) is 99.31% at 27 ◦C as shown in Fig. 11, and the worst-
case reliability is 97.19% at 0 ◦C. A supply voltage variation up to ±10% VDD
is applied to the ReOPUF as shown in Fig. 10. The corresponding reliability is
99.19% at 1.2 V, and the worst-case reliability is 97.97%. In addition, over the
industrial range (−40 ◦C to 100 ◦C) the reliability is 97.41%. Table 1 presents the
comparison of different PUF designs with ReOPUF. Table 2 shows the ReOPUF
analysis with different temperatures.

6 Security Evaluation of the Proposed PUF

PUFs are specifically proposed for security applications that can withstand
attacks under various threat models [21]. A PUF uses a CRP mechanism derived
from inbuilt process variations performed by the ICs. Invasive attacks (such
as reverse engineering attacks) may alter the physical properties of the device
resulted in breaching of CRPs. However, PUF-based systems may be susceptible
to two threat models such as PUF for authentication and PUF for secret key
generation. If a PUF is used for authentication, the attacker can perform differ-
ent trials to extract valid CRPs which can be used to crack the PUF function. If
it is a secret key generation the attacker can concentrate on the PUF response
pairs by exploiting the PUF weakness. In this section, we evaluate the security
of PUF by performing the entropy analysis on the responses.
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Fig. 11. Reliability of ReOPUF temperature variation

Table 1. Comparison of metrics of different PUF designs (t= temperature variation
and v= supply voltage variation)

References Technology U (ideal 50%) R (ideal 100%)

Liu et al. [18] 40 nm 49.97% 95.88%

Yuan et al. [15] 65 nm 50.42% 97.28%t, 96.30%v

Sauvagya et al. [19] 90 nm 46.22% 95.89%

G Edward et al. [10] 90 nm 46.14% 99.52%

Tauhidur et al. [17] 90 nm 47% 96.91%

This work 65 nm 49.22% 97.41%t, 97.97%v

6.1 Entropy Analysis

Entropy can be used as a measure of unpredictability of a response key from PUFs,
though the uncertainty from process variations is unmeasurable [22]. For example,
a 32-bit key that is uniformly and randomly generated has 32 bits of entropy. It
also takes (ignoring actual computing) 232 − 1 guesses to break by brute force.
Entropy fails to capture the number of guesses required if the possible keys are
not chosen uniformly. Entropy is measured for ReOPUF generated 32-bit response
when varying with different temperature and supply voltage variations as shown
in Figs. 12 and 13. From the analysis, we assure that the ReOPUF responses offer
high uncertainty and high average information carried out for communication. It is
observed that at different temperatures the entropy varies from 2.39 to 2.48, while
at different supply voltages it varies from 2.41 to 2.44.
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Table 2. ReOPUF quality metrics at different temperatures

−40 ◦C 0 ◦C 85 ◦C 100 ◦C

Intra-HD Temp (%) 97.41 97.91 99.19 98.94

Intra-HD Vdd (%) 97.97 98.31 99.03 98.81

Inter-HD (%) 85.74 94.25 81.89 78.36

Diffuseness (%) 46.27 49.32 48.79 48.03

Uniformity (%) 40.26 45.21 44.35 43.36

Fig. 12. Entropy of ReOPUF with temperature variation

6.2 Correlation Coefficient Analysis

The correlation coefficient is calculated for every PUF instance to determine if
there is any correlation among the PUF cells [23]. If zero correlation is attained,
then there is no such dependency exists among PUF cells. In the occurrence of
−1 or +1 attainment there exists a linear dependency among the PUF cells i.e.,
weakly dependent (−1) or strongly dependent (+1) based on the CRPs generated
by PUFs. For this test, 32 PUF cells are used. Pairwise, the covariance of two
cells is divided by the product of their standard deviations as shown:

ρ(X,Y ) =
E[(X − μX)(Y − μY )]

σxσy
(6)
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Fig. 13. Entropy of ReOPUF with supply voltage variation

where ρ is defined as the correlation coefficient of two independent variables
X and Y, μ and σ represent mean and standard deviation of the independent
responses obtained from the PUFs respectively. A positive (negative) value of ρ
indicates a positive (negative) correlation between the two variables. The higher
(lower) the value of ρ stronger the positive (negative) correlation. The closer this
value lies to zero the weaker the relationship between the two PUF cells. The
obtained ρ for ReOPUF falls between 1.57 to 2.59 states that the responses are
strongly correlated to the respective challenges and the uncertainty becomes the
matter of reliability in security evaluation.

6.3 Power Analysis of ReOPUF

We measure the power consumption of the single-stage implementation of
ReOPUF and RO-PUF as shown in Table 3. For 32-bit key implementations, the
estimated average powers of ReOPUF and RO-PUF are 3.79 mW and 15 mW
respectively.

Table 3. Power comparison for different PUFs

RO-PUF ReOPUF

Power (single PUF instance) (in µW) 497.53 118.42

Power (32 PUF instances) (in mW) 15 3.79
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7 Conclusion

In this paper, we have introduced a relaxation oscillator-based PUF mechanism
with the advantage that challenges fed through simple oscillation can achieve
more reliability than any other oscillator PUFs. The experimental evaluation of
ReOPUF shows the uniqueness and reliability of 49.22% and 97.97% respectively,
which is better than that of the previous works. ReOPUF significantly improves
upon the previous ROPUF designs, and has the potential to be the basis for
CRPs based identification and authentication applications designed for IoT.
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Abstract. The paper presents an innovativemobile application enabling the secu-
rity and safety inspectors of Oil & Gas Transportation to receive in their car all the
real-time data necessary to drive them to the visual evidence of the truck driver’s
unsafe or dishonest activities. The application works on the top of an IoT platform
managing a sensor network installed on over 3,000 tank trucks. The paper presents
the application domain, the architecture, the implementation, and the experiments,
also reporting a set of quantitative experimental results that validate the applica-
tion effectiveness. The results also qualify the application as one of the first cases
of real-time Cyber-Physical Systems for Logistics and Transportation Safety and
Security validated for the measured impact on the operations, and not just in terms
of scenarios or technology potentials.

Keywords: Road safety · Transportation security · IoT · Real application

1 Introduction

The paper presents an innovative mobile application developed on top of an Oil & Gas
Transportation Internet of Things (IoT) platform based on a sensor network installed on
over 3,000 tank trucks [21]. The use case refers to detectives who receive in their car all
the real-time data necessary i) to chase and approach a truck secretly, and ii) to wait for
the right time to come out of hiding in such a way to get the eye witnessed evidence of
the truck driver’s incorrect or dishonest actions against the safety or the security.

To better understand the critical mission of this application, it deserves to analyze the
application scenario. The Oil & Gas Transportation domain is a very critical process, as
it handles massive amounts of highly flammable, explosive, and pollutant fuels, mostly
delivered in urban areas, where the exposure to disasters is very high [11]. Moreover,
fuels are unfortunately subject to theft, being an easily salable value in illegal markets
[4]. Finally, public authorities keep the fuel supply chains under special surveillance, as
a large part of the transported value is represented by taxes and excise duties, so that
every product loss also corresponds to tax evasion.

Furthermore, Oil & Gas Logistics and Transportation, like any other large-scale
supply chain, are characterized by continuous and capillary deliveries over nationwide

© IFIP International Federation for Information Processing 2022
Published by Springer Nature Switzerland AG 2022
L. M. Camarinha-Matos et al. (Eds.): IFIPIoT 2021, IFIP AICT 641, pp. 180–196, 2022.
https://doi.org/10.1007/978-3-030-96466-5_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-96466-5_12&domain=pdf
http://orcid.org/0000-0003-3229-9361
https://doi.org/10.1007/978-3-030-96466-5_12


Cyber-Physical Application for the Safety and Security Enforcement 181

retail networks. Considering that the stock levels are often kept low because of cash
shortages, the supply imposes frequent small deliveries to the same reservoirs. This
context makes the surveillance also very time-critical, as it should not interfere with the
trip efficiency.

Over time, this scenario has made it very convenient to centrally monitor the tankers
transporting fuels in real-time, to supervise i) the proper safety procedure execution, ii)
the efficient product transportation and delivery, and, above all, iii) the product integrity
against the product theft. Our research group, following up an EU-funded project [10],
established a University Spin-off company that, in tight connection with the Department
of Information Engineering, has created and is managing the IoT platform that today is
used by all the major Italian oil companies as well as other companies in other countries.

The new application presented in this paper has been designed and recently deployed
on the top of this monitoring system, to support the enforcement of safety procedures
and the safeguarding of the product that is currently under test at the Italiana Petroli,
the second-largest Italian oil company, considering that driver’s fraud is by far the most
severe security problem.

This application addresses the oil company personnel who are referred to as the
inspectors. The inspector’s role has been traditionally to verify, on the spot, the tanker
equipment compliance with the contractual obligations specified in the transportation
tenders and the procedural conformity during product loading, driving, and delivering.
In recent years, however, the inspector’s task has become increasingly focused on the
dishonest behavior of the drivers who transport the fuel, because the margin reductions
in the oil business has made the product losses, amounting up to several million euros
yearly, less and less sustainable. This task is critical, as the product accounting alone
is not precise enough to discriminate the product stealing from the metrological system
tolerance errors caused by the approximations ofmechanical and fluid dynamicsmodels,
also including the calculation of thermal volume variations1.

The application presented in this paper provides the inspectors with clues of illegal
driver’s operations. After the identification of these drivers, the mobile application first
supports the inspectors to chase any selected moving truck, then to approach it, to
understand the best moment to come out of the hide, and to register, directly on the spot,
every non-conformity found, applying penalties to the transporter and, in severe cases,
imposing the removal of the driver.

The rest of the paper presents the state of the art, the architecture, the implementation,
and a report of experimental results.

1 Being 0.5% the tolerance accepted by the European Standard Measurement Instrument Direc-
tive (MID), the cumulated accepted errors of both the load and the unload measurements,
corresponding to a 40,000-L trip is 40 L, i.e., a value of about 60 Euros per trip, including
the taxes. For an average of 2 trips per day, that value is more than 2.700 Euro per month, for
each truck. Considering a typical 200 trucks fleet working daily for a medium oil company
the non-accountable product loss standing within the MID’s tolerance corresponds to over 6
million euros per year.
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2 State of the Art

The solution presented is in the state of the art of the field automation to support the
security and the safety of dangerous good transportation, as well as the state of the art
of the Cyber-Physical Systems.

2.1 State of the Art of Tank Truck Automation

During the last two decades the industrial practice has given rise to various electronic
devices that today are part of the standard tank truck equipment to counteract operation
errors or abuses in fuel delivery. Among these are the Sealed Parcel Delivery System
[6] and the automation of the loading and unloading operations [5], embedded in the
electronic registers connected to the Metrologic sensors that measure the quantities
delivered, based on volume [12], levels [1], mass [16] or flow rate [17] transductors.

These systems, by limiting the user’s freedom in the valve actuation to access the
product, help to avoid errors and abuses (e.g., product contamination [9], overfill [2]), but
unfortunately cannot ultimately solve the security issues. Several system manufacturers
have also included a data logging system in their automation systems, also proposed as
industrial standards (e.g. [7]) so that service workshops can access the data locally, after
authentication, to analyze the operation and the actions performed by the driver.

2.2 Cyber-Physical Systems

The cost of retrieving the data by connecting locally to the tank truck automation systems,
as well as the incompleteness of such data, could not keep the security level sufficiently
high. During the last decade, such limitations pushed the major oil companies to adopt
early IoT and Sensor Networks [21], to

• include further vehicle sensors,
• perform on-board signal processing,
• collect and process all the data in real-time in a cloud platform,
• correlate all the data through expansible and shared logic implemented in the platform,
• make available the information to all transport customers and all the main Oil & Gas
haulers to trigger appropriate corrective actions.

This trend has been initially favored by the European regulation for the road trans-
portation of dangerous goods (the ADR, “Accord Dangereux Routier”), as it started
requiring, since 2009, the GPS tracking for all vehicles transporting the main dangerous
goods categories, including fuels. Unfortunately, this regulation has not evolved further,
so that the current ADR-2019 release, despite the IoT and sensor network evolution, is
still requiring just a basic Automatic Vehicle Location.

Nevertheless, during the last decade, such regulation limits have not prevented the
Oil &Gas Logistics IoT platforms from deploying several new applications addressed to
a variety of stakeholders, e.g., Depots and Terminal Managers, Oil Company Managers,
Haulers, Haulers’ subcontractors, Authorities.
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Among the recent applications, the one presented in this paper i) takes advantage,
better than the others, of the real time sensor data potential, ii) includes human operators
in aCyber-Physical feedback loop [20] and iii) showshowcritical logistics canbe secured
through Cyber-Physical Systems. We present this application as a contribution to extend
the pool of Cyber-Physical System applications, (see e.g. [3] as well as the link [13] to
the UC Berkeley Ptolemy project’s taxonomy), as current taxonomies do not include the
dangerous or critical transportation domain, limiting themain real application categories
to Smart grids [14], Healthcare [15], and vehicle mobility [18] and a few others.

3 System Architecture

Figure 1 shows the overview of the System Architecture supporting the application
described in this paper. The Vehicle Node manages the sensors installed on the tank
trucks. The Data Flow Management Platform receives the messages from the Vehicle
Nodes and dispatches data to the applications, adopting the management information
received from external Enterprise Resource Planners (ERPs) as dispatching criteria. The
applications consume, process and integrate data to provide the users with office and
mobile services.

Fig. 1. System architecture overview

3.1 Vehicle Node

The architecture of the sensor network installed on the tank trucks inherits some charac-
teristics of the vehicle telematics, i.e., the Fleet Management Systems (FMS) and of the
Automatic Vehicle Location/Management (AVL/M) systems. Such systems periodically
store and send the vehicle’s GPS coordinates together with data sets including mileage,
fuel consumption, working hours, driving, pauses, rests, etc.
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Unlike the FMS and AVL/M black boxes, the Vehicle Node is equipped with
an onboard remotely programmable microcontroller, capable of interfacing an ever-
increasing number of sensors to monitor the transported goods and to support custom
signal processing and filtering.

The acquired data are analogic signals, digital inputs, and field device data inter-
faces such as RS232, RS485, CAN. Table 1 shows the typical sensor network signals
interfaced.

Based on the data coming from the various sensors and field devices, the onboard unit
generates periodic telemetries, as well as asynchronous events or alarms, each marked
with timestamps, geo-coordinates, speed and direction values, plus other attributes such
as the identifier of the main vehicle and of another vehicle possibly coupled, the driver
identifier, etc. Each sensor connected to each Vehicle Node is accessible as a sensor
network node.

The collected signals never include any operator’s data entries, except for the load-
ing and unloading pre-sets, manually entered to activate the automated loading and
unloading operations. The system, therefore, transparently collects all the information
without requiring any manual input. This characteristic derives from security-by-design
requirements. Similarly, the configuration of the Vehicle Node equipment itself does
not depend on any on-site service operators, but on users authorized by the platform,
through a command-based configuration interface.

The data transmission takes place via UDP/IP over GPRS or LTE. For each transmit-
ted message a reply message acknowledges both data reception and information save,
matching the sequence numbers. The message payload is AES256-encrypted, using a
server-generated key that, at every daily or weekly key update, reconfigures the Vehicle
Node through a specific key-change message encrypted by the old key to guarantee both
authenticity and confidentiality. From the generation of the message to its availability
to Remote applications, each asynchronous message constitutes the basic block of the
whole architecture. The Data Flow is the sequence of messages dispatched to the proper
modules, and each message is bound to one notification, at every data flow processing
block.

The sensor equipment is defined by the contractual standards of the tank trucks
that work for the major companies, including AGIP/ENI, Tamoil, Kuwait Petroleum
(including Shell Network), Italiana Petroli (formerly Total Erg and API). These contrac-
tual standards have been constantly evolving for several years and constitute the driver
for continuous system tuning and extension. Among the most recent innovations are the
optical fiber-based sealing devices, the electrical continuity detection systems between
the vapor recovery lines and the grounding lines, and the availability of RFID seals
(Fig. 2).

3.2 Data Flow Management Platform

This platform acts as a ground station receiving all the sensor data from all the Vehicle
Nodes, works similarly to the FMS or AVL/M systems, as it generates reports, statistics,
maps, tables, and dashboards.
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Table 1. Typical tank truck sensor network signal

Sensor Information Purpose

Wet leg Presence of product in the
tanker trucks pipes

Check whether pipes are
empty after each delivery and
filled before the first delivery

Valve Open or close foot valve state Check whether the product is
accessed not in
correspondence with measured
deliveries

Hatch open Open or close unloading
station opened

Check whether the unloading
station is accessed not in
correspondence with measured
deliveries

Level Level of product in the tanker Check whether the level
change not in correspondence
with measured deliveries

Loaded product temperature Temperature of product in the
tanker

Calculate the volume
difference upon temperature
changes between loading and
unloading

Unload product temperature Temperature of product during
unloading

Loading couplers Opening of the loading
couplers

Check whether the couplers
are opened not in terminals or
depots

EBS Activation of the anti-roll
system

Reports dangerous near miss

Digital tachograph Driver identity and driver time Check if the driver corresponds
to the authorized person and
bind any action to the driver

Electronic measuring Presets and unloaded volumes,
total counters, flow rate,
product, delivery ticket number

Bind any actions done on the
unloading station to the
delivery accounted

Sealing system
(SPDSS)

State of the compartments:
empty, sealed, broken seal

Compare the information of
the Sealing System with the
detected driver’s activities

Overfill Overfill detection beyond the
safety ullage for each tanker
compartment

Incident near-miss

Electrical grounding Connection of the tanker
chassis to the delivery point
grounding system

Incident near-miss

Density Measures the product density
in each compartment

Allow precise calculation
volume compensation and
detects product crossovers
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Fig. 2. Vehicle node hardware mounted on a tanker semi-trailer.

However, unlike the FMS and AVL/M systems, it also manages the data as either
real-time or deferred streams, called the Data Flow, addressed to various applications,
making it possible to feed applications for transport customers, carriers, workshops, and
public utility service centers.

This feature is managed by building a bidirectional data flow dispatching layer
based on the vehicle attributes and of dynamic data (such as trip plans, geofence, truck
operations), also supporting bidirectional communications.

In particular, there are two Data Flow types:

• Dynamic Data Flow consists of messages that, according to appropriate dispatch
rules, are directly routed to the destination as soon as the Vehicle Node generates
and transmits them to the Data Flow Management Platform. These messages are
dispatched in cut-throughmode as real-time streams, instead of being stored, retrieved,
and forwarded.

• Static Data Flow consists of pre-processed items derived from the Vehicle Node
messages and prepared in advance by the Data Flowmanager and dispatched upon the
application request. The Static Data Flows appear like database query results, except
for the fact the result sets, instead of being built on the fly from the Database fields,
are pre-cooked streams that offer much more reactivity than multiple row selections
on relational tables.

The main data flow is directly implemented as an incremental Unix file, where newly
received and parsed messages are appended. The main data flow is dispatched in real-
time to pre-cooked JSON files, after a cleansing filter, each organized by truck, day and
company to implement the static data flow. The dynamic dataflows are connected to the
main data flow streams, using the Posix inotify services and in-line appropriate filters.
This implementation on top of the Posix System calls, being strictly domain-oriented,
delivers even more flexibility and performance than document-oriented DBMS, such as
the MongoDB.

Figure 3 shows a basic scheme for forwarding Real-Time data flows, which depend
on the ownership of the vehicle for directing flows to the haulers and on the trip plans,
received from external ERPs for directing flows to the transport customers, i.e., the oil
companies. Whereas the transporters are interested in obtaining the operational data of
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their vehicles, the transport customers, instead, are interested in obtaining real-time data
related to the owned goods that are being transported, from the end of the product load
up to the subsequent product load.

Fig. 3. Differentiated data flows dispatching rules to haulers (colored transparent vertical arrows)
and to the oil logistic companies (solid horizontal-colored arrows)

Other criteria used for dispatching the Data Flows are, for example, the proximity
of an authorized service operator or the entrance/exit in/out specific geo-fenced areas.

The possibility to forward distinct Data Flows to distinct applications is the key
platform feature. Such versatility has made the penetration of the solution extremely
pervasive, thus creating a de facto standard in fuel transportation, so far, in Italy, Serbia
and in some parts of South Africa.

3.3 Applications

The Applications developed on top of the Data FlowManagement Platform cover differ-
ent processes and include, for instance, travel tracking, electronicwaybill documentation,
tank truck maintenance, just-in-time truck routing, terminal and depot surveillance.

The application presented in this paper represents a recent successful example of the
application supported by dynamic Data Flows.

4 Application Logic

4.1 Office Operations

To analyze the behavior of the drivers, the route and the operations carried out by these
drivers are examined in a dashboard showing all the information on a map that is studied
by the inspectors (see Fig. 4). To facilitate the investigation, the system generates alarms
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in correspondence with suspicious situations, avoiding unnecessary human consultation
of large data amounts. Table 2 shows a list of alarm logics in use. These logics derive
from the human experience and retrospective analysis of the behavior of drivers who
have been caught red-handed in their malicious operations. It is worth noticing that
the employee’s privacy law allows regarding the sensor data as equipment data, not
as behavioral data. Therefore, such data can just provide behavior clues, but never as
evidence of behaviors. The inspector’s role is to understand the clues and to go on the
spot and get visual evidence of misbehaviors. Thus, following the analysis of the alarms
and of the traces displayed on the map, the inspectors decide to physically pursue the
truck to catch the product stealing operation or the operation that does not comply with
the regulation.

Fig. 4. Office operations supported

Table 2. Alerts

Alert name Data

Opening of the hatch and or foot valves out of
the delivery points

RFID-based opening sensor

Stop during residual product flush Electronic head data

Opening of the hatch in hauler parking zones RFID-based opening sensor

Stop in the parking zone before the end of the
trip

Trip Plan, geo-coordinates, geo-fenced areas

Opening of the loading coupler out of the
loading zone

Namur proximity sensors in loading coupler

Residual product detection after the last
delivery

Wet Leg sensors

Delivered quantity discrepancy versus thermic
variation

Temperature sensors in chambers, Metrologic
delivery quantity
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Fig. 5. Diagram of the on-field operations

4.2 On-Field Operations

The On-Field operations are organized as a sequence of steps, illustrated in Fig. 5, and
detailed in this section.

• Trucks Selection: Before starting the chase, the inspector watches on his/her tablet
the list of tank trucks that he/she is authorized to pursue, i.e., those that are currently
operating for the oil company for which the investigation is taking place. This infor-
mation is obtained by getting a filtered Data Flow of the trucks that are executing the
trips planned for that customer (see the horizontal path of Fig. 3). The list is sorted by
the truck distance and filtered up to a maximum distance radius from the inspector’s
location and is also represented over a dynamic map in real-time.

• Trip Progress Information: When a truck is selected, the current trip information
appears on a map, showing the path so far covered, the delivery points already served
and the planned delivery points to be reached.

• Navigation:The inspector decideswhether to follow at the proper distance themoving
tank truck, or to wait for it at the next delivery place, according to some criteria
including the trip progress information, the inspector location, and the place in which
the misbehavior will likely take place, i.e., stopovers vs. delivery places. Following
this selection, the navigation starts in static mode, if the target is the delivery place,
otherwise, in dynamic mode if the target is the moving truck. If navigation is dynamic,
the application continuously receives the geo coordinates and the events transmitted
by the truck in dynamic Flow data. To always have fresh information, the application
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requires Data Flow Manager to reconfigure the onboard equipment of the tracked
tanker, setting a 5 s localization sampling period instead of the 60-s default.

• Real-Time Event Watching: As noticed, the critical requirement of the inspector’s
activity is to appear on the spot at the exact moment when the non-conformity can
be unequivocally documented. In this situation, the event messages (e.g., the start of
the delivery, vapor recovery interconnection, hatch opening, electronic meter start,
or valve opening, or end of the delivery) are the key information to decide when to
physically catch the driver in the act of abusing or misusing the equipment.

5 Implementation Notes

The main implementation challenges relate to the on-field operations, as they represent
the most critical part of the process.

5.1 Application Interfaces

The application is an Android App including the following control or data interfaces:

• Data Flow Interfaces: These data interfaces support the interaction with the Data
Flow Management Platform. Both Static and Dynamic Data Flow are interfaced.

– Static Data Flow:The items are prepared as pre-cooked JSON records for the appli-
cation’s download. The client’s requests can configure appropriate data filtering
logic.

– Dynamic Data Flow: The application receives the messages as WebSocket data
frames [8] that are handled asynchronously. The application interface allows
configuring appropriate data filtering logic in the service subscription.

• Navigation Interface: This control interface opens the Navigation Software and
refreshes the target. This interface takes advantage of the Android Intent mechanism.
The Sygic navigator has been selected for the possibility of specifying the target in
the intent link, also showing acceptable time overheads during the navigation target
updates.

• Location Service Interface: This data interface allows retrieving the inspector’s geo
coordinates necessary to select the vehicle within a given distance radius from the
inspector, both to limit the truck selection and to estimate the proper refresh navigation
rate.

5.2 Application Graphical User Interfaces

The GUIs are handled by Android Activities and Fragments. All the application GUIs,
except for the navigation, which is directly managed by the third-party Sygic Software,
consists of the following views:
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Fig. 6. User’s interface for truck list visualization and truck selection

Fig. 7. User’s interface for trip visualization and navigation selection

• Clickable Map of the Pursuable trucks over the map: this is a Web View, connected
to the static Data Flow (Fig. 6)

• Clickable List of the pursuable trucks as ordered list and radius configuration cursor
(Fig. 6)

• Clickable Map view of the selected truck trip (Fig. 7)
• Visualization for incoming dynamic events (Fig. 8)
• Notifications over the Sygic maps implemented as Android Toast
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Fig. 8. User’s interface for real-time event check

5.3 Logic Implementations

The implementation includes the following logic implementation.

• Selection of the truck according to their distance from the user’s position. This
logic is implemented as a filter configuration in the Data Flow Manager, during the
application request. Further filters apply to the inspector’s identity to restrict the data
visualization just to those trucks that are traveling at that moment for the inspector’s
company.

• Trip stop coloring. This logic allows showing red pinpoints for the delivery places
already visited, and yellow pinpoints for the places to be visited (See Fig. 7). This
logic is implemented in the Data Flow Manager. The Delivery point geo coordinates
and status are maintained in the Data Flow Manager. It is worth noticing that the visit
of the delivery point is confirmed only after the valve opening signal so that a simple
stop in the delivery place does not correspond to a visit.

• Navigation Updating Logic. This logic decides when the navigator target needs to
be refreshed. Every asynchronous message coming from the Dynamic Data Flow
interface wakes up the Navigation Updating logic, to verify whether the vehicle has
changed position after the previous localization message, the distance between the
user and the chased truck, and the time passed after the last target changes. The
algorithm decides whether to trigger a new intent to the navigator or not, weighting
the usefulness of the update and the time overhead caused the target change.

6 Experimental Results

6.1 Performance Indicators

This section reports on the performance indicators derived from the analysis of the
application logs related to the work of 4 inspectors, pursuing in total 68 tank trucks.

Table 3 reports the number of dynamic and static navigations activated. The balance
between static and dynamic navigation changes from user to user, although in general
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dynamic navigation is the preferred option. The dynamic navigation ran in total 76 times
to follow 68 trucks as the chase of most selected trucks took place in one shot.

The average measured chase duration is 28 min, also including the waiting time
between the truck approach and the physical intervention. More in detail, Fig. 5 reports
the distribution of the measured chase time, showing that 85% of the chases lasted less
than one hour. This represents the main key performance index, considering that chasing
a single truck without the application, typically took 4 h in the past (Fig. 9).

Table 3. Number of navigations for each inspector (identified by Android ID) in Nov 2019

User (Android id) Dynamic navigation Static navigation Total

16321d9d4efb332a 10 7 17

2dc5b9f48de9422c 59 5 64

32b8b154976f7d26 0 25 25

46c91a52b1345bee 7 1 8

Total 76 38 120

Fig. 9. Chase duration distribution: the y-axis reports the percentage of chases lasting less than
the duration reported in the x-axis (minutes).

6.2 Application Impact

The performance has increased the inspector’s efficiency. Before adopting this applica-
tion, each inspector used to complete about 35 inspections per year on average. In 2019,
using the application each inspector completed 146 inspections per year, thus increas-
ing the performance by more than 4 times, allowing visiting all the trucks two times
per year, on average. In 2019, the system allowed catching 23 cases of illegal products
found onboard. Table 4 reports further security and safety non-conformities detected,
showing the categories and the relative occurrence of the bad practices.
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Table 4. Top detected non-conformities (occurrence rate per inspection)

Checked item Category Severity Non-conformities

Vapor recovery Safety High 11.3%

Company physical sealing Security Medium 7.1%

Client’s livery Quality Low 7.0%

Explosion proof tools Safety High 6.9%

Correct itinerary execution Quality/Security Medium 6.4%

Metrological sealing Security High 5.9%

Illegal onboard Security High 5.2%

Couplers opening Security High 4.5%

Electrical grounding Safety High 3.0%

7 Privacy Issues

The compliance of the application to the privacy regulation (GDPR) is based on the
following items.

• The transport companies declare their sensor data ownership to the National Privacy
Authority, for the exact purposes of asset protection and people safety, appointing the
data provider as the data manager.

• The data set is limited to the truck equipment, and does not extend to the driver,
differently from the video surveillance.

• The driver identity is associated with the truck, using the tachograph identification
card data, as the company has to guarantee to entrust the dangerous freights only to
the drivers who are authorized to enter critical facilities are enabled to conduct the
truck and are not blacklisted.

• The data related to product location, access, and delivery are exported in real-time to
the oil company, which is the product owner. Each data item exported is specified in
the contractual clauses.

• During the trip the driver, by his/her job description, has to carefully follow the routes
and the schedules, for safety and security reasons, so that any discrepancy, including
stops and over speeds, represents potential security or safety threats to be monitored.

• The data are maintained for 5 years, on-line or off-line, in a secure physical IT
infrastructure, managed by a ISO 27001-certified provider, making the data remotely
accessible to the staff entitled to view and analyse the data.

• The staff is not allowed to share such data to anyone who is not authorized.
• The physical authentication of the data sources is based on the serial numbers of the
IoT device and the encryption key that can be changed only remotely by the provider,
and on the cross check with serial number of other field devices, such as the electronic
measuring system or the sealing system.

• No data processing is allowed to infer personal information of the driver.
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8 Concluding Remarks

In addition to the application domain, the key innovative aspect of the application pre-
sented in this paper is to guide an organization towards the full reactivity in the anomaly
management, by inserting the human operators in the physical process feedback, driving
their actions and strategies through sensors’ information in real time.

We believe that this type of application represents an emerging context of the Cyber-
Physical Security Systems. In fact, while the Cyber-Physical Security is commonly
understood as the security against cyber-attacks to the IT platforms managing or con-
trolling physical systems[19], this application suggests extending the Cyber-Physical
Security concept to the physical process security enhancement supported by the IT
platforms, proving it in the full process, not only in the technologies.
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Abstract. A Body Sensor Network (BSN) is a system made up of low-
power sensor nodes that monitor the wearer’s body and surroundings.
BSNs have emerged as a prominent technology, largely influenced by
the increased health consciousness, widespread availability of wireless-
enabled consumer electronics, and growing wireless connectivity infras-
tructure. In this paper, we present an extensible, cloud-connected BSN
platform leveraging lightweight, efficient compression and encryption
techniques suitable for edge computing. The platform includes a tun-
able wavelet-based compression algorithm, suitable for biosignal com-
pression, a lightweight, secure block cipher (SPARX) to encrypt data
during transmission, and Amazon Web Services (AWS) connectivity via
Message Queuing Telemetry Transport (MQTT). We utilize this plat-
form to evaluate the benefits of compressing sensor data by comparing
the delay, power, and energy efficiency on the BSN platform when trans-
mitting encrypted data to the cloud. The tunable compression algorithm
efficiently reduces the size of transmitted packets on diverse types of sen-
sor data, with low reconstruction error. When paired with a lightweight
block cipher, the combination enables improvements in energy consump-
tion (38%) and energy efficiency (58%) when compared to encryption
alone.

Keywords: Body sensor networks · Edge computing · Cryptography ·
Low power · Cloud storage · Data compression

1 Introduction

Body Sensor Networks (BSNs) have evolved into a groundbreaking technology
in the public health sector [1,6,26]. Wearable sensors can provide a convenient,
non-invasive option for continuous, real-time sensing of physiological proper-
ties such as heart rate, movement, and blood pressure, among others [29]. This
information can be useful to healthcare professionals in properly assessing their
patients’ ailments and care needs and represents a step towards truly personal-
ized healthcare.

BSNs have a considerably easier time connecting to cloud infrastructure now
that more products are equipped with wireless access points and most public and
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private buildings have some form of Wi-Fi connectivity. Moreover, 5G-enabled
devices and infrastructure are becoming more pervasive, enabling communication
directly between the bio-sensors and the cloud [15].

While this improved networking infrastructure is undoubtedly beneficial in
ensuring that BSN telemetry reaches healthcare providers as quickly and reliably
as possible, there are a number of potential security and privacy issues associated
with widely available internet connectivity for BSNs. The data broadcast to the
cloud from a BSN is often comprised of both the wearer’s medical telemetry data
as well as data relevant to their perceived surroundings. While this can be useful
in healthcare, if this data is compromised, it could reveal sensitive personal infor-
mation about an individual’s health activities, location, and habits. To combat
these security and privacy risks, encryption can be implemented on the BSN;
however, this can be computationally expensive and power hungry. Most embed-
ded devices which are used in BSN platforms are equipped with small form-factor
microcontrollers, which require special algorithms and implementations for cryp-
tographic operations due to their limited available energy and program instruc-
tion size. Hence, development of lightweight block ciphers [4,5,30] and their
subsequent evaluations on different Internet of Things (IoT) platforms [7,8,19]
have been critical in addressing these concerns and enabling many advancements
in the areas of IoT and wearable BSNs. Any data pre-processing, such as data
compression and encryption, should consume minimal power so as not to intrude
on the needs of the embedded network connectivity hardware.

Wi-Fi and 4G connections account for the majority of cloud infrastructure
connections and require far more energy than most other wireless communication
technologies [17]. Considering that the majority of BSN ecosystems are made up
of small, worn or implanted electronics with relatively limited battery capacities,
one can appreciate the importance of making all correspondence with the cloud
as brief and meaningful as possible. Reducing communication frequency is a
realistic strategy for decreasing energy consumption, but it comes at a cost of less
frequent updates which is not suitable in all situations, including any instance
where real-time decision making is needed, e.g. in a closed-loop treatment system.

In cases where the system is required to communicate in real-time with lit-
tle to no delay, the system must be transmitting frequently, which consumes a
significant amount of power. Therefore, compressing the data before encrypting
and delivering it to the cloud may be advantageous. While there are many works
which propose different methods of BSN data compression, to the best of our
knowledge, there are no other works which present a framework for an exten-
sible BSN while simultaneously evaluating the impact of data compression and
encryption on the power consumption of devices in a BSN.

The main contributions of this paper are as follows:

1. We present a customizable BSN platform that integrates AWS connectivity
2. We implement a tunable and efficient compression algorithm suitable for

microcontroller implementation to compress signals from the body sensors
3. We integrate a light weight block cipher (SPARX) directly within the BSN

to encrypt the user’s data prior to transmission
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4. We demonstrate the need for local processing by comparing the power con-
sumption of the device with and without data compression and encryption.

We found that the compression algorithm not only effectively and efficiently
reduces the packet size for diverse types of sensor data, it also enables us to
implement a lightweight block cipher while consuming considerably less energy
and reducing the overall processing time. The rest of the paper is structured as
follows: in Sect. 2 we provide a background on BSNs, data compression and data
encryption. In Sect. 3 we present the methodology of our approach, including the
design of the platform itself, the algorithms used for compression and encryption,
and the experimental setup. In Sect. 4 we present and discuss the results of our
approach. Finally, we conclude in Sect. 5 with future work.

2 Background

In this section, we start by providing a background on BSNs and how they fit
into standard IoT architectures. Then, we describe several data encryption and
compression techniques designed for use in BSNs.

2.1 Body Sensor Networks

A Body Sensor Network (BSN) is a system made up of low-power sensor nodes
that monitor the wearer’s body and surroundings. Current research on BSN plat-
forms largely focuses on advancements in wireless connectivity [12,28], evolving
network and data security paradigms [22], and development of platform imple-
mentations within domains such as the public health sector [21]. For example,
Fig. 1 presents a diagram of a BSN containing a variety of connected devices.
Each device monitors a different physiological phenomena and reports back to a
central point. This central point then relays this information through the cloud
or local network for a corresponding application for the user and/or medical
professional.

BSNs are commonly composed of a variety of devices. This has motivated
research efforts towards multi-sensor data fusion enabled systems for merging
the functionality of these sensors into one seamless platform [12,14,21]. Sensor
fusion typically focuses on using multiple different sensors (or the same sensor)
at different locations with different amounts of spatial coverage and thus sen-
sor fidelity. High quality sensor fusion can greatly improve the usability of the
BSN application. However, fusion approaches introduce a number of processing
complexities and may require additional sensor communication – resulting in
information and performance losses [12].

The sensors themselves may be non-invasive wearables such as smart watches,
or more invasive implantable devices which are designed to monitor internal
physiological signals. To be minimally invasive, implantable devices are designed
to be as small as possible and, consequently, have small batteries, and must
operate very conservatively. This alone is a strong motivation to minimize the
computational overhead in these devices to prolong their lifetime [16].



200 M. Keller et al.

Fig. 1. Example of a Body Sensor Network (BSN) consisting of multiple wired/wireless
sensors, surgically implanted or worn on the body, used for physiological monitoring,
personalized medical treatment, and/or closed-loop control of integrated subsystems.

Wireless sensors that compose the BSN are the fundamental building blocks
of the system, with several different layers of data pre-processing and application
design built to support them. As described by Gravina et al. [13], the typical
system architecture of a BSN consists of two to four of the following layers:

• Body - programmable sensors either wearable by the user or safely implanted
• Mobile - smartphones, smartwatches, and tablets which have an interactive

graphical interface for monitoring and maintaining the hardware devices
• Edge - optional intermediate layer which may subside between the body sen-

sors and mobile applications or other devices
• Cloud - optimal for offloading complex computations and data storage. And

is also often integrated with the mobile and/or edge layer(s).

The specific platform architecture used by this work is described in detail
in Sect. 3, but broadly, we use body sensors with a user-friendly, browser-based
front-end, accessible from an authorized mobile device. This front-end allows the
user to monitor sensor data in a real-time, but is optional, as the BSN supports
direct-to-cloud upload capabilities.

2.2 Data Privacy and Security

In BSN platforms, proper data privacy and security methods must be in place
to ensure integrity of the system and privacy of the user. Considering that
the devices are monitoring and transmitting sensitive location and physiolog-
ical information about a user, an attacker may want to gain unauthorized access
to this data for their own illicit means. To this end, many different lightweight
block ciphers have been proposed that can be used to encrypt sensitive data
by general purpose microcontrollers and microprocessors which commonly exist
within these hardware platforms [18,25]. Aside from the encryption algorithms
themselves, there have also been several advancements which propose different
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optimizations to data privacy in BSNs in general [23]. For example, the authors
in [24] propose a selective encryption scheme for electrocardiogram data which
uses supervised machine learning to determine the most important parts of the
signals to encrypt. Doing so can minimize the amount of data that has to be
encrypted, and even filter out a great deal of data.

2.3 Data Compression

Naturally, because sensors are often configured to operate in real-time, they may
generate a large amount of data. This presents two main problems: 1) the device
itself must transmit more data and thus consumes more power, and 2) extra
storage (e.g. in the cloud) may be required for the accumulated data. In recent
years, researchers have investigated different methods of data compression specif-
ically geared toward BSNs and the types of data they sense [3,10,11]. In [3] the
authors presented a lossless transform-based technique leveraging the Discrete
Wavelet Transform (DWT) extended with Lagrange polynomial interpolation.
They evaluated their framework on multiple different sensors – temperature,
pressure, gyroscope, accelerometer – and demonstrated they could compress the
data anywhere from 30% to 92%, depending on the sensor type. Though promis-
ing, the authors do not present an encoding which would enable recovery of the
data. In [11] the authors proposed a compression algorithm which consists of
both lossy and lossless compression stages, using prediction on the receiver to
modulate transmission rates while leveraging lossless coding techniques when
sending update data. In our use case, we employ a fully-defined compression
algorithm on a sensor node within the BSN, which can be easily tuned with a
single parameter for a given sensor type.

3 Methodology

In this section, we describe the features of our BSN platform, including compo-
nent devices and capabilities. We then discuss the methods used to compress,
encrypt, and publish the sensor data. Finally, we outline the experimental setup.

3.1 Platform Design

The platform used in this work is an extensible, programmable node environment
that enables rapid prototyping and development of wearable technology through
robust visual feedback and efficient use of BSN software and hardware. While the
platform functions independent of any external internet or computer connection,
it is configured by default to communicate through a WebSocket connection via
WiFi or USB with a browser-based, real-time multimodal visualizer.

The physical counterpart to the platform consists of off-the-shelf microcon-
trollers (ESP32) flashed with custom firmware allowing it to communicate on
the BSN platform. Each microcontroller can assume one of two roles: controller
or node. Nodes serve as physical hubs for sensor hardware to interface with,
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Fig. 2. Flowchart of the proposed BSN platform. The sensors gather a fixed number of
samples into individual arrays during data acquisition. Arrays are compressed according
to sensor-specific rules, concatenated into packets, encrypted, and finally published to
the cloud service.

allowing them to broadcast their output to the rest of the network. Controllers
coordinate communication between nodes, sensors attached to these nodes, and
clients intending to access data from the BSN platform. Aside from managing
the communications of the platform, controllers may also handle any necessary
data pre-processing prior to transmitting to other controllers and/or clients.
Specifically, controllers on a configured BSN platform instance can take the data
returned by its assigned nodes, compress it, encrypt it, and upload it to an AWS
server. A flowchart of the process is shown in Fig. 2.

3.2 Compression

An efficient compression routine for BSN data must meet certain criteria:

• Latency: computation of the compressed packet should not introduce con-
siderable latency

• Flexibility: compression should be suitable for varying packet sizes, as dif-
ferent BSN implementations can have different numbers and types of sensors
with varying sampling rates

• Energy Efficiency: the total computation energy should not exceed the
total energy savings due to encrypting and transmitting a smaller packet

• Tunability: if lossy, the compression should be configurable, such that dif-
ferent sensors can be compressed to comply with reconstruction constraints.

Hence, a lightweight, configurable compression routine, which provides a suit-
able compression ratio for BSN signals is desired. In particular, we utilize a lift-
ing wavelet transform based on the Haar wavelet, with a per-sensor configurable
detail coefficient threshold and efficient run-length encoding scheme. The final
packet is optimized to account for the (in)compressibility of different sensors,
including those with on-chip classification, which enables us to leverage edge
computation capabilities and further reduce packet size.

Lifting Transform and Configurable Thresholding. We employ a lifting
scheme variant of the Haar wavelet transform, which is ideal for conserving
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relevant data from body sensors that frequently have extended periods of similar
or repetitive readings. Initially, we use lifting stages to separate the fine details
in the sensor signal [27]. The split step consists of dividing the sensor signal
into even and odd elements. The predictive step (1) is performed, where a linear
interpolation function assumes that an odd element will exist at the mid-point
of a line between the two even values adjacent to it. The odd element is replaced
by whatever difference results from subtracting the odd value’s predicted value
from its actual value. The update step (2) replaces each even element with
an average of both the even element itself and its corresponding odd element.
The transform is complete once these steps have been performed on all pairs of
even/odd elements. The results of the Haar lifting scheme are easily reversible,
such that the original sensor signal can be reconstructed by adding the prediction
value back to each odd element and interleaving the even and odd values into
one sample array.

oddj+1,i = oddj,i − evenj,i (1)

evenj+1,i = evenj,i +
oddj+1,i

2
(2)

Our implementation groups readings from each compressible sensor on the
BSN into 16 sample batches. We apply a Level 3 lifting Haar transform, result-
ing in a transformed signal beginning with two approximation coefficients, which
represent the average values of the first half and second half of the original 16-
element array, followed by 2, 4, and 8 detail coefficients from levels 3, 2, and 1,
respectively. This DWT implementation with the Haar wavelet is computation-
ally inexpensive, requiring few operations per sample and making it ideal for use
in this context.

Signals acquired from body sensors (accelerometers, gyroscopes, distance sen-
sors, etc.) often exhibit gradual changes over brief timescales rather than abrupt
ones. This yields sequential measurements with similar magnitudes. Such signals,
in their transformed state, will have detail coefficients of generally smaller mag-
nitude. A thresholding operation may be applied in the wavelet domain to the
detail coefficients to effectively filter minor fluctuations, e.g. noise or less relevant
data, making the signal more amenable to compression in subsequent processing
stages. In particular, when applied to signals from sensors that do not expe-
rience high-magnitude changes, thresholding detail coefficients frequently pro-
duces results with large, adjacent groups of zeros in the wavelet domain, which
can lead to higher compression ratios, though this comes at the cost of greater
reconstruction error [16]. Due to differences in each sensor type and the required
fidelity during reconstruction of different signals in different BSN applications,
a unique threshold value can be defined for each sensor type. For example, the
accelerometer may have a detail coefficient threshold of 3, i.e. any detail coeffi-
cient ≤3 is set to 0, whereas the gyroscope may have a detail coefficient threshold
of 5. This can enable designers to easily trade-off between the compression ratio
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(and subsequent energy savings from reduced packet transmission), and recon-
struction accuracy on a per-sensor basis.

Run-Length Encoding and Packet Generation. After thresholding, the
packets will generally be sparse, containing multiple segments of consecutive
zeros, making it more amenable to compression. Run-length encoding (RLE) is
a well-known lossless compression routine in which repeated values in a signal
are represented by the number of times that value is repeated (ni) in array n, and
the value of the data itself, (bi), in array b. As with other compression routines,
random data, or highly variant data which are not amenable to compression,
may result in packets larger than the original array. This is important to consider
when determining the array size constants and sensor thresholds, as these choices
have a direct impact on the overall efficiency of the compression. We elaborate
on this point in Sect. 3.4.

While much of the data returned by the body sensors is comprised of raw
samples in a time series, some sensors have built-in processing capabilities which
return categorical data. For example, an accelerometer may return the X, Y,
and Z components of acceleration, but a more sophisticated sensor may directly
process this data and attempt to categorize the wearer’s current physical activity
such as standing, walking, running, jumping, or climbing stairs. Such categorical
data are not amenable to transform and thresholding, and there is no guarantee
they will naturally repeat, and so compression may not provide any benefit.
Hence, while we consider these data incompressible, they may still be encoded
in fewer bits with efficient atomic operations, e.g. shift and logic OR. To account
for sensors which may return more than 8 categories, we encode two subsequent
readings from these sensors into one 8-bit byte, thus supporting up to 24 = 16
categories for each sample.

Next, the RLE arrays are concatenated in an optimally space-efficient man-
ner. As each packet contains 16 samples from each sensor, there can be at most
16 repetitions ni for each value bi. Hence, each element ni in the n array can also
be stored in 4-bit chunks. Moreover, in all but one special case, the total number
of non-zero nibbles in the n array provide sufficient information for reconstruc-
tion of the b array. This is shown in Fig. 3. For example, the first two bytes,
{0x24, 0x19} indicate that the subsequent b array contains just 4 elements, as
there are four non-zero nibbles totaling 16 - the maximum size of the b array.
The expanded array is shown in Fig. 3(b), as array b0. Following the 4 bytes
of the array b0, a new n array begins. While this also consists of 2 bytes, the
least significant nibble in the 2nd byte is 0; hence, there are 3 non-zero nibbles
whose values sum to 16. This indicates that the next three elements comprise
the corresponding b array. In n2, only 1 byte is needed to define the elements of
the b array - 0x2E - as the nibbles 0x2 and 0xE sum to 16. Hence, the next two
bytes define the corresponding b array. Finally, in the special case of n3, a 0x0 is
encountered in the lower half of the byte, but the preceding nibble is 0xF. This
does not sum to 16, but does represent a situation where there are 16 repeated
values (in this case, 0x00) with just one element. If the lower nibble were 0x01,
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Fig. 3. Example of RLE sensor data: (a) the individual nibbles of the first two bytes
(0x2, 0x4, 0x1, and 0x9) sum to 16, which indicates that the n array is complete, and
that there are 4 bytes in the b array - 0xF2, 0x20, 0xC1, and 0x5A. These are expanded
according to the RLE decoding rules in b0, shown in subfigure (b). Other n/b array
pairs show other possible results from the RLE process, including a special case in b3.
(b) the expanded sensor data packets.

this would have indicated two bytes in the corresponding b array, rather than
just one. Thus, there is no need to store the size of the n and b arrays, and it can
be efficiently stored and perfectly reconstructed from this encoding. In the worst
case, in which no element of b is repeated, the overhead from this encoding is
exactly 50%. Due to the previously described wavelet transform and per-sensor
thresholding approach, such a situation is extremely rare for the BSN data.

The final packet is therefore comprised of a concatenation of the encoded
categorical data with concatenated run-length encoded arrays, as shown in Fig. 4.
The maximum size of the packet depends on the number of categorical sensors,
the number of raw data sensors, and the compression ratio for that data across
the 16 samples. For example, with 3 categorical sensors, 16 samples of 1 byte
each (unencoded) would require 48 bytes; with the proposed encoding, this is
reduced to 24 bytes. With 10 raw data sensors, assuming 8 bits per sample, and
16 samples per sensor per packet, a total of 160 bytes are required. If there are
no repeated values whatsoever, the proposed encoding would require 8 bytes per
n array and 16 bytes per b array, for each sensor, or 240 bytes - an increase of
50%. If about half of the values are repeated, the n+ b array size for each sensor
would be about 12, for an overall size of 120 bytes, a savings of 25%. In practice,
at least 33% of the values should be compressible in this manner to effectively
reduce the size of the complete data packet comprised of the compressible sensor
data. Example compression ratios for various sensors and thresholds are given in
Sect. 4, where we also consider the energy savings due to reduced transmission
time, as well as overall energy efficiency.
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2
bytes

Paired Nibbles
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2
bytes b bytes

Run-Length Encoded

Sensor Data

Fig. 4. The final packet is comprised of paired nibbles of categorical sensor data, fol-
lowed by concatenated run-length encoded arrays for the sensors. These arrays repre-
sent thresholded data from the sensors in the wavelet domain. The n array are packed
into nibbles, while elements of the b array are then appended. The MQTT header and
control bytes are prepended prior to transmission.

3.3 Encryption

The limited computational capability and memory availability of the microcon-
trollers comprising our BSN platform create a need for algorithms that can
perform cryptographic operations reliably on systems with limited resources.
There are a number of lightweight cryptography algorithms which have emerged
for use in IoT. For this implementation, we have chosen SPARX, a lightweight
block cipher readily implemented on constrained platforms [9]. Traditional block
ciphers often have elaborate key schedules designed to work on 32-bit or greater
architectures. Using these ciphers on sub 32-bit architectures can cause regis-
ter pressure to increase, forcing round keys to be either computed at runtime
or pre-computed and stored in RAM [20]. Even 32-bit systems are hindered by
the S-box operations required by many modern encryption standards, further
re-enforcing the need for a microcontroller-appropriate alternative.

SPARX is an ideal cipher for this platform because it includes functionality
to pre-compute the round keys as well as a variant designed specifically to work
well on architectures of 32 bits or less. This is possible because all internal
operations are implemented using 16-bit variables. The variant of SPARX used
in this work is referred to as SPARX 64–128, denoting that it is configured to
encrypt a 64-bit block with a 128-bit key. Because residual bits that exceed
the length of the information being processed must still be encrypted, having
a smaller blocksize can be advantageous in situations where lower latency and
energy are required. In general, this can reduce space wasted due to padding
during encryption/decryption. This advantage becomes increasingly apparent
when the size of the encrypted message approaches the theoretical minimum
packet size of 56 bytes, which is evenly divisible by 64 bits, but not 128 or 256.
If a 128-bit or 256-bit block were used, some of the benefits of compression would
be undone due to the required padding, and the encryption operation would need
to process additional irrelevant data.
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3.4 Cloud Uploading and Processing

After compression and encryption of the sensor data has been completed, the
data is then uploaded to an AWS server. This was accomplished with an AWS
instance with the IoT platform enabled. AWS IoT is a managed cloud platform
for secure interactions between connected devices and cloud appliances. In order
for microcontrollers on the BSN platform to communicate with the AWS IoT
cloud platform, they must be configured with the appropriate connection param-
eters and credentials. Amazon has created a C++ library to facilitate initializing
and maintaining communication between AWS servers and IoT cloud platform
devices [2]. We generated the necessary security certificates on the AWS website
and exported them to a file included in the programming that was uploaded to
each device, giving them provisioned access to AWS IoT cloud resources. For
our use, we only needed AWS IoT to listen to incoming data from a configured
microcontroller, so although the ability to receive messages from AWS IoT was
operational, we did not utilize it for the scope of this research. Nevertheless, we
maintained low-latency communication with the server, such that cloud-based
computation and feedback to BSN-based actuators would be feasible.

The communication protocol used internally by the AWS library is based on
MQTT, a lightweight, publish-subscribe network protocol running over TCP/IP.
While MQTT is usually used to send and receive JSON data, it is also capable of
passing raw binary data, which was our use case for this platform. We published
MQTT data in raw binary form rather than JSON or string data to reduce
message size overhead as much as possible. Since each reading was converted
into a one-byte representation of its original value, this avoids recasting the data
into ASCII and consuming additional space with the structuring of JSON.

3.5 Experimental Setup

Our BSN testbed consisted of a microcontroller flashed with the platform
firmware connected to an Inertial Measurement Unit (IMU) and two distance
sensors. The IMU itself contains many separate sensing components, such as
an accelerometer, gyroscope, and magnetometer, for a total of 21 sensors,
which were sampled 2 Hz. To explore the potential trade-offs in preparing
data for publishing to the cloud, four separate packet processing schemes were
tested in real-time, each consisting of two or more primary functions: 1) CP:
concatenate and publish; 2) CCP: compress, concatenate, and publish;
3) CEP: concatenate, encrypt, and publish; and 4) CCEP: compress,
concatenate, encrypt, and publish.

A National Instruments (NI) Analog Discovery (AD) 2 USB oscilloscope was
used to gather all power measurements. A 2.2 Ω shunt resistor was connected
in series with the system power. Differential measurements were taken across
the resistor at 50 MHz using the two analog inputs. A third, digital channel was
used to trigger measurement; a digital GPIO pin on the microcontroller was
asserted at startup, deasserted immediately before the function under test, and
immediately reasserted once the function had returned. This capture window
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was recorded in 100 sequential measurements, which were aligned according to
the recorded digital trigger signal and averaged together to improve signal qual-
ity. Execution of the compress(), concatenate(), and encrypt() functions is
very consistent across measurements in different processing schemes; however the
latency of the publish() function may depend on a number of external factors.
To ensure as little variance as possible in measurements of the publish() func-
tion, we ensured only the BSN was connected to the WiFi network, and placed
the BSN in close proximity to the router. In total, two datasets were processed
in real-time on the sensor nodes: one in which the BSN was in motion, and one
while it was still. These are referred to as the walking and standing datasets.
Together, these demonstrate the capabilities of the system when using different
packet processing schemes under real-world conditions.

4 Results and Discussion

An instance of the BSN platform was implemented as described in Sect. 3. Com-
munication with AWS was confirmed by viewing the packets published on the
MQTT channel. From here, packets can be decrypted, decoded, and further pro-
cessed or graphed, or simply stored for later viewing. In this section, we provide
detailed results and an analysis of our experiments with respect to the compres-
sion routine when applied to diverse sensor data from the example BSN, as well
as overall efficiency of the packet processing schemes.

4.1 Compression

In general, the compression scheme worked well on most of the sensor data.
Table 1 gives an overview of the compression ratios and resulting reconstruc-
tion error, computed as RMSE, as a percentage of the total sensing range when
applied to the walking dataset. As each sensor type has a unique range of pos-
sible values, all of which are mapped to 8-bit values during processing, report-
ing the error in this manner provides a fair comparison between different sen-
sor types. Furthermore, we define the compression ratio (CR) as the percent
reduction in size; hence, a CR of 25% indicates the compressed packet is 25%
smaller than the original, while a CR of 75% indicates the compressed packet
is 75% smaller than the original. Among the least compressible signal types
in the dataset included the accelerometry signals (Accel. and LinAccel.), which
required relatively high threshold parameter (Td) ranges to achieve compression,
and then resulted in moderate reconstruction error, e.g. about 5%. Since Td is
tunable, it is feasible to adjust this parameter for different sensor types, or even
signals from different measurement axes if desired. On average across all sensor
types, this technique achieves a minimum of 28.5% compression with an aver-
age reconstruction error of 2.0%, typical compression of 46.4% with an average
reconstruction error of 5.3%, and maximum compression of 53.2% with an aver-
age reconstruction error of 6.0%. By comparison, compression achieved on the
standing dataset tends to be higher, with lower error. At all threshold levels



Secure and Efficient Cloud-Connected BSN Platform 209

Table 1. Compression (% reduction) and reconstruction error for various threshold
values on data from the IMU and distance sensors on the walking dataset.

which provide suitable compression for sensors while active, as in the walking
dataset, maximum packet compression (81.3% or 68.8%, depending on the sig-
nal) is achieved at an average reconstruction error of under 0.1%. These results
confirm the selection of the 3rd level Haar lifting wavelet transform and con-
figurable threshold, which ultimately provided an acceptable balance between
minimum sensor packet compression, processing time, and resulting reconstruc-
tion error for Td > 0.
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4.2 Packet Processing Efficiency

To ensure security of the final system and that the privacy of the end user is
protected, the data gathered by the BSN must be encrypted in some way prior
to publishing. Because the packet sizes are relatively small, we did not observe
an appreciable difference in the latency of the publish() function, which was
responsible for generating the final MQTT packet and transmitting the data
to the remote server via WiFi. It is expected that, for a simpler communication
protocol, differences in the actual transmission latency, as measured on the radio
itself, would be more apparent, and the latency/energy savings due to reduced
packet size would be significantly more pronounced. Therefore, while the CP
and CCP variants are included as a reference, the more meaningful comparison
is between CEP and CCEP.

Figure 5 shows the total current consumption of the complete system during
one full period of packet processing for the walking and standing datasets.
Vertical lines in the graphs indicate the end of a processing stage; for example,
in Walking CEP, the three vertical lines indicate the end of the Compression,
Encryption, and Publishing stages. In this implementation, there is a high base-
line power, but in practice, any number of common power saving strategies
may be employed to improve battery life. While actively processing, there is
about 100 mA in current over the baseline; this first segment includes all but the
publish() function, which itself takes around 4 ms. Broadly, our results demon-
strate that the net energy efficiency is improved in CCEP when compared to
CEP due primarily to the smaller packet size, translating to less data that must
undergo encryption; this is most evident when comparing the relative Energy-
Delay Product (EDP) difference between CCEP and CEP on the walking and
standing datasets. Note that in these results, lossless compression (Td = 0) was
used; in practice, a higher Td would improve compression, as shown in Table 1.

With this setup, the average time to encrypt a raw data packet in CEP
was 737 µS, whereas the time required to encrypt a compressed packet was
only 250 µS for the standing data and 531 µS on the walking data. Mean-
while, compressing the standing data required only 58 µS, while compressing
the walking data required 66 µS. Because the concatenate function execution
depends on the type of data (encrypted or raw), there is also variance here:
for uncompressed data, concatenation required 3.5 µS, whereas for compressed
walking and standing data, concatenation required 2.8 µS and 1.5µS, respec-
tively. When considering the latency and energy of just these three functions
in preparing packets for publishing, there is a marked improvement in energy
efficiency, 34% and 82%, for compressed data relative to uncompressed data, for
the walking and standing datasets, respectively. Overall EDP, which includes
publishing, is shown in Fig. 6(a). Here, there is a significant improvement in
energy efficiency due to compression in the standing dataset, and the primary
driver - the improvement in latency - is clearly shown in Fig. 6(b).
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Fig. 5. Power measurements for walking and standing data. Vertical lines in the graphs
denote the end of a processing stage.
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Fig. 6. Average (a) energy efficiency and (b) execution time for different packet pro-
cessing schemes on the two datasets. Note that for EDP, lower values indicate higher
efficiency.

5 Conclusion

In this paper, we have presented a cloud-connected BSN platform that features
lightweight cryptography and a configurable compression algorithm suitable for
a constrained devices. We have demonstrated through rigorous experimental
verification how the compression can be applied to diverse types of sensor data,
achieving average compression of 46% with about 5% error in the typical case.
We have also presented an efficient packet encoding scheme which supports an
arbitrary number of categorical sensors, each of which supports up to 16 cate-
gories, as well as an optimal organization for run-length encoded data from the
compression routine. Our platform supports connection to Amazon AWS IoT
using a lightweight MQTT protocol. In general, the use of a secure lightweight
cipher is encouraged to ensure security for the system, and privacy for the indi-
vidual. We have demonstrated how a sufficiently low-overhead compression algo-
rithm can actually enable energy savings, even when used in conjunction with
a lightweight block cipher. Future work on this platform includes implementing
additional power optimization strategies, investigating alternative compression
routines, and overall usability enhancements for BSN developers.
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lightweight block ciphers. In: Güneysu, T., Handschuh, H. (eds.) CHES 2015.
LNCS, vol. 9293, pp. 307–329. Springer, Heidelberg (2015). https://doi.org/10.
1007/978-3-662-48324-4 16

https://doi.org/10.1109/ACCESS.2018.2848586
https://doi.org/10.1109/ACCESS.2018.2848586
https://doi.org/10.1007/978-3-319-13051-4_19
https://doi.org/10.1109/MCE.2019.2923925
https://doi.org/10.1109/TBDATA.2017.2702172
https://doi.org/10.1016/j.inffus.2019.07.012
https://doi.org/10.1016/j.inffus.2019.07.012
https://doi.org/10.1109/MCOM.2014.6871673
https://doi.org/10.1109/MCOM.2014.6871673
https://doi.org/10.3390/s17010134
https://doi.org/10.3390/s17010134
https://doi.org/10.1007/s11768-011-0236-7
https://doi.org/10.1007/978-3-662-48324-4_16
https://doi.org/10.1007/978-3-662-48324-4_16


Methods



EasyDeep: An IoT Friendly Robust Detection
Method for GAN Generated Deepfake Images in

Social Media

Alakananda Mitra1 , Saraju P. Mohanty1(B) , Peter Corcoran2 ,
and Elias Kougianos3

1 Department of Computer Science and Engineering, University of North Texas, Denton, USA
alakanandamitra@my.unt.edu, saraju.mohanty@unt.edu

2 School of Engineering and Informatics, National University of Ireland, Galway, Ireland
peter.corcoran@nuigalway.ie

3 Department of Electrical Engineering, University of North Texas, Denton, USA
elias.kougianos@unt.edu

Abstract. Advancements in artificial intelligence, and especially deep learning
technology have given birth to a new era of multimedia forgery. Deepfake takes
it to a whole new level. This deep learning based technology creates new images
with features which have been acquired from a different set of images. The
rapid evolution of Generative Adversarial networks (GANs) provides an available
route to create deepfakes. They generate highly sophisticated and realistic images
through deep learning and implement deepfake using image-to-image translation.
We propose a novel, memory-efficient lightweight machine learning based deep-
fake detection method which is successfully deployed in the IoT platform. A
detection API is proposed along with the detection method. To the best of the
authors’ knowledge, this effort is the first ever for detecting highly sophisticated
GAN generated deepfake images at the edge. The novelty of the work is achiev-
ing a considerable amount of accuracy with a short training time and inference at
the edge device. The total time for sending the image to the edge, detecting and
result display through the API is promising. Some discussion is also provided to
improve accuracy and to reduce the inference time. A comparative study is also
made by performing a three-fold textural analysis - computation of Shannon’s
entropy, measurement of some of Haralick’s texture features (like contrast, dis-
similarity, homogeneity, correlation) and study of the histograms of the generated
images. Even when generated fake images look similar to the corresponding real
images, the results present clear evidence that they differ significantly from the
real images in entropy, contrast, dissimilarity, homogeneity, and correlation.

Keywords: Deepfake · IoT · Edge computing · Generative Adversarial
Networks (GANs) · Image-to-image translation · Texture analysis · Shannon’s
entropy · Haralick texture feature · CycleGAN · StarGAN

1 Introduction

Recently, there was a lot of excitement generated by Hollywood actor Tom Cruise’s Tik-
Tok videos. Those videos went viral. They have more than 10M views in March 2021.
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The technology behind these videos is deepfake. The real Mr. Cruise was not present
in those videos. They were not shot with a real camera. The videos were synthetically
generated from thousands of his video clips or images by deepfake technology. Features
of Mr. Cruise were learned by deep neural networks from those photos and videos and
deepfake videos were created through image-to-image translation. It is illegal to imper-
sonate someone in social media. But there is a disparity between the way technology is
progressing and the way researchers and companies are trying to combat it. As a result,
newly advanced deepfake videos are spreading everyday in social media like Facebook,
Twitter, Instagram etc. Generative Adversarial Networks (GANs) create such sophis-
ticated images/videos, that it is hard to detect them. The Defense Advanced Research
Projects Agency (DARPA) of the U.S. government is collaborating with various institu-
tions to fight image forgery, especially deepfake [4]. The tech giants Facebook, Google,
Microsoft, and Amazon are also combating it.

In today’s world, social media play a crucial role in everyday life. Frequently check-
ing social media anywhere, anytime has become a habit. People can connect to the
world from a small hand held device easily. On the other side, multimedia forgery has
spread immensely. These altered images and videos are often being uploaded in social
media. They can defame a person, create political tension or spread rumors [29].

This motivates us to propose a machine learning (ML) based deepfake detection
system, which can be deployed in an end device of an IoT setting so that people can
check the authenticity of any image anytime, anywhere. This will help to stop circulat-
ing misinformation or rumors. The overall system overview of the detection method in
an IoT environment is shown in Fig. 1.

Fake

Fake

(Image, Label)

Retrained
Model

Cloud Storage

Label

Label

Fake image is
uploaded in
social media.

Fake image is 
created by 
"Hacker".

People access social media.
Check for authenticity of image.

People access social media.
Check for authenticity of image.

Fig. 1. System overview of the detection method.

In general, GANs [9] have a generator and a discriminator as sub models, but they
differ in overall structure and working principles. Hence, fake images generated by dif-
ferent GANs will differ from each other. Initially, we investigate fake images generated
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by two GANs - CycleGAN [41] and StarGAN [7]. As they have different structures and
different working principles, as detailed in Table 1, deepfake image/video produced by
CycleGAN will differ from that of a StarGAN. We analyze GAN generated images
at pixel level and compute several textural features to obtain more information about
the deepfake image textures. This textural analysis helps us to propose a memory effi-
cient Machine Learning (ML) based detection method which adapts very well in an IoT
environment.

Table 1. Comparison between CycleGAN and StarGAN

CycleGAN [41] StarGAN [7]

Network structure 2 generators + 2 discriminators 2 generators + 1
discriminator

Number of domains 2 ≥2

Loss Adversarial loss + Forward cycle
consistency loss + Backward cycle
consistency loss

Adversarial loss + Domain
loss + Reconstruction loss

Data for training Unpaired datasets Dataset with labeled
attributes

The rest of the paper is organized as follows. Section 2 presents challenges and the
motivation behind this work. Section 3 focuses on the novel contributions of the paper.
Section 4 is a survey of related works in this field. GAN generated images are analyzed
in detail in Sect. 5. Our proposed detection method is described in Sect. 6. Experimental
verification is discussed in Sect. 7 while Sect. 8 presents the results. Section 9 draws
conclusions and suggests directions for future work.

2 Challenges of GAN Generated Deepfake Images

GANs have improved the quality of the generated images [6,10,17,33]. Presently, GAN
approaches have achieved monumental success in creating synthetic images [15–17,36]
and in transferring image styles between different domains [41]. Image-to-image trans-
lation can be used in changing seasons in a photo, photo enhancement, object trans-
figuration, etc. [41]. But, these applications can also be used in negative ways. It is
difficult for people to distinguish between a GAN generated deepfake image and a real
image with bare eyes. These fake images spread misinformation through social media
or news channels. Faking someone’s identity (“deepfake”) in social media could have a
socio-political impact along with financial and security hazards.

For more than a century, audio-visual media have presented the truth, recording the
time and history. But fake images, videos and audios change the perception of truth or
reality. Thus it is important to look into the threats posed by GAN-generated deepfake
images or videos.
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3 Novel Contributions of the Current Paper

This paper proposes a ML based technique of detecting GAN generated deepfake
images, implementable at an edge device. The novelties of this work are:

– To the best of our knowledge, this work is the first ever effort to detect GAN gener-
ated deepfake images at an edge device.

– As edge devices are of limited resources (memory, architecture, storage etc.), high
accuracy, heavy computing models can not be deployed. We propose a novel ML
based technique which detects deepfake images at an edge device using texture anal-
ysis. This is done with lighter computational load. Training time is much shorter and
we achieve a considerate amount of accuracy.

– A detection API is proposed to make the overall process automated. Figure 2 shows
the overall Detection API diagram.

– We also suggest different ways of achieving higher accuracy.
– Some discussion is provided on strategies to improve inference time.
– Various textural features like Shannon’s entropy, and Haralick’s texture features of
GAN generated deepfake images have been explored to understand the textural dif-
ference between generated and real images. It helps us to propose a memory efficient
detection method.

– A comparative study on histograms between StarGAN generated images and corre-
sponding real images has been performed to understand the effect of manipulation
on color.

Data Storage
+

Retrain (Optional)

Edge Platform - Detection API

Classification

Features Extraction 

Cloud Platform
Client

Client

Fake

Fake

Fake

(Image, Label)

Retrained Model
(Optional)

Fig. 2. Detection method API diagram.

4 Related Prior Works

In the last decade, due to the availability of GPUs, the research on GAN generated
images has received a huge boost. Various areas of image manipulation such as high
quality GAN generated images [5,10,17,20,27,31,33,38], image-to-image translation
[7,14,39,42], face completion [13,21], various facial expression and attributes [8,23],
domain transfer [19,34], and style transfer [15,16] have received the attention of the
computer vision community.
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Researchers in image forensics and computer vision have been working to develop
methods in detecting those GAN generated fake images. In our previous work [28,29]
we detected mostly auto-encoder generated social media deepfake videos. An ensemble
deep learning technique via a Random Forest classifier has been proposed in [12]. Three
shallow CNN structures have been used to extract features from the images in YCbCr,
HSV, and Lab color spaces. Two fully connected (FC) networks with 2048 and 1024
nodes increase the total number of trainable parameters. Parallel processing of the same
image in three different color spaces makes the process resource intensive. No IoT
implementation effort has been made here. Fake faces have been detected in [37] using
a shallow neural network as a classifier and neuron activation has been monitored using
deep neural network. The model has been evaluated for four perturbation attacks. This
model is also resource intensive. It is not implemented in IoT settings. Gram blocks have
been added in ResNet structure in detecting fake faces in [22]. This is not an IoT friendly
network either, due to its heavyweight structure. Gray level co-occurrence matrices
(GLCM) have been calculated separately on RGB channels and used as the inputs of
a DNN structure [30]. GLCM calculation over three channels for an image makes it
memory intensive. No effort has been made to deploy it at edge either. Both GAN
generated and man made fake images have been detected in a DNN based ensemble
network [35].

How a GAN generated image is different from a camera shot image from a color
cue perspective, has been investigated in [26]. GAN fingerprints on image attribution
have been noted in [40]. Some of the textural properties of fake images generated by
StyleGAN and PGGAN have been explored in [24] along with their detection network.
All these works claim to have high accuracy, but no effort has been made to deploy
them in IoT environments.

5 Analysis of GAN Generated Deepfake Images

In this section, we explore several first and second order statistical texture features of
GAN generated fake images, before detecting them in Sect. 6. A comparative study has
also been performed between the generated deepfake images and corresponding real
images.

When a photo is shot in a digital camera, light from the object gets passed through
the lens and falls on the CMOS sensors which breaks the image into pixels after mea-
suring the light intensity and brightness. When a real image is passed through a GAN
generator, it transforms the image into a latent space vector. After a zero sum game
with the discriminator it generates a fake image. Hence, the way a digital camera takes
a photo differs from the process of generation of fake images by GANs. This motivates
us to explore the textural features of GAN generated images. We tested CycleGAN and
StarGAN generated images.

5.1 Entropy Computation

In information theory, Shannon’s Entropy measures the uncertainty of a random vari-
able’s possible outcomes. For an image, it is more related to the texture or image infor-
mation. The difference in entropy between a generated image and its corresponding
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real image gives some information on texture difference between them. Calculating the
entropy of each pixel in an image and summing over all possible gray scale pixels gives
a scalar value E of the entropy of that image according to Eq. 1, and makes it easily
comparable:

E = −
n−1∑

i=0

pi logb pi, (1)

where n denotes the number of gray levels, pi is the pixel probability for gray level i,
and base b is the base.

To calculate the entropy of an gray scale image Egray , the space of any RGB image
is first changed to Gray scale. With same radiance of red (R), green (G), and blue (B)
colors, green always looks brightest among those three because the luminous efficiency
tops at the green zone of the visible light spectrum, red looks less bright and blue is
the darkest. So when the luminance (Y) of an RGB image is expressed as a function of
R, G, and B, different weights are applied in them to represent the color perception of
real life as in Eq. 2 [3]. During conversion of RGB image to Gray scale image, Eq. 2 is
considered as the luminance of the image.

Y = 0.2125R + 0.7154G + 0.0721B (2)

To compare the entropies of generated and real images, the process described in
Algorithm 1 has been used.

5.2 Haralick’s Texture Features Analysis

Texture is a spatial property of an image. Computing the Gray-Level Co-Occurrence
Matrix (GLCM) of an image is a well known method to capture the spatial dependence
of gray level values. It calculates the likelihood of a pixel value and its relationship with
other pixels [2].

To explore the fake images more closely, we calculate several Haralick’s Texture
Features [11] from the GLCM. The features we calculate are contrast, correlation,
homogeneity, and dissimilarity.

The GLCM is defined as a square matrix with elements as the frequency of occur-
rence of pixels with gray levels at a certain distance and angle. Contrast, homogeneity,
dissimilarity, and correlation are defined in Eq. 3, 4, 5, and 6 respectively.
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Algorithm 1 . Process of Comparing Entropy of Generated and Real Images for
Section 5.
1: Input: Fake Image I1 and Real Image I2
2: Output:min, max, mean, and standard deviation of entropy difference
3: SAVE the real images with name ending real and fake images with ending word fake
4: SET input image directory input dir
5: DECLARE two Dictionaries ent fake dict and ent real dict with keys filename and

entropy for fake and real images respectively
6: DECLARE a variable comp entropy and initialize it to 0
7: DECLARE a list comp entropy list for storing the entropy difference and initialize it to

comp entropy list ← NIL
8: ASSIGN a particular fake image to index f and a real image to index r
9: for file ∈ input dir do
10: Entropy is calculated.
11: if file contains the word real then
12: STORE the entropy in ent real dict along with filename
13: else
14: STORE the entropy in ent fake dict along with filename
15: end if
16: end for
17: for index r ∈ ent real dict do
18: for index f ∈ ent fake dict do
19: GET the fake image ent fake dict[filename] corresponding to the real image

ent real dict[filename].
20: COMPUTE comp entropy by taking the difference between entropies of the
21: corresponding fake and real images
22: STORE comp entropy in comp entropy list
23: end for
24: end for
25: COMPUTE min, max, mean, and standard deviation of comp entropy list

CON =
n−1∑

i,j=0

p(i, j)(i − j)2 (3)

HOM =
n−1∑

i,j=0

p(i, j)
(1 + (i − j)2)

(4)

DIS =
n−1∑

i,j=0

p(i, j)|i − j| (5)

COR =
n−1∑

i,j=0

p(i, j)

⎡

⎣ (i − μi)(j − μj)√
(σ2

i )(σ
2
j )

⎤

⎦ (6)

In the above expressions, n denotes number of gray levels, p(i, j) is the element of
GLCM for the distance between gray level values i and j, and μ and σ are the mean
and variance of the intensities of all gray values present, respectively.
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We have followed the process in Algorithm 2 for comparing contrast, dissimilarity,
homogeneity and correlation among real and generated images.

Algorithm 2. Process of Comparing Contrast, Dissimilarity, Homogeneity, and Corre-
lation of Generated and Real Images for Section 5.
1: Input: Fake Image I1 and Real Image I2
2: Output:min, max, mean, and standard deviation of GLCM properties difference
3: SAVE real images with name ending real and fake images with fake.
4: SET input image directory input dir
5: DECLARE two Dictionaries glcm prop fake dict and glcm prop real dict with keys

filename, contrast, dissimilarity, homogeneity, and correlation for fake and real
images, respectively.

6: DECLARE a list comp glcm prop for storing the GLCM properties and initialize it to
comp glcm prop ← NIL.

7: DECLARE another list comp glcm prop list for storing the GLCM properties differences
and initialize it to comp glcm prop list ← NIL.

8: ASSIGN a particular fake image to index f and a real image to index r.
9: for file ∈ input dir do
10: GLCM is calculated.
11: contrast, dissimilarity, homogeneity, and correlation are calculated.
12: if file contains the word real then
13: STORE contrast, dissimilarity, homogeneity, and correlation in

glcm prop real dict along with filename.
14: else
15: STORE contrast, dissimilarity, homogeneity, and correlation in

glcm prop fake dict along with filename.
16: end if
17: end for
18: for index r ∈ glcm prop real dict do
19: for index f ∈ glcm prop fake dict do
20: GET glcm prop fake dict[filename] corresponding to

glcm prop real dict[filename].
21: COMPUTE comp glcm prop by taking the difference between contrast, dissimilar-

ity, homogeneity, and correlation of the corresponding fake and real images.
22: STORE comp glcm prop in comp glcm prop list
23: end for
24: end for
25: COMPUTE min, max, mean, and standard deviation of comp glcm prop list.

5.3 Histogram Analysis

We explore the histograms of the generated images and compare them with those of
real images. Histograms for the R, G, and B channels are plotted separately. They show
a comparative graphical representation of the distribution of intensity of a generated
image and corresponding real image for each channel.
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6 The Proposed Novel Deepfake Detection Method at Edge
Computing Platform

In this section, we propose a novel machine learning based model for detecting GAN
generated images at an edge device using textural features of images. The process is
performed automatically through our proposed detection API. The reasons behind this
approach are multi-fold:

– The computation cost is very low, therefore it is a good fit for less resource IoT
settings.

– As the the approach is based on gray level co-occurrence at pixel locations, it is
generic. It can be applied to any type of GAN.

6.1 System Level Representation

The system level overview of the detection method is shown in Fig. 1. In this IoT envi-
ronment, end users or clients are connected to the edge device. The edge device is con-
nected to the cloud for data storage. Retraining of the model can be done at the cloud
with the stored images and corresponding predictions at a later stage, if needed. The
detection process is initiated when an image from social media (uploaded by any per-
son of bad intent [1]), to be detected, is sent to the edge platform through our proposed
‘Detection API’. Once the image is detected by the model, the detection score goes
back to its source. The detection score is also stored in the cloud along with the image
to be used for future retraining of the model. Figure 2 shows a detailed representation
of the concept when a client sends the image to the edge device.

6.2 Detection Methodology at the Edge Platform

Figure 3 shows the overall diagram of the detection model at edge. It is an automatic
workflow. When an user wants to check any picture from social media accounts for
authenticity, he calls the Detection API and sends the image to the edge device. Once
the image reaches the edge device it is saved in a folder and the GLCM followed by
Haralick’s texture features are calculated from the corresponding gray level image of
the colored image.

Edge Platform

Global Features Extraction

(From GLCM)

Contrast

Dissimilarity

Energy

Homogeneity

Correlation

Features Set

Classification

LightGBM 

Classifier

Detection Decision 

Features Extraction

Detection  API

Fake
Fake

Client

Fig. 3. Overall workflow diagram at edge platform.
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A features set is created from those features. We compute five Haralick’s texture
features. The texture features calculated at this stage are contrast, dissimilarity, homo-
geneity, energy, and correlation. We calculate those features from the GLCM for four
distances at d = 1, 2, 3, 5 and three angles θ = 0, π/4, π/2 to generate the feature
vector. After the feature extraction, a machine learning algorithm is used to classify the
image. As in IoT environment, the resources are limited, we carefully choose our clas-
sifier as LightGBM with boosting type ‘Gradient Boosting Decision Tree (gbdt)’. It is
a tree based algorithm. The advantage of using this classifier over others are:

– The algorithm [18] uses histograms to learn. It is cost effective because for a his-
togram based algorithm the time complexity is proportional to the number of bins,
not to the data volume once histograms are made.

– Use of discrete bins reduces the memory usage which is a limiting factor at an edge
device.

– Training is very fast as it is distributed.

6.3 Phases of Detection Method

The overall detection process has two phases: Training and Testing or Inferring.

– Training Phase: In the training phase, the classifier learns how to detect the fake
images. Initial training has been done on a PC. The details are mentioned in Sect. 7.
At a later stage, if retraining is needed, it can be done in the cloud.

– Testing Phase: Testing phase is where the unknown samples are tested. This is
implemented at the edge device. The testing phase is performed through our pro-
posed API.

6.4 Detection API

We propose a Detection API hosted at the edge device. The workflow of the API is
shown in Fig. 4. The goal is to make the API lighter and faster to work at an edge
device.

6.5 Detection Metrics

To visualize the classification performance of our detection model, we define the Con-
fusion Matrix (CM) as in Table 2 [29]. Detecting real or GAN generated fake images is
a binary classification problem, the corresponding CM is a 2 × 2 matrix. To evaluate
the detection model, various metrics have been computed from CM according to the
following expressions:
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Fig. 4. Detection API workflow.

Accuracy =
(

TP + TN

TP + TN + FP + FN

)
× 100% (7)

Precision =
(

TP

TP + FP

)
× 100% (8)

Recall =
(

TP

TP + FN

)
× 100% (9)

F1− score =

⎛

⎜⎝
2

1
Precision

+
1

Recall

⎞

⎟⎠ × 100% (10)

Table 2. Confusion matrix

Predicted label

True label True Positive (TP): False Negative (FN):

Reality: Fake Reality: Fake

Model predicted: Fake Model predicted: Real

False Positive (FP): True Negative (TN):

Reality: Real Reality: Real

Model predicted: Fake Model predicted: Real
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7 Experiments

7.1 Datasets

StarGAN and CycleGAN datasets have been chosen to compare the fake images gener-
ated by different GANs. The CycleGAN dataset consists of images which are generated
by translating from one image domain to another image domain, whereas StarGAN gen-
erates multi-domain images on the fly by changing physical attributes and with different
expressions.

StarGAN Dataset: To generate this dataset we follow the process as in [7]. Five dif-
ferent physical attributes, such as different hair color (black, blond, brown), gender, and
age have been chosen. No expression or mood change has been done. To generate the
images by StarGAN, the first 6,000 images from CelebA [25] dataset have been chosen.
Each real image generates five images, so a total of 30,000 images are generated. 500
fake images along with corresponding 100 real images have been tested to compare tex-
tural properties of fake images with those of real images. For the detection model a total
of 60, 000 images (30, 000 fake and 30, 000 real) have been used for training and vali-
dation. Up-sampling of the minority class has been done to provide a balanced dataset.
Figure 5 shows some sample StarGAN generated images used in the experiment.

CycleGAN Dataset: To make this dataset, the GitHub page of the original paper has
been followed [14,41]. Real images for CycleGAN have been collected from ImageNet,
Wikiart, and CMP Facades dataset [32], as suggested by the original paper. A total of
9,809 images have been generated from 9,812 real images. Table 3 presents the detailed
list of the dataset generated. Some of the generated CycleGAN images are shown in
Fig. 6.

Fig. 5. Sample StarGAN generated images.
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Table 3. Generated CycleGAN dataset

apple2orange horse2zebra monet2photo vangogh ukiyoe cezanne facades

Real 2237 2349 671 1738 194 295 343

Generated 2239 2348 672 1736 193 294 342

Real

Generated

Fig. 6. Sample CycleGAN generated images.

7.2 GAN Generated Image Analysis

Once the datasets are generated, we evaluate various texture statistics for those GAN
generated fake images and their corresponding real images. We perform three different
experiments with the images.

In the first part, we compute the entropy of the fake images generated by both GANs
and compare the result with corresponding real images. Minimum, maximum, mean
and standard deviation of the entropy difference between the fake images and real
images are also calculated. We evaluate 2,239 “apple2orange”, 2,348 “horse2zebra”,
672 “monet2photo”, 1,736 “vangogh”, 193 “ukiyoe”, 294 “cezzane”, 342 “facades”,
and 500 StarGAN images. This provides a comparative idea of fakeness of the two sets
of fake images.

For the same set of images, GLCM is calculated. Then four Haralick’s texture fea-
tures - contrast, homogeneity, dissimilarity and correlation - are computed and com-
pared with those of corresponding real images. To provide an inter-GAN comparison,
the same statistical parameters of the dataset are calculated for both GANs.

Histograms for the R, G, and B channels are observed separately for generated and
real images. Histograms of generated image (which has same feature as the real image)
are compared with the corresponding histograms of real image e.g., if the sample input
image is a black haired young male, comparison is made only when the generated image
has the same features (‘black haired young male’). For CycleGAN this part is skipped,
as the generated image is different than the real image. This has been implemented in
Python.
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7.3 Implementation of Proposed Detection Method of GAN Generated Images
at an Edge Computing Platform

Single Board Computer Platform: The detection model has been implemented on
a 4GB Raspberry pi 4, a single board computer. The input image has been provided
through the proposed Detection API and the detection result has been given back
through the API.

Initially, the training has been done on a PC with 16GB total memory and Intel
Core i7-9750 processor. No GPU was used. 48, 000 images (24, 000 deepfake images
generated by Star GAN and 24, 000 real images) have been utilized for training and
12, 000 images have been used for validation of the model. Total time for training and
validation of the model was 27min. Before constructing the features set, the image is
converted to gray level and then resized to 256 × 256. The features set is constructed
from Haralick’s texture features. The feature set is of size 48, 000 × 30 for the train-
ing data. The learning rate of the classifier is kept at 0.05, the maximum depth of 600
trees is 13, and the number of leaves of each tree is kept at 8,500. The boosting algo-
rithm is chosen to be ‘Gradient Boosting Decision Tree’. The detection part has been
implemented in Python and the API part in Java.

8 Results

8.1 Analysis of GAN Generated Images

In this section, the observations after analyzing and comparing two GAN generated
images with real images are reported in detail.

Entropy: The entropy difference of the generated image and its corresponding real
image for both GANs is shown in Table 5. The abbreviated terms of Table 5 are
explained in Table 4.

Table 4. Definition of abbreviated terms of Table 5

Term Meaning

ΔE Entropy difference of real image and generated image ER − EF

ΔE1 ΔE when EF < ER

ΔE2 ΔE when EF > ER

ΔEmean Mean entropy difference of test data distribution

ΔEstd Standard deviation of entropy difference of test data distribution

The entropy difference has been computed by taking the difference of generated
images from its corresponding real images. Some results give positive entropy differ-
ence and some results negative.



EasyDeep: An IoT Friendly Robust Detection Method 231

– Negative entropy difference means that the entropy of the generated image is greater
than its corresponding real image and is denoted by ΔE2 in Table 5.

– Positive entropy difference means that the entropy of the generated image is lower
than its corresponding real image and is denoted by ΔE1 in Table 5.

Table 5. Entropy differences between real images and GAN generated fake images

GAN Data ΔE1 ΔE2 ΔEmean ΔEstd

Cycle GAN apple2orange 1.8177 −4.6379 0.3965 0.7221

horse2zebra 0.7999 −2.3821 0.0514 0.2862

monet 0.5779 −0.83646 0.01031 0.2428

vangogh 0.5779 −2.3413 0.1046 0.3519

ukiyoe 0.4335 −0.8343 0.0217 0.2016

facades 1.448 −3.4454 0.4901 1.3729

cezanne 0.6253 −1.6657 −0.0171 0.3158

StarGAN 0.4579 −1.3998 −0.1062 0.2310

We tested entropy difference over a certain number of images. Table 5 shows the
trend of entropy distribution of a particular GAN generated fake dataset, but changing
the images will definitely change the values of maximum, minimum, mean, and stan-
dard deviation of entropy difference. StarGAN generates images with lower |ΔE| on
average. The standard deviation of entropy difference in Table 5 also follows the same
trend. Other than the ukiyoe dataset, all cases of CycleGAN have larger standard devi-
ation of entropy difference than StarGAN. It means that CycleGAN generates a wide
variety of fake images with greater ΔE than StarGAN.

Entropy of an image is the randomness around the pixels of an image. It gives cer-
tain information on image texture. Lower |ΔE| of StarGAN generated images prove
that the texture of fake images varies lesser in StarGAN generated images than Cycle-
GAN generated images. StarGAN generates more robust (less varied entropy than real
images) fake images than CycleGAN.

Haralick’s Texture Features: Table 6 and Table 7 show the differences of texture fea-
tures between generated image and the corresponding real image. The average differ-
ence of contrast, dissimilarity, correlation, and homogeneity are much larger in Cycle-
GAN than StarGAN because CycleGAN generated images are very different from the
original images. But StarGAN generated images have varied texture features than real
images too. Therefore, we choose these textural features along with energy (inversely
proportional to entropy) in forming the features set for detecting fake images.

Histogram: Third, we observe histograms for the StarGAN generated images. They
are shown in Figs. 7(a), 7(b), and 7(c). In each case, histograms for red, green, and blue
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Table 6. Difference of texture properties of GAN generated images and real images - I

GAN Data Contrast Dissimilarity Homogeneity Correlation

Δmin Δmax Δmin Δmax Δmin Δmax Δmin Δmax

Cycle GAN apple2orange 0.1759 4067.51 0.0025 19.2035 0.6417 4.0771 0.6303 3.3104

horse2zebra 0.0089 16649.09 0.0002 65.8922 0.00001 0.3731 0.8593 6.9169

monet 0.9867 2559.67 0.0026 18.8634 0.00001 0.4919 0.0004 0.3023

vangogh 0.6193 2532.19 0.0025 27.3638 0.0002 0.6615 0.0004 0.6378

ukiyoe 1.2918 2343.93 0.03824 23.4140 0.00005 0.4478 0.0003 0.4959

facades 1.2550 1982.35 0.0061 21.2044 0.0014 0.6379 0.00005 0.3006

cezanne 1.0449 1964.87 0.0071 19.0935 0.00003 0.4021 0.0016 0.4070

Average 0.7689 4585.66 0.0085 27.8621 0.0919 1.0131 0.2132 1.7673

StarGAN 0.0003 3175.85 0.0026 24.2543 0.0001 0.4029 0.0001 0.3212
Δ →(Difference of a texture property)

Table 7. Difference of texture properties of GAN generated images and real images-II

GAN Data Contrast Dissimilarity Homogeneity Correlation

Δmean Δstd Δmean Δstd Δmean Δstd Δmean Δstd

Cycle GAN apple2orange 353.3008 339.2468 3.6820 3.0643 0.0964 0.0108 0.0547 0.0522

horse2zebra 1241.3559 1579.4719 8.7607 8.4865 0.0364 0.0482 0.0001 0.1554

monet 259.5098 297.9325 2.9529 2.4031 0.0553 0.0605 0.0455 0.0401

vangogh 663.8957 433.3669 10.1373 5.8673 0.1118 0.0958 0.1661 0.1022

ukiyoe 935.4261 510.1807 9.7288 4.7253 0.0787 0.0849 0.1719 0.0871

facades 479.9753 447.9612 6.2992 4.1170 0.2592 0.1790 0.0609 0.0524

cezanne 542.8389 340.8045 7.1889 4.1682 0.0918 0.0806 0.1110 0.0781

Average 639.4718 513.8523 6.9642 4.6902 0.1042 0.0800 0.0872 0.0811

StarGAN 813.0842 679.7914 6.8765 4.9921 0.0729 0.0663 0.0787 0.0579
Δ →(Difference of a texture property)

channels of the generated images differ from those of the real images with the same
attributes. It means that even if the generated image looks the same as the real image
with bare eyes, the color distributions are not the same for those two images.

So, GAN generated images vary in textures and colors from the real images. This
observation has been utilized in detecting GAN generated images.

8.2 Evaluation of Edge Detection Model

The performance of the model has been evaluated over 2, 000 total test images. 50% of
the images are fake and the rest are real. The Confusion Matrix is generated from these
images, as shown in Fig. 8(a). We calculate Precision, Recall, and F1-score from CM
using Eqs. 8, 9, and 10. Table 8 shows the classification report of the model.

To evaluate the model more accurately, we draw the Receiver Operating Character-
istic (ROC) curve, as shown in Fig. 8(b). AUC score for the model is 96%.

Table 9 shows the relation between the accuracy, tree structure, boosting type algo-
rithm and size of the model. We vary the parameters to have a model which can be
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Fig. 7. Histogram comparison of StarGAN generated images and real images.

(a) Confusion Matrix. (b) ROC Curve

Fig. 8. Histogram comparison of StarGAN generated images and real image.

Table 8. Classification report of test images.

Test images Precision % Recall % F1-score %

1000 fake 88.0 92.0 90.0

1000 real 91.0 88.0 90.0

Macro average 90.0 90.0 90.0

Weighted average 90.0 90.0 90.0

Total 2000 Accuracy % 90.0

Total 2000 AUC score % 96.0
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Table 9. Accuracy variation with tree structure

Number of trees Max tree depth Number of leaves Algorithm boosting Accuracy % Model size (MB)

100 8 255 dart∗ 79.4 3.2

100 10 1000 dart 80.4 6.7

100 11 2500 dart 81.8 12.4

100 12 4200 dart 82.1 15.8

100 13 8500 dart 82.9 19.0

100 14 17000 dart 82.7 22.2

100 13 8500 gbdt∗ 85.5 14.3

100 14 17000 gbdt 85.9 16.4

200 13 8500 gbdt 87.4 21.5

300 13 8500 gbdt 88.2 27.3

400 13 8500 gbdt 89.0 32.8

600 13 8500 gbdt 90.0 43.7
dart∗ (Dropouts meet Multiple Additive Regression Trees)
gbdt∗ (Gradient Boosting Decision Tree)

deployed at the Raspberry pi and would also have high accuracy. The final structure
is chosen with an accuracy of 90%, 600 trees, and each tree with a maximum depth
of 13 and number of leaves 8,500. Training time for our model is 27min. Accuracy is
improved by increasing the number of trees in the algorithm. Maximum tree depth and
number of leaves also influence the accuracy.

9 Conclusion and Future Work

It is challenging to implement a computation-intensive computer vision problem like
deepfake detection in an IoT environment. We tried to keep the computation as light
as possible. We chose only 30 features for each image so that we could infer at a lim-
ited resource IoT device with considerable accuracy. Accuracy can be improved by
increasing the number of trees and also by changing the feature set. With more fea-
tures, the accuracy will be higher and the generalization of the model will be achieved.
To improve the inference time instead of sending the image in base64 format, binary
image can be sent. As a future work, generalization of the model and higher accuracy
can be achieved along with improved inference time.
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Abstract. The collection and analysis of data assume a crucial importance in the
digital transformation era. Internet of Things (IoT) technologies allow to gather
data from heterogeneous sources andmake them available for data-driven systems
aiming, e.g., monitoring, diagnosis, prediction and optimization. Several applica-
tions require that these IoT nodes be located remotely without connection to the
electrical grid and being powered by batteries or renewable sources, thus requiring
a more efficient management of the energy consumption in their operation. This
paper aims to study and develop intelligent IoT nodes that embed Artificial Intel-
ligence techniques to optimize their operation in terms of energy consumption
when operating in constrained environments and powered by energy harvesting
systems. For this purpose, a Fuzzy Logic system is proposed to determine the
optimal operation strategy, considering the node’s current resource demands, the
current battery condition and the power charge expectation. The proposed app-
roach was implemented in IoT nodes measuring environmental parameters and
placed in a university campus with Wi-Fi coverage. The achieved results show
the advantage of adjusting the operation mode taking into consideration the bat-
tery level and the weather forecasts to increase the energy efficiency without
compromising the IoT nodes’ functionalities and QoS.

Keywords: Internet of Things · Energy efficiency · Fuzzy logic

1 Introduction

In the digital era, also known as Industry 4.0 [6], the collection and analysis of data
assume crucial importance to support the increase of efficiency and optimization of
business processes, strongly contributing for the implementation of the digital transfor-
mation. The data acquisition is carried out by smart sensors that have been leveraged by
Internet of Things (IoT) technologies. Lately they have been widely applied to collect
and send the huge volume and variety of data from heterogeneous sources to remote
Cloud applications, where the data is stored and processed to extract information and
knowledge aiming, amongst others, monitoring, diagnosis, prediction and optimization.
Following the fast advances in IoT technologies, there is a continuous growth in the
number of smart devices connected to the Internet, that, according to McKinsey reports,
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is expected to exceed 50 billion by 2025 [1]. Additionally, it is estimated that by 2025,
IoT can generate up to $11.1 trillion of economic value each year [8].

The development of IoT devices (or nodes) imposes some important challenges
in terms of security, privacy and interoperability. In some specific cases, the energy
consumption and supply represents another concern. In fact, several applications require
the IoT nodes to be located remotely and without the possibility to be connected to the
electrical grid, thus requiring to be supplied bybatteries and/or renewable energy sources.
In thisway, the design of IoT nodes should consider technologies and operating strategies
that make the nodes energy efficient while ensuring their correct operation.

The energy efficiency can be achieved in the design phase by using low-consumption
technologies, e.g., controllers and communication protocols, or implementing efficient
processing algorithms.As example, the use of low-energy communication networks, e.g.,
LoRa and BLE (Bluetooth Low Energy), often contributes to solve the energy efficiency
problems in such situations [2]. However, in some situations this is not enough and
requires the implementation of actions that manage the energy consumption during the
operational phase, e.g., reducing the sampling, transmission or processing capabilities
to save energy and increase the node lifespan and still ensuring the QoS. For instance,
Machine Learning (ML) techniques can be used to analyze the available operational data
and create models to be used by the node as a self-awareness mechanism that can define
the best conditions to perform some tasks that may require more power resources, e.g.,
adapting the frequency to sample and transmit data.

Having this in mind, the objective of this work is to analyze the energy efficiency in
IoT nodes located in restricted areas, isolated from the electrical grid and powered by
batteries that are charged by solar panels. In particular, this work considers the devel-
opment of intelligent algorithms that can be used as a self-awareness mechanism to
optimize the energy consumption in IoT nodes, specially those that rely on Wi-Fi or
other energy-hungry protocol. For this purpose, a Fuzzy Logic system is proposed to
dynamically adjust the operating conditions of an IoT node, based on the current power
resource demands, the battery condition and the power charge expectation, aiming to
increase its energy efficiency. The proposed approach was implemented in a university
campus with Wi-Fi coverage, where an IoT node with no access to the electrical grid,
needs to collect and transmit environmental data to the Internet. The experiments focused
on studying the influence of running these intelligent algorithms locally or as a service in
Cloud platforms, with results showing that performing the fuzzy system locally, on the
IoT node, presents less impact, in terms of the response time and energy consumption,
than performing remotely on the Cloud.

The rest of the paper is organized as follows: Sect. 2 overviews the related work in
terms of energy efficiency in IoT nodes, while Sect. 3 discusses the main aspects that
mostly affect such efficiency. Section 4 describes the proposed Fuzzy Logic system to
dynamically adapt the operating conditions to improve the energy efficiency in IoTnodes,
and Sect. 5 presents the experimental implementation of the fuzzy decision-making
system for the case study. Finally, Sect. 6 rounds up the paper with the conclusions and
points out some future work.
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2 Related Work

The energy consumption represents a crucial problem in the operation of IoT nodes that
can affect their functionalities along the time, particularly regarding the data collection,
processing and transmission. This assumes an even critical importance in remote appli-
cations, where the connection to the electrical grid is not possible and the IoT nodes are
powered by batteries. In such situations, the energy management assumes a crucial role
to ensure the QoS and reduce the need for battery replacement, which in some cases is an
extremely critical issue, e.g., when IoT nodes are placed in locations of difficult access
(e.g., forests or remote areas), or operating in adverse conditions (e.g., underwater or
underground) where the nodes can be discarded after the completely use of the battery
[4].

For this purpose, it is important to select the most appropriate and low-energy con-
sumption technologies and protocols to be used by IoT nodes. In terms of communication
technologies, they are required to support the connectivity of each node aiming the data
transmission through Internet. The selection of a low-energy consumption communi-
cation protocol, that ensures the data transmission requirements, contributes for the
energy efficiency of the IoT node, but it depends of the application requirements. For
instance, LoRa and BLE are suitable solutions to this purpose due to their low-energy
consumption, the first is suitable for applications with long transmission range and lower
transmission rate and the second for short transmission range but higher transmission
rate. The use ofWi-Fi is not a low-energy consumption option, which means that it is not
regularly used for IoT nodes powered by batteries, but it is widely available, provides
a direct communication with the Internet, allows an easy connection and disconnection
of devices, and has good features in terms of data transmission rate and security [5].

The same applies to the selection of the hardware platforms, e.g., micro-controllers
and System-on-a-Chip, that should be chosen to fit the project requirements, since,
as much functionalities they provide, e.g., in terms of connectivity and processing
capabilities, as higher will be the power consumption.

However, in some situations, the use of proper technologies, and particularly low-
energy consumption communication protocols, could be not enough and it is necessary to
go one step beyond. In this case, it is important to consider Edge computing approaches
to develop intelligent energy management mechanisms that can run continuously in
the IoT nodes, adapting its operating conditions in a dynamic and efficient manner, for
optimizing the battery usage and consequently extending its lifetime.

In this context, some research works use Artificial Intelligence (AI) techniques to
manage the node’s behavior. As example, a fuzzy-based optimization model is used
for energy management in wireless sensor networks (WSN), aiming to maximize the
lifetime of the network and minimize the traffic load [11]. In this case, the sleep and
wake-up procedure of the nodes are adapted based on the classification of the nodes as
good, normal or bad, defined according to parameters like, the degree of the node, link
quality, residual energy and traffic rate. A Fuzzy Logic based mechanism is also used
to determine the sleep time of IoT devices in a home automation environment based on
BLE [3]. The hibernation time of IoT devices is determined according to the battery
level values and the ratio of Throughput to Workload, allowing to reach a 30% increase
in the device’s lifetime.
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An algorithm using the Long Short Term-Memory (LSTM) technique, running in
Edge devices, is used to improve the energy efficiency of wearable sensors, aiming to
reduce the volume of communication between devices [9]. This implementation recog-
nizes event data and transfers them when necessary, being the majority of the computa-
tional and storage load handled away from the data source. A Fog-based system is used
to minimize the energy consumption of IoT nodes in Industry 4.0 applications, using
theMQTT protocol andML algorithms, e.g., Multiple Linear Regression, Bagged Deci-
sion Tree and Artificial Neural Network, to predict future data measurements, which
consequently reduces the transfer rate from the devices to the control unit [10]. This
model takes into consideration the energy consumption per bit, the total number of bytes
needed for communication between the broker and the IoT devices, and the predictive
algorithm’s degree of accuracy.

Another approach describes a power management model for a battery operated IoT-
based weather station, comprising a micro-controller unit (MCU), solar panel, battery,
power management circuit and sensors [12]. Algorithms are used to estimate the energy
stored in the battery based on the information from the solar panel, converter, charger
circuit and solar irradiance. The MCU uses this information to optimize the system’s
overall energy consumption, maximizing its lifespan.

The existing approaches to minimize the energy consumption on IoT nodes typi-
cally use the intrinsic parameters to the local IoT node, e.g., the battery status and the
transmission rate. In order to achieve more adaptable solutions, these intelligent algo-
rithms should also consider other parameters, e.g., weather forecasts when considering
renewable power sources, to obtain the best mode of operation of an IoT node, e.g., sleep
and wake-up times, sampling frequency and data transmission, according to the power
supply conditions that keep the node running for longer while maintaining the QoS.

3 Energy Consumption in IoT Nodes

The energy management is an essential task in battery-operated systems, e.g., IoT nodes
that operateswithout connection to themain grid. In this context, the energymanagement
in an IoT node depends on several factors related to the characteristics of hardware and
software elements, as illustrated in Fig. 1.

In this sense, the development of such IoT nodes requires that both hardware and
software are optimized for the application scenario. However, this is not a simple task
in dynamic environments, where the demands of the node resources can vary along the
time.

In such environments, the power source is one of themain aspects that should be con-
sidered. It is related to two factors: the battery capacity and the power energy harvesting
system. The first determines the life span of the node if the battery is not rechargeable,
otherwise the time the node can last disconnected from the power source. The second is
mostly based on renewable energy sources, usually solar, that are known by instabilities
caused by weather conditions.

Other important parameters are the consumption of the hardware platform, particu-
larly the processor, and the communication platform (technology and protocol). In this
case, powerful processors allow to run advanced processing algorithms but implies a
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Fig. 1. Factors that influence the operation of an IoT node.

higher energy consumption. Similarly, communication technologies that allow higher
bandwidth have a higher energy consumption, and the same for robust protocols. The
energy consumption also increases with the number and characteristics of connected
sensors, the sampling rate, and the data transmission (frequency and volume).

Many of these factors cannot be dynamically adapted, instead should be chosen
at the design time. On the other hand, some of them can be dynamically tuned by
software procedures, aiming to control the energy consumption, e.g., reducing the data
transmission frequency or volume. In this context, being aware of the battery level and
the prediction of theweather conditions can help to save energy to overcome long periods
of lack of renewable power supply (e.g., rainy days). Note that, the knowledge of the
battery voltage requires a dedicated sensor embedded in the IoT node, while the weather
conditions can be provided by external services. Although this will cost extra energy
consumption with the extra communication, these values do not need to be updated
constantly, given their low variability over time.

In this way, IoT nodes should be able to manage their operating conditions over
time aiming to save energy to extend its lifespan without degrading the QoS. Note that
in these cases, the QoS refers to the capability of the node to fulfil its goals, specially
in critical situations in which the variables monitored by the sensors of the IoT nodes
indicate alarming situations, requiring greater performance by the monitoring system.
For instance, a node designed to monitor a given environmental condition needs to work
with its full resources when the monitored condition reaches critical levels. In this sense,
the node can operate using less resources during the periods that themonitored conditions
are stable, e.g., work with lower sample or transmission rate.

AI-based algorithms can be considered to develop such intelligent and self-awareness
mechanisms to perform efficient energy management. Such algorithms should run con-
tinuously or periodically, analyzing the operating and power conditions in order to opti-
mize QoS and lifespan. The output of the algorithm should consider the parameters
that strongly influence the energy consumption, and adjust them properly during its
operation, mainly the:
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– Data acquisition: determined by the sampling rate (volume, e.g., different frame rate
of a camera) and measurement granularity (quality, e.g., picture size of camera). For
both parameters, higher values implies more energy consumption. Besides the energy
required by the sensing interfaces, it indirectly affects the energy required by the
processing unit.

– Data transmission: determined by the volume (package size, e.g.,multiple samples can
be transmitted in the same message) and frequency (messages per second) that data is
sent to other systems. The energy consumption is determined by the communication
interfaces. Although for both parameters, higher values generally impliesmore energy
consumption, in the cases that the data size is lower than the packagemetadata, sending
more data per package can contribute to reduce the energy consumption. These cases
must also consider the energy required to setup the transmission (e.g., connect to the
network and then to the server/application).

– Operating mode: determined by the hardware management capabilities of the device
(e.g., some devices can have different operating modes/states, like active, stand-by,
or sleep) that define the energy consumption of the hardware units, components and
interfaces (like the I/Os, CPU and communication). The operating modes can be set
according to internal conditions of the device (e.g., a device can be active during the
daytime and be in stand-by/sleep mode during the night).

These algorithms can be embedded directly in the IoT nodes, using Edge computing,
or made available as services in the Cloud. This design option is dependent on the local
processing capacity, the type of intelligent mechanism to be executed, and desirable
response time. The execution of such algorithms is another concern, since they require
extra energy from the IoT node. This trade-off should be analyzed during the design of
the IoT node and algorithms.

4 Fuzzy Logic System for Energy Efficiency

A Fuzzy Logic approach is proposed to introduce intelligence in IoT nodes, regarding
mechanisms to self-regulate its operation and to manage the energy efficiency overtime,
keeping theQoS requirements. The Fuzzy Logic techniquewas selected, mainly because
it is a rule-based system that does not require complex mathematical models and can
map imprecision and subjective aspects through linguistic terms. Furthermore, when
compared with some ML techniques, it has a deterministic behavior, and does not need
training data sets and powerful computational hardware platforms.

This approach considers IoT nodes powered by a photovoltaic system, comprising a
battery and a photovoltaic panel. Figure 2 illustrates the proposed Fuzzy Logic approach,
which considers 5 input variables, combined in two Fuzzy inference systems. The first
variable, called resource demand, indicates the node demand of power resource. It is
computed based on the operating conditions and the QoS requirements. This variable
can be defined by a single ormultiple parameters, e.g., based on the value of a temperature
sensor, or the combination with the humidity value. In the second case, another fuzzy
system can be used to define the resource operating condition.
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Fig. 2. Fuzzy logic approach, including the fuzzy sets, their membership functions and the fuzzy
rules.

The second input variable, called battery level, also represents an internal measure-
ment of the node, and defines the current status of the battery charge and together with the
previous variable, plays an important role in the definition of the power saving modes.

The other 3 input variables represent the conditions that affect the power supply,
being responsible to define the battery charging factor. This value is obtained by a fuzzy
inference system that combines the input of these variables. Different from the other 2
variables, their values should be obtained from external systems and represent short-term
predictions, e.g., for the next hour interval. In particular, they represent the time of day
that provides a perspective of the power supply (e.g., if it ismorning therewill be plenty of
sun light to charge the battery, and the opposite for the afternoon). The solar irradiance
has a similar role for charging the battery, where its value presents a characteristic
behavior along the day, slightly varying along the seasons of the year. Different from the
previous variables, the cloudy conditions has a more dynamic behavior, affected by the
weather conditions, and is also essential to determine the expectation of power supply
to charge the battery.
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In this approach, the fuzzy sets and membership functions (MFs) for the input and
output variables were defined by using trapezoidal functions (see Fig. 2). They were
chosen based on the performance observed during the preliminary tests, and their low
computational cost requirements.

In this context, the resource demand is defined by its level (0 to 100%), comprising
3 Fuzzy sets (Low, Medium, High). The battery level is based on its battery voltage
value, where, according to the type of the battery used, should be mapped to the charge
percentage level (0 to 100%). This variable has 3 Fuzzy sets: Low, Medium and High.
The time of day has four Fuzzy sets covering a 24 h period: Dawn, Morning, Afternoon
and Night. The cloudy conditions was defined based on a scale from 0 to 100%, and
three Fuzzy sets: Low, Medium and High. The solar irradiance was defined based on a
scale from 0 to 1 kW/m2 and three Fuzzy sets: Low, Medium and High. While the value
of the cloudy conditions is usually provided by the weather services in percentage, the
min/max values of the solar irradiance varies according to the earth geolocation and the
photovoltaic panel orientation, requiring to be properly mapped to this percentage level.

The output of the Fuzzy systemwas defined in terms of the power saving levels. In this
case, three Fuzzy sets, representing the power saving operating modes for the IoT node
were defined, namely Regular, Saving and Critical modes. The Regular mode relates to
the condition where the node must operate with its full resources, thus consuming more
energy. In the Saving mode, the node can take actions, e.g., disabling or reducing some
capabilities, in order to save some energy. On the other hand, the Critical mode is related
to the situation when the node must save as much power as possible.

The power savingmodes is just a label for specific operating settings, such those listed
in Sect. 3, e.g., regarding data transmission frequency/volume or sleep time interval. In
this case, a particular assumption to be considered in thismechanism is the context-aware,
which reflects the DoFs (Degrees of Freedom) of some operating parameters, e.g., the
frequency and volume of data transmission (default and minimum values). These DoFs
are used by the Fuzzy Logic system as the boundaries to adjust the operation mode of
the IoT node, and the minimal values are considered the minimum values of operation
without degrading the QoS.

The Fuzzy inference engine requires the definition of IF-THEN rules that associate
the linguistic values of the input variables to the output variables. The decision tables,
also illustrated in Fig. 2, presents the rules defined for this approach, where the two
Fuzzy inference systems, the Charging Factor and Operation mode, have 36 and 27
rules, respectively. Each cell of the tables represents the output of the AND combination
of the input variables (rows and columns). Considering the two Fuzzy inference systems,
the fuzzy rules can be interpreted as in the following example: IF the next period will
be “Dawn” (e.g., 3 AM), AND with “High” cloudy conditions (e.g., 90%), AND “Low”
solar irradiance (e.g., 0.1), THEN the charging factor (output of the first inference sys-
tem), is “Low”, indicating that the conditions are not good to recharge the battery. In this
condition and applying the second Fuzzy inference system, it is possible to determine
the operation mode for this scenario example, illustrated in Fig. 3.
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Fig. 3. Result of the operation mode Fuzzy inference for the given example.

In this case, IF a “Low” charging factor is present AND the battery level is “Low”
(e.g., 25%), AND the resource demand is “Low” (e.g., 28%), THEN the power saving
operation mode is “Critical”, meaning that the IoT node must adopt the procedures
defined to save as much energy as possible.

5 Fuzzy Logic System for Energy Efficiency

The proposed Fuzzy Logic approach was implemented and tested in a real case study,
comprising an IoT node, based on an ESP8266 micro-controller, that collects environ-
mental measurements in a university campus by using sensors that measure the temper-
ature and humidity (SI7021), the light intensity (BH1750), the UV index (VEML6070)
and the soil moisture (resistive sensor). These data are measured every 10 s in the inter-
mediary operating condition (i.e. power saving mode) and transmitted at the same rate
in a package of 118 bytes.

The node is powered by a Li-ion battery (3.7 V) that is charged by an external energy
harvesting system based on a small PV panel (110 × 60 × 2.5 mm-6 V/1 W). The IoT
node uses Wi-Fi to connect to the Internet and the publish-subscribe MQTT (Message
Queuing Telemetry Transport) protocol to send the measured data to a Cloud application
implemented using the Node-RED platform. The data can be visualized in real-time in
a dashboard, it is stored in an InfluxDB database and analyzed to detect anomalies or
trends.

In this paper, the objective of the experiment was to test the performance and trade-
offs when the Fuzzy Logic was deployed on the node (Edge) as a mechanism for self-
regulation of energy consumption, or performed on the Cloud, as a service. In the first
configuration the node request the information required to perform the Fuzzy system to a
Cloud service, while in the second configuration, the IoT node sends its information to a
Cloud service, that executes the Fuzzy Logic system and sends back the indication about
the operating mode that should be adopted. The implemented algorithms to execute the
FuzzyLogic system at the Edge or at theCloud are illustrated in Fig. 4 and 5, respectively.
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Fig. 4. Algorithm to run the energy efficiency method locally at the edge.

5.1 Application of the Fuzzy Logic System

The Fuzzy system was implemented in the Edge and Cloud computing layers, in order
to verify the required response time and energy consumption. The Edge computational
platform is the ESP8266 that is a low-cost computing platform that has constrained com-
putational resources. For this reason, the lightweight eFLL library [7] was used, while
for the Cloud the python skfuzzy library was used. In spite of the different implementa-
tion of the Fuzzy Logic algorithm by the two libraries, they were tested with the same
configuration (Mamdani Fuzzy type and centroid defuzzyfication method), and for the
same set of values, presenting extremely small differences in the outputs. The output
space of the Fuzzy system for the proposed approach is illustrated in the charts of the
Fig. 2.

The value of the resource demand is based on the measured data and can be obtained
by several means (e.g., from simple rules to Fuzzy systems or ML-based algorithms).
For the case study, the values of temperature and humidity were considered, in which
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Fig. 5. Algorithm to run the energy efficiency method as a service in the cloud.

the temperature was mapped from 20 °C to 40 °C (corresponding to the range of 0 to
100%). The values are combined to determine critical conditions, e.g. temperature above
30 °C and humidity below 30%, indicating a high risk of fire and consequently greater
demand for resources. The cloudy conditions is already provided by the weather services
in percentage and the solar irradiance parameter can vary from 0 (night) to 1 kW/m2

(summer day, solar noon, no cloud). For the battery parameter, the actual behavior was
considered to implement a linear model for the voltage level drop. The voltage range
considered for the operation of the system was 3.3 V (minimum voltage required for
the operation of the system) and 4.1 V (maximum voltage obtained from the battery),
mapped from 0 to 100% in the fuzzy variable.

The optimization of the IoT node’s energy efficiency comprises the regulation of the
frequency in which the node measures and publishes data, that in this case is based on
the sleep time between the measurements. The operating modes are defined according
to the battery level, resource demand and charging conditions of the solar panel.

When in “Regular” mode, the IoT node must operate continuously (i.e. no sleep),
measuring and sending data at highest frequency (every second). In the “Saving” mode,
it must adapt to reduce the power consumption, entering in the deep sleep mode for 10
s after the measurements. Similarly, when the operation mode is “Critical”, the battery
savings need to be even greater, thus the IoT node goes into deep sleep mode for 30 s.
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This mode is used in situations where the battery level and the demand for resources is
not high, since this approach prioritizes the QoS over the battery lifespan.

5.2 Analysis of Results

Theexperimentswere conducted in order to analyse the trade-offs, regarding the response
time and the energy consumption, when performing the Fuzzy locally on the Edge or
as a service on the Cloud. Table 1 presents the response time required for the data
acquisition, transmission and processing at the Edge (ESP8266/12E) and Cloud (Virtual
Machine-Ubuntu 18 i5-8400).

Table 1. Execution time of fuzzy logic system running locally at the edge and as a service at the
cloud (ms).

Measurement time Preparing time Execution time Total time

Locally at Edge 277,5 5,3 13,4 296,2

Service in Cloud 277,5 5,3 89,9 372,7

The measurement time refers to the time required to acquire data from all sensors
in the node, and the preparation time refers to the time taken to serialize the collected
data in JSON format to be sent to the Cloud application. The main difference between
the two approaches is related to the execution time of the Fuzzy Logic system: 13,4 ms
if processed locally in the IoT node and 89,9 ms (i.e. 86,6 ms for the data transmission
and 3,3 ms for the processing of the algorithm). This clearly shows that running the
Fuzzy Logic system directly in the IoT node allows to get a fast response time. Mapping
the achieved results in terms of energy consumption, and considering that the Fuzzy
algorithm runs 24 times a day (once an hour), and that the IoT node has an average
consumption of 81,13 mAh, the consumption for executing the Fuzzy Logic system
at the Edge is 13,2 µA, and for accessing as a service in the cloud is 50,9 µA. The
achieved values highlight the advantage of running the Fuzzy Logic system directly in
the ESP8266 since less energy is required to execute the intelligent mechanism.

The previous results were related to a scenario where the Fuzzy Logic system is
running once a hour and the weather forecast information is retrieved once a day since
its variability is low (i.e. forecast values for the next 24 h are saved in ESP’s RTC
memory). In case, the weather forecast information needs to be retrieved more often
from a Cloud application, then the Edge approach starts to loss advantage related to the
Cloud since in this case it is necessary to add the time (and consumption) associated to
request the forecasting data from the Cloud. As example, in the extreme case that the
frequency to retrieve weather forecast data is equal to the frequency to run the Fuzzy
Logic system, then the execution time is 234 ms at the edge and the same 89,9 ms at
the Cloud. It is noteworthy that in this case, the cloud is connected to the same network
and, due to this, it will present low latency (quick response). However, if the cloud is
connected to another network, it would present a higher latency and, consequently, a
higher response time (increasing the consumption of the IoT node).
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Thus, these results allow to conclude that if light intelligent algorithms are used
combined with reduced external forecast data requests (due to its inertia), the best option
is to run them directly on the IoT nodes; otherwise, it is preferable to run complex
algorithms in Cloud platforms.

The IoT node was also tested to analyze the benefits of using the proposed approach,
considering a scenario with good solar radiation conditions, but also some cloudy peri-
ods. The energy management in the IoT nodes was analyzed considering the normal
operation and the use of the proposed Fuzzy Logic system, with the achieved results
being illustrated Fig. 6.

As mentioned before, in normal operation, the IoT node has an average consumption
of 81,13 mAh, causing the IoT node to operate for approximately 5 h without recharge
by the solar panel. Using the Fuzzy Logic system embedded directly in the IoT node,
depending on the input variables, the system suggests changing the operatingmodewhen
it is identified that according to weather conditions, there would be no way to recharge
the battery and it would be more advantageous to save energy and operate with a lower
QoS. This allows to save energy since a much smaller number of readings are performed
by the IoT node, increasing the lifespan to approximately 12 h. Note that the percentage
of improvement is strongly dependent of the values for the sleep modes established for
saving and critical operation modes.

It is noteworthy that for this test the solar panel was not used, allowing to observe
the lifetime gain of the IoT node only with the fuzzy approach applied. However, when
using the solar panel, the system will always have priority in the regular mode as it
presents a source of energy for the node whenever the weather conditions are favorable,
allowing the node to operate for much longer and without the need for replacement of
batteries.

Fig. 6. Analysis of system operation in normal operation and with fuzzy logic management.
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6 Conclusions

The operation of IoT nodes in constrained environments, without connection to the elec-
trical grid and being powered by a battery, requires the use of technologies and operating
strategies that make the nodes energy efficient while ensuring their correct operation.
In some situations, the use of proper hardware and technologies, and particularly low
energy consumption communication protocols, could not be enough or attend the appli-
cation requirements, being necessary to consider intelligent mechanisms to optimize
their operation.

This paper presents a Fuzzy Logic system to dynamically self-manage the local
energy consumption by self-adjusting some operation parameters, namely the sleep
time and frequency of transmission, to increase the energy autonomy of the IoT node
without compromising its QoS. The proposed Fuzzy approach considers the node’s
resource demands, the battery level and the charging factor to determine themost suitable
operation mode. This approach was implemented in an ESP8266 that has connected
sensors to measure the temperature, humidity, luminosity, UV index and soil moisture,
transmitted to the Cloud using Wi-Fi.

The experimental results show that the proposed approach was able to dynamically
adjust the operating conditions to maintain the QoS, efficiently extending the battery
lifespan for an extremely long time when compared to the standard operation of the IoT
node. In addition, the experimental tests allowed to analyze the influence of running
the Fuzzy Logic system locally in the IoT node or as a service in cloud platforms. The
achieved results show the advantage of running locally in the IoT node in case that the
update of the weather forecast is reduced when compared with the frequency to run the
Fuzzy Logic algorithm.

Future work is devoted to analyze the effects of running intelligent mechanisms for
energy efficiency in the overall energy consumption, aswell as to analyze the dependency
of the number of sensors, processingworkload andML technique in the energy efficiency.
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Abstract. An Internet of Things system designed for the collection and
processing of surface water quality and meteorological data is presented.
The open source software architecture is an important aspect of the
design of this system, based on common commercial of the shelf compo-
nents. It integrates: low power microcontrollers and single board comput-
ers to acquire and process the data from the most common parameters
measured by water quality monitoring systems; long range communica-
tions using the LoRaWAN protocol allowing the system to be deployed
over large and remote areas; asynchronous and reliable communications;
a container based software design for easy, scalable and controllable
deployment, thus reducing the complexity of the reproduction of the
experimental setup in systems research. This paper also describes the
design and implementation of a geospatial database using free and open
source software. The system allows the user to visualize and plot the
acquired data from the measurement of water quality parameters and
meteorological data of various water-bodies at different time periods.
Real-time measurements of parameters such as: air and water tempera-
ture; electrical conductivity; pH and evaporation, among others, can be
correlated with other important properties. Remote sensing data provid-
ing real-time information to predict, prevent and act on water quality is
also incorporated in the system.

1 Introduction

Water quality is one of the main challenges related to the sustainability and
development of human life as part of the urgent effort to combat climate change
(United Nations, 2018) [21]. Water management systems belong to the set of
critical infrastructures. The development and rapid growth of the world popu-
lation contribute to the deterioration of the environment, with a strong impact
on the quality of available water.

Making its evaluation, constant monitoring and management crucial tasks.
Water scarcity has been one of the main constraints in the development of the
Alentejo region, limiting the modernization of agriculture and the sustainability
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of the public water supply. The Alentejo region is characterized by a semi-arid
climate with the precipitation going from about 450 mm per year until near
or more than 800 mm on the highest altitudes, with the precipitation being
below potential evapotranspiration for most of the year, which emphasizes the
importance of irrigated agriculture. To accomplish this availability-demand task,
the role of high storage capacity reservoir, in order to regulate the supply between
dry and wet periods, is an essential aspect, built mainly with the purpose of
water storage and for the smoothing of interannual precipitation variability [14],
especially when the region is affected by 3–4 year cycle droughts, when using
the Standardized Precipitation Index (SPI) for the south of Portugal [18].

Currently, the methodologies used to monitor water quality are based on
laboratory analysis, not allowing real-time monitoring and limiting the results
to a small geographical area. The Internet of Things (IoT) is based on the pos-
sibility that uniquely identifiable things, with sensing and/or actuation and/or
processing capabilities, can be connected via the Internet into a huge network
of collaborating agents. Among the current environmental problems that can
benefit from this ecosystem of technologies is the monitoring and management
of water quality. Two of the 17 sustainable development goals (SDGs), adopted
by all United Nations member states in 2015 [22] are: goal 6, Achieve access to
water and sanitation for all and goal 13, Take urgent action to combat climate
change and its impacts.

Recent advances in sensors, microcontrollers (MCU), single board computers
(SBC), and communication technologies, with a significant drop in power con-
sumption and cost, made possible to meet the growing need for water quality
monitoring using systems with IoT based architectures, an approach that has
been the subject of study over the past few years [1,17,19].

Automatic in-situ monitoring substantially reduces the labor costs involved
in sampling, which requires to travel to the sites under study, in addition to
maintenance services at those sites. IoT-based systems, in particular those made
with open source hardware and software, have lower costs making them better
suited to replication and scalability. This allows a significant increase in the
amount of available real-time data from in-situ monitoring that can be combined
with data from other sources, such as remote sensing and laboratory analysis. On
the other hand, the continuous monitoring of water allows a real understanding
of the limnological and physicochemical dynamics of the water bodies.

The system carries out a comparative analysis of the results obtained with
the limits defined in the standards. The variation of the water quality provides
an indication of possible abnormalities in the water system. It will help in the
decision-making of water utilities to reduce the contamination risk.

This paper presents the software architecture aspects of a prototype of an
IoT-based system for monitoring the surface water quality of rivers and lakes
in regions far from monitoring centers, or with difficult access. Starting from a
hardware architecture that collects a set of physical and chemical parameters of
the water and atmosphere, the software architecture suitable for reading, pro-
cessing and visualizing the data is presented. Sensor data is acquired by a set of
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local modules and transmitted using the LoraWAN protocol to a gateway that
can be kilometers away. The gateway transmits the data to a central server run-
ning a database management system (DBMS), allowing real-time management
and display. In addition to information on water quality and atmospheric param-
eters, georeferenced information is added with the stations locations (geographic
information system (GIS)). Communications are based on the LoRa technology
and are supported by the ChirpStack software stack. All software infrastructure
components are launched using container technology, reducing the complexity
of software management, deployment and portability. The possibility of repli-
cating and adapting the developed hardware and software architecture to other
sensors and the possibility to add more local modules highlights the diversity of
possibilities that this prototype offers.

Section 2 presents a survey of published work using this kind of IoT sys-
tems, demonstrating and contextualizing the environment in which the project
is inserted. Projects with identical bases or similar aims are also indicated, high-
lighting specific characteristics. The system architecture is presented in Sect. 3,
including the framework of the IoT platform with an emphasis on the software
architecture. In Sect. 4, experimental analysis, a field testing activity for gaining
a preliminary understanding of the water quality monitoring project is provided.
The components that make up the software framework of the IoT platform car-
ried out are presented, identified, specified and evaluated. Section 5, concludes
the paper by summarizing the main contributions and suggesting possible future
work.

2 A Review of IoT Based Surface Water Quality
Monitoring Systems

Surface water quality monitoring implies the acquisition of data at a set of dif-
ferent locations along the water surface, at different depths and at regular time
intervals [3,6]. IoT is playing a major role in monitoring the water quality and
quantity, in real and in continuous time. An IoT system comprises both the mon-
itoring of a single thing up to the interconnection of millions of things, with the
ability to deliver complex services and applications [10]. Research has been done
in recent times to develop intelligent systems for the identification and monitor-
ing of water parameters. From published reviews on the subject [5,13,19] three
main subsystems stand out: the data collection subsystem; the data transmission
subsystem and the data management subsystem [9]. Some the operational chal-
lenges include the power consumption, security and interoperability. In general,
the three subsystems are interconnected as described below. Sensors are respon-
sible for gathering information either about themselves or about their environ-
ment. The collection of data from sensors is carried out through MCUs and/or
SBCs, connected through different protocols like UART, I2C or SPI. Once col-
lected, the data is transmitted using communication technologies, for example:
WiFi, Bluetooth, ZigBee, LoRa, NBIoT, 3G/4G/5G, etc. The data collected is
processed, cleaned, modeled, analyzed and stored, usually in a DBMS. The data
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collected from various IoT devices is combined to provide valuable information
to the end user. The goal is to provide information as simply and transparently
as possible across multiple platforms: tablets, smartphones and desktops.

A survey over published work presenting this kind of systems was carried
out to collect the most common options and their evolution within these three
subsystems.

A low-cost aquaculture water quality monitoring system with communication
based on LoRaWAN is presented in [8]. The system has remote collection and
data storage of multi-sensor processor information. A Raspberry Pi controlled
LoRa gateway receives data from field devices and transfers water quality param-
eters into a database. The data is presented on a Website, with a responsive web
design, and with the remote monitoring screen, users can track changes of water
quality and make timely adjustments with no need to be at the aquaculture site.
The database is implemented with MySQL, using XAMPP, in a Window OS.

An agro-intelligence IoT system, with communications also based on LoRa
technology, was proposed in [23]. Some nodes were developed to measure a set of
environmental parameters, including air and soil temperature, solar radiation,
precipitation and barometric pressure, which are sent to a server through a LoRa
gateway. The data is decoded and sent over Ethernet to an Internet-of-Things
analytic platform where it is aggregated, viewed and analyzed. The nodes are
based on Heltec MCUs with LoRa radios and sensors connected to the MCUs
over SDI-12 and I2C interfaces.

ARM microcontrollers from the SMT32 family are used in two systems pre-
sented by [25] and by [24]. In the first system a water quality monitoring system
collects and stores values of quality parameters of water used in aquaculture.
Pre-processed data is stored on a local server that can be accessed remotely.
Time-series data is displayed with the Grafana software package. In the second
system, water quality monitoring sensor data is acquired and pre-processed by
the ARM MCU and transmitted over WiFi to a cloud server for analysis and
storage in a SQL Server database. The web client (mobile app) reads information
from the interactive through the HTTP protocol.

An IoT system the monitoring water quality using a publisher/subscriber
architecture with Message Queuing Telemetry Transport (MQTT) protocol with
HiveMQ broker was proposed in [16]. The system is composed of a network of
relay nodes (publishers), the sensors are controlled by an Arduino and commu-
nicate using the Zigbee protocol with a gateway node (subscriber). Data is also
sent to a server via the Zigbee protocol.

Also making use of the MQTT protocol, the design and implementation of
a IoT water quality monitoring system for crab farming to help the farmer to
maintain acceptable levels of water quality is described by [11]. The MQTT sys-
tem consists of sensor nodes acting as publishers, an SBC acting as broker and
mobile client devices as subscribers. Sensor nodes are built with MCUs, LoRa
radios and water quality sensors. The monitoring system allows remote access to
water quality levels through Node-RED. In [2] an environmental and water man-
agement monitoring system, using standard water quality monitoring sensors is
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presented. The probe is connected to a Raspberry Pi via RS232 and the SBC is
connected via WiFi to a router/modem which connects the system to the Inter-
net. Data transmission to a SQLite database is done over the MQTT protocol,
as in the two previous systems. For data storage, the authors use a DBMS app
and a database system built over MariaDB. To monitor sensor devices, the data
visualization app uses a Web UI system using PHP and HighChart Javascript
to display graphics.

A solution in the field of aquaculture that aims to help fish farmers with
intelligent control and water quality management is proposed in [7]. The data
collected from sensors using a MCU is transmitted using LoRa technology. The
resulting information is transmitted through a GPRS module to a remote server
and stored in a database, making it available for visualization. App software
development was based on the Browser/Server mode framework and used the
LAMP framework development system. For front-end construction, the mature
HTML5+CSS+JSP+JQUERY mobile technology stack was used. For the back
end, the Java programming language and MYSQL database technology was
adopted.

3 System Architecture

The subject of this section is the presentation and description of the IoT based
system architecture for water quality monitoring with emphasis on the software
structure.

A widely adopted IoT reference layered architecture is the one defined by the
International Telecommunication Union (ITU), consisting of four layers: devices;
network; service support and application support [9]. The layer-based diagram
is presented in Fig. 1. It shows how the data starts to be collected at the lowest
levels and flows through the system up to the point where it is presented to the
users. At the lowest level there is the data sources: surface water and atmosphere
parameters. It comprises sensors, MCUs and SBCs. Sensors are responsible for
providing a measure of the physical and chemical parameters from the surface
water and from the surrounding atmosphere. Using data acquisition computing
modules, communications hardware, and software protocols, MCUs and SBCs
receive and transmit the collected data to the network layer responsible to send
data at a long distance to other network devices and servers. The network layer
comprises the communication technologies and data transmission protocols. The
choice of communication technologies is determined by the existing conditions
at the data collection site, in particular the physical conditions, the availability
of communications, and the type of power sources.

The top level includes the visualization of the collected and processed data,
interacts with users through screens, forms, menus, reports, etc. It is the most
visible layer of the application. It defines how the application looks. Comprises
the data storage, analysis apps, and visualization layers. This level entails the
treatment, analysis and storage of the collected data. The data must be stored
and used for smart monitoring and actuation.



Hydric Resources and Meteorological Monitoring IoT System 257

Fig. 1. A layer diagram of a general IoT water data collection system: each layer
consists of modules that offer a cohesive set of services.

The proposed architecture of a water quality and weather data collection
and analysis system is represented in Figs. 2, 3 and 4. The system may be
roughly divided into the following types of data processing subsystems: data
collection, data transmission and data management, which includes storage and
high-level processing. The data collection subsystems are represented in Fig. 2.
These include the Water Quality Module and the Weather Station Module. Both
modules deliver data to the gateway via LoRa technology. The Water Quality
Module provides the acquisition of the most common physical and chemical water
quality parameters, namely: pH; ORP ; DO and EC. The Weather Station is
a device which provides meteorological data from the surrounding environment,
namely: air temperature, air humidity, air pressure, precipitation, wind velocity
and wind direction, luminosity and UV radiation.

The data transmission system adopts ChirpStack, an open source LoRaWAN
Network Server stack with five major components: a LoRa Gateway Bridge; a
LoRa Network server; a LoRa Application Server and a MQTT Broker [4], Fig. 3.
The LoRa Gateway receives the information from the data collection modules,
that can be placed at distances ranging from some tens of meters to some kilo-
meters. A single LoRaWAN Gateway can accommodate thousands of devices
or nodes. It transforms the format produced by the Packet Forwarder, and the
LoRa gateway forwards the data using an MQTT broker to publish the sen-
sor data and exchange control data with the LoRaWAN network/application
server. The LoRa Gateway Bridge converts the packet forwarded UDP protocol
data into JSON and sends/publishes it to the LoRa Network Server, using a
subscription on a MQTT server. The LoRa Network Server eliminates dupli-
cated or redundant information and handles the received uplink frames from
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Fig. 2. Data collection and device communication architecture.

gateway(s), handles the LoraWAN MAC layer and schedules the downlink data
transmissions. The LoRa Application Server handles the join-requests, encryp-
tion of application payloads and offers external services.

LoRaWAN defines a protocol to implement security from the end device to
the application server, encrypting the messages exchanged between the two. This
protocol uses the AES-128 algorithm to encrypt the message with two different
keys. The first key (NwkSKey) is used to encrypt all the messages between the
end-device and the network server. The second key (AppSKey) is used to encrypt
only the data between the end-device and the application server. In the architec-
ture, the network server and the gateway have no access to the data encrypted
with AppSKey. The MQTT Broker requires authentication to implement secu-
rity during connection establishment. It supports both username/password based
authentication and TLS certificate based authentication.

The LoRaWAN protocol is designed to allow long-range communications at
a low bit rate for things (connected objects), operating on battery with low
power requirements. Provides low bandwidth communication, this being almost
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Fig. 3. LoRaWAN communication architecture.

the ideal solution for practical IoT deployments that require less data. The data
produced by data collection modules, water quality monitoring or environment
control, are applications with a reduced number of periodic messages and relaxed
delay constraints. One or two readings per hour is acceptable, with a small
amount of data, which does not bring any constraints to the LoRa network. The
LoRaWAN characteristics can be summarized as:

– covers long distances, making it well suited for rural and inland solutions;
– consumes less power, which makes the technology convenient for battery pow-

ered devices;
– provides low bandwidth communication, this provides a solution for practical

IoT deployments that require less data;
– it has relatively low deployment costs, compared to mobile or WiFi due to

the lower number of Gateway devices required;
– supports bi-directional communication.

A single LoRaWAN gateway can accommodate 1,000s of devices or nodes, and
multiple gateways can provide resilience to smart solutions.

The data management subsystem, Fig. 4, comprises DBMS data storage, web
server, GIS system, data storing and visualization app, and Node-RED. The
MQTT Broker that interfaces between the LoRa Gateway Bridge and the LoRa
Network Server, publishes the data from the data collection modules. The Data
Storing App subscribes the MQTT broker for all the topics from the sensors
and stores the information at the DBMS data storage. In the field of database
technology, there are two primary types of databases to store data: relational
databases and non-relational databases. There are numerous commercial and
open-source options for each type of DBMS. It was chosen the relational Post-
greSQL database management system, with the geographical PostGIS exten-
sions, and the geographical information system QGIS because they are provided
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Fig. 4. The general data management software architecture.

Fig. 5. Flask web application (Python ecosystem microframework). It processes the
data in real-time and makes it available with a web environment using JavaScript,
CSS, and HTML.



Hydric Resources and Meteorological Monitoring IoT System 261

Fig. 6. Result of the execution of the data visualization application. Displays real-time
readings from each sensor in the water quality monitoring module and graphically
displays the readings history.

as open source software and have an simple integration procedure. The Node.js
based Node-RED server provides a browser-based low code flow editor for fast
and flexible prototyping. Flows can be easily created [12] thus making this soft-
ware a popular tool for the rapid deployment of IoT systems.

The data visualization app filters the information in the database and pro-
vides information to users through a web server based on the NGINX proxy
server and the Gunicorn UWSGI web server. This application is written in
Python and adopts the Flask web framework, Fig. 5. The Flask web frame-
work uses a standard Model-View-Controller approach and SQLAlchemy is used
as the Model component. The View and Controller are already part of Flask. A
sample of the visualization output is presented in Fig. 6. The Javascript JustGage
library and the Python matplotlib packages are used for this visualization.

The deployment of the software services is based on several major choices:
reliable deployment using modern container technologies; the choice of the
Python programming language for most of the development, and open source
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Fig. 7. GIS system image. Provides real-time data from the water quality monitoring
station located in the Laje Dam (Alentejo, Portugal), including the date of the last
reading, device name, and the parameters read from the sensors.

code. The servers are based on the Linux Ubuntu Server 20.04 LTS (Long Term
Service) distribution. The servers are deployed and managed with Docker, with
Dockerfiles and docker-compose configuration files. The data storage and pro-
cessing applications are written in Python and use the available APIs for Post-
greSQL (psycopg2) and QGIS.

4 Software Setup

It was conducted preliminary field testing for water quality monitoring at the
Lage Dam, located in Alentejo near Pias, at the south of Portugal (Fig. 7),
at approximately 160 m altitude. The implemented IoT solution utilizes a
LoRaWAN network. The data is provided as represented in Fig. 8. The top
layer is represented by the applications that store, process and visualize the
data received from the ChirpStack LoRaWan stack. This data is received, using
MQTT, from the lower level end devices. The water quality and Weather Station
modules are each considered and registered as devices in the LoRaWAN net-
work/application server. An MQTT broker interfaces between the LoRa Gate-
way Bridge and the LoRa Network Server. The data is published by the data col-
lection modules (end devices). The LoRa Network Server subscribes and receives
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Fig. 8. Communications structure using container technology. The data collected by
the devices are sent to the MQTT broker, through LoRa gateway. The data published
by the MQTT broker is subscribed by the applications for analysis, processing and
storage.

data from the LoRa Gateway Bridge over MQTT and sends the data to the
LoRa Application Server. The Data Storing App, shown in Fig. 9, subscribes the
MQTT broker for all the topics from the sensors and stores the information using
the data storage management system, presented in greater detail in Fig. 10. The
database’s growth was monitored and recorded an increase of less than 50KB per
day, with 2 readings per hour from each data acquisition station. It is estimated
to be less than 20 MB per year.

The Data Visualization App module filters the information in the database
and provides information to users through a web server. To make geographic
information available on the internet a QGIS Server is used to deploy maps
as a service. The service is deployed using the proxy web server NGINX with
a FastCGI (Common Fast Gateway Interface). The geographical information
system consists of the PostGIS extensions and the QGIS Server. PostGIS is a
spatial database extender for PostgreSQL object-relational database. It adds
support for geographic objects allowing location queries to be run in SQL [15].
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Fig. 9. Data storage application architecture. The data subscribed and received from
the MQTT broker is stored in the DBMS with an application written in Python using
the SQLAlchemy package.

Fig. 10. Database management and geographical information systems. The data is
stored in a database with geographical extensions. It is accessed for different purposes
and forms through different software platforms and applications.

5 Conclusions

A design and implementation of a real-time water quality monitoring system with
an IoT hardware and software structure that collects a wide set of physical and
chemical parameters of the water and atmosphere is presented. The system stores
data in a database management system, allowing real-time management and
display, generating knowledge and facilitating real-time environmental decisions.

Essential attributes are: low cost, namely by adopting open source software;
easy to deploy, maintain and scale services, by choosing a container based tech-
nology approach, and a consistent programming environment with the Python
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programming language. The data is collected with the support of a LoraWan
stack, stored within a relational database with geographical extensions and
visualized with the help of a web framework. Additional visualization using
Node-RED is also provided. It is important to stress the integration level that
is achieved by the geographical information system, connecting the water and
weather data collected by the hardware, to the data introduced from other geo-
referenced sources.

The presented proposal distinguishes itself from others, mainly in the imple-
mentation of a robust and easy to deploy and maintain software architecture.
It’s easy adapt to any other type of IoT project, with scopes different from water
quality monitoring.

In the future the system software will provide data on the power consumption
of all devices. It is foreseen the integration of this monitoring system with a
smart lysimeter module and the entry of non-periodic manual chemical data,
resulting from water samples analyzed in laboratory. Due to the critical nature
of water data, an external blockchain technology system for data storage and
sharing, is thought to offer the benefit of providing a safe, easy-to-manage, and
accessible mechanism to share data. The evolution of this system will encompass
building a data model of modern pattern recognition systems, machine learning,
and artificial intelligence software that allows relating all data collected to be
able to predict events and allows monitoring long-term threats to water quality,
anticipating of environmental issues. To predict the long-term impacts of water
management measures and input of agricultural chemicals (loss of nutrients),
the application of The Soil and Water Assessment Tool (SWAT) model, will be
considered [20].

This system is envisaged to become a first class instrument for water resources
sensing and analysis with wide scientific possibilities.
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