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Abstract. Grading student activities in online courses is a time-expensive task,
especially with a high number of students in the course. To avoid a bottleneck
in the continuous evaluation process, quizzes with multiple choice questions are
frequently used. However, a quiz fails on the provision of formative feedback to
the student. This work presents PLeNTaS, a system for the automatic grading of
short answers from open domains, that reduces the time required for the grading
task and offers formative feedback to the students. It is based on the analysis
of the text from the point of view of three different levels: orthography, syntax,
and semantics. The validation of the system will consider the correlation of the
assigned grade with the human grade, the utility of the automatically generated
feedback and the pedagogical impact caused by the system usage in the course.

Keywords: Automated grading · Semantic similarity · Feedback · Readability ·
Short-answers

1 Introduction

Nowadays, the lifelong learning paradigm is consolidated, allowing to adapt students’
knowledge and skills to the evolving labor market. This is being especially relevant
during the Covid-19 pandemic, which hasmeant an abrupt change in theway ofworking.
In this context, online learning is a key alternative for many companies and people
looking for self-sustainability.

The success in online learning requires an early and well-justified feedback, which
implies a work overload for teachers. Moreover, open-answer questions allow better
evaluating the knowledge [1, 2] but evaluating this type of questions is a complex task
performed with considerable variability among teachers [3, 4]. This problem of variabil-
ity can be mitigated by using rubrics, which facilitate a more consistent and transparent
evaluation process [5]. On the other hand, techniques based on artificial intelligence
may support teachers in the extensive evaluation processes involved in online learning.
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Specifically, open-answer questions imply writing a text by the student, which can be
automatically processed by techniques of Natural Language Processing (NLP), machine
learning or semantic based systems, techniques widely used in many different fields
[6–8].

The reviewed literature shows that there are several tools that allow the automatic
evaluation of short-answer questions. An interesting solution that allows the evaluation
of different aspects of a text considering different metrics is ReaderBench [9]. It has
integrated the indexes proposed by the systemsE-rater [10], iSTART [11] andCohMetrix
[12]. This open-source tool allows to evaluate the complexity of a text, summaries
and explanations, as well as measuring the social collaboration within a group. It uses
text mining techniques, NLP and social network analysis tools. ReaderBench has been
used in different experiments. For example, Westera et al. [1] used NLP methods of
ReaderBench to generate up to 200 indexes, with the aim of evaluating texts in a game
environment in the context of online learning. The result of this evaluation is failing
or passing. Panaite et al. [13] used ReaderBench to generate a grade for short answers
based on four categories (poor, pass, good, excellent). In the 97% of the cases the
grade was close to the grade given by a human expert. Recently, deep learning based
solutions have been explored for automatic text complexity evaluation, obtaining limited
performance due to the lack of a reliable corpus [14]. The limitations of all the above
mentioned systems are the lack of explanations in the evaluations so that the students
understand the obtained grades. Giving explainable feedback in artificial intelligence
is very important and there is much literature about it in recommender systems and
decision support systems, for example [15]. In the educational field, a few examples are
found focused on decisionmakers, as an explainable tool that facilitates decision-making
processes incorporating textual and graphical explanations when predicting students’
outcomes [16], or a dashboard based approach for explainable student agency analytics
[17]. However, there are almost no works related to explainable feedback for automatic
evaluation systems in the educational field. From the literature review, we can conclude
that the evaluation of learning results via analytics methods is a non-mature field [18].

The PLeNTaS project intends to provide students and teachers with valid expla-
nations as formative feedback. A software platform is being developed to provide a
semi-automatic evaluation of activities based on short open-answer questions. For each
evaluated characteristic of a given answer, a textual explanation of the grade will be
provided starting from the information previously provided by teachers.

The rest of the chapter is organized as follows: Sect. 2 presents a brief overview of
the PLeNTaS project, including the different levels of analysis and the validation design.
In Sect. 3, the main conclusions are outlined.

2 The PLeNTaS Project

With the focus on the provision of an automatic grade of open questions with a quick and
accurate formative feedback, PLeNTaS (“Proyectos I+D+i 2019”, PID2019-111430RB-
I00) is a three-year project that proposes an evaluation process for short-answer questions
for Spanish language. For this purpose, the project requires research from the pedagogical
and technological points of view, both described as follows.
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2.1 Design Decisions

The automatic evaluation requires the definition of a solid pedagogical approach, which
should be the basis of any further development. The first required decision is the type of
question to be evaluated. The project is focused on open-answer questions but, within
such frame, some relevant decisions have still to bemade:Will PLeNTaS support specific
domain or open domain questions? Will the questions follow a given template? To
answer these questions, during the pedagogical work phase of the project the metrics
to be automatically evaluated are being defined. From a catalogue of metrics, teachers
will compose the rubrics to evaluate the specific answers, so the technological research
goal is the automatic fulfill of those rubrics. Then, to validate the system, automatic and
human evaluations based on rubrics will be compared. Some relevant decisions are:

• The grading system will consider different levels of analysis, namely orthography,
syntax, and semantics. We consider that none of the three levels is enough by itself to
grade an activity. However, through the combination of these three levels, the grade
is likely to be more accurate. For example, one of the possible techniques for the
semantic level is checking if some key terms are present in the text. Therefore, it
would be possible to game the system by only writing a list of key terms without
any further explanation. A combination of this analysis with a readability analysis
from the syntactic level deactivates the chance to game the system this way and forces
a good writing style. Moreover, when the text is manually graded by the teacher, a
student that offers a readable answer is more likely to obtain better grades because
the teacher better understands its meaning.

• PLeNTaS is oriented towards the evaluation of short answers, with a limit of 200
words. Despite Burrows et al. [19] set the length of short answers in a range from
one phrase to one paragraph, it is hard to evaluate the syntax when the text contains
only one phrase [20]. In short answers, syntax cannot be used as the only grading
criterion. Furthermore, in higher education, syntax is not usually a frequent element
of the evaluationmodel. However, given that a student whowrites amore readable text
is more likely to obtain a higher grade, it seems reasonable to analyze the readability
and clarity of the short answers. Therefore, the PLeNTaS system will promote one
or two paragraph answers, so that the readability can be graded by the system as a
complement for the semantic analysis.

• The system must provide useful feedback so that the grade can be understood by both
teachers and students. This is important for the students who need to learn from the
received comments, and for the teacher who should accept or refuse the automatic
grade, or even explain it to the students.

• OpenDomain questions are candidates to be evaluated. In a domain specific approach,
a knowledge model is difficult to build. A system that requires a high effort for the
creation of a set of questions is less likely to be widely adopted for instructors and
institutions. Furthermore, recent works [21, 22] reveal that deep learning techniques
are capable of determining similarity between two texts, and therefore it is possible
to determine if the student answer is similar to a known solution.

• The three levels of analysis (orthography, syntax and semantics) will consist in a
list of lower-level metrics. For example, the semantic level will be determined by
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methods such as checking the occurrence of a set of given keywords and measuring
the similarity of the student response with a known valid solution. None of these
methods is expected to provide a perfect solution, while their combination might
produce a fair evaluation. All the provided metrics will set up the rubric used for the
evaluation, and the teacher will be able to configure them, for example by setting
their weight on the final grade, the number of allowed spelling mistakes, etc. In other
words, the rubric is the instrument that allows the teacher to decide which analysis
will be considered for the calculation of the final grade, and what is the weight of
each of the analysis. One important fact is that the low-level metrics allow for a more
detailed feedback, with at least one sentence for each of the elements being graded.

With all these above-described elements, the PLeNTaS system will be able to answer
questions as the following one:

“In less than 200 words, explain what a cell is. In your response, you have to give
answer to the following questions: what parts does a cell have?What types of cells
are there? How many cells are required to form a living being?”

This sample question contains two relevant ideas. First, it starts with the limit of words
so that the students know that the text should not be long, and that they should put
some effort on summarizing their knowledge. Second, it splits the question in several
smaller questions. With this, the teacher guides the specific content expected in the
answer and allows for a more precise application of the semantic analysis. In other
words, text similarity and text analysis with deep learning approaches work better with
short sentences. A text of 200 words is hard to analyze, while the division of the question
in smaller ones allows for a topic-by-topic analysis.

Fig. 1. Pedagogical model for the PLeNTaS support with LMS integration.

Finally, it is important to note that the PLeNTaS system will be used to support
teacher’s tasks. That is, for each of the answers to grade, the teacher will receive a
grade proposal and the feedback sentences. With this, the teacher may accept or refuse
the grade, and accept or refuse the feedback comments. This described workflow is
depicted in Fig. 1.
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2.2 Levels of the Analysis

The automated grade proposed by PLeNTaS is obtained by analyzing the text from three
different perspectives, as shown in Fig. 2. The figure summarizes the methodology of
the analysis, which is described in this section and can be described in general terms as
follows:

• The teacher proposes a question, which divides into sub questions. (S)he writes a set
of keywords that should be in the student’s response, and provides valid responses for
each sub question separately.

• Each student response is analyzed from the orthographical point of view with a
spellchecker, which counts the number of mistakes made. This number is one of
the values considered in the rubric, which applies the corresponding weight for the
final grade calculation.

• The readability of the student response is analyzed with two different instruments (µ
index [23] and Fernandez Huerta [24]). The result is averaged and used as an input
for the rubric, where the corresponding weight is applied. The calculated ratios are
used to build the sentences that serve as feedback.

• The student response is split into sentences, each of which is analyzed separately.
First, by comparing a set of keywords with the response; second, with the use of NLP
techniques for the calculation of semantic similarity with a given valid response. Each
of these analyses are correspondingly weighted, with weights previously defined by
the teacher in the configuration options, for the calculation of the final grade.

• Thefinal grade, calculated by applying the rubric specificationwith the values obtained
in each of the levels, and the feedback sentences are then offered to the teacher, who
uses this input as a support to assign the grade.

Orthography
Despite orthography is not usually graded by teachers in higher education, a recent study
in the Spanish National University of Distance Learning reveals that there is consider-
able room for improvement in the orthography of university students’ asynchronous
digital writing, where a total of 71.3% of errors were conditioned by ignorance of the
orthographic rules or incorrect use of the language [25].

Kukich [26] divided the types of possible spelling errors depending on their inclusion
in a dictionary of correct words. That is:

• non-word errors, where the incorrect word form is not in the dictionary of correct
words.

• real-word errors, where the word is spelled incorrectly but its form is in the dictionary
of correct words.

While the first type is easy to detect, the second type is more difficult and can be detected
with the contextual analysis of the word, that is, with syntactic and semantic information
of the surrounding words. Furthermore, correctly spelled words can be syntactically or
semantically incorrect in a sentence. Thismeans that a result of zero spelling errors found
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in the automated analysis does not imply a text with zero errors and thus, as previously
stated, the score obtained in the orthographical level cannot represent the grade by itself.

Since many years ago, automatic spellcheckers are very common in word processors
and are also integrated in web browsers and almost any software that allows to introduce
text as an input. Despite challenges are still present such as improving recommendations
that take context into account, or producing spellcheckers for low resource languages
[27], automatic spelling correction is a well stablished field.

The output of current spellcheckers is the list of words identified as misspelled. This
output allows for very specific feedback, also identifying the words and the evaluation
criteria. For example: “you misspelled two words: ‘telefone’ and ‘dadabase’. With these
mistakes you have lost 2 points in the final grade”.

In summary, spelling errors should not be allowed in higher educational level.Despite
automated spellcheckers do not guarantee a perfect detection, the maturity of the field
and the simplicity of its integration in the PLeNTaS system are good arguments for its
inclusion as a level of analysis.However, orthographic analysis is considered inPLeNTaS
a complementary, optional module.

Fig. 2. General workflow of the analysis.

Syntax
George R. Klare [28] defined readability as the ease with which a reader can understand a
document due to the style of writing. Of course, understanding a document is a subjective
matter that depends on the reader. Therefore, readability should be understood from a
statistical viewpoint. Readability is related to the complexity of the sentences and the
words used in them. For example, long sentences with several dependent clauses demand
more attention and they are therefore harder to understand.

Classical readability formulas such as the Fry Graph [29] or the Raygor estimate
graph [30] are based on the sentences length, total number of sentences and number
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of characters as the most relevant indicators. These statistical methods are language
dependent, while they can be easily adapted to other languages by simply adapting the
ratios to the proper values.

Other formulas such as Dale Chall [31] rely on the idea that a text is complex to
read if the used words are complex to understand. This family of formulas count the
average length of the words in the text, the number of longer words and the number of
words that appear in a list of unfamiliar words. Depending on the formula, the list of
unfamiliar words can be built with different criteria and depends on the educational level
of the readers. Given that the list of unfamiliar words is highly language dependent, it
is difficult to adapt such formulas to different languages.

Readability formulas has been used for years in many domains such as journalism,
insurance, health, laws and, of course, education [32, 33]. According to [34], readability
formulas are used with two main goals: first, to predict the readability of a given text;
second, to assist in the production of readable writing.

Well known formulas set thresholds for different educational levels, and usually
focus on secondary education. Students that enter higher education are supposed to
have acquired enough writing skills (which is not necessarily true [35]) and therefore
readability is not directly graded at the university. Furthermore, university teachers may
have good writing skills, but they are not supposed to have the competence to grade
them.

However, readability is still important for students while producing their short-
answer texts, because the more readable is a text, the easier the teacher will understand
its concepts. In other words, if the teacher does not understand the text, it is unlikely that
the student gets a high grade. Furthermore, it is always a good practice to promote the
production of readable text, no matter the knowledge field.

In PLeNTaS, readability is measured by applying two classic models for Spanish
language, the µ index [23] and Fernandez Huerta [24]. Both models are applied to the
whole text provided by the student and will classify it in a scale that ranges from “very
easy” to “very difficult”. Two indexes will be measured in order to obtain redundancy
that ensures the validity of the diagnostic.

When measured from a statistical point of view, readability allows for the compo-
sition of formative feedback that explains the application of the grading criteria. It is
possible, for example, to identify too long sentences as examples of bad practice, and
to mention ratios that are poorly fulfilled. For example: “the average length of your
sentences is 34 words. Good readability requires an average of less than 20 words per
sentence. Please consider splitting your long sentences”.

Thus, being readability formulas a widely used method in many domains, PLeNTaS
includes such analysis as part of the grading system. Therefore, a valid solution must
contain the relevant concepts required in the question and must also have a readable
writing style.

Semantics
Given that a correctly written text should be readable and without orthographic errors,
the actual grade should come from the semantic analysis. At this level, the following
questions can be analyzed: 1) is the answer in the domain of knowledge of the posed
question? 2) Is the text answering the question? And 3) is the answer correct? For
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example, in the question about cells given as example in Sect. 2.1, we could have the
following answers:

• “cells and living beings are both in the Earth”. This is in the domain of knowledge of
the question, but it is not answering the question.

• “living beings require at least twelve cells to be considered as such”. This is in the
domain of knowledge, provides an answer, but the answer is not correct.

The proposed method for the semantic analysis combines simple techniques such as
keywordmatchingwith state-of-the-art techniques for text similarity identification based
on Deep Learning NLP.

In PLeNTaS, the teachers create the questions and do the set up (Fig. 1), which
means that they provide a set of key terms that are supposed to be included in a valid
answer, and a reference response considered correct. There is not a minimum number
of key terms required, as this depends on the specific domain and question, although
the general recommendation is to include between 4 and 6 keywords. This additional
data included by the teachers is latter used to assess the validity of the student answers.
Furthermore, as the question should be divided into sub-questions, the reference answer
should be also divided into sub-responses, and therefore the analysis is guided by the
sub-questions.

In PLeNTaS, we propose a sub-questions based analysis that first analyzes single
sentences and then groups of consecutive sentences. For example, in a four-sentence
paragraph, the analysis will be executed in the following order: {1}, {2}, {3}, {4}, {1,
2}, {2, 3}, {3, 4}, {1, 2, 3}, {2, 3, 4}, {1, 2, 3, 4}. This division alleviates the complexity
of NLP (which is harder in longer texts) at the time that measures the accuracy of the
specific sentences.

One existing approach in automated grading is key term matching. That is, given
that the teacher provides a set of key terms that are expected to appear in the student’s
answer, key term matching can be used. Such type of analysis only provides the answer
to the first of the sematic questions: “is the answer in the domain of knowledge of the
question?”.

As stated in [36], key terms matching has usually been considered a poor method,
given that it is difficult to tackle problems such as synonymy or polysemy in the student
answers. Despite this known problem, it is a simple approach that provides good enough
results. For example, Omran and Ab Aziz [37] use Common Words (COW) as a metric
for the distance between the student answer and the reference answer, which counts the
number of words that are present in both texts and divide the result by the total of words
in the sum of the two answers. Another example of use is the existing module for the
Moodle LMS [38], that allows the teacher to configure a set of target phrases that should
appear in the answer, and executes the matching with regular expressions.

As stated above, key termsmatching has the problemof synonymy in the given terms.
The PLeNTaS approach is the augmentation of the catalogue of key terms by checking
them in a dictionary and including in the catalogue the direct synonyms. As depicted in
Fig. 3, this produces an augmented catalogue that is lemmatized and compared with the
lemmatized version of the student answer.
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Fig. 3. Key term matching procedure in PLeNTaS.

However, in very specific domains of knowledge, key terms tend to be field specific,
and they are unlikely to appear in general dictionaries. The potential result will be an
augmented set of key terms equal to the original one. Thus, in the set up of the question
the teachers should make their effort on creating a catalogue of key terms as complete
as possible, including all the existing correct ways to mention a concept.

Another method to check the semantic correctness of the answer is the calculation of
the semantic similarity with respect to the reference solution. There are many techniques
reported in the literature for semantic similarity calculation. The existing methods can
be divided in Knowledge-based methods, Corpus-based methods and Deep Learning
approaches [39]. Knowledge-based methods consider the actual meaning of the words
in the text by using knowledge models such as ontologies, thesauri, dictionaries, etc.
This approach requires a high effort on building the knowledge model, and the result
cannot be adopted in other knowledge domains. The approach of Corpus-based methods
is based on the idea that ‘similar words occur together, frequently’ [40]. With this idea
in mind, a large amount of text is processed so that the system finds statistical relations
among words, without considering their actual meaning. Those relationships, called
word embeddings, can be used to determine if two texts are similar, given that they will
be similar if their words have shown to be similar in other texts, which is statistically
measured. For example, the log-bilinear regressionmodelGloVeprovidesword represen-
tations that are effective for word analogy, word similarity and named entity recognition
tasks [41]. Learning high dimensional word vectors from large datasets, which have a
huge number of words in the vocabulary, implies high computational costs. To alleviate
these costs, simple model architectures requiring low computational complexity have
been proposed, proving to be effective in word similarity tasks [42]. When word embed-
dings are analyzed with neural network techniques, usually Long Short-Term Memory
(LSTM) or Bidirectional LSTM, this is considered a Deep Learning approach. A recent
work combines Relational Graph Convolutional Networks (R-GCNs) with Bidirectional
Encoder Representations from Transformers (BERT) to learn the contextual similarity
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between sentences [43]. The latter has shown better performance, but Deep Learning
approaches show the problem of their lack of interpretability. That is, given a result, it
is difficult to explain how it was calculated.

The semantic similarity approach in PLeNTaS for automated grading offers an
approximation for the second and third questions to be solved:

• Is the text answering the question? The approach can tell if the text is similar or not to a
given correct answer. Considering that the analysis is performed sentence by sentence
and that the whole question is divided into several sub-questions, it can be considered
that a sentence with high similarity to the correct sub-answer to a given sub-question
is answering the sub-question.

• Is the answer correct? With the current state of the technology in Natural Language
Processing, semantic similaritywill hardly provide aYes/No response to this question.
However, it can be reworded as “how far is this text from a valid answer?”, which is
exactly the meaning of semantic similarity.

Feedback provision is a challenging task in the semantic analysis. For example, when
applying Deep Learning approaches for Question Answering, the system is able to
identify the specific words that are likely the response to a specific question. However,
in the case the system finds nothing, it is not able to justify why. This output leads, in
most cases, to vague and unspecific feedback. The PLeNTaS project will split the total
answer in smaller sentences and analyze them separately. This fact allows identifying the
similarity of specific sentenceswith the real answer. Therefore, the PLeNTaS systemwill
be able to create feedback such as “the question ‘What types of cells are there?’ has not
been answered. Sentence 3 is near to the actual response, but not enough accurate. The
expected response is ‘(…)’.”. Although far from the capabilities of a human teacher, this
type of feedback allows for the identification of strong and weak aspects in the response.

The PLeNTaS system proposes a hybrid approach that will combine the better results
of Deep Learning NLP approaches with the explainability of knowledge-based analysis.
As the analysis is repeated for each of the sub-questions and executed at the level of
feedback sentence, the grading process is expected to determine the meaningful sen-
tences and therefore provide the useful feedback for the sentences poorly graded. Given
that deep learning solutions require large datasets, transfer learning will be adopted.
Therefore, a pre-trained model like BERT will be fine-tuned with the set of real answers
collected in the project [44].

2.3 Validation

Most of the automated grading systems in the literature are validated from a statistical
point of view. That is, they measure the correlation of the grade calculated by the system
with the grade assigned by the human teachers.While this is a fair and importantmeasure,
it is also important to measure the pedagogical effectiveness of the tool. In other words,
the PLeNTaS validation stage will measure the achievement of the project from three
different perspectives: 1) the system precision on the automatic evaluation task when
compared to human evaluations, 2) the appropriateness of the elaborated feedback, and
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3) the overall impact on the teaching-learning process. Although the project is still being
developed, the validation plan includes the following stages:

In the first stage, in a laboratory setting, we compiled a corpus of 660 short-answers
collected from previous real exams. These exams belong to four different master’s
degrees in an online university in the first semester of 2021. The students completed
their answers in a fully online mode, where a proctoring system supervised the proper
conduct of the students during the examination. The collected questions were written
according to the template given for the PLeNTaS question type, and the answers where
valid for the final grade. The teachers graded such answers without any consideration
coming from the researchers. This corpus is the base to do preliminary tests of the dif-
ferent aspects of the PLeNTaS system. The system precision seeks for the correlation
betweenmachine and human grading. To do this evaluation, every question in the corpus
includes the grade assigned by the teacher, which will be compared to the one returned
by the system. The results obtained will be contrasted to other tools in the state of the
art.

For the continuous evaluation pedagogical approach, where formative grading is
important, a fair system precision is not enough for a tool to be adopted. It is also
important to measure the validity of the feedback offered by the system. The validation
of the feedback will combine quantitative and qualitative methods. First, the teachers
will receive the feedback and the grade for the automatically graded answers and will be
asked if (i) the feedback is in agreement with the calculated grade and (ii) the feedback
allows for the identification of the aspects for improvement. A qualitative analysis of
those answers will give the opportunity to adjust the system.

In a second stage, further tests of validity of the feedback will be developed, together
with the educational impact. To widen the validity of the feedback, the same questions
will be presented to a set of volunteer students. The evaluation of the effects on educa-
tional quality and student experience, which is highly relevant for automated grading
systems [45], will be performed in a pilot course that incorporates automated grading
and feedback as a part of the course. During a 15-weeks course, the students will answer
3–4 PLeNTaS-templated questions and the teacher will grade them with the support of
the developed system. During the course, the researchers will annotate any observation
from the teacher and, after the course, they will interview the teacher to understand
the impact of the system in the course. Additionally, a TAM (Technology Acceptance
Model) [46] test will be delivered both to teachers and students in order to evaluate their
perceived ease of use and usefulness.

3 Conclusions

PLeNTaS is an on-going project that finalizes in june’2023 and whose main objective is
the development andvalidationof an automatedgrading system.This project is especially
relevant for online, higher education, where frequent sub-missions would create better
engagement in the course experience.

Automated grade is calculated with a hybrid approach that considers three levels of
analysis: orthography, syntax and semantics. While the first two levels are well estab-
lished in the state of the art, their use in conjunction to the semantic level will offer more
complete feedback to the students.
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The analysis of the semantic level is divided in two ways: firstly, the question posed
by the teachers is divided into sub-questions, according to the template proposed by the
project PLeNTaS. Each of these sub-questions are analyzed separately, which allows
for a more accurate analysis and feedback. Secondly, the 200-words answer provided
by the student is divided into separate sentences, which are analyzed one by one. This
strategy seeks a more accurate detection of the semantics in the text, and therefore more
accurate feedback. The semantic analysis proposes a hybrid approach that combines
knowledge-based and deep-learning approaches for the seek of semantic similarity.

The project is still in an initial stage, where next steps are the implementation of the
three-levels model and the use of the already collected student answers to validate the
proposed model.
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