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Preface

The European, Mediterranean, and Middle Eastern Conference on Information Systems
(EMCIS) is an annual research event addressing the discipline of information systems
(IS) from a regional as well as a global perspective. During the last 18 years, EMCIS
has successfully helped bring together researchers from around the world in a friendly
atmosphere conducive to the free exchange of innovative ideas. EMCIS covers tech-
nical, organizational, business, and social issues in the application of information
technology, and it is dedicated to the definition and establishment of IS as a discipline
of high impact for IS professionals and practitioners. The conference focuses on
innovative research of significant relevance to the IS discipline following sound
research methodologies that lead to results of measurable impact.

The COVID-19 pandemic along with the travel bans, movement, and gathering
restrictions issued by many governments, as well as the restrictions on individual
mobility by many universities and organizations, led EMCIS 2021 to be held as an
online event, which took place during December 8–9, 2021.

This year, we received 155 papers from authors in 36 countries from all continents.
Poland led the table with the most submitted papers followed by Germany, South
Africa, Cyprus, Greece, France, Portugal, UK, Australia, Tunisia, Italy, USA, UAE,
Saudi Arabia, and others. All papers were submitted through the easyacademia.org
online review system. Track chairs assigned reviewers and the papers were sent for
double-blind review. The papers were reviewed by members of the international
Program Committee and/or external reviewers. Track chairs submitted six papers and
each of these papers was reviewed by a member of the EMCIS Executive Committee
and a member of the Program Committee. The conference chairs submitted one paper
in total which was reviewed by two senior external reviewers. Overall, 54 full papers
were accepted for EMCIS 2021 (a 35% acceptance rate) in the following tracks:

• Big Data and Analytics (six papers)
• Blockchain Technology and Applications (eight papers)
• Cloud Computing (two papers)
• Digital Services and Social Media (seven papers)
• Digital Governance (four papers)
• Emerging Computing Technologies and Trends for Business Process Management

(three papers)
• Enterprise Systems (one paper)
• Information Systems Security and Information Privacy Protection (five papers)
• Healthcare Information Systems (five papers)
• Management and Organizational Issues in Information Systems (ten papers)
• IT Governance and Alignment (one paper)
• Innovative Research Projects (two papers)



The papers were accepted for their theoretical and practical excellence and for the
promising results they present. We hope that the readers will find the papers interesting
and enjoy productive discussion that will improve the body of knowledge on the field
of information systems.

December 2021 Marinos Themistocleous
Maria Papadaki

vi Preface
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Phi: A Generic Microservices-Based Big Data
Architecture

Amine Maamouri1(B) , Lilia Sfaxi2 , and Riadh Robbana2

1 Faculty of Mathematical, Physical and Natural Sciences of Tunis, University of Tunis El
Manar, Tunis, Tunisia

amine.maamouri@fst.utm.tn
2 National Institute of Applied Sciences and Technology,

University of Carthage, Tunis, Tunisia
{lilia.sfaxi,riadh.robbana}@insat.ucar.tn

Abstract. We present in this paper Phi, a generic microservices-based Big Data
architecture dedicated to complex multi-layered systems, that rallies multiple
machine learning jobs, stream and batch processing. We show how to apply our
architecture to an adaptive e-learning application that adjusts its recommendation
to the emotions of the learner on the spot. We deploy our application on the cloud
using AWS services, and perform some performance tests to show its feasibility
in a realistic environment.

Keywords: Microservices · Big Data architecture · Cloud-native applications ·
DevOps practices · Performance evaluation

1 Introduction

The need for Big Data platforms and solutions is increasing for companies looking to
get the best out of their data [15], but also for researchers [18]. These solutions tend
however to be difficult to implement and to put into place due to their complexity and
various needs, which is mainly due to the 4Vs characterizing the data: Volume, Velocity,
Variety and Veracity [9]. Each one of these characteristics comes with a set of constraints
that should be applied on the resulting platform, that are sometimes challenging to put
in place. Scalability is one of the most pressing issues that should be addressed in a Big
Data system, as the target platform needs to be able to adjust to the increasing volume
of incoming data, as well as the increasing number of requests. The high velocity of the
data creates a need for Availability of the platform, so that no precious data is lost due
to bottlenecks or breakdowns. The variety of the data sources and the changing type of
the data requires Flexibility in the storage systems. And finally, to insure the veracity
of the processed data, the platform should insure Data Quality, as expected by the end
users.

This project is carried out under the MOBIDOC scheme, funded by The Ministry of Higher
Education and Scientific Research through the PromEssE project and managed by the ANPR.

© Springer Nature Switzerland AG 2022
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For a long time, Big Data applications were relying on monolithic systems for their
stream layers [10], which tends to make their debugging and deploying a real hardship,
especially if the requirements are evolving with time [17]. It is then crucial to choose the
right architecture for these complex operations, that will help applying the previously
mentioned Big Data constraints, while enabling an agile development process, as well
as a smooth distribution of responsibilities between the members of the team. And the
microservices architecture may turn out to be one the most appropriate styles that can
insure all these properties.

A microservice is “a small application that can be deployed independently, scaled
independently, and tested independently and that has a single responsibility” [19].
Microservices rely heavily on the notion of separation of concerns, where every service
is an independently deployed process, where services are loosely coupled and where
they exchange messages using lightweight communication channels. These particulari-
ties are well-suited with the Big Data constraints. In fact, using microservices enhances
scalability, as each separate component or service can run on a separate server, and can
therefore be independently scaled up or down, without interfering with the others [3].
They also insure availability, as separate services run in parallel, exploiting the available
resources of each server, which increases the performance of the system. This separa-
tion can also insure that, even though one part of the system fails, the rest of the system
can continue to run smoothly. The use of microservices can improve the data quality,
as the system is easy to maintain thanks to the loose coupling and strong cohesion of
the services, as well as the single responsibility principle, that makes tests easier to
perform [7]. Two principles used in both microservices and Big Data are the Polyglot
Programming [14] and the Polyglot Persistence [16], that encourage the use of multiple
programming languages and several storage systems in the same application, in order to
benefit from the advantages of each one of them. The separate processes in the microser-
vices architecture helps apply these principles, as it is mostly recommended that each
microservice keeps its data separate from the others, which helps when the need arises
to choose separate storage types. This liberty insures the so-needed flexibility of the Big
Data systems.

Based on this observation, we chose to rely on microservices as a basis for our
Big Data architecture. We aim to design an architecture destined to complex real-time
systems, that combines several types of processing to gain insight from heterogeneous
data sources. Our architecture should be generic, applicable to any business domain, and
configurable according to the needs of the end users. Even though several existing big
data solutions based on microservices were defined in the literature [1, 5, 10, 13, 17, 25],
most of these solutions target specific domains, and do not propose a generic solution for
recurring problems. In fact, genericity is an important criteria, especially to enable the
automation of the infrastructure and the definition of patterns [23]. Companies which set
up Big Data applications in several business domains need to adopt a familiar approach,
so that they are not bothered with needless specificities, and that the development and
deployment of complex solutions becomes faster with time. On the other hand, the
microservices architecture is part of the DevOps mindset, that relies heavily on key
principles such as automation, containerization and cloud computing [20]. We aim in
our solution to make the most out of these technologies.
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We present in this work Phi, a Microservices-based Big Data architecture that is
technology- and application-agnostic. The choice of the name Phi was made to continue
with the tradition of using Greek letters for Big Data architectures. Aside from the fact
that our architecture looks aesthetically like the letter ϕ, this letter also represents the
golden ratio, known to “have inspired thinkers of all disciplines like no other number in
the history of mathematics” [11], which represents nicely the concept of genericity we
aim to address. Our contributions in this article are mainly:

– The design of a generic architecture that supports multiple machine learning
algorithms, their training and real-time execution.

– The application of this architecture on a realistic use-case of an adaptive e-learning
platform.

– A performance evaluation of the main components of the developed system.

2 Related Work

Nathan Marz [12] defined a big data processing architecture called Lambda. It was
designed to take advantage of both batch and stream processing in order to handle a
huge amount of data. Lambda is composed of three layers: a speed layer that ingests
data sources, processes them and updates the speed views in the serving layer; a batch
layer that runs a periodic processing over all the data and saves the views in the serving
layer; and the latter, which is available to applications to query the results.

J. Kreps [8] invented the Kappa architecture to overcome the complexity of Lambda.
It is based on the principle of merging the real-time and batch layer, which makes it less
complex than the Lambda architecture. However, it does not allow permanent storage,
making this architecture mainly suitable for online data processing.

These standard solutions were great inspirations for our work, especially when it
comes to integrating multiple layers in the same application to handle its complexity and
help with dividing the work among a heterogeneous team in a smooth way. However,
we especially focus our literature review on the articles presenting Big Data platforms
that rely on the Microservices architecture.

Miao et al. [13] presentQunxian, an onlineBigData analysis platform for educational
services that focuses on the integration of the Big Data and Data Science environments,
as well as on the importance of teamwork and shared resources. It relies heavily on the
use of collaborative solutions, such as Docker compose, Jupiter Hub and Spring Boot.

Singh et al. [17] propose a microservices-based reference model dedicated to knowl-
edge discovery in Big Data. In this work, microservices are mainly used in data collec-
tion, and the solution provides a pipeline for machine learning model generation and
visualization, but no streaming layer for real-time processing; as opposed to the work of
Tserpes [21], who proposes stream-MSA, a model that proposes a microservices-based
application pipeline that processes high frequency data streams.

Asaithambi et al. [1] created MOBDA, a service-driven approach which aim is to
build an effective Big Data architecture for a smart-land transportation system using a
hybrid model.

Zheng et al. [10] defined a microservices-oriented platform dedicated for internet
of things big data applications that focuses on decoupling the data processing logic



6 A. Maamouri et al.

from computing resource management. They apply their solution in the specific cases
of Monte Carlo Analytics and Convergence Analytics, thus failing to define a general
architecture that can be applied to any use case.

Zhelev and Roseva [25] insist on the advantages of using microservices and event-
driven architectures in a Big Data stream processing platform. They present very briefly
an example of such a platform in the case of autonomous vehicles, without giving
general-use recommendations or patterns that can be applied to other cases.

All of these solutions integrate microservices in their design in order to increase the
scalability and extensibility of the Big Data application. However, most of them are very
strongly related to a specific use case or a set of specific technologies, lacking therefore
the needed genericity we are looking for. Besides, very few solutions combine a stream
processing layer with a training and model generation layer.

3 Phi Architecture

Developing arbitrary functions to process an arbitrary data set in real time is not a trivial
problem. To compute such functions, you have to use a variety of techniques and tools
to create a complete Big Data system.

Phi Architecture is a multi-layered Big Data architecture designed to put together
several complex processing procedures using microservices in order to solve a multi-
paradigm problem. It helps organizing the developers’ code into a set of decoupled
modules, having each a specific objective, design and implementation, but which, cou-
pled together, compose a rich application. Using a set of independent microservices has
many advantages:

– Enables a heterogeneous team to work together. In fact, in a Big Data application,
we are confronted with polyglot systems, which need many distinct expertise level:
programming, database management, security, design, web and mobile development,
system and network, etc. Our solution favours the separation of concerns for a better
integration. In fact, the layers are loosely coupled and highly cohesive, which makes
their development faster and their integration easier.

– Makes the maintenance and problem detection easier. Separation of concerns is the
best way to help have a faster localization of failures.

– Makes it possible to scale parts of the system, instead of all of it. In fact, in a Big Data
system, composed of different storage and processing systems, we do not always need
to scale the whole system every time we have a performance problem. Dividing the
system into modules enables scaling parts of the system independently from the other
at production.

– It is easy to reuse and replacemodules. Any development team should focus onmaking
their system reusable and easily manageable. We can think of several applications that
can use parts of our solution, and using a layered design helps easily reuse and replace
any module we like.

– Each module can be deployed in a different system. In fact, the modules do not have
the same needs in terms of hardware requirements. Some modules need a scalable
storage, while others favor power processors or larger RAMs. Independent modules
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can be deployed on different servers, which helps improve the overall behaviorwithout
needing to buy very expansive hardware.

– Performance is enhanced: Thanks to the power of parallelization,manyheavy process-
ing operations can take place at the same time and on separate physical infrastructures,
which helps fully exploit the available resources.

Phi defines five layers that communicate with each other, as shown in Fig. 11.

Fig. 1. Phi architecture

Acquisition Layer. The acquisition layer’s objective is to collect data from the hetero-
geneous data sources, and to temporarily store them, in order to prevent any data loss,
but also to direct them to their target storage or processing layers.

This layer can use a real-time streaming data pipeline or a full-fledged event stream-
ing platform. During data transmission, the system stores each record in a data pipeline,
consumed by the other components of the application. This method helps prevent the
system from any data loss by playing the role of a buffer in case the application stops
working or has a temporary lag.

Refinement Layer. The refinement layer takes as input raw data from the acquisition
layer and transforms it into usable information to be transmitted to the following layers.
These transformations can be as simple as data cleaning and mapping or as complex as
extracting information using deep leaning models or heavy image processing jobs. The
refinement layer is composed of several microservices working in parallel, each one of
them responsible for the processing of part of the data coming from a defined source
stream, ensuring in this case the scalability of this layer (as the number of components
running in parallel can be increased on demand), but also its performance (as this layer
insure co-locality of computation and data). Each component in the refinement layer
will use its own storage system in order to locally save the results for faster processing.

1 Icons made by https://www.flaticon.com/authors/pixel-perfect.

https://www.flaticon.com/authors/pixel-perfect


8 A. Maamouri et al.

The same data are sent to the data lake in the Training layer to be used in the global
processing. This technique will increase the performance of the system thanks to the
principle of co-locality [4], while creating replicates for the data, thus improving its
fault-tolerance.

Scrutiny Layer. Each one of the microservices in the Refinement Layer will generate
results that need to be merged in real-time, in order to be aggregated and to produce a
unified result. This is the main objective of the scrutiny layer: to consume the upcoming
results from the refinement layer, and proceed with the processing of these data by
coupling them with historical results if needed, or by using models generated by the
Training layer. This is a real-time layer, used for jobs like prediction, recommendation
or plain old filtering. Its results should be saved in a storage system to be reused later if
necessary, and also sent in parallel to the Insight layer for display. An API Gateway is
present at the entrance of this layer, which role is to abstract the functions provided by
the microservices [24], group them, filter them, then send them to be processed.

Training Layer. The Training layer’s objective is to perform global processing opera-
tions, including machine learning and model generation, that need to be provided to the
stream layers. It mainly contains two types of storage:

– Data Lake: Used as a raw data storage, it contains all historic data, in their original
form, before any processing. Keeping data as they were initially generated can be
useful in case we need to add new functionalities to the system, but also to make sure
that, even after the processing is made, we do not risk to lose any information we may
need later. It is a scalable storage, that enables parallel processing algorithms to run
directly on the data.

– Serving Stores: These are mainly databases containing processed data that can be used
by other layers’ jobs as input, or directly accessed for visualization.

These two types of storage enable data duplication, useful to performanalysiswithout
disturbing the serving stores, thus providing a high availability level. All sorts of global
high-latency tasks that require a visibility over the whole dataset can be performed, such
as training algorithms or statistics extraction jobs. The batch processing jobs can either
be performed periodically or on demand.

Insight Layer. The insight layer provides a user-friendly interface to be displayed to the
users in order to show the results of the real-time processing coming from the Scrutiny
layer, but also the globalized results found in the serving stores. It can be composed of
a web application, an integrated dashboard, or even a sophisticated data visualization
tool. It should be interactive, and highly dynamic to show in real-time the extracted
knowledge.

We present in the following section how to apply Phi to a case study, in the form of
an adaptive e-Learning application. This application is just a proof of-concept on how
to apply Phi on a complex application composed of many processing layers. We will
present in future works how to apply Phi on applications of completely different domains
and technological stacks.
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4 Case Study: Phi for an Adaptive e-Learning Application

4.1 Description of the Use Case

Due to the pandemic, learning has fundamentally changed. Most schools are adopting
online learning all over theworld. This new trend is proving to be efficient for information
retention, which means that it may very well still be applied even after the disease is
over [22]. This is why investing into intelligent e-Learning platforms is worth the effort,
especially in this period.

Our target application is an Emotionally Intelligent Tutorial System, that simulates
a human tutor with an emotional intelligence. This intelligence aims to improve the
learning experience of a learner, by optimizing their cognitive capacities. Our system
needs thus to be able to detect the emotions of the learner, and adapt its behaviour to
reach the optimal emotional state.

In order to do this, our application needs to react, in real-time, to any change in the
behaviour of the learner while he/she is taking the course, instead of just giving him/her
a report or waiting for quiz results to react. To ensure this, we use facial recognition to
analyze his/her emotions, thanks to videos taken by awebcam for example. This analysis
is then coupled not only with information about the learner’s activities on the platform
(courses he/she’s taking, quizzes he/she passed or failed, tutorials he/she started but did
not finish, etc.), but also his/her personal information (age, place of birth, diploma, etc.).
A recommendation algorithm is then run, to adapt the learning path to the preferences of
the learner, depicted by his/her past behaviour as well as his/her emotions. For example,
if the system detects that the learner is confused at some point in the course, it can suggest
to direct him/her to another chapter or course explaining in more details the notions that
were presented when this emotion is detected.

The system is then composed of the following components:

– A web application presenting a list of video tutorials organized by category. This is
the main system that interacts with the end user, both to collect his information and
interactions, and to give him/her back a response, in the form of a recommendation,
a transcript, etc…

– A face and emotion recognition system, that reads the facial expressions of the learning
while he/she is following the video, and extracts his/her emotions.

– A transcript generator, that will transform the sentences said in the video into text. This
operation is useful in our process, as it helps easily detecting the subject presented in
the course when the learner was confused.

– A real-time recommendation system, which represents the main component of our
application. This system focuses on detecting changes in the facial expression of
the learner (confusion, anger, boredom…), associating it to his/her information and
previous history on the platform, and suggesting right away (in a non-intrusive way)
another course or tutorial to consult.

– A static recommendation system, which works in the background, on a periodic basis,
to look for adequate courses in the catalogue to present to the learner in his/her main
page.
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4.2 Data Stream

In order to adapt the learning path of a learner with his/her history and emotions, we
rely on two main data streams, that can later be enriched with any data related to the
learner’s choices or preferences:

– Learner metadata: the metadata generated by the e-learning platform, which contains
all the learner’s data related to his/her previous and current courses.

– Camera recordings: After the agreement of the learner, the platform will start
collecting camera recordings while he/she is following an online course.

– Video tutorials: These are themainvideo courses.These courses are stored in a separate
extensible file system, and loaded as a video stream to be displayed and processed on
the fly.

4.3 Architecture

The obtained architecture is represented in the Fig. 22. All the deployment is done on
the cloud using Amazon Web Services components.

Acquisition Layer. The acquisition layer captures the data flow such as user metadata
and webcam recording using Amazon Kinesis, then saves the raw data in the Data Lake
presented in the Training Layer. Simultaneously, it sends the same data to the refinement
layer for pre-processing.

Fig. 2. The adaptive E-learning application

Refinement Layer. The refinement layer contains multiple components that refines and
processes the data acquired from the acquisition layer. In our application, this layer has
three main functions:

2 Icons made by: https://aws.amazon.com/architecture/icons/.

https://aws.amazon.com/architecture/icons/


Phi: A Generic Microservices-Based Big Data Architecture 11

– Facial Emotion detection: This component consumes real-time videos in order to
detect the facial emotions of the learner while he/she is consulting the video tutorial
on the platform. We use Amazon Rekognition Image for facial expression analysis.

– Learner’s metadata extraction:This component captures all the activity of the learner,
along with data about his/her profile. It transforms the collected data into a readable
form in order to extract the necessary information. We use Amazon Cognito as an
identity provider alongside aLambda function to save our usersmetadata in the serving
store, a DynamoDB table.

– Transcript extraction: For each video tutorial, we trigger two lambda functions. The
first one is used to create a Transcribe Job that gets as input the video and processes it to
extract the transcript. The second one is triggered by CloudWatch (the monitoring and
observability service) to get the results and store them in an S3 bucket, our datalake.

Scrutiny Layer. The Scrutiny Layer implements the real-time recommendation algo-
rithm, which is a content-based recommendation, that takes as input the detected emo-
tion, the user metadata and the detected transcript, processes the data in order to make
a decision about whether we should keep the pre-defined learning sequence, or change
it. For example, if we detect that the learner is confused at some point in the lecture,
the system is going to propose, instead of continuing with the following notion, to add
more exercises, or to redirect him to another course or chapter that further explains that
notion. Depending on the choice of the learner, the course can either be automatically
adapted to his/her needs, or a suggestion is sent to him/her to jump to another section. In
this part of the architecture, our main component is a lambda function that will generate
recommendations to each specific learner based on his/her emotion. The lambda function
is integrated to an API Gateway route, which is the rendez-vous point of the captured
emotion, the transcript sentence in that instant and the course’s ID. The recommendation
results are stored in a DynamoDB database, accessible for future calls with GraphQL to
get the recommendations history for a specific course’s video.

Training Layer. This layer is composed of many distributed storage systems and
databases. As a data lake, we choose Amazon S3, as it is designed to be highly fault-
tolerant. It also provides a high-speed access to the data and is suitable for applications
dealing with large and increasing datasets such as ours. As a serving store, we opt for
DynamoDB, a key-value and document NOSQL database, known for its great scalability
and elasticity.

The Training layer also groups all types of high-latency, periodic and globalized jobs.
In our system, we implement two types of tasks: the course recommendation training
algorithm (based on a pretrained model by google called googlenews word2vec model3)
and any type of statistics job we want to perform on the collected raw data, such as the
most successful courses, the rate of course completion, the variety of learners’ profiles,
etc. The training algorithms are pre-run with test data, but keep perfecting their results
with the new data the system collects every day from the learners, as well as their inputs
about their emotions and chosen path. In this layer we choose to use Amazon EMR as it
can process a high volume of data in a distributed manner for a better performance and
a fairer resource sharing.

3 https://code.google.com/archive/p/word2vec/.

https://code.google.com/archive/p/word2vec/
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Insight Layer. The Insight Layer contains the main web application where the courses
are displayed, and where the user interacts with the recommendation the system pro-
poses. To implement the front-end, we use Angular. AWS Amplify is integrated into our
application as a library, in order to provision some resources to the cloud and to let us
access these resources using typescript code. We also use Amazon CloudFront, which
is a fast content delivery network (CDN) service that provides data and APIs to clients
with minimal latency. As an API, we chose to use GraphQL because of to its flexibility
and ease of integration with multi-endpoint applications. In order to get the best out of
our GraphQL web services, we use AWS AppSync, a fully managed service that helps
develop GraphQL APIs while scaling the GraphQL engine up and down to meet the API
request volumes.

4.4 DevOps Principles

As part of the DevOps practices, we integrated a continuous integration and deployment
(CI/CD) pipeline that helps us develop and easily integrate new services and jobs. The use
ofMicroservices helps implementing DevOps techniques thanks to their fine granularity
and loose coupling [2]. The AWS Amplify Console allows us to deploy and host full-
stack serverless web apps using a Gitbased process. Our Github repository is linked
to Amplify Console, and every code commit triggers a single workflow that deploys
updates to the application.

5 Evaluation

Performance tests were run on several components in our application in order to esti-
mate the required execution time and the quality of results obtained. Our goal in this
performance evaluation is to measure:

– The performance of the static and real-time recommendation systems.
– The read/write performance of the serving store.
– The scalability of the facial recognition module.
– The performance of GraphQL APIs.

Figure 3a presents the performance of the EMR cluster while handling the data of
an increasing number of users. For this test, we vary the number of users between 3000
and 30000 and calculate the execution time which includes the time needed for starting,
bootstrapping and terminating the cluster, and the time taken to train the Word2Vec
Model. Currently, the used cluster is composed of one master node and two worker
nodes. We notice that the time needed for the whole operation increases sharply beyond
9000 users, but remains below 2 h even with 30000 users. These values are reasonable,
especially considering that the static recommendation is a periodic operation that takes
place once a day (at 4am) on the background. The EMR cluster is also configurable,
and we can increase the number of nodes on demand, thus improving considerably the
execution time when needed.
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(a) Static recommendation (b) Amazon Rekognition

Fig. 3. Performance evaluation

To test the performance of the real time recommendations, we used a tool called
Artillery4 which allows us to carry out load tests for HTTP APIs and web services. The
duration of the test was 150 s, we launched 4144 scenarios and 12432 requests in total
and we obtained the results shown in the Table 1.

Table 1. Real-time recommendation performance evaluation

Scenarios Launched (nb)
Completed (nb)

4144
4144

Requests Completed (nb)
Mean Response/second

12432
80,81

Response time (ms) Min
Max
Median

789
29113
922

p95 1391

p99 29008

Response codes (nb) 200
504

12269
163

We had a great and mostly stable performance with a minimum execution time of
789 ms and a median value of 922 ms with more than 95% of our launched requests
finishing their execution in a time under 1391 ms. These results are very satisfying, as
2 s is considered to be the threshold for a website acceptability [6].

In the real-time recommendation pipeline, the facial emotion detection, using Ama-
zon Rekognition, is the job that consumes the highest amount of time and resources.
In order to estimate its performance, we run a test in which we vary the number of
simultaneous requests and note the response times as shown in Fig. 3b. We notice that
the obtained numbers are very acceptable, with less then one minute for up to 3000
simultaneous connections.

4 https://artillery.io/.

https://artillery.io/
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We also run a performance test to estimate the read/write time of our serving store
when the system is under stress. We simulated the use of the platform by 30000 simul-
taneous users for 24 h. DynamoDB could handle up to 80000 read/write requests at the
same time without any loss, as shown in Fig. 4.

As for the performance of our GraphQL API, and thanks to AppSync, the API can
receive up to 1000 queries per second before throttling, and the execution timeout is
fixed to 30 s. In the case of our system, the API provides a median request execution
time of 135 ms out of 4000 sent requests in total. On average, the end-to-end response
time of AppSync GraphQL endpoints ranges from 100 ms, to 200 ms.

The performance evaluation made on our application shows that, for the right tech-
nologies and deployment choices, our architecture is able to support a complex appli-
cation with acceptable execution times and a great scalability, thanks to its flexibility,
configurability, and the separation of concerns of the layers and microservices.

Fig. 4. DynamoDB performance evaluation over 24 h

6 Conclusion

In this research work, we designed a Big Data architecture called Phi that palliates some
of the existing Big Data architectures’ shortcomings by providing a flexible and scalable
set of layers designed to run complex machine learning algorithms on huge data sets
while providing real-time insights and recommendations. We applied this architecture
to an adaptive e-learning use case, which aims to detect the emotions of the learner
by analyzing his/her facial expressions in real-time and providing recommendations to
adapt his/her learning path dynamically to his/her needs. We implemented this system
using AWS components and deployed it on the cloud. We showed that our architecture
helps obtaining very reasonable performance values for its main components, thanks to
its flexible structure.
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This application was developed in the context of a research project5, which aims
to help improve the online learning experience. We developed a first prototype in col-
laboration with other teams, responsible for the improvement of the machine learning
algorithms’ performance. We are currently applying our architecture on other use cases,
particularly for a national research project we are currently working on, that aims to
provide a solution to detect potential terrorist attacks in crowded public places.
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Abstract. Nowadays, the amount of data that is constantly being generated
presents new challenges for the technical and scientific community, such as the
challenge of ensuring Complex Event Processing (CEP) in Big Data contexts,
which arises to meet current advanced analytical needs. Therefore, some works
are dedicated to the design and implementation of integrated CEP systems in
the context of Big Data, as it is an example the Intelligent Event Broker (IEB) on
which this work is based on. The IEB is a collection of several components that are
integrated and validated to create a homogeneous system that will process events
in real time in Big Data contexts, focusing on a rule-based approach. Considering
the complexity of the IEB in constantly running contexts, it is important to have
the ability of monitoring the evolution of the system, to avoid its uncontrolled
growth. To accomplish that, we have previously proposed a component named
“Mapping and Drill-down System” for the IEB, composed of a Web visualization
Platform and a graph database. The main goal of the work presented in this paper
is propose an architecture for the Mapping and Drill-down System component
to monitor, in real time, the IEB’s execution data, by collecting, processing, and
efficiently storing it in a graph database for later visualization through the Web
Visualization Platform. The graph database and the Web Visualization platform
are the key components of the Mapping and Drill-down System. With this work,
it will be easier to understand the behavior of the IEB in constantly running con-
texts, ensuring its controlled growth and helping the community in the design and
development of CEP systems for Big Data contexts, especially in the monitoring
component of such complex systems.

Keywords: Intelligent event broker · Complex event processing · Big data ·
Monitoring · Log analysis

1 Introduction

Currently, there is a vast amount of data that is constantly being produced. For example,
communications between different machines generate data at high velocity and there is
a need for automated decision-making processes. The Complex Event Processing (CEP)
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concept allows applications to extract, understand and transmit valuable information to
recognize potentially relevant situations.

In this sense, the huge amount of heterogeneous data constantly generated by a world
of interconnected things and the need for more advanced decision-making processes
have significantly increased the need to explore and use Big Data, demanding that these
decisions should be made in real time, as one of the main challenges is to obtain value
from real-time (streaming) data. Thus, it is essential to integrate CEP in the era of Big
Data to create innovative architectures capable of processing a large volume of events
in a simple, scalable, and integrated way.

To address this gap identified in the literature, we have proposed the Intelligent Event
Broker (IEB) architecture (Andrade et al. 2019). The IEB is a collection of several com-
ponents that are integrated and validated to create a homogeneous streaming-oriented
CEP system for Big Data contexts. Due to the complexity of the IEB (that can have
several business areas integrated into the system with a vast amount of data and rules
being processed), it was necessary to create a component that runs in parallel to the
main components of the system, ensuring the constant monitoring of the IEB’s daily
operations. That specific component is called Mapping and Drill-down System and has
as key components a graph database, proposed by us in (Andrade et al. 2020), and aWeb
Visualization Platform, proposed by us in (Rebelo et al. 2019).

To clarify the incremental valuable contribution of this work to the scientific and
technical community, it is relevant to highlight that although the Mapping and Drill-
down System is briefly mentioned in (Andrade et al. 2019), the same was not detailed
nor developed in that paper, being now necessary to propose a detailed architecture and
demonstration case for this specific component, due to the complexity of ensuring a
logging/monitoring system for a CEP system in Big Data contexts, in this case, specif-
ically for the IEB, but with enough generalization to make it applicable to other CEP
systems in Big Data contexts. This is seen as themain contribution of this work, allowing
researchers and practitioners to take advantage of all the logs generated by the IEB (or
apply the same ideas to any similar system they intend to propose or implement) and
to exploit all the resulting information, in order to make more assertive decisions about
the daily operations of a CEP system in Big Data contexts. Therefore, the main problem
that this work is aiming to tackle is the adequate monitoring of CEP systems in Big
Data environments, by proposing a monitoring system that works in parallel with the
IEB presented in (Andrade et al. 2019), ensuring its justifiable and controlled growth.
The data collected should indicate what happened, and when it happened, and should
support an analysis of the system’s performance.

In this context, we can consider a production line having various production
machines, working every day. Each production machine has a specific function in the
final product assembly process and after finishing the steps of a specific machine, the
product flows to the next one. If we guarantee that the IEB system receives the data from
each machine in a real-time context and we have rules defining what is a good result for
a parameter of the product assembly, we can track the product for the next machine or
block it for quality control. With that, we are preventing more components from being
spent unnecessarily once some parameter does not have the expected value (and was
detected prematurely).
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Regarding our research process, theDesignScienceResearchMethodology for Infor-
mation System (Peffers et al. 2007) was followed since our main goal is to produce an
IT artefact, namely a model (with its architecture and the supporting data model) for
a logging and monitoring system for CEP in Big Data contexts. In this paper, we also
present a demonstration case to access the efficacy of the proposed solution. This is
very important to validate this work and to show that we can effectively use the pro-
posed model to monitor the IEB and hopefully contribute with an approach that other
practitioners and researchers can use to propose similar systems.

This paper is structured as follows: Sect. 1 presents an introduction to the topic; Sect. 2
gives a brief overview about the related work identified in the literature; Sect. 3 pro-
poses the system architecture for the Mapping and Drill-down System; Sect. 4 describes
a demonstration case focused on a prototype of the system; and Sect. 5 presents the
conclusions and future work.

2 Related Work

Ensuring adequate logging mechanisms in a system allows us to have an overview of the
system behavior in production. Logs can be seen as messages collected from a specific
point of the system that can have different formats and purposes, as mentioned by
(Oliner et al. 2012): i) performance – to optimize the system performance; ii) security –
to detect security problems; iii) forecast – including logs in the forecasting models; and,
iv) reports – to provide details about the users’ profiles, for example.

In the Big Data era, systems tend to use more complex and dynamic components,
some of them including distributed processing, communication between different net-
works or different data sources, among others. Logging Big Data Systems can help to
ensure that each interaction between components will be monitored, to prevent or track
failures (Miranskyy et al. 2016).

Regarding the integration of the CEP concept with the Big Data era, some works
are aiming to move forward in this research field by proposing system architectures that
integrate these two topics. Thework of (Hadar 2016) and thework of (Flouris et al. 2016)
propose two distinct architectures that achieve this purpose but lacks considerations such
as the one focused on this paper: a monitoring system to prevent the uncontrolled growth
of the main system (IEB), which can be caused by the inclusion of several business
processes to be actively followed, checking business requirements and acting over the
results of their verification. Besides the fact that this type of need is not considered in
the few proposed architectures for CEP in Big Data, to the best of our knowledge, there
is no available system architecture such as the one proposed in this work.

According to the literature, there seems to be a lack of contributions focusing on the
logging and monitoring of CEP systems in Big Data environments, which is understand-
able since the merge of these two topics is also a novel area. However, there is existing
literature that focuses on logging/monitoring strategies for traditional CEP systems: Lan
et al. (2019) present a logging/monitoring system for CEP, focusing on IoT devices, in
which the authors discuss the monitoring of the arrival and processing of events. The
authors mention the need to process huge amounts of data with low latency. Jayan and
Rajan (2014) also discuss a logging system for CEP that focuses on network security
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logs, which include operating system logs, network logs and security devices logs. Sim-
ilar to Lan et al. (2019), the authors focus on the volume of the logs, mentioning the
problem of having a huge amount of logs, which may affect the performance of the
CEP system, reason why we believe that works studying the combination of Big Data
technologies with CEP systems, and the adequate logging and monitoring strategies of
those, result in significantly valuable contributions to the community.

Considering that the work presented in this paper is proposing new components and
capabilities that are related to previous works proposed by us (Andrade et al. 2019),
and considering the complexity of the IEB System proposed and discussed in those
previous works, an introduction of its several components is needed, which can be seen
in Fig. 1. Given the variety of data sources (Source Systems) and formats available in
many organizational contexts, it can become difficult to collect and process all this data
from the IEB. With this, Kafka (a distributed streaming platform) is used to collect,
disseminate, and standardize events (Producers component).

Fig. 1. Summary of IEB system architecture

The events are collected from its source system using Kafka Producers developed for
this purpose. The Producers, after collecting the data, serialize them in the form of Bro-
ker Beans (simple classes that represent the business information) and produce the events
by publishing them in a Kafka cluster (Brokers component). These topics containing the
published events are subscribed by the Event Processor component (Kafka Consumers)
which is continuously processing new events. The Event Processor is therefore one of
the most relevant components of the IEB and it acts in collaboration with the Rules
Engine component, which is responsible for executing several business rules defined
within the organizational context. The Rules Engine component establishes communi-
cation with three other components: i) Rules - business requirements are converted into
strategic, tactical, and operational rules; ii) Triggers - represent the connections to the
various Destination Systems, i.e., after the condition of a rule is evaluated as true, these
Triggers can, for example, perform some action in IoT Gateways, send an e-mail or
just send data for an analytical application; iii) Predictors and Recommenders - ensure
the ability to interpret previously trained Machine Learning models and use them to
predict occurrences and recommend actions. Moreover, the Event Processor output can
also be submitted to the Event Aggregator, which is responsible for receiving the data,
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performing aggregations, and storing them to calculate the relevant Key Performance
Indicators (KPIs).

At this point, due to the complexity of the IEB, (Andrade et al. 2019) also mentioned
a component dedicated to the IEB monitoring, perceived to run in parallel to the main
components of the system, logging the daily operations of the IEB. This system was
named Mapping and Drill-down System and it is composed of a graph database whose
data model was proposed in (Andrade et al. 2020) and a Web Visualization Platform
that was proposed in (Rebelo et al. 2019). However, as discussed in the previous section,
those works are not detailed enough so that researchers and practitioners can explicitly
understand how to implement a logging/monitoring solution for a CEP system in Big
Data contexts. For this reason, the work presented here focus exclusively on proposing a
logging/monitoring solution so that we can apply it to the IEB (or other similar system)
and ensure that such CEP system can be adequately monitored and analyzed at scale.
The next section details the proposed architecture.

3 IEB Logging System Architecture

To create a concisemonitoring system, capable ofmonitoring a complexCEP system like
the IEB, it is relevant to design an architecture that reflects a set of technical concerns and
details (Fig. 2). Although this work focuses on extending the IEB, it must be highlighted
that the architecture proposed here aims to structure the main components to achieve an
effectivemonitoring system for CEP systems in the BigData context, from the collection
to the visualization of the data.

Fig. 2. IEB logging system architecture.

Consequently, it is our intention that the community can extract general knowledge
from the proposed solution, as the constructs and technologies here proposed can be
adapted to work with other CEP systems in Big Data contexts developed in the future.
The architecture presented in Fig. 2, proposes the use of some technologies that were
considered the most appropriate for the monitoring system, based on the data that can be
extracted from the execution of the IEB, which is comprehensibly considered the data
source for this monitoring system.
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The date and time are the crucial information of the system, representing when
something happened in it. To collect the monitoring data, Log4j is typically used in some
of the IEB components1 (e.g., the Producers). This technology was selected because it is
a widely used (Dickey et al. 2011) open-source and flexible tool, making it an adequate
choice for implementing a log system to monitor the IEB’s components.

However, some components do not make feasible the use of Log4j to extract the
monitoring data, because they are developed using distributed frameworks (e.g., Event
Processor developed in Spark), which requires a way of centralizing the logs generated
by the several nodes in the cluster. In these cases, it is used a Java API.

Once the information is collected, the data needs to be stored. One of the most
suitable storage systems for the historical and scalable storage of this data is the Hadoop
Distributed File System (HDFS). When using Log4j for data collection, Talend Open
Studio for Big Data was used as an intermediate tool to send the produced logs to HDFS.
When collecting the data through the Java API, it is stored directly in HDFS.

Being the data stored in HDFS, it is relevant to emphasize the use of Spark, where
the appropriate transformations are made to the raw logs in a scalable way, as Spark
distributes the load throughout a cluster of processing nodes. However, since, at this
point, the IEB’s data is already collected and stored according to the needs of the moni-
toring system, there is no need for significant changes to the data contained in the logs.
Thus, Spark is mainly responsible for organizing the data to be exported to Neo4j, the
technology that supports the graph database of the Mapping & Drill-Down System.

After performing these steps in Spark, it is possible to visualize a graph in Neo4j with
the data related to the IEBmonitoring. For a clearer visualization, this graph databasewill
feed the Web Visualization Platform (named Voyager), already developed and proposed
in previous work (Rebelo et al. 2019). This visualization platform is seen as highly
dynamic and immersive, to follow the evolution of the IEB, even in contexts of high
dimensionality, volume, and complexity.

In terms of infrastructure, a server can be used to execute this monitoring system.
To accomplish this, we used Docker as a technology that allows the creation of several
containers holding each technology that composes this system. When there is the need
for high scalability, all of the proposed components can be deployed in several nodes of
a cluster, in order to ensure the needs of a production Big Data context.

This architecture has as a principle the constant and long-term monitoring of a CEP
system’s operations, and therefore, the collection, storage, and visualization of the data
carried out in near real-time. In this way, it is guaranteed that the data is always updated,
being possible to draw real and timely conclusions.

4 Demonstration Case in the Context of Industry 4.0

Considering the systemarchitecture proposed inSect. 3, a demonstration casewas carried
out to validate it in the IEB context. Previously, (Andrade et al. 2020) has demonstrated
the IEB system in the context of Industry 4.0, namely in Bosch Braga, Portugal, hence
the demonstration case presented here follows up on this previous one, using Active Lot

1 More information available in page 3 of (Andrade et al. 2019).
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Release (ALR) data. ALR is a system responsible for supporting quality control during
manufacturing and packaging processes in the factory, aiming to classify lots of products
as valid or invalid, for them to be adequately delivered to the customer.

To better understand the demonstration case for this work, contextualization of the
proposed data models is required. In this context and considering that two storage sys-
tems were proposed to store the logs in different phases of the system’s monitoring
(HDFS and Neo4J), the two data models will be explained below. In addition, some
prototype specificities will be discussed, as well as the results that were obtained in
this demonstration case. Furthermore, the outcomes achieved with this monitoring sys-
tem are already properly integrated into the IEBWeb Visualization Platform previously
highlighted in this paper.

4.1 Data Models

HDFS is a file storage system and it fits into the scope of historical storage that is available
for analytical purposes when ad-hoc queries are required. Since this work focuses on
data generated at high speed, as the IEB is a streaming-oriented system, this storage
system must respond to this fast production of data, and later, it must ensure fast data
search.

The proposed approach for data organization intends to create a table for each IEB
component, containing the data related to its monitoring. However, as the data collection
process was developed in different ways (i.e., Log4j and Java API), the placement of the
data in this storage systemwill also be different. Since the IEBProducer component code
allows the use of logging mechanisms using Log4j, the data is forwarded to a single log
file in HDFS, using Talend Open Studio for Big Data. Each line in the file corresponds to
a new event that occurred in the IEB, containing the information of the produced event
and when it was produced.

Other components make it difficult to use logging mechanisms via Log4j, as they
are developed using different frameworks, sometimes distributed (e.g., Spark for the
development of IEB Consumers and Drools for specification and interpretation of Busi-
ness Rules in the IEB). To overcome this problem, an API was then designed to collect
the data, storing it directly on the HDFS. Thus, the monitoring data of a given IEB
component will go in small files to an HDFS folder (as can be seen in Fig. 3), reserved
to receive the data from the Consumer, and then these small files will be grouped in
a single file. However, this HDFS organization strategy may change in the future, if
considered relevant, as the monitoring system evolves and becomes more complete. The
graph database is used as a storage system for the IEB monitoring data and falls into the
category of interactive storage. Figure 4 shows a representation of the graph-oriented
storage system supported by Neo4j, representative of the data collected and transformed
for the IEBmonitoring system, at the time of the IEB execution. For a better understand-
ing of the graph depicted in Fig. 4, it is essential to highlight that the nodes of the graph
are represented by circles and the relationships are the links between those circles. Each
circle will have a different colour, representative of the IEB component (e.g., Producer
or Consumer) and the name of the nodes will be the name of the file found in the IEB
codebase. Time attributes are the key point of this monitoring system since time will
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be the core property in the relationships between the graph nodes, representing when
something happened in the system.

Fig. 3. HDFS storage system data model.

In this data model, as can be seen in Fig. 3, there are three types of Broker Beans
(objects representing a piece of IEB data, such as a specific event, a business KPI, a
business entity, among others): i) ALR Broker Beans that represent ALR events that
reached the IEB system; ii) Broker Beans representing the calculated ALR KPIs; and
iii) Broker Beans created during the verification of the Rules and that are intended to be
used later by the Triggers. Thus, the system starts in the ALRProducer, the component
that produces the ALR events, and, therefore, it is important to store the data containing
its behaviour in the system. This component instantiates the Broker Beans that arrive at
the system through the ALR events. The same happens in the AlrOperationalConsumer,
which also instantiates these Broker Beans, and the storage of its behavioural data will
also occur, containing the information of the event that has just been consumed.

Operational or analytical Consumers (AlrOperationalConsumer and AlrAnalyti-
calKpisConsumer) are constantlywaiting for new events and they execute aRulesEngine
that is responsible for executing Business Rules that have as input the consumed events.
The RulesEngine class instantiates a RulesStatelessSession, which represents a set of all
the rules that will be verified by a Consumer. These Consumers instantiate the Triggers
(in this case the CassandraTrigger to store data in Cassandra2), which can be triggered
after the Rules are verified. Regarding the storage of the verified Rules, the name of the
Rule and the activated Trigger must be collected, as well as the Broker Bean used for the
verification of the Rule, which can be a MultiValueKpi Broker Bean or an ALR Broker
Bean.

Considering the Triggers, a relationship must be created between the Trigger node
(CassandraTrigger) and the Broker Bean used to take any action, being the Broker Bean
in this case called LineEvent. This component implements the Trigger interface and
propagates the data to the Destination System (namely the NoSQL database Cassandra).

For further information, the complete data model proposed for the graph can be seen
in (Andrade et al. 2020).

2 https://cassandra.apache.org/.

https://cassandra.apache.org/
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Fig. 4. Neo4j storage system data model.

4.2 Producers and Consumers Monitoring Process

Regarding monitoring, data collection is the stage that differs the most among the IEB
components, and it needs proper attention. Considering the Producer’s functionality, it is
essential to collect some information that makes its monitoring feasible. The Producer’s
name and id and the date and time of the event are essential data for monitoring this
component. For this purpose, it is necessary to place the logs in parts of the IEB codebase
that are considered strategic, extending the IEB codebase to collect the information
whenever a new event is produced.

After the log data is collected, the same must be stored in a system with the capacity
to store large amounts of data, providing high performance in sequential reads andwrites,
as is the case of HDFS. To store this data in HDFS, Talend Open Studio for Big Data
was used, where a job was developed to look for the log file on the server and to store
its information in a file in HDFS. This job is executed automatically minute by minute,
so that the data that is produced via streaming in the IEB, is updated in near real-time
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in HDFS as well. This way, all the log data generated during the production of an event
is stored in HDFS, where it will be further transformed via Spark, being later stored in
a more interactive and intuitive storage system like Neo4j.

After the data is in Neo4j, it is possible to visualize it in a graph (Fig. 5), which
includes the link between the Producer and the generated ALR Broker Beans. Each
relationship indicates the date and time of the Broker Beans production.

Fig. 5. Producer and consumer relationships with broker beans.

To start the collection of the monitoring data in the Consumer (which uses the Spark
framework, as previously described), it was considered that the development of a Java
API would be an appropriate approach. This Java API allows for the collection of data
needed for monitoring the IEB, and establishes direct communication with HDFS since
when the Consumer component consumes an event, this data is stored on it.

After that, the focus will be the transformations in Spark and the storage of the
transformed data in Neo4j. At this point, the graph also contains the link between the
events (related to the ALR Broker Beans) and the Consumer, containing the information
of the date and time when a certain event was consumed by the Consumer.

After the collection, transformation, and storage of data on Neo4j, both from the
Producer and Consumer, it is relevant to analyze how these two systems fit into a single
graph. The expectation is that an ALR Broker Bean is produced by the ALRProducer
and later consumed by the AlrOperationalConsumer, resulting in an event with two con-
nections: one related to the production time and the other one related to the consumption
time. The graph produced by the two components is represented in Fig. 5 where it is
concluded that the result was the one expected. This data is in constant growth since it
is collected and stored in a streaming context.
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4.3 Data Representation in the IEB Web Visualization Platform

Since the data is adequately stored in Neo4j, this graph is the data source for the Web
Visualization Platform proposed in (Rebelo et al. 2019). When accessing the platform, a
connection to the Neo4j database and validation of the data can be made, and after that,
the user can freely explore the graph.

The first exploration on the platform presents a statistical summary of the data pre-
sented in the accessed database. In this exploration, information about the attributes
of the Neo4j database is presented, both information about the nodes and information
about the existing relations between them. In this same component, the user can develop
queries to collect the needed information regarding the monitored data.

Fig. 6. Voyager visual query viewer presenting the monitoring data.

As can be seen in Fig. 6, in the “Visual Query Viewer” component, it is possible to
visualize, in a generic way, the quantity of the data available in the graph (on the left). In
this specific case, 1 Producer and 1 Consumer were logged, as well as 22.047 events. In
the centre of the screen, the organization of that data is available by an interactive graph
that evolves as the nodes are clicked, providing a more immediate interpretation when
navigating through the data. The AlrOperationalConsumer focused on the centre of the
graph (the purple circle rounded by red, green, and orange) instantiates 22.043 events.
Only with this information can be concluded that, if exists 22.047 events in the database
and only 22.043 were consumed there are 4 events that, at this point, already were
produced by the Producer but were not yet consumed by the AlrOperationalConsumer.

Besides the representations mentioned so far, there are more components developed
in the platform which allows visualizing the graph developed in Neo4j with other tech-
niques. For example, Fig. 7 show us all the ALR Broker Beans (yellow nodes), the
ALRProducer (red node) and the AlrOperationalConsumer (purple node) using the 3D
concept. Other techniques such as Augmented Reality are used in other components of
the Web Visualization Platform (Rebelo et al. 2019).

As seen, the visualization component of this work is focused on several graph visu-
alizations demonstrated so far, including significantly enriching analyses on the data
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Fig. 7. Voyager 3D graph explorer.

that flows throughout the IEB components, hence making it possible to monitor what is
happening in a CEP system in Big Data contexts.

4.4 Demonstration Case Insights and Discussion

The demonstration case explored in this section is used as proof-of-concept for the CEP
logging/monitoring architecture proposed in this work, targeting BigData environments.
Through the exploration and analysis of the usefulness and efficacy of this demonstration
case, some insights are relevant and, therefore, discussed here in this subsection.

In general, and considering the analysis of the insights retrieved from the functioning
of the system throughout this demonstration case, we can conclude that the proposed
architecture can be considered significantly adequate to ensure its main purpose, i.e.,
adequately log and monitor the daily operations of a CEP system in Big Data contexts.
The demonstration case has shown that the system could adequately collect and process
a vast amount of log data without a significant increase in the processing time or even a
decrease in the overall performance of the system.

Although there are no signs of an increase in the processing time of the step that
collects and stores data in HDFS, once we increase the amount of data, the same doesn’t
happen in regard to the Spark processing and Neo4J storage. In this specific step of
the process, the processing time increases as the amount of data also increases. In such
cases, we have noticed an increase of 13 s in the processing time, a value that may not be
considered relevant when we take into account that, in this specific scenario depicted in
this example, we havemade the data increase around 5000 times.Moreover, since we are
using Big Data technologies in our architecture, to achieve lower processing times, we
can simply scale-out our Spark and Neo4j clusters, reason why combining CEP concepts
with Big Data technologies and paradigms is so relevant.

Regarding the visualization platform, and when comparing it directly with the Neo4J
option for the visualization of the graph database, we can conclude that their behavior
is similar, presenting the data for analysis almost immediately, without any noticeable
delays. When considering the visualization of the whole graph and when it exists a
huge amount of data, the visualization platform needs more time to organize the graph,
which is understandable. The increase we have registered in those cases was around 10
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additional seconds, highlighting again that in such scenariowe had 5000 timesmore data,
which may rule out the occurrence of a performance issue, as several filtering techniques
can be used in the visualization platform to avoid the creation of such massive graphs.

5 Conclusions and Future Work

Taking into account the work developed so far, and the insights gained during the devel-
opment of this monitoring system and its demonstration via prototype in the context
of Industry 4.0, the proposed architecture can be considered as suitable for solving the
identified problem, i.e., the need to ensure adequate monitoring of CEP systems in Big
Data contexts.

Given the complexity of the IEB in production contexts, it is considered essential to
ensure adequate monitoring of the system. This monitoring was supported by storage,
processing and analytical technologies and it is part of the proposal for the IEBMapping
and Drill-Down System depicted here. In this way, it is now possible to see what is
happening in the IEB, or, when generalized, in any CEP system for Big Data contexts,
making it easier to control the system and to visualize the data flowing throughout the
components and at which scale.

The demonstration efforts presented in this work should continue in future works,
so that the monitoring system can cover all the proposed components, thus continuing
to validate the proposed architecture. Consequently, the development of the monitoring
system should be extended to cover the Rules and Triggers components of the IEB, so
that it becomes more comprehensive and advantageous.

It is therefore considered that this work may be relevant for future studies that focus
on bridging the gap between CEP and Big Data, making monitoring of CEP systems in
Big Data contexts more accessible to the community.
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Abstract. Higher education institutions have a big impact on the future of skills
supplied on the labour market. It means that depending on the changes in labour
market, higher education institutions are making changes to fields of study or
adding new ones to fulfil the demand on labour market. The significant changes
on labour market caused by digital transformation, resulted in new jobs and new
skills. Because of the necessity of computer skills, general universities started to
offer various courses on IT, including computer science that was originally offered
by technical universities. It is also possible to have selected medical studies not
only at medical universities but also in private colleges, e.g., nursing studies. As
a result, the current classification of higher education institutions used in official
statistics can be revised. The paper shows the experimental work on the use of
machine learning methods to classify and cluster higher education institutions in
Poland. Different attributes were used to classify the type of institution, including
fields of studies, programme orientation and others. The aim of the paper was
also to evaluate various machine learning methods in the process of classifying or
clustering and validating the associated types of higher education institutions.

Keywords: Higher education · Machine learning · Clustering

1 Introduction

Higher education in Poland, starting with the act of 2005 consolidating and unifying,
as well as adapting the system to European conditions, has been subject to changes
and reforms many times (including in 2011, 2014 and 2018). The classification adopted
at the beginning has not been verified so far, even though there has been a significant
diversification of the activities of universities since 2005 through the adoption of differ-
ent strategies and missions that have been implemented in individual academic centers.
Among the many postulates for systemic changes, the academic community indicated,
inter alia, institutional rationalization, leading to a change in the institutional status in
the fragmented system of higher education through “the development of criteria and
indicators relating to didactic and research achievements, enabling the determination of
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32 J. Maślankowski and Ł. Brzezicki

an objectified typology of universities and their relationships, as well as their basic units,
necessary for the classification of universities” [1]. Therefore, it should be considered
that the functional division of units according to the achievements of the university is the
desired direction of their segmentation, which is expected by the academic community.
The aim of the research is an attempt to present a new classification of universities,
considering various criteria of their activity in response to contemporary challenges
and expectations posed to academic centers. The proposed classification of universities
should contribute to better creation of public policies and planning the development of
individual universities and the entire higher education sector. In addition, the new exper-
imental classification may also prove to be a useful tool for selecting units under other
methods, such as Data Envelopment Analysis (DEA), which, by definition, examines
the effectiveness of homogeneous economic units or creating more reliable and precise
rankings of universities.

2 Motivation

According to the data contained in the integrated information system on higher education
and science, POL-on, a total of 380 different universities operated in 2020 [2]. It should
be noted, however, that the basic legal act regulating the entire higher education system
in Poland is the Act of July 20, 2018, Law on Higher Education and Science [4], which
divides universities according to various criteria.

The first criterion for the division is the founding unit, then the public university
is established by a state body. On the other hand, a non-public one is established by a
natural person or a legal person other than a local government unit or a state or local
government legal person.

The second criterion is the nature of the didactic activity. A distinction is then made
between a vocational university that provides education only for a practical profile,
considering the needs of the socio-economic environment, and an academic university
that offers first-cycle and second-cycle studies or uniform master’s studies, and also
conducts research activities. The basis for the above division is conducting research, but
most of all being authorized to award the academic degree of doctor.

Within academic universities, the legislator distinguished 3 types, indicating that
the word “academy” is reserved for the name of an academic university, but without
specifying any characteristics that distinguish it from other units. Then, specifying that
the word “polytechnic” is reserved for the name of an academic university with the
scientific category A +, A or B + in at least 2 disciplines in the field of engineering and
technical sciences. On the other hand, the word “university” is reserved for the name of
an academic university with the academic category A +, A or B+ in at least 6 scientific
or artistic disciplines. It is worth noting that this is one of the two main criteria used to
classify universities.

In the academic community, he advocates the belief that the current classification
does not correspond to the contemporary challenges of universities and does not reflect
their achievements. Antonowicz [3] explicitly points out that “The formal classification
of universities in Poland is essentially a bureaucratic fiction not only because of the
criteria used, but also because of their politicization, because ofwhich several universities
(e.g., in Zielona Góra, Opole, Rzeszów) 2005 is not able to meet the conditions to be a



Evaluation of Machine Learning Methods 33

full university, and Akademia im. Jakub from Paradyż in Gorzów Wielkopolski has the
status of an academic university, although it does not have any authority to award the
degree of Doctor of Sciences” [3, pp. 18].

TheAct [4] indicates that supervisionmaybe exercised byotherministries in addition
to the ministry of higher education. In connection with the above, a university (Article
433), which is supervised by:

• the Minister of National Defense - is a military university;
• the Minister responsible for Internal Affairs or the Minister of Justice - is a university
of state services;

• the Minister responsible for Culture and Protection of National Heritage - is an art
university;

• the Minister in charge of Health - is a medical university;
• the Minister responsible for Maritime Economy - is a maritime university.

In addition, the Minister of Higher Education, as well as the authorities of churches
and other religious associations, exercise supervision over a public university of theology
and other public schools of theology.

The legislator also made it possible for universities to form a federation to jointly
carry out the tasks of participating entities, except for conducting education during
studies. Therefore, it can be assumed that this is another criterion for dividing universities
into self-functioning units and federations. Of course, in addition to the criteria legally
regulated in the Act on Higher Education and Science [4], universities can also be
divided in other respects. One of them is to classify according to the classes promoted
by Statistics Poland, including [5]: (1) Universities; (2) Higher schools of technology;
(3) Higher schools of agriculture; (4) Higher schools of economics; (5) Higher schools
of pedagogy; (6) Medical universities; (7) Maritime universities; (8) Higher schools of
sport; (9) Higher schools of arts; (10) Higher schools of theology; (11) Higher schools
of the Ministry of National Defense and Ministry of the Interior and Administration;
(12) Other higher education institutions.

However, it should be noted that a significant part of the classification of universities
(especially those subject to the Ministry of Science and Higher Education) according
to Statistics Poland is based on the previous Act on Higher Education of 2011, which
distinguished the nature of a given type of higher education institution based on the
number and scope of scientific disciplines. It is interesting that in 2020 such a division
of universities still functions in the POL-on system.

Universities can be divided according to the main area of activity or mission in
the field of either education or science [6] - this division is currently supported by the
Ministry of Science and Higher Education through organized projects, e.g. “Initiative
of Excellence - Research University” or “Teaching Initiative excellence”. The litera-
ture [6–10] also suggests other criteria for the division of universities, e.g. due to the
size of the center (small-large), location (city-village or the seat of territorial division
authorities and smaller cities), focusing on a selected area of education (e.g. religious
education) or scientific discipline (e.g. natural sciences and social sciences and (facul-
ties, departments) and others. The above examples do not cover the entire spectrum of
university classification. It should be noted, however, that in most cases, universities are
classified only according to the nature of education and related disciplines, or their main
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mission, including education or science. It should be emphasized that the appropriate
classification of universities allows to compare similar units in terms of a given eval-
uation criterion. In the higher education sector, various rankings are created for many
[11], which measure various aspects of the university’s activity. However, while making
measurements and comparisons within a given group of universities is to some extent
accepted by the academic community, the creation of general rankings that do not con-
sider the specificity of various types of universities and fields of science is controversial.
Therefore, an appropriate classification of universities is both important and necessary
for a reliable comparison of the achievements of academic centers.

3 Methods

Thewide use of BigData tools andmethodsmademore common natural classification of
objects based on their attributes. There are several examples of classifying objects, that
are well known, including machine learning algorithms and graph theory [12]. Machine
learning algorithms can be divided into two major groups: supervised (classification)
and unsupervised (clustering) [13]. Among the supervised learning algorithms for data
science, the most common in the current literature are decision tress, Naïve Bayes and
Support Vector Machines [14]. In more advanced examples, for example image seg-
mentation, artificial neural networks are used [13]. Unsupervised machine learning,
including cluster analysis, and semi-supervised algorithms with cluster labelling and
classifications blocks are commonly used in the cases of dividing objects into classes.
Still there is a necessity of the work by researchers to find optimal number of clusters
[15]. Although, machine learning algorithms has very critical examination in selected
research areas [16], still it is wide used in the scientific literature for classification and
clustering.

The second method used in the case study is based on neural networks. The use of
neural networks is common in Big Data text analytics, mostly based on data from social
media. It involves other methods, such as sentiment analysis or NLP – Natural Language
Processing to process and analyze the data into usable form [17]. However, neural net-
works can also be used to solve more complex problems, including the prediction on
intraday stock return [18] or predicting consumer product demand [19].

It is necessary to understand that the methods of classifications with unsupervised
machine learning are well known in the research papers for a long time. We can find
several research papers on this topic in research papers published many decades ago.
One of the common research tasks today is to classify web users based on their attributes.
This problem in the literature is well known and many different methods has been used
and tested. For example, conceptual clustering and cluster mining were used to classify
user communities on the Internet [20]. When working with Big Data, one of the issues
to be considered is also de-duplication of records as many data may occur several times
in the dataset [21].

4 Methodology

Among the possible variables that can be used to classify institutions we have considered
the following, listed in Table 1.
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Table 1. Potential classifications of higher education institutions

Class Description (examples) Usability

Size Number of students + (5)

Statistical classification Universities, Technical universities, etc. − (1)

Broad fields of study (ISCED-F) 00 Generic programmes and qualifications
01 Education
02 Arts and humanities
03 Social sciences, journalism and
information
…
10 Services

+ (4)

Narrow fields of study (ISCED-F) 001 Basic programmes and qualifications
002 Literacy and numeracy
003 Personal skills and development
011 Education
…
103 Security services
104 Transport services

+ (3)

Detailed fields of study (ISCED-F) 0011 Basic programmes and qualifications
0021 Literacy and numeracy
0031 Personal skills and development
0111 Education science
…
1031 Military and defence
1032 Protection of persons and property
1041 Transport services

− (2)

Disciplines Management and quality, Quantity methods + (4)

Research fields (domains) Social sciences, etc. + (4)

Level of education (ISCED-2011) 5 – Short-cycle tertiary education
6 – Bachelor’s or equivalent level
7 – Master’s or equivalent level
8 – Doctoral or equivalent level

+ (2)

Programme orientation General or Vocational + (3)

Non formal programmes Courses taught + (2)

Sector Public / Private + (3)

Finances Total income amount + (4)

Research potential Number of publications by research fields + (4)

Main source of financing Government/students/other + (4)

Source: own study.

Some of the classes listed above cannot be used in selected traditional classification
methods, for instance graphs, as they are too detailed. For example, higher education
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institutions in Poland can name detailed fields of study with their own names. It means
that there are many unique fields of study that cannot be used to link different higher
education institutions. On the other hand, it can be done with the list of ISCED (Interna-
tional Standard Classification of Education) detailed fields of study. However, mapping
the fields of study created at higher education institution may not be possible without
the acceptance of the authorities of this institution. It may lead to non-reliable results of
higher education institutions classifications.

The methodology used in this paper includes the following steps:

1) Supervised machine learning to check the consistency among higher education
institution types by different attributes,

2) Graph analysis to see the diversity between higher education institutions and
concentration of different higher education institutions,

3) Unsupervised learning to classify higher education institutions into clusters,
4) Descriptive statistics to analyse each cluster.

To provide reliable results we decided to test all the attributes mentioned above to
provide classes and check the consistency within each class. Several different methods
have been used, as written above. We have started with supervised machine learning to
check the consistency between different higher education institutions. The results show
that the use of all fields of studies associated with different higher education institution
types gave the best results (i.e., 70% of average weighted precision).

5 Results and Discussion

First step was to check how the current model of classification of higher education insti-
tutions (HEI) types fits to the fields of study assigned to each type. To accomplish this
task, we decided to use supervised machine learning. The model was tested with 400
features (fields of study), according to the classification of higher education institutions
by Statistics Poland. We have used 300 features that were tested in the 80 / 20 rate. It
means that 80% of observations were used to train the model. Another 20% of observa-
tions were used to test if the model correctly recognized the types of higher education
institutions by fields of study.
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Testing the training dataset accuracy... 
precision, recall, f1-score, support

Universities 0.57      0.71      0.63       302
Higher schools of technology 0.46      0.51      0.48       127
Higher schools of agriculture 0.26      0.20      0.23        35
Higher schools of economics 0.46      0.05      0.09       114
Higher schools of pedagogy 0.00      0.00      0.00        41
Medical universities 0.75      0.10      0.17        31
Maritime universities 0.00      0.00      0.00         3
Higher schools of sport 1.00      0.11      0.20        18
Higher schools of arts 0.50      0.65      0.57        23
Higher schools of theology 0.38      0.75      0.50         4
Higher schools of the selected Ministries 0.45      0.64      0.53       248
Other HEI – class 12 0.00      0.00      0.00         9
Other HEI – class 13 0.00      0.00      0.00         2

accuracy                           0.49       957 
macro avg       0.37      0.29      0.26       957 

weighted avg       0.48      0.49      0.45       957 

The results above show that the accuracy is rather low – weighted 48%. It proves
that the distribution of different fields of studies among higher education institutions
is high. The best concentration of the fields of study is for class 8 (Higher schools of
sport) – 100%, class 6 (Medical universities) – 75%, and class 1 (Universities) – 57%.
It is the result of the fact that these types of higher education institutions (especially
Higher schools of sport as well as Medical universities) have unique fields of studies.

Making analysis for all fields of study assigned to the higher education institution
(i.e. University of Warsaw; Management, Administration, Law etc.) gave better results.

Testing the training dataset accuracy... 

precision, recall, f1-score, support
Universities 0.00      0.00      0.00         2
Higher schools of technology 0.33      0.60      0.43         5
Higher schools of agriculture 1.00      0.50      0.67         2
Higher schools of economics 0.33      0.45      0.38        11
Higher schools of pedagogy 1.00      0.33      0.50         3
Medical universities 0.00     0.00      0.00         0
Maritime universities 0.00      0.00      0.00         1
Higher schools of sport 1.00      1.00      1.00         1
Higher schools of arts 1.00      0.86      0.92         7
Higher schools of theology 1.00      0.86      0.92 7
Higher schools of the selected Ministries 0.74      0.78      0.76        40
Other HEI – class 12 1.00      0.60      0.75         5
Other HEI – class 13 0.00      0.00      0.00         1

accuracy                           0.67        85 
macro avg       0.57      0.46      0.49        85 

weighted avg       0.70      0.67      0.67        85 
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Results above shows that the best fit is for class 3 (Higher schools of agriculture),
class 4 (Higher schools of pedagogy), class 8 (Higher schools of sport), class 9 (Higher
schools of arts), class 10 (Higher schools of theology) and class 13 (Higher schools of
the Ministry of National Defence). In listed above higher education institutions, the fit
is 100%.

As mentioned in the previous section, we decided to combine several different
attributes to prepare a new classification of higher education institution. Typical classifi-
cation of higher education institutions can be based on detailed fields of study. In Fig. 1
there is a graph showing clusters of higher education institutions.

Fig. 1. Higher education institutions clusters by detailed fields of study

In this figure we can see the clusters of the most popular fields of study, such as
administration, management, and economics. On the other side, more specific fields of
study, clustering less higher education institutions, are medicine or physical sciences.
The graph above is hard to study, but it shows the general clusters of different higher
education institutions, concentrated among the most popular fields of studies.

The next step was to find the most consistent higher schools, i.e. to find the similarity
rate between studied institution and referenced institution by fields of study present at
both institutions. We decided to use only higher education institution with more than 30
fields of studies. The results were shown in Table 2.
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Table 2. Consistency of higher education institution in terms of fields of studies

Studied institution Referenced institution Fields Rate

Uniwersytet Pedagogiczny im.
Komisji Edukacji Narodowej w
Krakowie

Uniwersytet Mikołaja Kopernika
w Toruniu

37 72,5%

Uniwersytet Rzeszowski Uniwersytet Mikołaja Kopernika
w Toruniu

37 68,5%

Uniwersytet Pedagogiczny im.
Komisji Edukacji Narodowej w
Krakowie

Uniwersytet Marii
Curie-Skłodowskiej w Lublinie

34 66,7%

Uniwersytet Opolski Uniwersytet Mikołaja Kopernika
w Toruniu

31 60,8%

Uniwersytet Wrocławski Uniwersytet Im. Adama
Mickiewicza w Poznaniu

45 54,2%

Uniwersytet Mikołaja Kopernika
w Toruniu

Uniwersytet Jagielloński w
Krakowie

58 52,7%

Uniwersytet Śląski w Katowicach Uniwersytet Im. Adama
Mickiewicza w Poznaniu

40 51,3%

Uniwersytet Łódzki Uniwersytet Jagielloński w
Krakowie

42 51,2%

Uniwersytet Szczeciński Uniwersytet Im. Adama
Mickiewicza w Poznaniu

35 50,7%

Uniwersytet Wrocławski Uniwersytet Jagielloński w
Krakowie

42 50,6%

Uniwersytet Zielonogórski Uniwersytet Warmińsko-Mazurski
w Olsztynie

33 50,0%

Uniwersytet Śląski w Katowicach Uniwersytet Mikołaja Kopernika
w Toruniu

39 50,0%

Uniwersytet Śląski w Katowicach Uniwersytet Jagielloński w
Krakowie

39 50,0%

Uniwersytet Zielonogórski Uniwersytet Mikołaja Kopernika
w Toruniu

33 50,0%

Uniwersytet Jagielloński w
Krakowie

Uniwersytet Im. Adama
Mickiewicza w Poznaniu

56 49,6%

Uniwersytet Szczeciński Uniwersytet Łódzki 34 49,3%

Uniwersytet Szczeciński Uniwersytet Gdański 34 49,3%

Uniwersytet Szczeciński Uniwersytet Mikołaja Kopernika
w Toruniu

34 49,3%

(continued)
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Table 2. (continued)

Studied institution Referenced institution Fields Rate

Uniwersytet Warszawski Uniwersytet Jagielloński w
Krakowie

44 48,9%

Uniwersytet Zielonogórski Uniwersytet Marii
Curie-Skłodowskiej w Lublinie

32 48,5%

Uniwersytet Warszawski Uniwersytet Mikołaja Kopernika
w Toruniu

43 47,8%

Uniwersytet Wrocławski Uniwersytet Mikołaja Kopernika
w Toruniu

39 47,0%

Uniwersytet Warszawski Uniwersytet Im. Adama
Mickiewicza w Poznaniu

42 46,7%

Uniwersytet Warmińsko-Mazurski
w Olsztynie

Uniwersytet Mikołaja Kopernika
w Toruniu

35 45,5%

Uniwersytet Łódzki Uniwersytet Im. Adama
Mickiewicza w Poznaniu

37 45,1%

Uniwersytet Łódzki Uniwersytet Gdański 37 45,1%

Uniwersytet Szczeciński Uniwersytet Jagielloński w
Krakowie

31 44,9%

Uniwersytet Śląski w Katowicach Uniwersytet Łódzki 35 44,9%

Uniwersytet Wrocławski Uniwersytet Łódzki 37 44,6%

Uniwersytet Warszawski Uniwersytet Łódzki 40 44,4%

Uniwersytet Marii
Curie-Skłodowskiej w Lublinie

Uniwersytet Jagielloński w
Krakowie

31 44,3%

Uniwersytet Marii
Curie-Skłodowskiej w Lublinie

Uniwersytet Łódzki 31 44,3%

Uniwersytet Wrocławski Uniwersytet Warszawski 36 43,4%

Uniwersytet Wrocławski Uniwersytet Śląski w Katowicach 36 43,4%

Uniwersytet Wrocławski Uniwersytet Gdański 36 43,4%

Uniwersytet Warmińsko-Mazurski
w Olsztynie

Uniwersytet Rzeszowski 33 42,9%

Uniwersytet Śląski w Katowicach Uniwersytet Gdański 33 42,3%

Uniwersytet Warszawski Uniwersytet Gdański 37 41,1%

Uniwersytet Mikołaja Kopernika
w Toruniu

Uniwersytet Marii
Curie-Skłodowskiej w Lublinie

44 40,0%

Uniwersytet Warszawski Uniwersytet Szczeciński 36 40,0%

Uniwersytet Mikołaja Kopernika
w Toruniu

Uniwersytet Im. Adama
Mickiewicza w Poznaniu

42 38,2%

(continued)
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Table 2. (continued)

Studied institution Referenced institution Fields Rate

Uniwersytet Warszawski Uniwersytet Śląski w Katowicach 34 37,8%

Uniwersytet Mikołaja Kopernika
w Toruniu

Uniwersytet Łódzki 41 37,3%

Uniwersytet Mikołaja Kopernika
w Toruniu

Uniwersytet Gdański 39 35,5%

Uniwersytet Jagielloński w
Krakowie

Uniwersytet Gdański 38 33,6%

Uniwersytet im. Adama
Mickiewicza w Poznaniu

Uniwersytet Gdański 42 32,8%

Uniwersytet Mikołaja Kopernika
w Toruniu

Uniwersytet Jana
Kochanowskiego w Kielcach

34 30,9%

Source: own study

Table 2 shows that the most consistent higher education institutions are universities.
The highest number of fields of study with the rate calculated as number of fields of
studies of studied to referenced institution shows that the second most consistent group
are technical universities. The result was calculated with the following Eq. (1):

Cr = Ns

Nt
∗ 100 (1)

Cr – consistency rate by fields of study.
Ns – number of similar fields of studies in studied and referenced institutions.
Nt – number of total number of fields of studies in the studied institution.

The consistency between institutions having the most similar number of fields of
studies is shown in Fig. 2.

Fig. 2. Consistency of higher education institutions by fields of studies

The graph shows only institutions having 40 or more same fields of studies. The
connection between institutions having more than 45 fields of studies are presented in
solid line. The dashed line represents the connection having 40–45 same fields of studies.
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The third figure shows the classification of higher education institutions according to
their consent to posting doctorates in different research domains.Not all higher education
institutions are listed in this graph, because only selected institutions have possibility to
post doctorates.

Fig. 3. Higher education institutions clusters by doctorates research domain

As it was shown in previous figure, most of the institutions are concentrated within
themost popular domain, such as social sciences. Opposite to them are tertiary education
schools of medicine and arts – shown in the left and in the bottom of Fig. 3.

Because of the huge concentration of higher education institutions in Fig. 1 we
decided to control the number of clusters. The next stepwas to repeat the step of clustering
higher education institution with the unsupervised machine learning method. Firstly, we
examined the number of schools by different number of classes. The results are shown
in Table 3 and Table 4. It shows that the most proportional with the lowest standard
deviation (SD) is a dividing into 9 (SD 13) or 18 (SD 9) clusters. The number of higher
education institutions differs between 26 and 70, or 9 and 34 respectively. We have used
k-means algorithm to divide the higher education institutions into 9 clusters.

The cluster 0 is mostly composed of higher education institutions that have techni-
cal fields of studies (vocational oriented curricula). It includes especially the group of
technical universities. The cluster 1 is mostly related to the universities having general
curricula. The cluster 2 includes higher education institutions related to economic fields
of studies.

The general description shown in Table 4 is just a brief overview. Some exceptions
in each cluster occurs, as we did not make any changes to the results provided with
unsupervised machine learning algorithm.
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Table 3. The matrix of number of classes and number of schools within clusters

Sc/C 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

[0] 417 157 192 91 58 42 33 73 51 27 30 11 36 11 69 12 30 7 22 16

[1] 260 149 100 47 114 79 41 70 61 58 17 35 71 32 68 26 7 25 34

[2] 77 170 197 69 97 59 37 45 38 30 29 16 31 47 14 14 23 27

[3] 55 35 70 54 36 37 151 46 67 27 38 15 18 14 30 23 14

[4] 80 70 70 55 53 30 15 13 42 43 12 24 31 39 18 6

[5] 51 54 88 45 13 53 30 27 31 22 12 67 38 31 11

[6] 29 20 26 28 14 71 56 21 36 17 12 51 19 24

[7] 42 60 10 55 15 66 15 27 42 36 21 29 24

[8] 33 15 13 33 36 39 36 31 17 25 18 22

[9] 33 64 35 12 28 15 13 12 20 34 16

[10] 25 43 13 23 16 32 30 16 17 9

[11] 47 19 33 16 36 28 49 35 14

[12] 14 12 10 13 5 14 10 36

[13] 29 66 12 23 13 14 20

[14] 8 16 32 22 34 33

[15] 20 20 8 22 32

[16] 16 4 10 8

[17] 30 15 36

[18] 9 9

[19] 14

ANoS 417 209 139 104 83 69 59 52 46 41 37 34 32 29 27 26 24 23 21 20

St.dev. 0 52 47 42 59 23 23 20 13 39 18 19 16 15 18 15 14 14 8 10

Source: own study; Note: Sc/C. - Schools count / Cluster, ANoS - Average number of schools,
St.dev. - Standard deviation

Table 4. Characteristics of each cluster

Cluster no. General description

0 Vocational orientation of curricula

1 General

2 Economic

3 Technical

4 Management/Humanum

5 Medical

6 Physical sport

7 Music/Art/Humanum

8 Health/IT/General

Source: own study
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6 Conclusions

In the paper we demonstrated that the most reliable and suitable method of classifi-
cation of higher education institutions is to use fields of studies. It provides the most
consistent groups of higher education institutions and makes the most diversification
among clusters. The use of different attributes to classify, including number of students
or disciplines makes the results less diverse.

The results shown in this paper confirms the opinion from various researchers that
the classification of higher education institutions is very artificial. Therefore, this clas-
sification should be revised every few years to include the dynamic changes that occur
every year. Current challenge in higher education sector is to provide fields of studies
for the highest demand jobs in the labour market. As a result, we can observe the possi-
bilities to study management at technical universities as well as vocational oriented IT
at universities.

Our future studies will concentrate on the use of machine learning algorithms to
predict student performance, dropout rate education and graduation rates. To propose
more effective admission criteria and reduce the operating costs of higher education.
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21. Maślankowski, J.: Towards de-duplication framework in big data analysis: a case study. In:
Wrycza, S. (ed.) SIGSAND/PLAIS 2016. LNBIP, vol. 264, pp. 104–113. Springer, Cham
(2016). https://doi.org/10.1007/978-3-319-46642-2_7

https://doi.org/10.1007/978-3-030-22475-2_1
https://doi.org/10.1103/PhysRevE.95.062122
https://doi.org/10.37380/jisib.v9i2.469
https://doi.org/10.1080/03610926.2018.1478103
https://doi.org/10.1080/00207543.2015.1066519
https://doi.org/10.1016/S0953-5438(02)00015-2
https://doi.org/10.1007/978-3-319-46642-2_7


Multi-language Sentiment Analysis – Lesson
Learnt from NLP Case Study
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Abstract. The aim of this paper is to present the use of sentiment analysis in
both Polish and English languages. This goal is related to the fact that the authors
of this article have observed many sentences in both Polish and English, used
in social media and on websites in Poland. The paper presents the principles of
various inflectional forms that should be used in the preparation of the training
dataset being the subject of the analysis. Therefore, one of the goals of this article
is to identify possible problems that an analyst of sentiment analysis machine
learning methods may misinterpret. The motivation of the study was to see if
the same methods could be used to analyse sentiment in different languages. We
decided to evaluate the possibility of using one sentiment evaluation mechanism,
assuming the use of similarly prepared training sets. In addition, the article shows
the principles and differences between these languages, including in terms of the
possibility of gender identification based on the text. We presented the results of a
case study that showed how machine learning tools treat unstructured data to find
the right sentiment and what problems can be identified when delivering text in
these two languages. The conducted study also showed the possibility of using Big
Data sources, such as comments in the form of comments on websites or social
media, in order to correctly identify the sentiment, which is not always the case if
the training set is not prepared properly.

Keywords: Big data · Text mining · Lexical analysis · Sentiment analysis

1 Introduction

Thegoal of the paper is to test sentiment analysis approach that canbeused for bothPolish
and English, e.g., whether it is possible to identify correct sentiment or a gender based
on the text provided. Such analyses are necessary to provide information on groups of
people commenting on specific events, which is currently the subject of frequent analyses
in the business community. This applies, among others, to opinions on specific products,
public sentiment, consumer confidence or similar issues. We prepared a case study that
shows howmachine learning tools treat the unstructured data to find the right sentiment.

This paper was divided into six parts. After introduction and theoretical background,
in the third part there is a theoretical background on IT issues and a comparison of
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the syntax and semantics of Polish and English. The fourth part concentrates on the
case study, whose aim was to show deficiencies in machine learning methods when
traditional tokenization rules are applied. It also shows the need for lemmatization and
obstacles that such method can deal with. The fifth part shows the traps of natural
language processing for different languages. Several examples have been included to
show the possible problems in multi-language machine learning exercise. It shows that
the problems can be reduced to a common denominator as long as the lemmatization
and stemming process are properly processed and any redundant words are removed.
The last part shows the conclusions.

The paper shows that we need dedicated solutions for machine learning purposes and
differences between languages, namely Polish and English, do not allow for applying
any unified method of text mining. The research question is: whether it is possible to
use similar approach to provide the result of analysis having data in two languages –
i.e. English and Polish. Additional analysis shows main differences between different
flexible forms and structures, which have impact on the way the algorithm for sentiment
analysis should be trained and tested.

2 Theoretical Background

Increasing complexity of big data methods and tools has given opportunities to process
and extract valuable information from unstructured data, like text from the web. Cur-
rently, web data are one of the most widely used big data sources [1]. In research papers
the feature of big data that allows to process web data is considered as a Business Intelli-
gence & Analytics 2.0 [2]. Typical methods that can be used for text processing include
lexical analysis, such as word counts or collocates [3]. One of the methods is a sentiment
analysis that can be conducted based on explicit or implicit sentiment expressions. An
explicit sentiment expression is when it is possible to express an emotion through a
single emotion word. Implicit sentiment expression is when the message is not directly
expressed but used as a suggestion or command [4]. Text mining and sentiment analysis
can be used to process unstructured information to find, e.g., brand related topics and
sentiments within the text [5]. Text analytics is especially important in enterprises. It is
estimated that about 80% of data in enterprises is unstructured [6].

Natural Language Processing (NLP) may focus on three challenges: linguistic, sta-
tistical and computational [7]. Based on the semantic parsing method and statistical
occurrences in the text, specific information can be provided. NLP can be used to extract
data models and process them based on text [8]. There are several examples in which a
useful data model can be formed based on the web data. This included detailed infor-
mation on job vacancies or real-estates [9]. However, in many cases this information
is extracted from websites that have a semi-structure form. Another aspect is to define
correctly bag of words [10], which is important when there is a risk of typos in the sen-
tence, typical to written short messages. This method is used nowadays to solve different
problems, not only applied to text [11] like in this paper. However, we can observe the
evaluation of the approaches to define bag of words for text classification, but mostly
they start with text lemmatization as a key step at starting point [12].

Unstructured information is always more noisy than information that comes from
databases. It leads to the misinterpretation of the key sentiment based on the sentence
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or text. Therefore, there is a need to apply a big data quality framework, which controls
the data quality on every step of the data processing [13].

3 Syntax and Semantics of Natural Language

Theoretically, the comparison of structures in different languages seems to have no
limitations imposed, with emphasis put on their value. We, therefore, face the problem
of determiningwhich structures in two ormore languages are comparable, and one of the
criteria seems to be semantic equivalence [14]. It is the principles of formal semantics
which are used in the process of big data analysis. Described as the knowledge of
meaning, cognitive in nature, it expresses a part of human knowledge that allows a
person to match sounds and meanings [15]. Here, formal semantics, with its attempt
to describe and provide explanation for semantic facts, appears as a part of Chomsky’s
linguistic competence of a natural language user [16]. In a natural language, linguistic
competence—which constitutes knowledge of language—is implicit, i.e., language users
do not have conscious access to the principles and rules that govern the combination
of sounds, words, and sentences. They, however, recognize the violation of rules and
principles. [17]. Thus, in the IT environment, one needs reliable solutions for a machine
to “learn” processes for semantic identification, which are challenging in English and
Polish analysis.

According to Bańczerowski, the larger the number of languages with which a given
language is confronted, the more complete its description will be, and the fuller its typo-
logical status, and a similar statement can also be made about various models [14]. The
issue arising is how the meaning relates to the world, as it is more than a mental phe-
nomenon, and there is a need for the semantic theory to explain both the “internal” and
“external” nature of meaning. In the comparative analysis of both languages by big data
tools, we adopted the view that semantic rules must be sensitive to syntactic structure, as
syntax affects interpretation, and the explanation lies in the fact that syntactic ambiguity
leads to semantic ambiguity [18]. As we present in the next part of the paper, if two
or more syntactic rules can be applied at some point, it follows that a sentence will be
semantically ambiguous. Thus, regardless of the language analyzed, a major factor in
programming language statements interpretation is pragmatics, which involves a broad
scope of knowledge, and this includes “the programme‘s actions, the way he plans to
implement the created programs using syntax and semantics and it addresses the pro-
grammer’s background and attitude andwhat he is intended to create, their understanding
of the context in which a programming language statement is created from, and their
knowledge of the way in which language is used to communicate information” [19].

With regard to the main topic of the paper, we have considered several contrastive
explorations between Polish and English language, which may serve as a challenge in
the processes of big data analysis. First of all, Polish sentence structure is more flexi-
ble than the English one, and it allows for changes in the order of constituents without
significant change in the meaning. Polish has a more complex morphological structure;
nouns, adjectives and pronouns are inflected, which is related to their function in a sen-
tence, with each gender having a different form for the Nominative, Genitive, Dative,
Accusative, Instrumental, Locative, and Vocative case, make the analysis of Polish texts
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more challenging. However both Polish and English nouns have three genders, in Pol-
ish, grammatical gender has nothing to do with natural gender (sex); it is mainly of
importance for purposes of grammatical agreement, where feminine nouns require that
a modifying adjective have relevant endings (e.g., nowy komputer). In English, gender
is sometimes shown by different forms or different words when referring to people or
animals (e.g., boy, girl, child), while the form of modifying adjectives remains the same
in all cases, with single exceptions, e.g. blond, blonde.. In English, many nouns that refer
to people’s roles and jobs can be used for either amasculine or a feminine subject, such as
teenager, doctor, friend, or cousin, while Polish relevant nouns usually refer to either sub-
ject, e.g., nastolatek/nastolatka, lekarz/lekarka; przyjaciel/przyjaciółka; kuzyn/kuzynka.
However, in a specific context, a masculine subject may occur in the general meaning,
where gender has not been specified, for example: Dobrze jest mieć przyjaciół (It is good
to have friends). In the sentence, masculine plural form has been presented, while the
actual meaning is It is good to have friends, and speakers usually equally consider both
male and female ones in this context, with no specification for male ones as suggested
by the form. In English, the distinction for neutral words is possible by adding the words
male or female (e.g., male friend to indicate that a man is not a boyfriend).

Nouns in Polish have seven different case forms for expressing grammatical case
(but some case suffixes are the same), which is related to their function (theta roles) in a
sentence, with each gender having a different form for the Nominative, Genitive, Dative,
Accusative, Instrumental, Locative, and Vocative case. In short, the Nominative case is
used to express the subject of a sentence, the Dative to express the indirect object (to or
for whom something is done), the Accusative the direct object, i.e., the item perceived
or acted on by the subject. The Instrumental expresses the means by which something is
done (for example, ride by train, write with a pen). The Genitive expresses possession
and, in general, and for example, end of the world, most of all, etc. The Locative is
used with certain prepositions, especially prepositions expressing the simple locational
senses with the use of prepositions such as on, in, at; while the Vocative is used to address
someone directly. In English, however, there are only three grammatical cases used in
personal pronouns (I, you, he, she, etc.) andwho: subjective case,where pronouns used as
subject (e.g., I); objective case, where pronouns used as objects of verbs or prepositions
(me); and finally possessive case, with pronouns expressing ownership (mine). In nouns
the first two cases (subjective and objective) are indistinguishable, and are called the
common case, while the possessive in nouns occurs in the apostrophe form of the word
(John’s).

In the sentiment analysis, it is rather a semantic interpretation that plays a crucial role
in the interpretation of various Polish sentences. Negation in English is applied through
the verb phrase (by inserting the negative adverb not after the first auxiliary verb of
the verb phrase or by inserting the operator do and the negative adverb not before the
verb, e.g., I cannot go there/I will not read that book), through noun phrase negation
(I have no time); through adjective phrase negation (They are not tall). Other English
types of negation include negative indefinite pronouns: no one, nobody, nothing and
none, the negative adverb never, together with nowhere, nothing, hardly, and scarcely.
The grammatical rules of Standard English do not allow for the use for a double or triple
negation (Don’t do nothing never). In contrast, Polish negation rules are more complex.
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While negative forms such as nic (nothing), nigdy (never) or nigdzie (nowhere) by rule
require a negative verb form, the semantic interpretation becomes more tentative in the
analysis in, for example, Ona nigdy nic nie zrozumie versus Ona nic nie neguje, with the
former sentence being negative, while the latter positive. Moreover, expressions dość
and nie zbyt (Ona jest dość ładna vs. Ona nie jest zbyt ładna) are semantically opposite,
and they, as such, might be a challenge for machine learning tools. The sentence Ona
jest dość brzydka would be univocally marked negative in the sentiment analysis, while
Ona nie jest zbyt brzydka, normally suggesting a positive opinion, would be marked as
negative in the sentiment analysis process (two negative markers). Similar interpretation
problems will occur with expressions such as niekoniecznie (niekoniecznie brzydki
= positive), mało (mało interesujące = negative), similarly to contrastive expressions
such as chociaż, wprawdzie, or ale, which induce a semantic twist. Thus, a semantic
web extended by a field based on sentiment markers appears extremely valuable in the
natural language processing development.

With the focus on the semantics and pragmatics for additional linguistic markers,
another challenge research arises, namely, the use of humor and irony in big data tool
analysis, which skillfully manipulate the syntactic and structural ambiguity of the sen-
tence (humor) and use words that say the opposite of what the addresser really means
(irony).

4 Case Study

The case study has been used tomake a comparison analysis of the possibilities to extract
sentiment information from both Polish and English language. The survey was divided
into two parts. In the first part an automatic sentiment detection library was used. We
decided to do this part to know what the precision of the analysis regarding different
expressions is. The software used in this case study was a big data ecosystems including
Apache Spark/Hadoop with scripts written in Python. The primary library used to check
the efficiency of correct identification of different expressionwas aMonkeyLearn library.
The analysis were supported by Pandas and Numpy libraries for loading and processing
the data. In the second part of the case study we decided to use Machine Learning with
our own training dataset. To accomplish this task, we prepared a training dataset with
different sentences regarding three types of sentiment: positive, negative, and neutral.

The first lookup in the training datasets allows the formulation of the conclusion
that Polish language is much more complex to train. The reason lies in different forms
of verbs, and, as a result, lemmatization is a key issue during the process of preparing
the training dataset for Polish language. Both datasets required to prepare a stop words
dictionary. Although numerous stop words dictionaries have been published on various
websites, still there is a necessity to prepare a dedicated for a specific data source a set
of a stop words. Looking into such dictionaries can be a bit confusing, especially that
words such as “jeden” in Polish – which is translated into English as “one” is indicating
a specific number. We could also find a word “nie” in Polish stop words dictionary. This
word in English is “no” and is crucial in sentiment analysis. However, we could find this
example of stop word in English dictionary either. Examples of stop words that can be
ambiguous in terms of the accuracy of proper identification of sentiment are shown in
Table 1.
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Table 1. Selected stop words that can change the meaning of the sentence

Suggestion Polish English

Not include nie no

Include i and

Not include więcej more

In Table 1we put three different examples of stopwords thatmay result in ambiguous
identification of the sentiment. For example – the word “nie” can change the meaning
of a specific expression, e.g., “you have no chance” is negative. Omitting this word in
the sentence will make the sentence written wrongly. Thus, we need to have a dedicated
set of stop words that is a result of a deep analysis of natural language expressions used
in a specific data source.

The issue is especially visible in various web portals, where the language used in
the social media is quite different. Because Twitter social media uses short messages
(up to 140 characters), the sentiment identification can be relatively difficult. However,
our observation shows that it is highly recommended to make analysis of the hashtags
first then look into the whole post to have additional information of the sentiment. The
hashtags can be such as “depressed” or similar. Therefore, it is quite easy to identify
whether the sentiment is negative, positive or neutral. In the case studies, we decided
to have these three types of sentiment, because most of the machine learning libraries
related to sentiment analysis allow for classification of the text according to these three
classes.

In the second part of the study we repeated the same exercise for using Naive Bayes
algorithm.We have prepared a training dataset with selected words and provide a sample
testing examples. The results we discovered were similar to the ones described in the
previous part of this paper.

5 Results of Analysis

The goal of the case study was to make a comparison of analysis of different typical
expressions. In this chapter we concentrated on the expressions in English language that
are tested with the MonkeyLearn (monkeylearn.com) machine learning library. Because
this library is developed by experts and available in free as well as paid version, we
decided to prepare some lexical expressions to show that lemmatization will not work
on selected phrases. In Table 2 we present results of analysis of specific sentences.
It includes sentences themselves, their length, probability of proper identification, and
sentiments identified.
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Table 2. Selected sentences and its sentiment

No. Sentence Length of the sentence Probability of proper
identification

Sentiment

1 Good, very good, I am
so happy

30 0.997 Positive

2 Bad, that was so bad in
my life

31 0.693 Negative

3 I feel not bad not good 23 0.820 Negative

4 Have you ever been to
such a good place?

40 0.721 Positive

5 Today we have a long
discussion whether it is
good to be good or not
good to be bad

84 0.935 Positive

6 Good! 5 0.999 Positive

7 Bad! 4 0.765 Negative

8 Not bad 7 0.885 Negative

9 No good 7 0.807 Positive

10 Frankly speaking, I am
not happy

33 0.721 Positive

In Table 2 we have selected sentences that should be easy to identify by a machine
learning tool. They include typical words that have positive or negative meaning, such
as good, bad or different ones. Please note that we included in the table sentences that
have different length to know how it affects the probability of proper identification. For
example, sentence 1 contains three positive words – “good,” “good” and “happy”. It
is easy to understand that such an expression will have a positive meaning. However,
because the sentence has other words than those three mentioned, it was identified with
the probability of 0.997. The second sentence is definitely negative – it has two words
“bad”. Still, it was not identified with the probability of 1 because it has other words
included. The longer expression may a bit confusing for machine learning algorithm that
extracts information by tokenization of specific words. For example such expressions
were included in the table in 4th and 5th position. In sentence 4 there is one word “good”
that makes this sentence positive. The probability is 0.721. The sentence 5 is longer and
has a neutral meaning. We made also a test to receive a score of the words “good” and
“bad” – position 6 and 7. Please note that the probability of good as a positive meaning
resulted in a probability of 0.999 (exclamation mark included in the sentence), while
the word “bad” had a negative meaning with the probability of 0.765 (also exclamation
mark was included). The weaknesses of machine learning typical algorithms that divide
the sentence into words was discovered in sentences 8 and 9. The sentence “not bad”
was treated as a negative with the probability of 0.885. It means that the word “not” has
a negative meaning and bad as well which scores to the amount of 0.885. In sentence 9,
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“no good” the probability was lower than the word good – 0.807 comparing to 0.999 for
the sentence “Good!”, which shows that the negation of the word does not have a huge
impact on the overall meaning of the sentence.

As English is widely spoken around the world, there are many libraries that offer bag
of words analysis, whether it is bi-gram or n-gram. The variation is also not troublesome,
as it is mostly limited to removing endings, such as -ing or -s. The situation is different in
the case of the second analyzed language. Here, due to numerous inflectional variations,
the use of various forms of words, the use of bag of words requires very specialized
algorithms allowing for stemming and lemmatization at a high level of abstraction. For
example, the masculine and feminine forms already change the form of words that must
first be checked to the basic form. In the case of our case study, the rule was to replace
all words with their basic form, using dictionaries prepared based on publicly available
data. Only in the second stage, the rules described in the context of the English language
were applied.

In the case of Polish language, the results were similar to the ones received in English
language. It means that different negative forms must be treated as a part of the sentence.
Otherwise, the machine learning algorithm will detect the sentence in opposite way, just
because of polarization of specific words, not recognizing the negative forms in correct
way.

6 Conclusions

Our case study shows that selecting a proper training dataset is crucial when natural
language processing and text mining methods are applied. We also need to manually
detect whether themachine learning tool identifies sentences correctly or not, and simple
identification based on keywords is insufficient. There are different expressions, such
as “not bad” that should have a positive meaning, but, as it has been shown in Table 2,
typical machine learning tool may treat each word separately, treating such expression
as two words “bad” and “not” with different scores. Therefore, there is a need to instruct
the machine learning tool how to deal with collocations and complex expressions. It
shows that bi-grams and n-grams are necessary in NLP applications to the text provided
from social media or Internet.

The second conclusion from the paper is that there is no unified method to deal with
different languages syntax and lexical forms. We proved that Polish language needs
stemming and lemmatization, while it is not so important for English. However, if we
want to join the training dataset, it is a key issue to do the stemming and lemmatization
for both languages. On the other side, we see a huge problem in applying lemmatization
for the whole of the sentence, as it may change the overall meaning of the sentence.

Another very important aspect is that for national languages not so common as
English, we are obliged to prepare our own training datasets. As it is widely known,
preparation of the good training dataset, i.e. having the right proportion and transparent
sentencesmay be not possible inmany cases. Therefore, preparation of the same analysis
for Polish andEnglish (e.g. sentiment or emotional analysis) leads to a disproportionately
large workload in relation to the results in the case of the Polish language. This rule may
apply to other national languages as well, which are not so popular as English.



54 J. Maślankowski and D. Majewicz

The final conclusion is that preparing a reliable and relevant tool for natural language
processing leads to the necessity of preparing a dedicated training dataset thatwill include
all lexical forms necessary in the referred testing data source.
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Abstract. In this paper, we study how the application of a dynamic
user engagement profiling can influence the efficiency of systems aimed
at detecting the user’s propensity to buy a subscription. Specifically, we
address a task of identifying the digital media readers who are involved
enough in the publisher’s offer to pay for access to the content of a
given webpage. We present the user engagement profile updating frame-
work responsible for enriching raw events with time-agnostic temporal
features. In particular, we experimentally evaluate the performance of
machine learning algorithms for the task of predicting the user propen-
sity to subscribe using the synthetic dataset based on publicly available
data streams on users of KKBox’s music service. Additionally, we provide
the results of online tests in which the propensity-to-subscribe prediction
model is used to control the paywall displays on a digital media website
with live traffic. The results of experiments have proven that enrichment
of data with engagement profiles leads to higher performance of predic-
tion models than relying just on raw features and tuning the model’s
hyperparameters.

Keywords: Big data · User engagement modeling · User profiling ·
Subscription for digital content · Streaming data processing

1 Introduction

In the landscape of digital media publishers, only a small fraction of readers
bother to register on the website. An even smaller portion of them converts
into subscribers to the premium content, which constitutes one of the primary
sources of income for the publishers. The identification and accurate targeting
of the users who might be interested enough in the offer to pay for access are
therefore crucial for the financial success of digital media publishers and other
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premium-content-generating businesses. As a result, those enterprises are adopt-
ing subscription propensity modeling more and more often.

As Gould Finch and Frankfurter Buchmesse point out in their white paper1,
the impact of Artificial Intelligence (AI) on the publishing industry will be
immense. Major publishing houses have already implemented predictive solu-
tions into their workflows with impressive results. Bloomberg Media has lever-
aged a Machine Learning (ML) model that calculates the subscription propensity
scores to optimize the paywall height for each user, thus maximizing revenue [12].
In another study, a group at the New York Times has shown that with a dynamic
paywall steered by propensity scores, they were able to increase the probabil-
ity of subscribing to premium content by 10% in only 11 weeks, leading to a
net profit of at least $230,000 during the seven-month study [3]. Additionally,
researchers have already demonstrated the value of time-aware user engagement
features in building subscription prediction models [7].

Given the industry sentiment in which such prominent characters as Andrew
Ng advocate for more data-centric rather than model-centric approaches to AI
[1], this paper investigates the impact of real-time profile enrichment with time-
agnostic behavioral features on the efficiency of propensity-to-subscribe mod-
eling. It has to be stressed that one of the pain points in building predictive
models in the publishers’ industry is the time-sensitivity of the solution. A pre-
diction for a user needs to be generated before they lose interest and exit the
website, upon which the marketing targeting becomes intractable. On the other
hand, user preferences are highly dynamic. A user who was not interested in the
offer yesterday may be inclined to buy today after reading an engaging article.
In practice, this means that the ML pipelines need to score the users in sec-
onds or even immediately. In order to meet these requirements, in this paper,
we address the problem of building scalable and efficient dynamic user engage-
ment profiling applicable to be used by machine learning models generating
propensity-to-subscribe predictions in a streaming manner.

The paper contribution is as follows. Given the needs of digital media pub-
lishers, we demonstrate how user profiles can be enriched in real-time and used
for propensity-to-subscribe modeling. We describe the user engagement profile
dynamic updating framework being a part of the Deep Glue System respon-
sible for managing the users of the digital content. We prove the importance
of proper time-aware data preprocessing based on user engagement features
through offline experiments conducted on the synthetic propensity-to-subscribe
dataset derived from KKBox’s dataset2, and online testing conducted on the
digital media website with live traffic. In particular, we find that with real-
time user profile enrichment with behavioral data, we are able to significantly
improve the efficiency of ML models on the KKBox’s dataset and increase dig-
ital media publishers’ monthly subscription rates by up to 100%. The profiling
method delivers user engagement features, which are more context-independent

1 https://www.buchmesse.de/files/media/pdf/White Paper AI Publishing Gould
Finch 2019 EN.pdf.

2 https://wsdm-cup-2018.kkbox.events/.

https://www.buchmesse.de/files/media/pdf/White_Paper_AI_Publishing_Gould_Finch_2019_EN.pdf
https://www.buchmesse.de/files/media/pdf/White_Paper_AI_Publishing_Gould_Finch_2019_EN.pdf
https://wsdm-cup-2018.kkbox.events/
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and more time-agnostic. This makes them more generalizable and applicable to
multiple niches within the industry, for which the ML models are usually served
in an environment that differs from the one where the models were trained and
tuned.

2 Related Work

Most of the literature about user profile enrichment focuses on social media
applications. Usually, they are based on processing textual data [16] extracted
from popular services such as Twitter [8]. Additionally, many research papers
on real-time user scoring use the collaborative filtering approach derived from
recommendation systems, in which content recommendations are based on sim-
ilar users’ content consuming patterns [17]. This is not applicable to our case,
as we are not working with social media, where one can create a network graph
of connections between users – our goal is to predict the propensity to subscribe
or churn rather than recommending new content. Tang et al. [18] propose time-
forgetting machines which use temporal behavior to discount the old preferences
of the users in real-time recommendation systems. We use a similar concept in
that our enrichment mechanism adds the time-agnostic temporal features, e.g.,
based on aggregation in a specific time window. The idea of data enrichment
using features modeling user engagement is also used by competitors of KKBox’s
Churn Prediction Challenge [13] aimed at building Machine Learning models for
churn prediction task based on a dataset containing events of user interactions
in a music service given as daily user logs describing their listening behaviors
[14]. The authors of [15] use a similar schema of building engagement features
defined as aggregation over a time window to the one used in this paper. How-
ever, we propose a more general framework enabling the definition of counting
features or custom features defined as functions of other features. Other studies
on modeling and measuring user engagement in the context of digital media are
presented in [4,11]. In particular, the author of [11] investigates the patterns of
user engagement in a large dataset consisting of page views of news articles. In
contrast to our research, his approach is focused on the relationship between
engagement levels and information gain in articles’ text.

The detection of user’s propensity to subscribe for digital content is an under-
explored research problem [6]. In [7], Davoudi et al. propose the time-aware
subscription prediction model using user engagement measures. In more recent
research presented in [5,6] the authors study the adaptive paywall control poli-
cies. In contrast to these results, our research is focused on investigating the influ-
ence of dynamic user engagement profiling on the efficiency of machine learning
models aimed at prediction a user propensity to subscribe. Moreover, we present
the results on tests conducted on website with live traffic.

3 User Engagement Profile Updating

The main goal of our user engagement profile updating framework is to enrich
the events about users with new time-aware features modeling their current
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Table 1. User engagement profile features.

Feature type Description

Counters Features counting the number of specific events in a given time
window, e.g., the number of page opens (Volume), or the
number of days with at least one visit (Frequency)

Total sums Sums for a given original features in a given time window, e.g.,
total number of seconds spent using the service

Basic Statistics Averages, minimum/maximum of a given raw feature, e.g.,
daily average of user visits in a given time window

Recency features Time elapsed from a last occurrence of a given event, e.g.
number of days from last visit (Recency)

Custom features Features defined using formulas involving other features values,
e.g., the change of some feature in a given time window, the
RFV score being the function of the Recency, Frequency and
Volume (RFV) values.

Segment features Features obtained as a result of discretization of numeric
features, e.g., segments based on RFV scores, etc.

engagement. For a given user u and a given timestamp t the user engagement
profile p(u, t) may be formally modeled as a sequence of features:

p(u, t) = (f1, . . . , fm),

where m is a total number of features in the profile.
Profile features are generated based on events collected in various time win-

dows, defined as some periods (e.g., 1 h, 7 days, entire history) before the time t,
which usually corresponds to the timestamp of the enriched event. Most of them
are the aggregation features, including counters of specific events (e.g., the num-
ber of paywalls shown) or total sums of a given original numeric feature (e.g., the
number of seconds spent in the system) in the given time window. Additionally,
profiles include features based on simple statistics such as a minimum, maximum
or average in a given time window. Finally, they are complemented by custom
features based on predefined formulas involving the current values of original or
other enriched profile features. More details about engagement feature types are
presented in Table 1.

The overview of the system architecture is depicted on Fig. 1. In the online
environment, the stream of user events (denoting different interactions with the
system) is collected in real-time and are stored on a distributed messaging system
(Apache Kafka3).

All the raw events are enriched online with user profiles and ML model pre-
dictions using Apache Flink4 framework. The user engagement profile is updated

3 https://kafka.apache.org.
4 https://flink.apache.org.

https://kafka.apache.org
https://flink.apache.org
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Fig. 1. System architecture diagram.

online on every interaction collected. As a result, the generated predictions for a
specific user change depending on the actions she performs. The main reason for
modeling the user profiles and embedding them into the raw events is to simplify
the learning process. The current user profile represents the context in which the
specific action has been performed. Since the predictions are generated online,
all the user profile features also have to be calculated in a streaming manner.

The output predictions are indexed for fast access in a profile store (powered
by Apache Cassandra5). For online decision-making, the last available prediction
for a specific user is used. The same data stream is also stored on Hadoop
Distributed File System6 for subsequent batch processing. The ML models are
trained, tuned, and evaluated offline (using Apache Spark7) using the latest
data available. Since the data stored is as an event stream, the target label
used during the training represents the information whether a specific sequence
of user interactions resulted in a subscription event. After each model building
cycle, the result serialized models are pushed to Apache Flink where they are
used for online prediction generation.

4 Datasets

Two datasets are used for the purposes of research presented here.

1. Digital media publisher’s dataset. The dataset based on events describing the
behavior of users exploring the content of a digital news site of the large media
publisher from Western Europe. The publisher’s site is visited by about 1.5M
unique users daily (both subscribers and non-subscribers), generating about
3.5M page views (both from desktop and mobile devices) on a daily average.
The data used in this paper was collected in a period from November 21, 2020,

5 https://cassandra.apache.org.
6 https://hadoop.apache.org/.
7 https://spark.apache.org/.

https://cassandra.apache.org
https://hadoop.apache.org/
https://spark.apache.org/
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to March 2, 2021. Each event was dynamically enhanced by features from
user engagement profiles and then used to learn the ML models predicting
user’s propensity to subscribe. This dataset directly matches the application
scenario targeted in this paper. Moreover, it has to build ML models for online
testing involving paywall control on the publisher site based on generated
predictions. However, due to the non-public character of the data, it cannot
be shared or published.

2. KKBox’s dataset. The synthetic dataset prepared based on publicly available
for academic research purposes KKBox’s churn dataset [13,14]. The original
data came from KKBOX, a leading music streaming company from Taiwan,
and was prepared for KKBox’s churn prediction challenge within the WSDM
Cup 2018 [14]. We chose this dataset as a basis since it has the unique feature
of providing many timestamped events for each user. Specifically, the dataset
contains daily reports summarizing activities of a given user by means of the
numbers of songs played or total time spent. This kind of data enables one to
process it as data streams in order to enhance the events with features of the
user engagement profile [14,15]. For the purposes of our synthetic dataset, we
used only the part of available data containing the reports on user activities
(provided in files user logs.csv) enhanced by basic data on users (provided in
file members.csv). Then we have labeled the samples with labels simulating
users’ subscriptions. Eventually, in order to make our results reproducible, we
made our final dataset (after labeling and enhancing with user engagement
profiles) publicly available8.

The details of datasets’ preprocessing including labeling and profile-based
enhancement were presented in Sect. 5.

5 Experimentation Setup

In this section, the details of experimentation scenarios are described for both
datasets used in our research.

5.1 KKBox’s Dataset Experiments

The goal of the experiments introduced in this section is to demonstrate the
significant improvement of machine learning algorithms’ efficiency caused by
enhancing the input data with additional features from our subsystem of user
engagement profiles building. As we made our KKBox’s dataset modification
publicly available, these experiments should be replicable.

Dataset Prepartion. The data preparation includes feature engineering, filter-
ing, and labeling. We used the user logs.csv file from Kaggle’s WSDM - KKBox’s
Churn Prediction Challenge [10,13,14] as a basis and complemented it with

8 https://www.kaggle.com/pawelwmm/kkbox-user-engagement-modeling-dataset.

https://www.kaggle.com/pawelwmm/kkbox-user-engagement-modeling-dataset
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Table 2. KKBox dataset features.

Feature short name Description Feature
type

num unq # of unique songs played raw

num 25 # of songs played less than 25% of the song length raw

num 50 # of songs played between 25% to 50% of the song
length

raw

num 75 # of songs played between 50% to 75% of the song
length

raw

num 985 # of songs played between 75% to 98.5% of the
song length

raw

num 100 # of songs played over 98.5% of the song length raw

total secs Total seconds played raw

registered via Registration method raw

registration init time Registration timestamp raw

avg num unq Average # of unique songs listened to by the user profile

smooth avg num unq Smoothed avg num unq profile

days since first visit # of days since the user was first observed in the
service

profile

max num unq Maximum # of songs played in a day profile

min num unq Minimum # of songs played in a day profile

visit frequency.lastNdays Frequency of visits in the last N days (for
N=7,14,28,56,112,1000 days)

profile

volume.num X.lastNdays Total # of songs played to extend X over the last
N days (for X=25,50,75,985,100 and
N=7,14,28,56,112,1000 days)

profile

volume.total secs.lastNdays Total # of seconds spent using the service over the
last N days (for N=7,14,28,56,112,1000 days)

profile

additional features concerning users from the members.csv file [13]. Then the
raw data was enriched by user engagement features based on the framework
described in Sect. 3. The short descriptions of dataset features are collected in
Table 2, with the distinction to raw and user engagement profile features. Next,
the target label simulating a subscription event was created. As a subscription
event, we defined a moment in time in which a customer’s average value on a
target feature exceeds a certain threshold N days into the future from this user’s
event. We chose the number of unique songs played as the target feature and 14
days as a value of N . This means that in order for a user event to be labeled as
a subscription, the moving average over the next 14 days on the target feature
needs to exceed a given threshold. Such a method of data labeling prevents the
look-ahead bias. The distribution of the target feature was strongly left-skewed,
and thus, before the labeling, its values were cropped to below 125 unique songs.
The threshold for labeling was set to 95 unique songs. This value was chosen in
order to better correspond with the empirical user subscription rates that digital
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publishers experience. After the labeling, we obtained multiple events per user
in the raw dataset. Therefore, a sampling method needed to be developed in
such a way that only one event per user was left for the machine learning step.
Here, we took a random event for a non-subscriber and an event in a day before
the subscription for the subscribers (which corresponds to the last day before
the 14-days-long period of the target feature average measurement).

Algorithms Under Evaluation. The choice of machine learning algorithms
used in our study was motivated mainly by our experiences gained when prepar-
ing propensity-to-subscribe prediction models for business purposes. We chose
the Logistic Regression (LR) algorithm as a basic solution and the Gradient
Boosted Trees (GBT) algorithm as a solution used to build the final model
applied for paywall control. What is crucial for the final application scenario is
that prediction models based on the chosen algorithms can be easily serialized,
distributed, and deployed on machines responsible for making online predic-
tions. Moreover, both of these algorithms are known for working well on data
with numerical features. In contrast to the LR algorithm, the GBT algorithm
is able to exploit higher-order and more complex relations in data. Therefore, it
provided models of better efficiency evaluated through standard ML measures.
We built our models using the Hadoop computing cluster of 9 nodes with the
total number of 54 CPU cores and 504GB RAM, and LogisticRegression and
GBTClassifier implementations from Spark ML library [2].

The following approaches have been compared for the case of offline test
performed using KKBox’s dataset:

– LR algorithm on KKBox raw features (KKBox-only LR),
– LR algoritm on data enriched with features from user engagement profiles

(Enriched LR),
– GBT algorithm on KKBox raw features (KKBox-only GBT),
– GBT algoritm on data enriched with features from user engagement profiles

(Enriched GBT),
– LR algoritm using only the feature used in data labeling procedure (number

of unique songs played) as a Baseline - our goal is to check how much the
current value of these feature indicates that its average value in the next 14
days exceeds the threshold.

We conducted five experiments for different splits on training and test data
for a training ratio equal to 0.7. The hyperparameters of the LR and GBT
estimators were optimized by a 4-fold cross-validated grid search over predefined
parameter ranges. The configurations of parameters chosen to build the final
models included the following non-default settings:

– for LR: maximum number of iterations equal to 25, regularization parameter
equal to 0.01;

– for GBT: maximum number of iterations equal to 85, maximum depth of the
individual tree equal to 8.
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Other parameters were set according their default values in the algorithms imple-
mentation [2]. The efficiency of algorithms was evaluated using the test set by
the means of standard ML measures [9]. The evaluation results were presented
in Sect. 6.

5.2 Publisher’s Dataset Experiments

Dataset Prepreprocessing. The publisher’s data used to build ML mod-
els was collected in a period from November 21, 2020, to March 2, 2021. The
set of original raw page views was cleaned by removing events generated by
web crawlers, users that cannot be reliably tracked, already active subscribers,
unsupported devices, and sites that were not articles. Based on these events,
we labeled the samples for the task of the propensity-to-subscribe prediction by
setting all the page views of a given non-subscriber user opened no more than
2 h before the purchase as positive samples. Then, we randomly took one event
for each user: the positive one for users with the subscription purchase and the
negative one for each user without any subscription purchase. The final dataset
contained about 1.5M samples with an imbalance ratio equal to about 0.00065.

Each event was dynamically enhanced with features from user engagement
profiles used the system described in Sect. 3 (see Table 1). All temporal features
were calculated for 7 and 30 days time windows. In total, out of 152 features in
the data, 26 were chosen for the final model based on automated feature selection
on the validation set.

Model Building. Before the training process, the data were divided into train,
validation, and test sets. We chose time as a factor for partitioning the data.
This way, we could mimic with history data the real-time nature of the target
infrastructure. The distribution between sets was 70% for the training set, 10%
for the validation set, and 20% for the test set. Since the raw data was highly
imbalanced (with the imbalance ratio equal to 0.00065), we decided to down-
sample negative events in training data by removing them randomly with the
downsampling ratio determined experimentally.

On-line Experiments. We deployed and tested our system in a real-world
environment. We provided the tests, for which the ML model presented in the
previous section – built using the Spark GBT algorithm trained on the histor-
ical data about publisher’s users – was used to generate online predictions of
users’ propensity to subscribe. More precisely, the ML model predictions were
calculated online for each opening of an article by a user, given the current con-
text information (such as the time of the day or visit source) and the latest
user engagement profile. Subsequently, the predictions indicating users’ current
propensity to subscribe were used to decide whether to display a paywall on the
corresponding article.

The experiment was conducted online for four weeks, from May 17th, 2021,
to June 13th, 2021. According to the experiment scenario, the dynamic paywall
policy based on ML predictions was applied to article opens for a randomly
selected subset of 454267 unique non-subscribers. The solution performance was
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evaluated by comparing with the parallel test on the randomly chosen control
group of 100614 unique non-subscribers for which default paywall policy was
applied. This default policy was to block access to specific content if and only if it
belongs to the predefined set of premium articles, regardless of all other aspects.
We collected the number of subscription purchases made during the experiment
period in both groups separately. Finally, the user conversion rate was used as the
performance measure for online testing, chosen since it reflects the business goals
of a digital publisher. The results of the experiment are presented in Sect. 6.2.

6 Results

In this section, the results of experiments introduced in Sect. 5 are presented.

6.1 Results of KKBox’s Dataset Experiments

The results of KKBox’s off-line experiments are presented in Fig. 2 and 3 and
Tables 3 and 4. The comparison of AUC curves shown in Fig. 2 confirms that the
models based on enriched data (namely Enriched GBT and Enriched LR) have
achieved better results than the models based on raw data. This observation is
even more evident when looking at prediction qualities illustrated by means of
precision recall curves (see Fig. 3). We can observe that KKBox-only LR model
performs only a bit better than the baseline method based on the number of
songs played at the last day before ‘subscription’. Finally, we have observed that
– when using the same set of features – models based on the GBT algorithm
achieves better efficiency than the ones based on the LR algorithm.

Fig. 2. ROC Curves for experiments on the KKBox’s dataset.
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Fig. 3. Precision Recall Curves for experiments on the KKBox’s dataset.

The values of most popular machine learning measures [9] collected in
Tables 3 and 4 confirm the conclusions formulated when analysing the curves.
In particular, the simple LR model based on data enriched with user profiles
performs much better than more sophisticated GBT model limited to original
data without profiles. These results demonstrate the key role of user engagement
profiles in the performance of digital subscription propensity models.

Table 3. Results of KKBox’s dataset experiments presented as means and standard
deviations for series of 5 experiment iterations (Baseline and LR models).

Measure Baseline KKBox-only LR Enriched LR

AUC 0.8289(±0.0018) 0.8535(±0.0018) 0.9458(±0.0006)

Average Precision 0.1267(±0.0023) 0.1620(±0.0025) 0.3824(±0.0022)

Accuracy 0.9758(±0.0002) 0.9756(±0.0002) 0.9772(±0.0002)

Balanced Accuracy 0.5058(±0.0002) 0.5185(±0.0010) 0.5749(±0.0135)

Precision 0.2105(±0.0059) 0.3219(±0.0080) 0.5421(±0.0115)

Recall 0.0129(±0.0005) 0.0389(±0.0020) 0.1529(±0.0276)

F1 0.0240(±0.0009) 0.0694(±0.0033) 0.2373(±0.0342)

6.2 Results of Publisher’s Dataset Experiments

Evaluating Off-line Performance. The trained model has been evaluated
using the test set in the dedicated module. The test set, as opposed to the



66 P. Misiorek et al.

Table 4. Results of KKBox’s dataset experiments presented as means and standard
deviations for series of 5 experiment iterations (Gradient Boosted Trees models).

Measure KKBox-only GBT Enriched GBT

AUC 0.9034(±0.0012) 0.9679(±0.0006)

Average Precision 0.2421(±0.0022) 0.6013(±0.0039)

Accuracy 0.9766(±0.0002) 0.9823(±0.0002)

Balanced Accuracy 0.5393(±0.0002) 0.7216(±0.0026)

Precision 0.4963(±0.0114) 0.6837(±0.0072)

Recall 0.0695(±0.0037) 0.4482(±0.0054)

F1 0.1220(±0.0055) 0.5414(±0.0039)

training set, has not been not additionally downsampled to make the scenario
closer to online environment. The test set contains 310,455 negative samples
and 203 positive ones. The precision and recall scores have been obtained for the
experimentally set threshold for positive prediction equal to 0.0335. The same
threshold has been used for the online experiment described in the next section.

The offline evaluation results are collected in Table 5.

Table 5. Results of offline evaluation for the model used in the online test on the
digital media website.

Measure Score

AUC 0.8412

Average precision 0.0170

Precision 0.0038

Recall 0.5764

F1 0.0076

Evaluating On-line Performance. In this section we presents the results
of online tests conducted according to the description provided in Sect. 5.2. In
particular, we have compared the performance of dynamic paywall policy (called
Deep Glue Dynamic Paywall) based on predictions generated be the ML model
using features from the current user engagement profiles and the default paywall
policy based on blocking the so called premium content. The results are presented
in Table 6.

Table 6. Results of on-line experiments in the digital publisher environment.

Paywall policy No of users No of subscr. User conversion rate

Deep Glue Dynamic Paywall 454,367 340 0.07483%

Premium Paywall 100,614 36 0.03578%
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The results have confirmed that using Deep Glue Dynamic Paywall policy based
on the ML model exploring user engagement features may increase the number
of new subscriptions sold even more than twice.

7 Conclusions

In this paper, we demonstrate that real-time profile enrichment with time-
agnostic user engagement features leads to significant improvement of machine
learning models aimed at detecting the user’s propensity to buy the subscrip-
tion. Our studies follow the recent postulate of Andrew Ng for more data-centric
rather than model-centric approaches to machine learning confirming validity of
his observations [1]. The results of experiments have proven that enrichment of
data with user engagement profiles has a significantly bigger impact on final
predictive models’ performance than the choice of algorithms and their hyper-
parameters.

What is worth to mention, we have complemented our analysis by presenting
the results of online tests conducted on live traffic for which the machine learning
model based on the data enriched by user engagement profiles was used to control
the paywall displays on a digital media website. The results have demonstrated
the significant performance increase measured by means of user conversion rate.
It has to be stated that the biggest limitations for our research are related to
the fact that reliable model evaluation requires tests on live web traffic, which
take more time than offline testing. Our plans for future work include studies
the impact of particular profile features on online performance.
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Abstract. Knowledge gained by meta-learning processes is valuable
when it can be successfully used in solving algorithm selection problems.
There is still strong need for automated tools for learning from data,
performing model construction and selection with little or no effort from
human operator. This article provides evidence for efficacy of a gen-
eral meta-learning algorithm performing validations of candidate learn-
ing methods and driving the search for most attractive models on the
basis of an analysis of learning results profiles. The profiles help in finding
similar processes performed for other datasets and pointing to promising
learning machines configurations. Further research on profile manage-
ment is expected to bring very attractive automated tools for learning
from data. Here, several components of the framework have been exam-
ined and an extended test performed to confirm the possibilities of the
method. The discussion also touches on the subject of testing and com-
paring the results of meta-learning algorithms.

Keywords: Meta-learning · Meta-search · Algorithm selection ·
Algorithm ranking · Result profiles

1 Introduction

Many learning algorithms have been proposed by scientific community to solve
problems like classification, approximation, clustering, time series prediction and
so on. Large amount of algorithms and their different performance in particular
applications have risen questions about ways to select the most adequate and the
most successful learning methods for particular tasks. Such algorithm selection
problems, also solved with machine learning, are tasks of meta-level learning (or
just meta-learning, ML) and by analogy to the vocabulary used in logic, the
former group of learning approaches, can be referred to as object-level learning
(though more often called base-level learning).

In fact, the term meta-learning has been used in many different contexts,
so that it encompasses the whole spectrum of techniques aiming at gathering
meta-knowledge and exploiting it in learning processes. Although many differ-
ent particular goals of meta-learning have been defined, the ultimate goal is to
c© Springer Nature Switzerland AG 2022
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use meta-knowledge for finding more accurate models at object-level and/or to
find them with as little resources as possible. This article presents a general
algorithm for meta-learning based on results profiles, and examines the gains
of its particular implementation. The method facilitates arbitrary profile man-
agement for discovering datasets in available knowledge base characterized by
similar results, to draw conclusions about which learning machines are likely to
provide good results.

Some selected, interesting approaches to meta-learning, more related to the
approach proposed here, are superficially reviewed in Sect. 2. Section 3 presents
the motivation and general idea of the proposed algorithm, which is presented
in detail in Sect. 4. Its several incarnations are tested on 77 datasets and 212
object-level learning machines. The test is described in Sect. 5 and its results
analyzed in Sect. 6.

2 Meta-learning for Ranking Learning Machines

Many different approaches have been proposed as tools for meta-learning. Here,
we focus on meta-learning techniques capable of reliable prediction which meth-
ods would provide best results for a given learning task. In other words, we
need tools to generate accurate rankings of learning algorithms for particular
problems. The task of ranking algorithms can be regarded as equivalent to the
algorithm selection problem (ASP) discussed already in 1970s by Rice [16]. He
presented an abstract model of the problem as in Fig. 1. The goal is to find
a mapping S : D → A, such that for given data D ∈ D, A = S(D) is an
algorithm maximizing some norm of performance ||p(A,D)||. The problem has
been addressed by many researchers and undertaken from different points of
view [9,17]. Often, the task gets reduced to the problem of assigning optimal
algorithm to a vector of features describing data. Such approaches are certainly
easier to handle, but the conclusions they may bring are also limited. Separating
meta-learning (ranking) and object-level learning processes simplifies the task,
but implies resignation from on-line exploitation of meta-knowledge resulting
from object-learners validation.

D ∈ D A ∈ A m ∈ Rn ||m|| ∈ RS(D) p(A,D) || · ||D ∈ D A ∈ A m ∈ Rn ||m|| ∈ RS(D) p(A,D) || · ||

Fig. 1. Rice’s model of algorithm selection problem

Building successful tools for automated selection of learning methods, most
suitable for particular tasks, requires integration of meta-level and object-level
learning in a single search process with built-in validation of object-level learning
machines and meta-knowledge acquisition and exploitation. A general algorithm
for such kind of meta-learning based on learning machine complexity estimation
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has been proposed [11], but it can not be successful in cases, where the complexity
estimation can not successfully drive the meta-search.

The most popular approach to meta-learning was initiated by the meta-
learning project MetaL. It was focused on learning rankings of algorithms from
simple descriptions of data (collections of meta-attributes). In first approaches,
meta-attributes were basic data characteristics like the number of instances in
the dataset, the number of features, the types of features (continuous or discrete,
how many of which), data statistics, some numbers obtained with some more
advanced statistical analysis and information theory [5] and so on. Provided a
description of a dataset, rankings were generated by meta-learners in such a
way that for each pair of algorithms to be ranked, a classification algorithm was
trained on two-class datasets describing wins and losses of the algorithms on
some collection of datasets and after that, decisions of the meta-classifiers were
combined to build final rankings.

An interesting step forward was landmarking [15]. The idea was to use meta-
features measuring the performance of some simple and efficient learning algo-
rithms (landmarkers) like linear discriminant learners, naive Bayesian learner or
C5.0 decision tree inducer. The results provided by the landmarkers were used
as features describing data for further meta-learning.

Interesting further improvements were: relative landmarking that introduced
meta-attributes describing relations between results [7], typed higher-order induc-
tive learning [2], deriving data characteristics from the structures of C5.0 decision
trees [14], and many others [1].

Many other interesting algorithms of similar goal are also worth mentioning
here. Some of them merge model selection and hyperparameter optimization,
often relying on Bayesian optimization with different internal solutions. Random
forests are successfully applied in Auto-WEKA [10,19] and Auto-sklearn [6].
Gaussian processes find application in a meta-search for appropriate kernels in
model space, treating model evidence as a function to be maximized [12]. An
evolutionary algorithm was used within Tree-based Pipeline Optimization Tool
(TPOT) to automatically design and optimize machine learning pipelines [13].

Algorithm Ranking Criteria. To generate rankings of learning algorithms, the
results of meta-learners have usually been combined with such criteria as aver-
age ranks (AR), success rate ratios (SRR), significant wins (SW, counting sta-
tistically significant differences between pairs of algorithms) or adjusted ratio of
ratios (ARR, combining ratios of accuracy and time) and relative landmark (RL,
proposed for cases involving n > 2 algorithms) [18]:

ARRd
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i
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j

1 + log
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Td
i

Td
j
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i are accuracy and time of the i’th landmarker on data d and
X is a parameter interpreted as “the amount of accuracy we are willing to trade
for 10-times speed-up”.
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A serious disadvantage of methods like SRR, ARR and SW is their quadratic
complexity, so when the number of candidate algorithms is large, they are not
applicable. Moreover, they are strongly dependent on the collection of methods
included in the comparison – when we need to test one more algorithm, all the
indices must be recalculated.

The quality of rankings generated by meta-learning algorithms has usually
been measured by means of its similarity to the ideal ranking calculated for
the data. The similarity has been measured with some statistical methods like
Spearman’s rank correlation coefficient, Friedman’s significance test and Dunn’s
multiple comparison technique. Such measures pay the same attention to rank
differences at the beginning and at the end of the ranking, which is not what
we really expect from meta-learning algorithms. We need the best methods at
the top of the ranking while it is not so important whether the configuration is
ranked 50000th or 100000th.

3 Motivation – From Passive to Active Ranking

A possibility of ranking algorithms ideally, without running them on the data
at hand, would be found with great enthusiasm by many data analysts. But the
task is very hard, even if significantly restricted to particular kind of data or/and
small set of algorithms to be ranked. Very naive approaches basing on simple
data characteristics are doomed to failure, because the information about the
methods’ eligibility is usually hidden deeply in complex properties of the data
like the shapes of decision borders, not in simple characteristics of the current
form of the data.

Landmarking is definitely an interesting direction, because it tries to take
advantage of the knowledge extracted by landmarkers in their learning processes.
But it is still passive in the sense that the selection of landmarkers and of meta-
features is done once at the beginning of the process. The result is also static,
because the ranking is not verified—no feedback is expected and no adaptation
is performed.

To provide a trustworthy decision support system the rankings should be
validated. No human expert would blindly believe in raw rankings. Instead they
repeatedly construct and test complex models that encompass data preprocess-
ing and final target learners. Meta-learning tools should proceed in a similar
way. Therefore it seems reasonable to organize meta-learning approaches as
search processes, exploring the space of complex learning machine configura-
tions [4] augmented with heuristics created and adjusted according to proper
meta-knowledge coming from human experts and artificial processes, protect-
ing against spending time on learning processes of poor promise and against
combinatorial explosion [11].

The Idea of Profiles. Profile analysis proposed here follows the idea that the rela-
tive differences between the results obtained by different machines may point the
directions to more attractive machine configurations. Such informative results
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are gathered into collections called profiles and are used to predict the areas
in the machine space worth further investigation. The idea is similar to relative
landmarking, but in contrast to it, profiles are handled in an active way—there is
no a priori definition of landmarkers, but a dynamic profile of results is created—
its contents may change in time, when the feedback shows that the current profile
predictions are not satisfactory. The profiles can contain the results of arbitrary
selection of learning machines (any machine can be a landmarker), and on the
basis of profile similarity between learning tasks, the machines most successful
in solving similar problems are selected as candidates for best results providers.
The details on the possibilities of profile definitions, ranking generation and the
whole active search process are described in the following section.

4 Result Profile Driven Meta-learning

Result profiles are collections of results obtained in validation processes for
selected machine configurations. The configurations are not fixed a priori as
in classical landmarking methods, but are updated on-line during the search
process. Thus, the profiles can be called active. Within the search, subsequent
candidates are validated to verify which machines are really efficient in learn-
ing from the data at hand. Using profiles for ranking other methods may take
advantage of relations between results to point promising directions of machine
parameter changes. Because of the similarity to relative landmarking, the tech-
nique can also be called an adaptive (or active) relative landmarking.

The Algorithm. Result profile driven meta-learning (RPDML) searches for suc-
cessful learning algorithms within a given set of candidate machine configura-
tions C. It runs a procedure called validation scenario (VS) for selected machine
configurations to get some measure of the quality of the machine, in the form
of an element of an ordered set R. An important part of RPDML is a pro-
file manager (PM) responsible for the profile contents and for using the profile
for selection of subsequent candidate machine configurations for validation. The
list of parameters includes also the time deadline for the whole process. The
procedure of RPDML is written formally as Algorithm 1. It operates on four
collections of machine configurations:

– CR – a collection of pairs 〈c, r〉 ∈ C ×R of machine configurations c validated
with results r,

– CP ⊆ CR – the profile – a collection of selected results,
– CQ – a sequence of candidate configurations (the queue) ordered with respect

to estimated qualities and step numbers at which they were added,
– CB – used temporarily in the algorithm to represent current ranking of can-

didate machine configurations.

To avoid long but fully formal statements, some shortcuts will be taken below, for
example, the expression “a configuration in the profile” should be understood as
an appropriate pair and so on. Although slightly informal, they will not introduce
ambiguities and will significantly simplify descriptions.
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Algorithm 1 (Result profile driven ML)

Input: set C of machine configurations, validation scenario (VS), profile manager
(PM), time deadline.

Output: Machine configuration ranking.

The algorithm:

1. CR ← ∅, CQ ← ∅
2. step ← 0
3. Initialize PM
4. While the time deadline is not exceeded:

(a) If step == 0 or PM changed the profile CP since last time:
i. CB ← new ranking for current profile CP

ii. For each c ∈ CB,
if c does not occur in CR then add 〈c, step + rank of c in CB

length(CB)
〉 to CQ

(b) If CQ is empty then break the loop
(c) Pop an item c with maximum rank from CQ

(d) r ← VS(c) (perform VS for c and get the result r)
(e) Add 〈c, r〉 to CR

(f) Adjust the profile CP within PM with 〈c, r〉
(g) step ← step + 1

5. Return the configurations from CR in the order of decreasing results

New ranking is generated each time the profile is changed. Machine configu-
rations are added to the queue with a rank in which the step number also plays
an important role—first the most recent ranking is considered, and only if the
ranking is fully served, the next configuration is taken from the newest of the
older rankings.

Validation Scenario. The validation scenario defines what needs to be done to
estimate the quality of a given machine configuration. It contains a test scenario,
specifying the details of the test to perform for a candidate machine configuration
(for example a cross-validation test) and a result query extracting the quality of
machine configuration from the test (for example mean accuracy or a collection
of accuracy results).

Time Limit. Usually, new algorithms are analyzed with respect to computational
complexity – the question is how much time and/or memory it takes to reach
the goal. In case of meta-learning, we deal with an inverse problem – how good
model can be found in a given time, as it is natural that all possible models can
not be tested and estimated, because that would take many orders of magnitude
larger time than we can supply. Because of that, the main loop of the algorithm
is limited by time deadline and the analysis of its efficiency has the form of
empirical examination of the accuracy of models returned within that time.
Different approaches are given the same amount of time for their work and their
gains are compared.
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Profile Management. Two important aspects of profile management are: care
about the contents of the profile and the method of using it to determine advan-
tageous directions of further search for machine configurations. It is not obvious
what results should be kept in the profile and even what size of the profile can be
most successful. There is much space for in-depth analysis of such dependencies.
Given a profile, ranking configurations can also be done in a number of ways.
The most natural one is to collect the results obtained for the profile configura-
tions on other data files, determine the most similar profile, or more precisely,
the data for which the profile is the most similar, and generate a ranking corre-
sponding to the most successful configurations for that data. The similarity can
also be used to combine results for several similar datasets into the final scores.
So, the behaviour of PM may be determined by:

– profile similarity measure,
– configuration selection strategy (deciding how many and which configurations

are included in the ranking),
– knowledge base used for calculations (the collection of datasets D1, . . . , Dk

and results obtained for these datasets with the methods of interest, that is
a set of functions fDi

: C → R.

From practical, object-oriented point of view, it may be advantageous to design
the methods of profile adjustment and ranking generation together, to let them
interact better in their tasks. Therefore, they are enclosed in a single PM object.
It can also be very profitable to use the feedback sent to PM not only for profile
adjustment, but also for learning how to generate rankings on the basis of the
profiles (to exploit the information about how successful the previous rankings
were). Investigations on these subjects are very interesting direction of further
research, but significant advantages will be possible only when we have gathered
a huge database of results obtained with large number of learning methods on
large number of datasets in experiments performed in systematic, unified man-
ner. Therefore, the experiments presented here, though not small, are just the
beginning. Nevertheless, they show that meta-learning driven by result profiles
really works.

5 The Experiment Settings

To analyze the RPDML framework in action, its configuration described in Sub-
sect. 5 was tested on 77 datasets from the UCI repository [3], also available
from OpenML [20], representing classification problems and 212 configurations
of object-level learning machines. A list of names identifying the datasets is given
in Table 1. The sets represent various domains and pose different requirements
to the learning methods. The feature spaces consist of from 2 to 10000 features.
The instance counts range from 42 to almost 5 millions. The numbers of classes
of objects to recognize are between 2 and 23. Such collection of datasets seems
to provide a sufficient field for reliable meta-learning experiments.
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Table 1. Summary of 77 UCI datasets, used in the experiment.

Some of the UCI datasets are originally split into parts (usually training and
test sample). Here, all such datasets were joined into a single set to be analyzed
with cross-validation. In Table 1, suffix “-all” informs about such joins.

RPDML Configuration. Each parameter of the Algorithm 1 (set C of candidate
machine configurations, validation scenario, profile manager and time deadline)
may significantly influence the gains of the method in particular application.
Their values used for the experiment are specified below.

Object-Level Learning Machine Configurations. 212 learning methods of four
types were applied: 102 decision tree (DT) induction algorithms, 40 k-nearest
neighbor (kNN) methods, 5 naive Bayesian (NB) classifiers, 65 support vector
machines (SVM). Decision tree algorithms were constructed with different split
criteria, pruning methods and/or the way of validation. The 40 kNN methods
were obtained with 10 different values of k (from 1 to 51) and 4 “metrics” used
for distance calculations (Square Euclidean, Manhattan, Chebychev, Canberra).
Bayesian classification used 5 settings of Naive Bayesian Classifier: one using
no corrections, one applied with Laplace correction and 3 instances equipped
with m-estimate corrections (m ∈ {1, 2, 5}). The 65 Support Vector Machines
contained 5 configurations with linear kernel (with C ∈ {.5, 2, 8, 32, 128}) and
60 with Gaussian kernels: all combinations of σ ∈ {.001, .01, .1, .5, 1, 10}, square
Euclidean or Canberra “metric” and C ∈ {.5, 2, 8, 32, 128}.

Application of all the classifiers but DTs was preceded by data standardiza-
tion. For kNN and SVM methods, because of their computational complexity,
each dataset containing more than 4000 vectors was filtered randomly to leave
more or less 1000 vectors (each vector was kept with probability equal to 1000
divided by the original vectors count). The largest datasets (census-income-all
and the two KDD cup datasets) were also filtered in a similar way for DTs, to
keep around 10000 vectors.

More details on the methods configuration, experiment design and results
can be found at http://www.is.umk.pl/∼kg/papers/EMCIS21-RPDML.

Validation Scenario. Algorithm selection in the approach of RPDML is based on
validation of learning machines, as shown in Sect. 4. In the experiment, this role

http://www.is.umk.pl/~kg/papers/EMCIS21-RPDML
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was entrusted to 10-fold cross-validation. Since we are interested in not only high
mean accuracy, but also in its small variance (i.e. stable results), the criterion
used here was the mean accuracy reduced by its standard deviation.

Time Limit. In more sophisticated applications, it may be very important to
comply with the time limit, to check some faster methods first and then, engage
more complex ones [8]. Here, we have just 212 machine configurations, so instead
of the time limit it was chosen to allow for validation of 12 configurations, before
the final decision had to be taken.

Profile Management. Proper profile handling is a crucial idea of the RPDML.
The rationale behind it is that similar relations between selected results for
two datasets may be precious pointers of meta-search directions. We expect
that the winners of the most similar tasks will perform well also on the new
dataset being analyzed. A thorough analysis of profile solutions should take
into consideration such aspects as profile construction and maintenance, profiles
similarity measures, ranking candidates on the basis of profile similarity.

The experiment, presented here, is based on a knowledge base consisting
of results of 212 learning machines obtained for 77 datasets, so possibilities of
profile maintenance analysis are limited. To draw reliable conclusions, one needs
to collect thousands or even millions of results. Such analysis has not been done
yet. Since the task was to check just 12 of 212 configurations (the “time” limit)
and point the most promising one, the profiles were composed of all the results
obtained by the validation procedures.

Profile similarity was measured in one of two ways: with (the square of) the
Euclidean metric and with the Pearson’s correlation coefficient. Current rankings
used to nominate the most promising configurations were calculated with respect
to four indices:

– average accuracy reduced by its standard deviation,
– the same but expressed in the units of standard deviations in relation to the

best of 212 results,
– average p-value of paired t-test comparing the method with the best one,
– average rank of the method.

All the averages were calculated over 5 or 10 most similar datasets from the
knowledge base and were weighted with the similarity measures. These create
16 instances of RPDML configurations: all combinations of 2 similarity measures,
4 ranking indices and 2 sizes of the set of similar datasets.

State-of-the-Art Ranking Methods for Comparison. State-of-the-art methods
for ranking algorithms usually prepare data descriptions to measure similarity
between datasets and construct rankings on the basis of ranked methods accu-
racies obtained for the most similar data. They do not perform any validation
of the methods on the data for which the ranking is being created, hence they
can be called passive.
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Since pairwise comparisons are possible only when the number of candidate
machine configurations is extremely small, we can not base ranking on measures
like ARR with RL, SRR or SW. Instead, the passive rankings, used for reference
here, are based on less computationally complex formulae (3, 4, 5, 6).

AA(c) =
1
n

n∑
i=1

Ac(i) (3)

AD(c) =
1
n

n∑
i=1

Ac(i) − AB(i)(i)
σB(i)(i)

(4)

AR(c) =
1
n

n∑
i=1

Rank(c, i) (5)

AP (c) =
1
n

n∑
i=1

p(c, i), (6)

where c denotes the candidate configuration, n the number of datasets, Ac(i)
is the accuracy of the machine c tested on i’th dataset, σc(i) – the standard
deviation of this accuracy estimated in the test, B(i) stands for a configuration
that has reached the highest accuracy for i’th dataset, Rank(c, i) is the rank of
configuration c in the ordered results for i’th dataset and p(c, i) is the p-value
of the paired t-test comparing results obtained for c and B(i). Each formula
has its advantages and drawbacks. Some of them are pointed out further, in the
discussion on the results.

To reliably compare active ranking methods and passive approaches, the
latter are also validated. It means that the passive rankings are subject to step-
by-step validation of top machine configurations to return the configurations in
new order, corresponding to the validation results (the same validation scenario
as in Algorithm 1).

Goals of the Experiment. The main goal of the test was to examine whether
the profile approach of RPDML is capable of finding more attractive learning
machines than other approaches devoid of profile analysis. Therefore, the first
reference method for the comparison is a meta-search based on random ranking of
methods. It is important to realize that it is not the same as random selection of a
model. Here, a number of randomly selected machines go through the validation
process which prevents from selecting a method that fails.

Another goal of the experiment was to examine the advantages of the profiles
themselves. To achieve this, a comparison of the profile-based methods to static
rankings based on the same criteria has been conducted.

Since the goal here is to check advantages of profiles, they are compared to
similar algorithms with no profile based decisions. We do not compare to other
complete solutions like Auto-WEKA or Auto-Sklearn, because that would
not provide desired information on profiles and would require significant modifi-
cations of the systems to compensate the differences in goals and architectures.

Testing algorithm selection should not be performed with the use of a knowl-
edge base containing information about the test data. That would be a sort of
cheating. Thus, a leave-one-out style tests were executed (each RPDML instance
was trained on the results obtained for 76 datasets and tested on the 77th).
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Table 2. Summary of RPDML results for
77 UCI datasets.

Table 3. Top ranked results of object-
level classifiers for 77 UCI datasets.

6 Results and Analysis

Some of the most reasonable indicators of algorithm quality that can serve as
comparison criteria, and have been calculated in the experiment, are:

– average test accuracy or the accuracy reduced by its standard deviation,
– average loss with respect to the best available result, represented in the unit

of (the winner’s) standard deviation,
– average rank obtained among other algorithms,
– average p-value of paired t-test comparisons with the winner methods,
– the count of wins defined as obtaining results not statistically significantly

worse than those of the winners (examined with paired t-test with α = 0.05).

There is no single best criterion and each of those listed above has some draw-
backs. Average test accuracy (also reduced by standard deviation) may favor
datasets with results of relatively larger variance. Calculating accuracy differ-
ences (loss) with respect to the winner and rephrasing them in the units of
winner’s standard deviations is not adequate in case of zero variance (happens
e.g. when 100% accuracy is feasible). Ranks may be misleading when families
of similar methods are contained in the knowledge base – a small difference in
the accuracy may make big difference in rank. Average p-values are not perfect
either – it is possible that a better model gets lower p-value when compared
to the winner then a worse model (e.g. when large variance of the latter dis-
turbs statistical significance). Naturally, the count of wins suffers from the same
drawbacks as p-values.

To facilitate multicriteria comparison, all these scores are presented in
Table 2. For reference, also the top-ranked results of the 212 object-level algo-
rithms are shown in Table 3. Full tables of results (overall and particular for each
dataset) are available online at http://www.is.umk.pl/∼kg/papers/EMCIS21-
RPDML.

http://www.is.umk.pl/~kg/papers/EMCIS21-RPDML
http://www.is.umk.pl/~kg/papers/EMCIS21-RPDML
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First Glance Analysis. Even a short glance at the result tables makes clear
impression that most of the values in Table 2 are more attractive the ones in
Table 3. The mean accuracies of the best RPDML scores are higher by more
than 2% and average ranks get reduced by almost half in relation to the best
object-level algorithms.

It may seem surprising that the best average ranks are so large (46.77 for the
object-level winner and 28.21 for RPDML). Their nominal values may be a bit
misleading because of the strategy of assigning the ranks following the methods
of rank-based statistical tests, where in case of a draw, all the methods with
the same result obtain the average rank corresponding to their positions. As a
result, in the most extreme case, for the “accute1” dataset, the best classifiers
performing with 100% accuracy get the rank 59, because 117 of the 212 classifiers
classify the data perfectly. Other examples are “accute2” with the top rank of
49.5, “steel-plates-faults” with 35 or two “wall-following” datasets, where 49
perfect classifiers share the rank of 25.

Average accuracies, average loss and mean rank show similar properties, so
they are quite correlated. More different rankings are obtained with the criteria
of p-values and numbers of wins (naturally, the two are also correlated). It can
be observed in the tables by means of the bold-printed numbers which show the
best scores according to the criteria.

Detailed analysis of the results confirms that none of the comparison criteria
is perfect. Even the statistical methods like p-values and counts of wins (or
more precisely the count of datasets for which the results can not be confirmed
with a statistical test to be significantly less accurate then the best results)
sometimes show peculiar effects. For example, the results for the “vertebral-
columns-3c” data show that a method ranked 126th, according to the mean
reduced by standard deviation, is not significantly worse than the winner while 70
methods ranked higher, including the one ranked at position 20, lose significantly
to the winner. The winner’s accuracy is 0.8323 ± 0.05832, while the algorithms
ranked at positions 126 and 20 reach 0.8032 ± 0.08185 and 0.8086 ± 0.05148
respectively. The one ranked 20th seems better, because it is more stable (less
variance), but paradoxically, the stability makes it lose to the winner, while
larger variance of the 126th one grants it with a win. Another example is “wall-
following-24”, where the meta-learning based on random ranking gets accuracy
of 0.9937 ± 0.01059 (hypothesis about losing to the winner is not rejected with
paired t-test with α = 0.05) while the others provide slightly higher accuracy
and 4 times smaller deviation (e.g. 0.9964 ± 0.00248) and are confirmed with
the t-test to lose.

Similar facts cause that the largest average p-value (among the object-level
learning methods) was obtained by a method building full greedy DTs, which
means maximum possible accuracy for the training data and large variance for
the test data. As a result of the larger variance, the number of wins is the highest,
but at the same time its mean accuracy is about 1% lower on average than that
of other methods with lower win counts.
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Meta-learning vs Single Object-Level Classifiers. Comparison of meta-learning
approaches with single learners should be done with special care. The meta-
learning algorithms are allowed to perform multiple validation tests and select
one of many (here 12) models. Thus, it is natural that they can be more accurate.
The difference can be clearly seen with the naked eye from the results. For
example:

– average ranks for the RPDML methods range from 28.21 to 39.1 (most less
than 34) while the top-ranked object-level method reaches the value of 46.77,

– average mean accuracy minus standard deviation ranges from 0.81433 to
0.82590 for RPDML while the best object-level result is 0.8048.

An interesting observation is that for some datasets, the accuracies of some
RPDML machines are higher than the best object-level classifier’s. Although
RPDML just selects a machine from the 212 object-level algorithms, it sometimes
happens, that in some folds of cross-validation, it recognizes that a machine, less
accurate in general, can be more successful in application to this particular data
sample. Obviously, it can not be treated as a regular feature, as it happened 8
times for 4 datasets (ctg-2, ml-prove-h1, nursery and sat-all), but it is interesting
that such improvement is at all possible. In such cases, the lower p-value of the
t-test, the better, so the index has been modified to 2 − p-value, to be a greater
reward instead of a penalty.

Profile-Based vs Static Ranking Methods. The most important analysis of this
experiment concerns the advantages of the function of profiles. To facilitate
the discussion, the methods based on static rankings have been introduced and
tested. Table 2 presents the results of the static methods among those of RPDML
and the random ranking. According to all the criteria, two of the static rank-
ings (based on accuracy) perform slightly worse or slightly better than random
ranking. The other two (based on ranks and p-values) do better, but they are
outperformed by most of the RPDML configurations in most comparisons. Only
the static ranking based on p-values is located higher than some of its RPDML
counterparts in comparison with respect to p-values and wins, but keeping in
mind the disadvantages of these criteria mentioned above, we can reliably claim
that the profiles are precious tools in meta-learning.

7 Conclusions and Future Perspectives

RPDML is an open framework, that facilitates easy implementation of
many meta-learning algorithms integrating meta-knowledge extraction and its
exploitation with object-level learning. Different kinds of problems may be solved
with appropriate implementation of the framework modules like validation sce-
nario and profile manager. The implementations presented here have proven
their value in the experiments. The framework facilitates active management
of learning results profiles, leading to more adequately adapted meta-learning
algorithms.
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Since the framework is open, a lot of research can be done with it, hopefully
leading to many successful incarnations of RPDML. First of all, there is a lot of
space for development of intelligent methods for profile management. The way
profile is maintained with the feedback coming from experiments, can be crucial
for final efficiency of profile-based meta-learning machines. Some experiments
with simple methods of profile size reduction have shown that it is very easy to
spoil the results by inaccurate profile maintenance. For example, the idea of han-
dling the profile by keeping the results with as high accuracy as possible can lead
to profile degeneration. Experiments, not described here in detail, have shown
that such technique may at some point generate poor ranking, which would be
kept and followed to the end of learning time, because once machines of poor
accuracy appear at the top, subsequent validations end up with weak results,
not eligible for the profile, so the profile does not change and the poor ranking
is followed on and on. The lack of changes in the profile implies no changes in
ranking and inversely. A sort of dead lock appears. Hence, profile management
must be equipped with techniques aimed at avoiding such situations. The profiles
should be diverse, and continuously controlled, whether they result in rankings
providing accurate models at the top. Otherwise, it can be more successful to
return to some old but more suitable profile, instead of losing time for validation
of many machines from a degenerate ranking.

Profile management includes adaptive methods of dataset similarity mea-
surement for more suitable ranking generation. In parallel to profile analysis,
knowledge base properties may also be examined in order to prepare knowledge
bases most eligible for meta-learning. The knowledge bases may be equipped
with additional information providing specialized ontologies useful not only in
meta-learning but also in testing object-level learners.
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Abstract. As the blockchain ecosystem gets more mature many busi-
nesses, investors, and entrepreneurs are seeking opportunities on work-
ing with blockchain systems and cryptocurrencies. A critical challenge for
these actors is to identify the most suitable environment to start or evolve
their businesses. In general, the question is to identify which countries are
offering the most suitable conditions to host their blockchain-based activ-
ities and implement their innovative projects. The Blockchain Readiness
Index (BRI) provides a numerical metric (referred to as the blockchain
readiness score) in measuring the maturity/readiness levels of a country
in adopting blockchain and cryptocurrencies. In doing so, BRI leverages
on techniques from information retrieval to algorithmically derive an
index ranking for a set of countries. The index considers a range of indi-
cators organized under five pillars: Government Regulation, Research,
Technology, Industry, and User Engagement. In this paper, we further
extent BRI with the capability of deriving the index – at the country
level – even in the presence of missing information for the indicators. In
doing so, we are proposing two weighting schemes namely, linear and sig-
moid weighting for refining the initial estimates for the indicator values.
A classification framework was employed to evaluate the effectiveness
of the developed techniques which yielded to a significant classification
accuracy.

Keywords: Blockchain readiness index · Blockchain business
intelligence · Classification models

1 Introduction

Blockchain technology has contributed several interesting properties, not only
in deriving peer-to-peer software architectures but also in enabling alternative
business and transaction models. The blockchain ecosystem evolved from the idea
of establishing decentralized “trust” [17]. A decentralized model where multiple
distrusting actors, with different motives, are competing with each other in a
decentralized, transparent environment. Since the inception of the decentralized
trust idea as proposed in [14], blockchain technology and cryptocurrencies have
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seen a massive adoption in the cyberspace [4,13]. Despite the adoption and
the evolving landscape rooted on social and business interactions among many
actors, blockchain technology has been criticized by many nations, governments,
law-makers, and financial institutions. However, the community and the dynamic
ecosystem reinforced by many social relationships have driven the technology in a
long-term evolving state. At the beginning of this disruptive technology this state
was deeply rooted in the development of the technology and its advancements,
such as, scalability, transaction speeds and interoperability [23]. However, as
the adoption of the technology is fueling a variety of applications across many
industries [5,7,12], along with many economic, social, and business activities
being disrupted, several new and different kinds of challenges are coming into
play.

These challenges underscore the focus to the operational and regulatory
dimensions that follow from the widespread of the technology and market adop-
tion. Under this state of affairs, many nations are showing interest in adopting
the technology but still they respond differently, and face many challenges in
harnessing the potential of this technological innovation [18]. On the negative
side of the spectrum, many countries have issued a direct ban of the technology
and cryptocurrencies, others have taken a more dichotomous approach of the
Blockchain technology and cryptocurrencies with limited forms of regulation,
and on the positive side of the spectrum countries have taken a more proactive
strategy seeking opportunities in becoming “enabling environments” for embrac-
ing the technology. The following observations motivated this study:

– Governmental authorities often fail to capture the set of variables1 that mea-
sure a country’s capacity to adopt blockchain and cryptocurrencies as a tech-
nological advancement.

– There is a lack of a benchmarking tool that enables businesses to identify
which countries are becoming blockchain “friendly” to host their operations,
and establish their investment decisions.

As a response to the aforementioned observations, BRI [22] provides a numer-
ical metric (referred to as the blockchain readiness score) in measuring the matu-
rity/readiness levels of a country in adopting blockchain and cryptocurrencies.

This paper extends our previous contribution [22] of an algorithmically
derived Blockchain Readiness Index (BRI) by accurately estimating the readiness
score per country even in the presence of several missing indicators. Section 4
discusses the details of our enchanced model for deriving the BRI that makes
no assumptions on no missing values for indicators. More specifically, this paper
contributes the following: (a) a robust indexing model for the proposed BRI,
that provides accurate estimates on missing values for indicators; and (b) an
empirical evaluation for measuring the effectiveness of our numerical estimates
(on linear/sigmoid weights and weighted similarities) adopting a classification
framework.

1 In this work we refer to such variables or factors as indicators.
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Overall, our research work aims to provide business intelligence and insights
on the opportunities and risks – identified by the fast-moving blockchain envi-
ronment – to business executives, individuals, and start-ups.

2 Related Work

To date, there is limited research done in constructing an algorithmic readiness
index to assess the level of preparedness for blockchain technology and cryp-
tocurrencies among nations. This section briefly reports on well-known readiness
indexes proposed in the literature for various industries and positions this work
in the landscape of algorithmic readiness indexes for the disruptive blockchain
technology.

2.1 Readiness Indexes

Readiness indexes are developed to provide a numerical representation of how
engaged an examined item is – such as a nation – towards a specific subject
matter. A number of technological indexes have been developed to date as an
assessment of various technological metrics. The Networked Readiness Index
(NRI) proposed by the Global Information Technology Report [1], attempts to
measure the propensity of nations to exploit the opportunities offered by Infor-
mation and communications technology (ICT) developments. The latest release
of the NRI [9] reports 121 nations based on four pillars: Technology, People, Gov-
ernance and Impact. The general aim of NRI is to mesure how ICT is penetrating
into countries and what is the impact on their economies and on the ability to
fulfill a set of defined Sustainable Development Goals (SDGs). Our research aims
on developing a similar index for measuring the level of readiness of countries
with regards to blockchain technology and cryptocurrencies. The proposed BRI
is set to provide a general perspective on the current patterns and approaches
nations taking with regards to blockchain and cryptocurrencies. In doing so, the
BRI is focusing among others on various features, such as, regulation regimes,
research competences and awareness of the local blockchain community. Fur-
thermore, indexes aiming to provide rankings of nations/regions regarding their
readiness to become front-runners on new technological advancements. The best
known examples include the Autonomous Vehicles Readiness Index (AVRI) [19]
which provides a tool for assessing the level of readiness for autonomous vehicles;
the Automation Readiness Index (ARI) [20] which assesses the level of prepared-
ness for intelligent automation; and the Smart Industry Readiness Index (SIRI)
published by the Singapore Economic Development Board [3] which aims to sup-
port manufacturers to assess and compare their maturity levels against Industry
4.0 and global industry benchmarks. Other indexes that attempt to report the
readiness and maturity levels for Industry 4.0 are discussed in [2].

A relevant study introduced the Blockchain and Cryptocurrencies Regulation
Index (BCRI) [21]. In this work, authors describe a methodology for assessing
the degree of enabling indicators and controls of cryptocurrencies for various
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countries. The ranking presented provides a single numerical score for each coun-
try, as well as, a general classification. The rationale of their approach is based
on annotating each country with a positive or negative assessment on different
enabling environments in the following dimensions: (i) legal environment, (ii)
political environment, and (iii) infrastructure environment. However, the imple-
mentation details of the framework are abstracted without a clear indication
on whether the index is algorithmically and/or dynamically derived or how the
framework is treating missing values from indicators.

In contrast, our methodology is dynamic and not restricted to any number
of indicators. As long as these indicators are expressed as numerals the index
can be derived.

3 Indicators of Blockchain Readiness

This section provides a brief description of the indicators considered by BRI.

3.1 Technology Indicators

The significance of technological innovation within a governmental ecosystem is
emphasized by [8]. For this enabler the following indicators are considered.

Node Distribution: The estimation of the size of Bitcoin (Global Bitcoin nodes
distribution2) and Ethereum (The Ethereum Network and Node Explorer3) is
derived by identifying all the reachable nodes within countries. For this version
of the BRI we consider only Bitcoin and Ethereum as these public decentral-
ized networks are widely transacted since their Genesis block. We note that our
proposed methodology can be expanded to consider other data sources for all
blockchain protocols available.

ICT Development Level: The ICT Development Index (IDI) is an index
published by the United Nations International Telecommunication Union based
on internationally agreed ICT indicators. In brief this composite index combines
several indicators into one benchmark for monitoring the development of ICT
over countries. The intuition is that this index can lead to signals indicating
room for innovation towards Blockchain-specific activities, especially for high
ranked countries.

Internet Penetration: Internet penetration rates indicate the prospect of
Blockchain adoption within nations. Internet World Stats4 is a useful source for
country and regional statistics, international online market research, the latest
Internet information, world Internet penetration data, world population statis-
tics, telecommunications information reports, and Facebook statistics by coun-
try. This information may not be directly related to blockchain engagement but
high internet penetration rates indicate a positive sign.
2 https://bitnodes.io/.
3 https://www.ethernodes.org/.
4 https://www.internetworldstats.com/.

https://bitnodes.io/
https://www.ethernodes.org/
https://www.internetworldstats.com/
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Bitcoin ATMs Launched: Bitcoin ATMs is a convenient first introduction
for many people to the Bitcoin ecosystem. Installation rates indicate the rate
at which a country is embracing Bitcoin and how easy it is for the population
to deposit and withdraw Bitcoin in exchange for cash. Installation rates are
obtained by Coin ATM Radar5.

Global Innovation Index: The Global Innovation Index (2018) provides com-
prehensive metrics regarding the innovation performance of several countries
worldwide. 80 indicators have been developed and evaluate the political envi-
ronment, education, infrastructure and business sophistication.

eGovernment Development Index (EGDI): The EGDI [15] assesses eGov-
ernment development at a national level and is composed by three components:
online service index, telecommunication infrastructure index and the human cap-
ital index. This index provides signals on the transformation towards sustainable
and resilient societies for each country.

3.2 Industry Indicators

The penetration of blockchain technology to the industry and emerging busi-
nesses is significant. Industry engagement and willingness to develop the
blockchain sector of the economy, can play a dynamic role towards a society’s
social and economic status in the future [10].

Prevalence of Top 100 Cryptocurrency Exchanges by Volume: The
number and volume of cryptocurrency transactions is able to indicate the degree
in which an economy is financed from the blockchain industry. The top 100 cryp-
tocurrency exchanges by volume can be derived by the metrics of Coinmarket-
cap6.

Fintech Score: The Findexable Global Fintech Index City Rankings report
(2020)7 presents the results of an index algorithm which ranks the fintech ecosys-
tems of more than 230 cities, 65 countries and 7000 fintech companies.

Cost to Mine 1 Bitcoin: This metric identifies how likely a country is to host
mining operations. Energy consumption and mining facilities are developed on
top countries. This provides a signal on how engaged the ecosystem is within a
local community.

Doing Business Index: Doing Business Index (2020)8 is taking into consid-
eration the ease of starting a business, dealing with construction permits, get-
ting electricity, registering property, getting credit, protecting minority investors,
paying taxes, trading across borders, enforcing contracts, and resolving insol-
vency within a country.

5 https://coinatmradar.com/.
6 https://coinmarketcap.com/.
7 https://findexable.com/.
8 https://www.doingbusiness.org/en/rankings.

https://coinatmradar.com/
https://coinmarketcap.com/
https://findexable.com/
https://www.doingbusiness.org/en/rankings
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3.3 User Engagement Indicators

Individuals and local startups have initiated various community efforts. This
enabler attempts to capture positive or negative signals on how community is
reacting to blockchain technology and cryptocurrencies.

Community Interest in Blockchain: This indicators captures the increase
over time of the number of Web search keywords that include the term
“Blockchain”. This indicates a trend within a country’s interest to the tech-
nology.

Community Interest in Bitcoin: Similarly to the above, the increase over
time of the number of Web searches that include the term “Bitcoin”. This indi-
cates a trend within a country’s interest to Bitcoin as a concept and as a cryp-
tocurrency. Other keywords such as “distributed ledgers” or “decentralization”
are also considered.

Bitcoin Core Downloads: The total number of Bitcoin Core downloads indi-
cates local engagement and interest and a rough approximation of where most
Bitcoin users are located. The data period range can be adjusted; for the pur-
poses for this study we use data for the previous 365 days.

3.4 Government Regulation Indicators

Cryptocurrency Regulation Analysis: Data reported by the Worldwide
Cryptocurrency Regulation Analysis (2020)9, are taken into consideration along
with the following metrics: (i) legality of Bitcoin, (ii) ICOs restrictions, (iii) ICOs
registration locations, (iv) exchanges locations, and (v) user voting (public opin-
ion).

4 Robust Indexing: Proposed Model

This section discusses the proposed model leveraged by our algorithmic BRI
in deriving the index even in cases of countries are missing values for some
indicators. The indicators are used to construct a feature vector that is used to
characterise each country. For our work this feature vector is an N -dimensional
vector for each country (denoted by c) consisting of numerical values for each
indicator, k.

Let us assume a dataset consisting of countries for which their respective BRI
scores should be estimated. On the basis of those scores, the countries can be
ranked (typically in descending order) resulting into a readiness index. At the
abstract level, this process is composed by the following steps.

In the first step, any missing BRI indicators should be estimated for each
country. During the second step, the BRI indicators (either initially available or
estimated), are exploited for computing a single BRI score for each country. This

9 https://cointobuy.io/.

https://cointobuy.io/


Blockchain Readiness 93

score is meant to quantify the blockchain readiness of the corresponding country.
The models proposed for executing the aforementioned steps are presented in
Sect. 4.1, and Sect. 4.2 respectively.

4.1 Estimation of Missing Indicators

Consider a country c for which the values of one or more indicators are missing.
Let us denote with Îc,k the value of the k–th indicator of c which is estimated
as:

Îc,k =
1

|Tc |
∑

t∈Tc

It,k, (1)

where, Tc stands for the set of c’s most similar countries computed according
to (3), and It,k is the value of the k–th indicator of country t being member of
Tc.

In general, similarity computation is used as a tool for handling the cases of
missing operators providing robustness to the proposed approach. The effect of
|Tc | in terms of performance is reported in Sect. 6.

4.2 Ranking

Consider the ideal country c̃ and some country c. For the purposes of BRI the
feature vector of the ideal country exhibits the best possible value for each indi-
cator [22].

For example, assume two countries characterized by three indicators. Let
the vectorized representation (i.e., feature vector) of those countries be as fol-
lows: [0.52, 0.63, 0.19] and [0.71, 0.25, 0.80]. The feature vector of the ideal coun-
try is computed by applying the maximum operator element-wise resulting into
[0.71, 0.63, 0.80].

The ranking of c is conducted with respect to a score Sc which is computed
as:

Sc = f(c̃, c)gc, (2)

where, f(c̃, c) denotes the cosine similarity between ideal country c̃ and some
other country c. In general, the cosine similarity is widely-used measurement
that has been utilized in various areas including semantic web (e.g., [6]) and
natural language processing (e.g., [11]), especially for tasks related to unsuper-
vised machine learning.

The similarity between c̃ and c, f(c̃, c), is estimated as the cosine of their
respective vectorized indicators’ values10 :

f(c̃, c) =
∑N

i=1 Ic̃,iIc,i√∑N
i=1(Ic̃,i)2

√∑N
i=1(Ic,i)2

, (3)

10 In general, any similarity (or distance) metric can be used.In this work, we have also
experimented with Euclidean distance without observing any improvement for the
experiments reported in Sect. 5.
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where, Ic̃,i and Ic,i are the values of the i–th indicator of c̃ and c, respectively,
while N stands for the number of indicators.

The similarity scores computed by (3) lie in [0, 1], with 0 and 1 denoting zero
and absolute similarity, respectively.

The gc constituent of (2) is defined as:

gc =
N − nc

N
, (4)

where, N is the number of indicators and nc denotes the number of c’s null
indicators.

Both f(c̃, c) and gc range in the [0, 1] interval.
An alternative scheme of Sc, denoted as S

′
c, is defined as follows (gc is sub-

stituted by a sigmoid function in which gc also appears as a parameter):

S
′
c = f(c̃, c)

(
1 +

(
gc(1 − γ)
γ(1 − gc)

)−2
)−1

, (5)

where, gc is computed according to (4), as in the case of (2).
As in the initial scheme, S

′
c computes scores that within [0, 1]. γ is constant

that typically takes values as 0 ≤ γ ≤ 1 and it can be used for centering the
sigmoid function in the the [0, 1] domain. The basic idea that underlies (5) is the
weighting of f(c̃, c) according to a non-linear scheme. In Sect. 6, the performance
for various values of γ is presented and discussed.

Overall, either Sc score or S
′
c score can be used for computing the final

BRI i.e., the ranking of countries according to their blockchain readiness. A
comparison between Sc and S

′
c is also reported in Sect. 6.

5 Experimental Data and Setup

This section presents the experimental data used along with the setup of the
experiments. In addition, the evaluation process and metric are described fol-
lowed by two experimental baselines.

The dataset used in this work is summarized in Table 1.

Table 1. Overview of experimental dataset.

Number of countries annotated as “high BRI” 45

Number of countries annotated as “mid BRI” 55

Number of countries annotated as “low BRI” 90

Total number of countries 190

In total, there are 190 countries categorized with respect to the following
BRI levels (labels): (i) “high BRI’, (ii) “mid BRI”, and (iii) “low BRI”. Each
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country was assigned (in the form of annotations) a category grounded on the
rational decisions made by human experts 11.

More specifically, 45 out of 190 were annotated as countries featuring “high
BRI”, while 55 and 90 countries were assigned the “mid BRI” and “low BRI”
annotations, respectively.

The key parameters of the proposed models, defined in Sect. 4, are as follows:

1. Weighting scheme used for BRI: linear or sigmoid (use of (2) or (5))
2. γ used in sigmoid weighting (see (5))
3. Given a country c, the number of c’s most similar countries (see |Tc | in (1))

The performance for various values set to the above parameters are reported
in Sect. 6. Next, we describe an experimental setup that is formulated in the
context of supervised learning.

– Features: Two features were utilized, namely, the weighting scores (linear or
sigmoid) and the respective BRI scores.

– Classification task: The experimental task of this work was defined as a
classification problem. Given the aforementioned features for a country, the
task is to assign a label to it i.e., “high BRI” or “mid BRI” or “low BRI”.

– Classification models: We have experimented with various classifiers
including Naive Bayes (NB), Support Vector Machines (SVM), and Random
Forest (RF).

– Evaluation process: A 10-fold cross validation process was applied using
the dataset presented in Table 1.

– Evaluation metric: Classification accuracy was used for evaluating the per-
formance of classifiers. It is computed as the percentage of the correctly clas-
sified test instances. Specifically, in the framework of 10-fold cross validation,
the performance is reported in terms of average classification accuracy by
averaging the classification accuracy scores that correspond to each fold.

All experimental results are reported only for the case of SVM. This is
because very similar performance was achieved for the case of NB, while the
use of RF resulted in lower classification accuracy compared to SVM and RF.
Regarding SVM, we used the SMO algorithm [16] with the following configura-
tion: (i) use of polynomial kernel (degree of polynomial: 1.0), (ii) the complexity
parameter: 1.0, (iii) epsilon for round-off error: 1 × 10−12, (iv) tolerance param-
eter: 0.001. The aforementioned categorization from human experts was used as
ground truth for training/testing purposes.

Within the present classification-based experimental framework, the follow-
ing classification baselines were adopted:

11 The annotations of three experts were used and an overall annotation was compiled
considering the three individual annotations. The overall annotation (i.e., after con-
solidating the three individual annotations) was used for the experimental part of
this work.
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– Baseline 1: Assume no classification model. Given any (unknown) country,
always assign to it the label of the most populous class (i.e., “low BRI”, see
Table 1).

– Baseline 2: Use no weighting i.e., gc = 1 in (2).

Baseline 1 was meant for testing the usefulness of a classification model that
goes beyond the naive most–populous–class strategy. Baseline 2 was adopted for
checking whether f(c̃, c) needs weighting.

6 Evaluation Results

This section, reports the evaluation results derived in terms of average classifi-
cation accuracy with respect to the granularity schemes presented in Table 2.

Table 2. Classification of granularity schemes.

Granularity scheme Class labels

3-class “high BRI”, “mid BRI”, “low BRI”

2-class “high BRI”, “low BRI”

The 2-class granularity scheme focuses on the “high–vs.–low” discrimination
based on the hypothesis that there are cases where the discrimination of two
ends of the BRI spectrum is adequate (as opposed to the case of trying to build
a more fine-grained model). The results reported were obtained using the two
features: (i) weighting scores (linear or sigmoid), and (ii) the respective BRI
scores.

Table 3, summarizes the performance for both linear and sigmoid schemes.
The performance is reported for the 3-class and 2-class granularity schemes.
In addition, the performance of the two baselines is included for comparison
purposes.

Table 3. Classification acc. (%) for 3-class and 2-class task (|Tc |=10, γ = 0.7).

Features Linear scheme (use of Sc) Sigmoid scheme (use of S
′
c)

3-class

Baseline 1 47.4 47.4

Baseline 2 48.4 48.4

Proposed features 66.8 62.6

2-class

Baseline 1 66.7 66.7

Baseline 2 68.9 68.9

Proposed features 89.6 89.6



Blockchain Readiness 97

Firstly, it is observed that the use of the proposed features outperforms the
two baseline approaches. This holds for both weighting and granularity schemes.
Regarding the 3-class granularity scheme, the highest classification accuracy
(66.8%) is yielded by the linear scheme. The sigmoid scheme obtains slightly
lower accuracy (62.6%). For the 2-class granularity scheme, the two weighting
schemes achieve identical performance being equal to 89.6%

Table 4. Classification acc. (%) for γ values of sigmoid scheme (|Tc |=10).

γ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

3-class 50.0 51.1 52.1 53.2 53.9 53.7 62.6 61.6 64.2

2-class 83.0 84.4 83.7 85.9 87.4 88.9 89.6 88.9 88.9

Table 4, presents the performance for various values of the γ factor that is
used in sigmoid weighting scheme (see (2)). As before, this is shown for both
classification granularity schemes. In terms of performance scores, the 3-class
scheme exhibits greater variance when compared to the 2-class scheme. Regard-
ing the 3-class scheme, the highest classification accuracy (64.2%) is achieved
when γ = 0.9. For the 2-class case top performance (89.6%) is yielded for γ = 0.7.

Table 5. Classification acc. (%) for various |Tc | values using the linear scheme.

|Tc | 1 2 3 5 10 15 20 30 40

3-class 65.8 65.8 64.2 64.7 66.8 66.3 66.8 65.8 64.7

2-class 91.1 91.1 91.9 91.1 89.6 91.1 91.1 90.4 90.4

The classification accuracy for various values of | Tc |, which appears in (1)
and denotes the number of c’s most similar countries, is shown in Table 5.

The accuracy scores are presented with respect to the two classification
granularity schemes. For the case of 3-class, the highest performance (66.8%)
is yielded by the use of |Tc |= 10. Regarding the 2-class granularity scheme, the
top classification accuracy (91.9%) is achieved for |Tc |= 10.

A number of indicative classification outputs are as follows: Canada and
France (“high BRI”), Belarus and Greece (“mid BRI”), and Andorra and Mal-
dives (“low BRI”). Those outputs were computed by the model that yielded the
top classification accuracy (66.8) for the 3-class case.

Furthermore, in Table 6 we present the confusion matrix that corresponds to
the top-performing setting (91.9% in Table 5). This details the performance of
the classifier in term of misclassification types (“low BRI instead of high BRI”,
and “high BRI instead of low BRI”).

For the case of “high BRI”, the classification outcome is correct for 36 coun-
tries, while only two countries were misclassified. Regarding the “low BRI” case,
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Table 6. Confusion matrix of the top-performing classification setting.

Low BRI High BRI

88 (correct) 2 (error)

9 (error) 36 (correct)

88 countries were correctly classified and nine countries were erroneously put
under the opposite category.

Overall, excellent classification accuracy (up to 91.9%) was achieved for the
case of 2-class granularity scheme; which focuses on the discrimination of “high
BRI” vs. “low BRI” countries. The 3-class granularity scheme poses a more
difficult classification problem and, as anticipated, a lower performance score
(66.8% classification accuracy) was obtained. This difficulty can be attributed on
the presence of countries that lie in the middle of the BRI spectrum. Regarding
the hardest classification task, i.e., the one based on the 3-class granularity
scheme, the linear weighting scheme appears to performs better than the sigmoid
scheme.

In order to further investigate the performance achieved for the 2-class task,
the respective evaluation setup was adopted as follows: (i) use of a stricter split
of train/test data (50%/50%), and (ii) use of a deep architecture for investigating
the potential effect of non-linearities not captured by the models used so far.

Table 7. Multilayer perceptron (MLP) with two hidden layers: average classification
acc. (%) for the 2-class case.

Layer 1: # nodes Layer 2 # nodes Dropout Avg. classification accuracy

2 2 0% 76.8

2 2 2% 80.1

2 2 5% 71.6

2 2 8% 71.6

2 5 0% 81.5

2 5 2% 85.1

2 5 5% 80.7

2 5 8% 74.9

A Multilayer Perceptron (MLP) with two hidden layers was utilized with the
following setups regarding the number of nodes: (i) two nodes for each layer,
and (ii) two and five nodes for the first and second layer, respectively. Further-
more, a number of dropout rates was utilized. The average classification accuracy
(computed across ten runs of the 50%/50% train/test split) is shown in Table 7.
In general, the second layer setup (two and five nodes) performs better than
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the first setup. Also, the dropout appears to enhance the performance when set
to 2%. This is observed for both setups. Overall, the top average classification
accuracy (85.1%) is obtained for the second setup when applying 2% dropout.

7 Conclusions and Future Work

In this work, we proposed an updated version of our previous approach on
an algorithmic computation of a blockchain readiness score (referred to as
Blockchain Readiness Index – BRI) at the country level. BRI utilizes a set of
indicators being related to the blockchain maturity exhibited by the countries
under investigation. The core contribution of this work is a technique for esti-
mating the BRI in the presence of missing indicators (extending our previous
approach which requires no missing indicators). We coined the term “robust
BRI” to refer to the ability of estimating BRI scores even when information for
the indicators is missing.

The estimation of missing indicators was based on the assumption that coun-
tries that share similar blockchain-related indicators are likely to exhibit similar
blockchain readiness. Under this reasoning, we proposed two weighting schemes
for refining the initial similarity estimates, that constitute the building block of
BRI, namely, linear and sigmoid weighting. In order to evaluate the effectiveness
of the core numerical estimates (linear/sigmoid weights and weighted similari-
ties) a classification-based framework was adopted utilizing supervised learning
where those estimates were used for training several classifiers.

It was experimentally shown that the proposed classification features sig-
nificantly outperform the baseline approaches for both classifications tasks: (a)
“high BRI” vs. “mid BRI” vs. “low BRI” (also referred to as 3-class task), and
(b) “high BRI” vs. “low BRI” (also referred to as 2-class task). Especially for the
latter task, up to 91.9% classification accuracy was achieved. This experimen-
tally justifies the effectiveness of the proposed approach regarding the estimation
of missing blockchain indicators. In addition, it was found that the weighting of
the similarity scores plays a critical role. The use of no weighting (Baseline 2)
resulted in poor performance. Regarding the investigated weighting schemes, the
linear one appeared to perform better than the sigmoid scheme for the 3-class
task. For future work, we plan to further enhance the proposed approach for
robust BRI estimation by investigating the weighted fusion of the indicators
within the similarity computation phase.
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Abstract. Many applications, across an array of different industries, access
blockchain technology. This paper focuses on the luxury industry and explores
how these blockchain-based applications add value. The study incorporates the
findings of a Delphi study of luxury sector professionals. Eleven luxury brand core
values were identified and validated, and six blockchain application areas along
the customer journey were refined for the industry by panelists. The results show
that the product authenticity or certification application meets the most impor-
tant core values for luxury brands, especially in thriving online marketplaces and
secondary markets. Responsibility, i.e. the value ranked lowest by the panelists,
entails huge demands from the market, namely in the form of corporate social
responsibility and sustainability. The study provides the luxury sector with val-
uations of technology applications according to added value, customer journey
phases and concrete use cases as examples. The contribution of the study is that
it provides indicators for luxury business strategies when considering taking part
in the blockchain networks.

Keywords: Blockchain application · Luxury brands · Strategy

1 Introduction

Counterfeiting is a huge global issue. According to the OECD [1], the total value of
counterfeited goods will reach an estimated $2.81 trillion in 2022. In terms of the luxury
sector, these imitation goods are harmful to brand equity [2] and violate the core values
of exclusivity and exceptional quality. Meanwhile, not only do counterfeited items lead
to monetary losses for brands, but intellectual property and trademark infringement also
have a negative influence on brand equity [3]. Therefore, proving the authenticity of
items for sale on online marketplaces is crucial for both brands and consumers [4]. The
main players on luxury e-commerce platforms include Farfetch, Yoox Net-a-Porter and
MatchesFashion in Europe, as well as JD.com and Tmall in Asia [5].

Some measures have been taken to ensure a safe online shopping environment for
clients. Chinese retailer JD.com, for example, on 25 August 2020, unveiled a partnership
with blockchain company Everledger and the Gemological Institute of America (GIA) in
relation to a diamond provenance transparency service. The initiative allows individual
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buyers to verify the authenticity of diamonds available for purchase on JD.com, and it
prevents the use of fraudulent certificates, ultimately building more trust in professional
online diamond sellers. The collaboration aims to provide direct access to individual dia-
monds’ characteristics, in a bid to fight counterfeiting and to identify synthetic diamonds
which may not be advertised as such [6].

Product authenticity must never be neglected; otherwise, it can cause serious loss
and delegitimise a business [7]. Moreover, smooth customer journeys, typified by short
delivery lead times, and supportive customer care, for instance, are the main criteria
when customers evaluate different online platforms. Furthermore, distributed ledgers,
immutability, transparency and traceability are directly relevant characteristics when it
comes to disclosing product authenticity and information throughout the supply chain
[7–9]. However, luxury brands are usually not willing to adopt new technologies [10].
In this paper, our main objective herein is to answer two questions:

What blockchain applications in the luxury industry are most likely to be adopted?
And how does the application add value?

We take the perspective of luxury professionals to discuss whether the adoption of
blockchain technology could be beneficial to their sector. In addition, we try to identify
application areas that create value, andwe address essential concerns and the information
required to decide whether or not to embrace the technology. We also offer a deeper
understanding of the relevancy of blockchain technology and the luxury goods industry
by associating the added value for luxury brands with applicable blockchain application
areas. To provide a list of themost suitable application areas and its potential values to the
sector, values and possible application fields based on literature research were evaluated,
revised and validated by a group of luxury professionals via the Delphi technique, in
order to obtain luxury-insiders’ viewpoints and insights.

2 Identification of Core Values and Opportunities in the Luxury
Sector

2.1 Core Values of a Luxury Brand

In economics, in contrast to essential goods, when consumers’ income increases, the
demand for luxury goods increases. These items can fulfill not only functional needs,
but also psychological satisfaction [11]. The main difference between a luxury brand
and a cheaper good is the realisation of mental desire [12]. According to Danziger [13],
ten core values are essential for a luxury brand, and they can be categorised according
to different perspectives, including product performance, refined design, human touch,
brand history, uniqueness and exclusiveness. These features are essential for a luxury
brand to express its value creation. Tynan et al. [14] addressed five types of luxury brand
values from customers’ points of view, namely utilitarian, outer and self-expression, the
hedonic effect, relationship with a brands and cost-related characteristics.
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2.2 Exceptional Quality and Innovation

In terms of product quality, a luxury brand is likely to provide extraordinary perfor-
mance, which makes it stand out from others. In many cases, what constitutes high
quality is professional knowledge. Luxury brands have their own ‘ateliers’, or so-called
“workrooms,” where skillful artisans devote themselves to their products, for example
high-end jewellery, watches and leather goods, thus making the spirit of craftsmanship
highly desirable. Furthermore, the purchase of a luxury watch, for instance, can some-
times be seen as an investment. To prove value preservation over time, activity in the
secondary luxury market is an important index. According to a survey conducted by
Nwankwo et al. [15], among all of the motivations for buying luxury goods, quality was
ranked in first place. In essence, the ability to provide high-quality products is one of
the most important criteria when evaluating a luxury brand.

In order to be at the top of its class in terms of quality, a luxury brand is likely to
invest in product research and development. At the same time, bringing out revolutionary
concepts and ideas help these brands become the best of the best in consumers’ minds.
Thus, it is not only important to investigate functional performance, but designs and
concepts can also offer the public a new way of thinking or living. Aside from fashion,
Van Cleef & Arpels, a high-end jeweller and watchmaker, introduced the “Cadenas”
watch model, designed for women to read the time in an era when women were usually
not supposed towearwristwatches likemen;wristwatcheswere seen purely as a feminine
accessory. After the introduction of the first waterproof Rolex ‘Oyster’ model, with its
masculine design, this innovative product changed the way men wore timepieces. In
short, the factor that earns luxury brands a place in history is their spirit of pursuing
perfection and being “avant-garde” in their outlook.

2.3 Exclusivity and Heritage

The spirit of craftsmanship leads to another feature of a luxury brand, namely exclusivity,
which can be recognised through the control of product distribution, product quantity,
uniqueness and a premium price band. Themore effort a customer has to expend in order
to attain the brand, the more luxurious the brand [16]. Taking a Hermes handbag as an
example in this regard, it is almost impossible for a new customer to purchase aKelly bag
as their first transaction with the company; instead, it is necessary for a customer to show
their loyalty to the brand. Therefore, in order to qualify to buy a certain “quota bag” like
a Kelly or a Birkin, purchasing other products initially is an important indicator of how
much they are willing to spend for an exclusive item. This sense of superiority followed
by owning a rare item creates value for a luxury brand, because the more inaccessible a
particular product, the harder it becomes for a competitor or forfeiter to imitate [16].

Usually, a heritage brand is defined by its history. Not only does it act as an element
of brand equity, but heritage is also recognised in terms of brand identity [17]. In other
words, it is the heritage that differentiates the brand from other competitors. Heritage is
very much a brand’s roots, in that its origins and history provide a good way to revisit
value propositions and then sort out core competencies. With a clear view of these
elements, a brand is likely to differentiate itself from others, thus allowing its value to
stand out. In the meantime, brand heritage could also serve as a connection between
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brands and customers in the sense of engaging customers and getting them involved in
the history and prestige. Also, protecting symbolic heritage items is a very powerful way
of marketing a brand. It also provides a key element in relation to authenticity.

2.4 Significant Symbols and Values Perceived by Customers

Significant identifiable elements of a luxury brand that link to its history cannot be
neglected. Often, these elements’ “vocabulary” is referred to as the “association” of a
brand. They are usually original and connected to the brand’s story and the history of a
product. To illustrate this point, Chanel filmed the video ‘The Vocabulary of Fashion’,
highlighting the key elements that shape the style of Chanel but which are also deeply
linked to the life story of Gabrielle Chanel. This kind of brand vocabulary is not neces-
sarily in the form of logos or signs; more so, it is commonly recognised by the public as
the origin of a brand, thereby providing luxury brand status in public perception.

Following Tynan et al. [14], among all of the core values mentioned so far, high
quality and exceptional performance are seen as essential when talking about a luxury
brand, while heritage and other symbolic traits are the elements that differentiate a brand
from its competitors. The value of a luxury brand is built mutually, from both the brand
side and the customer side. Based on the research byWuestefeld et al. [18], brand heritage
has a great impact on customer perceived value: economically, socially and functionally.
Moreover, a heritage brand is often seen as trustworthy and authentic, and if heritage
is relevant and meaningful to a customer, they are likely to remain loyal, accept higher
prices and reduce buying risk, thereby implying that perceived value is rather important
[19].

3 Methodology

Our research objective is to explore the most valuable application areas for blockchain
technology in the luxury sector, and so this paper applies a Delphi study [20, 21] to verify
the core values and features of luxury shoppers’ decision journey and to map values with
potential application fields, in order to identify the optimum way to apply blockchain
technology. The method is an appropriate approach for exploring insights and potential
opportunities, as industry insiders identify the value of applying this technology and
provide a luxury sector viewpoint. According to Durach et al. [22], the likelihood and
time spam of implementing blockchain technology is specific to every industry, but
the authors suggest narrowing down the methodology to a specific industry, in order to
gain insightful opinions. Thus, panel members who have been immersed in the luxury
industry for several years make them ideal candidates.

3.1 Verification of Luxury Market Features and Application Areas Through
the Delphi Approach

In answer to the research questions, the aim of the Delphi method is to seek consensus on
opportunities and to identify the market sweet spot for applying blockchain technology
in the luxury sector. Thus, panelists who have experience in the luxury sector were the
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target group. Furthermore, as the topic is highly relevant to new technology, it requires
the sensitivities of overall luxury market trends and strategic movement among major
players in the market. Therefore, various positions and backgrounds within the luxury
sector were the main criteria for recruiting the panelists.

Table 1 illustrates the panel members’ demographics. Overall, their age range falls
between 18 and 34 years of age, which also corresponds to the development of the
Internet. All members are based in Europe, in three cities, namely London, Paris and
Geneva. There are four nationalities in the member pool: French, Turkish, Swiss and
Italian. Two of the members have experience in the innovation sector that combines
technology and luxury domain knowledge. Others are keen on market trends, not only
for internal brands, but also for the total luxurymarket. In terms of academic background,
most of the panel members have completed amaster’s degree in either business or luxury
management. One has a technical background.

Table 1. Delphi panel member demographics

Panel member A B C D E F

Age range 25–34 25–34 18–24 25–34 25–34 25–34

Gender Female Female Female Female Female Female

Firm location London Paris Paris Paris Paris Geneva

Education Master Master Master Master Master Master

Background Business
Design

Management Luxurx and
fashion
management

Entrepreneurship
management

Fashion and
costume,
marketing

Engineering

Focus Luxury
e-commerce

Luxury group
marketing
intelligence

Luxury group
marketing
intelligence

Luxury group
marketing
intelligence

Luxury
group
strategy

Luxury watch
brand

In this study, two rounds of interviews were conducted to gather the six luxury
insiders’ opinions and insights. Twelve interviews took place, as each panel member
was interviewed twice. Both interviews were semi-structured, thereby providing more
flexibility and opportunities to delve deeper into details relating to the research questions.
Each interview lasted around 20 to 30 min, and all of them were conducted in English.
Given geographical differences and theCOVID-19 situation, only one physical interview
took place, with the rest facilitated via video conferencing. The interviewees’ identities
have been anonymised. Due to trade secret concerns, company names and brand names
also remain confidential.

3.2 First-Round Interview Question Design

In the first-round interviews, startingwith three open-ended questions, the panelists were
asked to give their general impressions and understanding of the blockchain application
in the luxury sector. The three questions were as follows: How have you been exposed
to blockchain technology? What blockchain use cases have you observed in the luxury
market? Where do you see opportunity?
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The second part of the first-round interview ranked a number of core values collected
and categorised from the literature (see Sect. 2). Short examples were given to illustrate
the elements. The panelists were then asked to choose their top five core values that
should be included when it comes to a luxury brand. The aim of the question was to seek
consensus on the cognition on luxury brands, thereby providing common ideas when
it comes to luxury. Furthermore, the question afforded the interviewees the chance to
extend the list or remove some elements, if some values were not mentioned or they
disagreed with. The following are the key core values that were provided [13]:

Exceptional performance

Craftsmanship

Exclusivity

Innovation

Artistic interpretation & expression

Timelessness

Relatability/relevancy

Heritage

Responsibility

Sense of aesthetic

Other suggestions

In the third part of the interview, the panelists were asked to identify the most
important stages for a luxury shopper, as well as the corresponding business application
areas that represent value in the customer journey. The aim of the question was to
shape blockchain application areas from the perspective of luxury clients’ shopping
behaviour, by identifying the most valuable elements in this regard. The last question
in the first-round interview was another open question: What obstacles and challenges
do you foresee in implementing the technology in the luxury sector? The purpose of the
question was to probe reasons for hesitating to apply this new technology in this context.

3.3 Second-Round Interview Question Design

Based on the results from the first-round interviews, several potential blockchain appli-
cation were mentioned, and these are summarised into six categories. Based on the six
application areas, the panelists were asked to score their importance, link them to the
core values of luxury brand and, finally, estimate the likelihood of – and time frame
relating to – implementation. The objective in the second round of interviews was to
prioritise those application fields linking to the brands’ core values while evaluating
application areas from practical and operational viewpoints. The following six potential
application areas were mentioned during the first-round interviews and integrated into
the results of existing studies [22, 23].

• Diamond tracking
• Product authenticity or certification
• Transfer ownership
• Supply chain information documentation
• Post-purchase communication
• Alternative currency
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Three sets of questionswere asked in the second-round interviews. In the first session,
the panelists were asked to evaluate the six application areas business in accordance with
the importance of their impact, namely what effect the application can have in the luxury
sector; they were allowed to extend the list as well. The question was: Please rank the
importance of the business impact for the following possible blockchain applications
in the luxury sector. Please explain why you have ranked them in this way. What other
applications should be included?

The second session associated applications and core values, and its aim was to
understand what value these technological applications can offer. In addition, from the
first-round interviews, the importance of the core values was evaluated; thus, indus-
try relevance could also be interpreted through the value proposition point of view.
The question was as follows: What core values of a luxury brand can be linked to the
applications?

Lastly, in order to understand the likelihood of implementation, the panelists were
asked to estimate if it would actually happen and, if so, how long it would take for the
majority of market players to implement the technology. The questions were presented
as follows: What business application will most likely be implemented, and why? How
long (years) do you think it take to apply, and why?

4 Results and Discussion

4.1 Knowledge Level in Relation to Blockchain Technology

Four out of six panelists had encountered blockchain technology in the workplace,
either by handling projects to do with the technology or being invited to events related
to the topic. One panelist had taken lectures on the subject, while another had obtained
information solely via fashion business news websites. Interestingly, different types
of knowledge levels represent different stages of implementing the technology in the
practical business world:

Opportunity Exploration Stage. Panelists B and E had worked on projects related to
the secondary market. One had conducted research in order to provide a global view of
trends in the secondary market for “hard luxury”, finding that blockchain technology
was a tool for authenticating products and therefore identifying counterfeit goods in the
preowned marketplace.

Evaluation Stage. Panelist A was in charge of an innovation project for one of the
biggest luxury online marketplaces. To meet the internal objective of reaching 100%
sustainable operation, her team had sought solutions to meet the goal. Blockchain-based
supply chain documentation and product digital identity had been identified, and so they
had been sourcing startups that could meet this business need.

Execution Stage. Panelist F worked for a high-end watch brand that had already imple-
mented blockchain-based product certification. Different from other panelists, for F,
blockchain technology was not something unreachable; instead, the team was planning
to extend information to include supply chain details in the near future.
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The six panelists believed that diamond tracking, digital identity and product authen-
tication for preowned items were the main application areas, based mainly on their
intuition connected to their belief in luxury products as well as general observations
of market trends. Interestingly, more than half of the panelists mentioned that the lux-
ury goods they were referring to only focused on the hard luxury category. Fashion and
footwear were not considered for applying blockchain technology in the luxury industry.
As panelist E mentioned, jewelry and watches are seen as more durable and timeless, in
that when it comes to the resale price versus the original price, the ratio is always higher.
All panelists admitted that use cases in the industry are few and far between, thereby
leading to the assumption that the industry is not familiar with the technology.

4.2 Customer Decision Journey in a Luxury Shopper Scenario

Following Durach et al. [22], the customer journey should be considered in a circular
process tomeet modern consumers’ behaviour. In Table 2, wemap the customer decision
journey according to the relevancy level for luxury shoppers and list application fields
stated by the panelists and taken from a case analysis.

Table 2. Mapping the customer decision journey to relevant blockchain application fields in the
luxury sector

Customer decision journey
(CDJ)

Relevancy to luxury shoppers Relevant blockchain application
identified

Consideration/Motivation

Evaluation High • Product authenticity or
certification

• Diamond tacking

Payment • Alternative currency
• Transfer ownership: smart
contract

Post-purchase
experience

High • Post-purchase
communication

Loyalty loop High • Post-purchase
communication

• Loyalty program: virtual
membership points

Others • Supply chain information
documentation

• Diamond tracking

Evaluation, post-purchase experience and the loyalty loop were noted as crucial
stageswithin the customer journey by all panelists. In the evaluation step, itwas agreed by
all that product quality certification would provide added value for luxury shoppers, and
at the same time, a product authenticity application was addressed by several panelists as
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well, especially in preparation for the booming secondary market and online platforms
according to panelist A. Post-purchase experience was agreed upon by all panelists.
At this regard, product maintenance services and loyalty programmes were mentioned.
It was also stated many times during the interviews that “service” is one of the most
important values when it comes to a luxury experience, and so it should be included
in “exceptional performance”. Post-purchase experience is one of the most important
experiences within the service scope.

When it comes to the payment stage, a privacy issue was raised by panelist E, who
identified that many luxury purchases are often gifts, and some clients wish to remain
anonymous while purchasing, especially so-called “ultra-high net worth” individual
(UHNWI) clients.

Transparency across the whole supply chain is hard to categorise into only one stage
of the customer decision journey, as the supply chain can be extended upstream from
product and material origins and downstream to customer ownership. However, it was
highlighted as a final and ideal goal of the industry to disclose information on raw
materials and manufacturing, as luxury products have been highly criticised in terms
of unethical product sourcing and employee welfare throughout the production process
(panelist B).

4.3 Evaluation of the Core Values and Application Fields

All of the listed core values were mentioned at least one time during the interviews
(Table 3). This means that the values can be considered relevant to a luxury brand.

According to the results, all of the panelists ranked craftsmanship in relation to
the two most important values for a luxury brand. In addition to the highest quality of
workmanship, the spirit of excellence, the concept of perfection and the amount of time
spent on creating goods also ranked highly. Panelist B mentioned that craftsmanship is
the core competence of a luxury brand, because it is how a brand differentiates itself
from others and competes with other brands; also, it represents the spirit of a brand and
its determination for the highest quality.

Exclusivity was mentioned four times. Due to scarcity and high price, according
to panelist C, people acquire a luxury good due to the feeling of joining a prestigious
community aligned with a sense of superiority. According to panelist E, individuals
project their idealised values onto the group they want to be part of. When a luxury
brand is accepted by broader groups, its aura is diluted, and so it no longer occupies
a special place in the consumer’s mind. As stated by Nielson [24], who report on Chi-
nese consumer behaviour, what customers care about the most are high quality, unique-
ness, exclusiveness and heritage, which corresponds to the results from the first-round
interviews.

Again, four out of the six interviewees mentioned heritage when it comes to the top
five core values. With more than three years of experience in a heritage and brand equity
team, panelist E has addressed the importance of heritage as a core value of a luxury
brand. Brand heritage is one of the most valuable assets when it comes to storytelling,
especially for marketing and branding aspects. However, brands with a rich heritage are
usually seen as traditional and old. Therefore, it is important for a brand to translate a
possibly monotonous history into bitesize and relevant information to a new generation
of customers.
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Table 3. Ranking of the core values for each panelist

Core
values/Panelists

A B C D E F Average ranking Numbers of mentions

Craftsmanship 1 1 2 1 1 1 1.17 6

Exclusivity 3 3 3 4 3.25 4

Heritage 2 4 5 2 3.25 4

Innovation 5 1 3 5 3.50 4

Creativity 3 2 2 2.33 3

Timelessness 2 4 3.00 2

Relevancy 4 4 4.00 2

Sense of aesthetic 5 3 4.00 2

Exceptional
performance

4 5 4.50 2

Responsibility 5 5.00 1

Dream factor Newly identified

Innovation around heritage storytelling can be illustrated through the example of
Gucci. Marketing activities that were built around Gucci’s brand heritage were done
through various channels, including flagship stores’ interior design concepts, a targeted
location strategy and renewed iconic collections. The “Forever Now” campaign, for
instance, featured photos from the 1950s, showcasing craftsmen in their workshops.
Similar exhibitions have been launched by many other brands, as they provide new
forms of communication and presentation, and the brand can access a wider audience.
In addition, by creating an “Instagrammable” environment, content can be easily shared
between the offline and the online world. Therefore, brands can develop smart content
strategies that not only showcase the heritage and history of the brand, but also educate
the audience with product knowledge, attract young clients or expand local visibility in
new markets.

The dream factor was cited by panelist D as an additional new core value, in that
a luxury brand should be able to create a dream for its customers, by building up a
Holy Grail-like iconic product and a desirable brand image. This new factor was noted
by Okonkwo-Pezard [2], in that the dream factor arouses the curiosity and interest of
customers, and it is one of the most important elements in a luxury item. In short, the
dream factor represents the long-term desires of customers. It is clearly an important
index that shows a brand’s potential.

To answer the research question, i.e. to identify the added values of blockchain tech-
nology application, the panelists were asked to link the core values and applications.
By highlighting the top five core values identified in previous questions in each appli-
cation, the level of relevancy and importance of the application and the industry were
distinguished. In Table 4, product authenticity or certification, supply chain informa-
tion documentation, and diamond tracking are considered the most relevant to the top
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five core values identified in the previous results: craftsmanship, exclusivity, heritage,
innovation and creativity. In terms of mentions of top core values in four highly relevant
applications, product authentication or certification were mentioned 14 times, followed

Table 4. Associated core values for blockchain applications for luxury shoppers (*sign represents
the top five core values from previous interview results)

Blockchain application Associated core values (times
of mention)

Numbers of top 5 core value
mentions

Product authenticity or
certification

Heritage (5)*
Craftsmanship (3)*
Exclusivity (3)*
Innovation (3)*
Exceptional performance (3)
Responsibility (2)
Sense of aesthetics (2)

14

Supply chain information
documentation

Craftsmanship (5)*
Responsibility (4)
Innovation (3)*
Timelessness (1)
Relevancy (1)

8

Diamond tracking Responsibility (4)
Exclusivity (3)*
Craftsmanship (1)*
Innovation (1)*
Exceptional performance (1)
Timelessness (1)

5

Alternative currency Innovation (5)*
Relevancy (2)
Exceptional performance (1)

5

Transfer ownership Relevancy (3)
Exclusivity (2)*
Heritage (2)*
Timelessness (2)
Responsibility (2)
Exceptional performance (1)
Dream factor (1)

4

Post-purchase
communication

Exclusivity (3)*
Relevancy (2)
Responsibility (2)
Dream factor (2)
Innovation (1)*
Timelessness (1)
Exceptional performance (2)

4
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by supply chain information documentationwith eight mentions, diamond trackingwith
five mentions and alternative currency with five.

The panelists were informed that the implementation rate refers to the possibility
that major players in the market will start to take action. As shown in Table 5, in general,
the mean possibility of implementation for the six applications was over 50%, product
authenticity or certification were seen as the best possible applications with 92% and
the lowest standard deviation of 8.8 pts, followed by diamond tracking with an 85%
likelihood of implementation with a higher standard deviation of 15 pts. In terms of
business impact, diamond tracking ranked number one, followed by product authenti-
cation or certification. All panelists agreed that product authentication or certification
eliminate concerns around counterfeiting, especially in the secondary goods markets
and online platforms. Panelist A stated that implementation would force second-hand
online marketplaces to make direct changes to their business models.

The transparency of supply chain information was discussed widely when it comes
to blockchain applications. However, panelists A and E held different points of view.
Obviously, harmonising stakeholders throughout the supply chain is very difficult, but
nevertheless, in the view of sustainability, it is essential to disclose as much information
as possible, so that manufacturers share more responsibility for the production process,
thereby providing consumers with more information at the same time. Despite the bene-
fits that information disclosure can bring, for high-end jewel brands, detailed information
such as the identity of jewellers and workplaces is confidential and is seen as a trade
secret. In order to prevent jewellers from getting robbed or threatened, some information
is better left unsaid, according to panelist E.

Table 5. Business impact and estimated likelihood and years of implementation

Blockchain
application

Business impact level
ranking

Mean of likelihood of
implementation

Estimated years for
implementation

Product
authenticity or
certification

2.33
(STD 1.03)

92.5%
(STD 8.8)

3.33
(STD 1.47)

Diamond tracking 1.5
(STD 0.84)

85%
(STD 22.8)

3.4
(STD 1.08)

Transfer
ownership

4
(STD 1.1)

75%
(STD 26.65)

3.6
(STD 0.96)

Post-purchase
communication

3.5
(STD 1.22)

64.17%
(STD 15.63)

2.88
(STD 0.95)

Supply chain
information
documentation

2.83
(STD 1.17)

60%
(STD 22.36)

3.25
(STD 1.29)

Alternative
currency

6
(STD 0)

58.75%
(STD 36.37)

3.25
(STD 1.55)
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5 Conclusion and Implications

In response to our research questions, eleven luxury brand core valueswere identified and
validated by a set of panelists in aDelphi study.Assessing the core values’ ranks gave us a
sense of the industry’s characteristics alongside possible strategic rationales. Moreover,
core values and applications were connected. To investigate further the possibility of
implementing blockchain technology, the panelists were asked to assess the business
impact level and the likelihood of implementation on the defined application areas, in
order to provide a practical point of view.

Overall, the application product authenticity or certification meets the most top
five core values. Namely, the application helps provide a good deal of added value to
the luxury industry, which directly answers the research question. The application was
recognised by the panelists as highlighting the most important core values, such as
protecting heritage and craftsmanship, providing exclusivity and innovating. With the
boom of the luxury secondary market, the application also offers another channel for
brands to connect with product owners, thus creating new touchpoints and extending
the product lifecycle. Meanwhile, activating the secondary market also satisfies the
expectations of consumers in terms of sustainability.

Essentially, all of the application areas can be linked to at least one of the top five
luxury brand core values, among which “responsibility” was mentioned the most in
various application fields. However, it is not the core value that brands value the most,
as it only ranks tenth out of eleven core values. Interestingly, according to the literature
findings, the demand to ensure corporate social responsibility and sustainability is usually
in the form of external pressure. In response to market demand luxury brands are being
forced to tackle the issue – and blockchain could be a possible solution.

Even though some use cases are illustrated to prove the potential of blockchain
application in the luxury sector, there is still insufficient evidence to show that imple-
mentation is scalable. The panelists voiced their concerns about the application of the
technology in terms of, for instance, the lack of talent within the industry, immaturity
of the technology, privacy issues for UHNWI clients and the requirement for resources
such as energy and money. Also, it was mentioned multiple times by the panelists that
the lack of consensus, such as an alliance or a widely recognised protocol in the luxury
industry, would slow down implementation of the technology.

However, our research suffers from some limitations. The panelists’ backgrounds
narrowed the focus on luxury product categories to mostly hard items such as jewellery
and watches, or high-quality leather goods. Moreover, the panelists did not consider
themselves experts on the technological level regarding blockchain, albeit this does
represent actual industry talent restrictions in this regard. Lastly, the panelists tended
to view blockchain application from a European market point of view, due to their
professional experience and personal backgrounds.

Thus, observations on other continents such as Asia, the Americas and Africa could
be considered during future research. Other luxury categories such as wines and spirits,
automobiles and air transport, hospitality and concierge services should be considered
as well. Eventually, panelists with a relevant technical background, as well as employ-
ees from technology providers, independent high jewellery studio owners or secondary
market runners, should be included as well.
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Abstract. National population census provides the basis for governments’ finan-
cial, economic, health and education policies for its populace. It plays a vital role
in mapping a country’s growth and financial trajectories and it is the single most
valuable and shared resource among government departments and apparatuses.
The centralized, traditional methodologies currently in use are faced with several
challenges including and not limited to high costs, privacy issues, enumerating
unsafe areas and reduced cooperation. This research aims to analyze through a
systematic literature review the drawbacks and challenges of the current traditional
methodologies used in housing and population census to identify if a decentralized
system would assist in mitigating them. The drawbacks identified are population
coverage, ethnic and racial discrimination, privacy concerns, census data distribu-
tion, cost of census, and cooperation and participation. The research, even though
at an embryonic stage, shows that blockchain-based solutions may be a candidate
for solving several of the above mentioned challenges while laying at the same
time the foundations of our research on blockchain-based systems for tackling
with other challenges faced within census such as that of the missing people.

Keywords: Blockchain · National population census · Decentralized solution

1 Introduction

Population and housing census (hereby now referred to as census) is conducted to gather
information on demographics, individuals, and their state of living for and in the respec-
tive jurisdiction. It gives a holistic picture of the economic and financial situation of the
country and forms the basis for building policies and allocating financial resources. The
United Nations has mandated the requirement for a decennial census which is a popula-
tion census conducted every ten years to gather data on the residents of the jurisdiction
[1]. It lays the foundation for policymaking in the dimensions of finances, economy,
healthcare, and education, on a substantially granular level, beneficial for mapping the
growth of the country.

Don Tapscott - a world’s leading authority on innovation, mentions that the economic
and social impact of technology is a voice on emerging technologies like blockchain-
based systems and their impact on industries. He suggests, the technology industries
can either be subject to disruption or conform to innovation and transform accordingly.
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Like any new and emerging technology, it is hard to extrapolate and forecast the future
implications and drawbacks of switching to an entirely new system that has not been
battletested [2]. Apart from testing and shifting to a blockchain based decentralized
solution, Casey and Vigna have raised the concern that it is also crucial to define proper
rules and steps to reveal only needed information in different circumstances. Otherwise,
it would be hard to stop a malicious user to gain access of one’s identity details that
he/she can later use to impersonate [3].

Census plays an important role in mapping a country’s growth and financial trajecto-
ries and it is the single most valuable and shared resource that is used among numerous
departments and apparatuses of the government [4].

The solutions followed nowadays by government for census enumeration are either
one of these [5]:

a) The traditional census is a full enumeration, based on a field operation at a given
time on sample basis. This traditional approach also includes: i). long form or short
form enumeration, cover within short time span, and ii). rolling census, cover whole
country over long period of time. Among the countries that follow this methodology
is the United States and France.

b) A full/sample field enumeration combined with data taken from registers.
c) Use registers and administrative sources (inclusive or exclusive to existing survey).

According to UNECE online survey report on national practices in 2010 census
round, the traditional census approach was still the most common approach adopted in
the UNECE region. Few countries have adopted a combined or register based census
methodology [5].

To conduct the traditional census enumeration, there are only two methods:

• Interviewer/Enumerator-based: They conduct door-to-door interview and record
information; or

• Self-completion: A household member completes the questionnaire on behalf of the
family.

Enumerator-based surveys are widely common in developing countries and some
parts of developed countries where a designated officer performs this task in a specified
area during a restricted short period of time. This approach is widely used for illiterate
populations or groupswhomay be unwilling to complete the census forms themselves, or
find it difficult to do so [5]. Self-completion examples can be seen in United States where
the questionnaires distributed and collected by post (mail-out/mail-back procedure) or
by enumerators. This method can be adopted in the countries where literacy is relatively
high [5].

A general concern with enumerator-based survey is, what did the officer hear and
wrote down? Another critical concern is that the officers are paid by the number of
houses they have visited. The more houses they cover, the more they earn. This can also
become a barrier and cause miss-information. However, in both methods the data are
recorded on paper which increases the chance of human errors.
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Our aim is to explore the implementation of the population census over a blockchain
to extend the inherent advantages of distributed ledgers for transparency, immutabil-
ity, and security, thus solving the problem of forced/ethnical cleansing of marginalized
communities from the national census data. The ultimate goal of the research is to mit-
igate the missing person problem that is one of the hardest to overcome all over the
world. In order to identify if a decentralized solution is suitable for census, we have
carried out a systematic literature review on traditional methods used for identifying the
disadvantages of the centralized systems and explore the possibility of transitioning to
decentralized systems.

Section 2 gives an overview of blockchain technology and Sect. 3 describes the
methodology followed. Section 4 discuss the finding, and Sect. 5 debate the need for
blockchain-based solutions, and concluded our discussion in Sect. 6. We would like to
emphasize that this is the first stage of our work. Our ultimate goal is to design and
implement a decentralized solution for the current census problems identified.

2 Blockchain Technology

Blockchain technology holds a very simple idea and has far-reaching implications. It
is a distributed ledger (also known as decentralized databases) that allows users to add,
verify or permanently record transactions [34]. These networks are consensus oriented
and need community consent to perform any changes on the ledger. Once a transaction is
recorded in a block of data and inserted on the chain, then the alteration in the processed
transaction is not possible. This results in eliminating the need of central “gatekeeper”
to provide trusted sources of transactional verification and support [6].

Blockchain was initially introduced as the technology behind bitcoin, the first digital
currency to solve the double-spending problem without the need of a trusted authority
[7]. The introduction of Ethereum’s smart contracts in 2015, allowed developers to
deploy their own logic-based concepts that were known as decentralized applications or
dapps. These dapps could be deployed on the Ethereum network and would allow the
users in the network to interact with them just like any other conventional application.
This created a wide range of opportunities for developers and technology enthusiasts to
engage in the space and use blockchain for non-financial purposes as well.

Soon afterwards, several industries recognized its potential for solving several other
problems encountered such as logistics or tampered proof data. The decentralized nature
of blockchain technology, along with its immutability and cryptographic characteristics
makes data difficult to tamper with. Based on the above, blockchain can be characterized
as a distributed ledger of any type of transactions, where a transaction is the exchange
of data (medical data, consumer details, product data, etc.) Its main characteristics are:

• Decentralized: no single authority controls, influences or manipulates the data records
that exists in a blockchain.

• Shared: blockchains are made up of multiple parties (or systems).
• Time-stamped: transactions are stored in chronological order.
• Append-only: you can only add new transactions to a blockchain.
• Immutable: Once written, a transaction cannot be deleted or modified.
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• Cryptographically-secured: advanced cryptography enables tampered-proof records.
security and secrecy.

• Enables smart contracts: blockchains are programmable enabling smart contracts to
be implemented and executed.

The blockchain based model varies from industry to domain and its applications. We
can find various implementations from the energy sector [8, 9] to finance [10], health-
care, supply chains, academia [35] and many more. Moreover, blockchain technology
can be used for governmental services for improving trust, transparency and promoting
accountability of government activities. Many governments around the world have pro-
ceeded into implementing a land registration system [11]. The UK government released
a report on the potential of blockchain technology for government services, recommend-
ing its use [12]. Dubai on the other hand, is one of the first cities around the world to
embrace the technology and has already several blockchain based government services
[11]. Estonia, in collaboration with Bitnation works on a project for to offering public
notary services to Estonian e-Residents [12, 13]. Estonian e-Residents have electronic
IDs that can be used to notarize official documents such as birth certificates, marriage
arrangements, business contracts, land titles, and other from anywhere in the world [14].

3 Research Method

A systematic approach has been followed for reviewing the existing literature. The
specific methodology has been chosen as such review methods enables researchers to
avoid arbitrary decision making [15]. The main objective of our research is to identify
the drawbacks of centralized systems for conducting population census and whether
those drawbacks could be mitigated through blockchain technology.

In order to ensure that all papers and official reports were taken into consideration,
the following inclusion rules were used:

A. Work that was published in the last twenty years. If published by a renowned orga-
nization, the 20-year constraint is relaxed. The rationale for using the twenty-year
constraint is based on the fact that countries conduct decennial censuses which occur
once every ten years; hence, changes within the census practicingmethodologies are
not significant. Therefore, older publications and literature about population census
are substantially relevant.

B. Papers had to be peer-reviewed.
C. Only papers written in the English language were considered.

TheUnited National Statistic Division (UNSD) official reports and selective national
newsmedia articles were considered in order to cover the reported issues and challenges.
The reason of including news articles was to eliminate any biases picked up from post
census findings. These findings are generally published under government authorities
and may include manipulation issues for the sake of political or electoral gains. The
United Nation website, American Census Survey, and a part of google search was used
to find official news reports on the subject. The google search has been used for it.
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For the literature review, the Ebscohost search engine has been used which includes
102 databases including access to Scopus, a bibliographic abstract and citation database
that Elsevier provides [16]. The following keywords were used with the advance search
option by filling them in multiple text boxes using the OR operator to get maximum
listing.

• population census
• population census methods or mechanism
• population census challenges or barriers or difficulties or issues or problems or
limitations

• privacy or security issues
• census undercount minorities
• census data differential undercount
• challenges of census in developing countries.

The search process followed was top-down, i.e., starting from broader searches such
as “population census mechanism” and “population census types”, to slowly refining
focus to core objective using targeted keywords, such as “undercount in the census”,
“problems with centralized census enumeration”.

Based on above criteria, the resultant set left with 6,245 searched items. Few The
keywords “machine learning”, “deep learning”, “artificial intelligence”, “neural net-
work”, “forecast”, “prediction”, “foreseeing”, “data analysis”, “outlier”, “experimental
studies”, and “testing methods” were added in the exclusion filter to exclude irrelevant
articles. This resulted in 2,121 records.

After screening the title list, more irrelevant keywords were identified and added in
exclusion filter. These were “tourism”, “pollutants”, “pandemic”, “agriculture”, “spa-
tial trends”, “smart phones”, “language”, “educational planning”, “mass media”, “art,
urbanization”, “water supply” removing another 1,897 more items from the list.

Papers were shortlisted from the search results if the objective questionwas primarily
addressed in the research paper or was discussed partially alongside the main research
focus. We shortlisted a mix of papers and standards relating to our objective question
totaling to 224. From the shortlisted literature, we conduct an in-depth study to select
only those papers that resonate entirely with this paper’s theme. It results in a total of 22
references that include papers, books, UN standards and official news articles (Fig. 1).
It is worth noting that a quick debrief on the search results, shows that around 54% of
relevant references are covering the UN standards, national census and official news
reports, while 46% are the peer-reviewed papers and books discussing census. The rest
of our references at the end relate to blockchain.
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Fig. 1. Search flow diagram

4 Drawbacks and Gaps in Census Enumeration

This section highlights the drawbacks and gaps in census enumeration as identified from
our review.

4.1 Population Coverage

One of the major concerns regarding census data is its inability to concisely cover all
forms of living arrangements of individuals that are a part of a region or country resulting
to discrepancies and loopholes that prevent holistic enumeration of individuals residing
in a state. Individuals that do not have proper living arrangements, such as homeless
communities, frequent travelers and in fact nomads who do not associate themselves to
a single location are usually overlooked [1].

If we look at the recent period, Pakistan 6th national population census had been
conducted in 2017 and Pakistan’s official news media reported that as much as 1.5
million people from the city of Karachi have been reported missing [17, 18]. Since then,
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4 years have passed and yet Pakistan’s census data is not released and become a subject
of politicized. Similar missing problems are reported from theUnited States newsmedia.
In the 2010 census 1.5 million children from minorities (2.1% of black Americans and
1.5% of Hispanics) were not accounted for [19, 20].

Another concern is the of over-coverage. Hogan [21] has discussed estimation issues
of US census 2000. He analyzed the framework of the census system and concluded that
the system failed to correctly identify 4.7 million erroneous enumerations in US census
2000. This was due to misidentification of residences of large numbers of people in the
sample, leading to both false matches and false non-matches.

PC [22] has talked about the sensitivity of the census that has remained intractable
in Nigeria. Since 1960 independence, Nigeria missed the opportunity to appraise the
past, accurately. Census, being a crucial factor in determining, planning, and evaluat-
ing political and economic terms was deliberately exploited for political and monetary
reasons.

Other problems are the erroneous inclusions of people who are included in the census
inappropriately such as foreign tourists or people that have died [23].

4.2 Ethnic and Racial Discrimination

Throughout the history of data collection on behalf of the ruling authorities, discrimi-
nations have existed that tend to underestimate, or overestimate certain groups based on
religion, race or ethnicity. Since figures obtained through census are utilized for policy-
making, inclusive ofmonetary decisions concerning funding, such under-representations
lead to disproportionate allocation of funds, depriving communities of the required
financial assistance due to underrepresentation.

BarbaraCrossette [24] discusses the various census concerns that exists of racial, eth-
nic and religious minorities who sense they are being undercounted or miscategorized.
O’Hare [23] mainly focuses on “differential undercounts” problem which refers to peo-
ple in some group have higher net undercount rates than people in other group. Rebecca
Nagle [25] also highlights that, among other non-white communities, the native Amer-
ican population of Navaho origins along with Alaskan natives, were underrepresented
by 4.9% in US census 2010. In the census of 2020, the likelihood of even more severe
underrepresentation is higher given the data collection process has been made online,
whereas these regions suffer from the lack of adequate broadband access. Moreover, just
a 1% undercount in NewMexico census 2020 could result in the loss of $750m in federal
aid to the state. In India, with the passage of the Citizenship Amendment Act (CAA)
law that bans Muslim immigrants to settle in India the upcoming decennial census was
likely to underrepresent Muslim population [24].

4.3 Privacy Concerns

With the advent of technology, data has become increasingly accessible and a topic
of controversies and legal standings in the recent years A data leak in the database of
the US Census Bureau exposed data on 4200 individuals. Data is not encrypted, and
therefore readable after being hacked [26]. In addition, there are major concerns of poor
measures of security in terms of data storage and organizations with access to the data.
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Tim Singleton Norton [27] reported similar privacy issue from the Australian census.
During the years 2013–2016, theAustralianCensus suffered from14data breacheswhich
alone is a foremost concern to the citizens. Sabine Devins [28] highlights the concerns
Germans have in regards to their data. In 1980s, a group of citizens managed to sue the
German government over a 160-question long questionnaire in the census enumeration
process. The concerns raised indicated that through the personal information collected
in the census, it was possible to identify individuals.

4.4 Census Data Distribution

Another important prospect is to understand how census bureaus are sharing data to the
relevant or requested authorities. Juran [29] have widely discussed the reports of 2010
World Program on population and housing censuses to understand the primary methods
of census data dissemination. About 63 countries are reported to use paper publications
as their primary method of data distribution. 34 countries use static web pages for
distribution and only 17 countries used interactive online databases.Majority developing
countries replying on paper based, CD-ROMs and DVDs based data distribution and
almost all countries, including US don’t have distributed and decentralized system to
fulfill the need of all stakeholders, in a given time.

4.5 Cost of Census

The task of census is one that is country-wide and involves a commendable amount
of resources from human capital to financial costs related directly and indirectly to
material involved that is using for census and enumeration purposes. Skinner investigated
the census challenges related cost pressures, concerns about intrusiveness, privacy and
response burden, reduced cooperation, difficulties in accessing secure apartments and
enumerating unsafe areas, more complex living arrangements, and timeliness concerns
[4, 30].

Fienberg and Kenneth [31] tried to estimate the cost of US censuses. It has been
estimated that in the decennial census of 2010, it cost United States approximately
thirteen billion dollars, which was twice as much as the cost of census in the 2000.
Furthermore, the cost of census for 2000 was twice of 1990. Hence, over time, the cost
and complexity of census has grown considerably, with the population growing with a
similar pace.

4.6 Cooperation and Participation

Historically, public reluctance has been noted among the population related to census
data collection. The major concern in the earlier time for the reluctance was disclos-
ing information that may result in increased taxation on the peers and extra efforts
are required by the governments to improve coverage. The extra efforts are translated
into cost of media coverage and advertisements for spreading public awareness. In the
developing countries like Pakistan, Nepal, Bangladesh, given the scarcity of literate indi-
viduals in the population, schoolteachers were sent to households to spread awareness
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and later to perform duties related to enumeration such as in-person field research work
resulting to a shortage of teachers which were later filled with literate and un-employed
population of the country. In circumstances like this, additional costs must be borne by
the government [32]. Nonetheless, all the above stated issues are the rips of centralized
eco-system. A centralized system govern by the authorities can manipulate census data
for political and economic gains and can marginalize minorities without leave a trace of
evidence.

5 Blockchain-Based National Population Census

The decentralized nature of blockchain technology alongwith its characteristics of trans-
parency, immutability, and cryptography minimizes concerns and enables unknown par-
ties trust each other. without a third-party authority. Contrary to a centralized database,
there is not one single point of entry for hackers. This feature and the fact that there is
no central control, blockchain is a powerful technology for recording transactions in a
secure manner. Leveraging on blockchain technology, the some of the challenges that
traditional census methodologies are faced with could be mitigated.

Asmentioned before, themain challenges identified through the systematic literature
review are Population Coverage, Ethnic and Racial Discrimination, Privacy Concerns,
Census Data Distribution, Cost of Census and Cooperation and Participation.

• Population Coverage. Based on the literature [1, 19–23], the problem exists due non-
existing proper living arrangement in the homeless communities or due their frequent
travels (nomads). In the last census of Pakistan (occurred in 2017), this case is quite
evident. 1.5 million people are missing from the city of Karachi, and since then data is
not yet published [17, 18], also raised concern of its correctness and trust. If, however,
in a blockchain-based solution, the NGOs that deal with homeless communities or
nomads, are doing the enumeration for the census bureau on the blockchain then the
problem could be mitigated. The missing data could be capture and provide more
accurate data to policy makers. In such a solution, the governance model could also
include the NGOs so that all together can decide who is a trustworthy NGO and who
is not. Moreover, if integrated with Artificial Intelligence, then candidates can be
profiled to better understand the trajectory of growth or changes in the data, such as
education, area of residence, etc. for improving data for missing entries. The UN tech-
nical report [33] on post enumeration surveys served as a reference document. They
have documented that legalities pertaining to data access, the limitations, restriction
of use, organizations involved, and the process of access and retrieval should be made
clear beforehand. This ensures all legal formalities are dealt with prior to the com-
mencement of the data collection process. When using a blockchain-based system
the data quality and integrity in enhanced since an extra layer of verification can be
added on the blockchain through the cross-check by the different nodes in the net. In
addition, smart contracts can be used to check and normalize data [14].

• Ethnic & Racial Discrimination. This challenge exists due to alteration/deletion of
records leading to underestimating, or overestimating certain groups based on religion,
race or ethnicity [23, 24]. This results in deliberately exploitation of the census for



126 S. Rasheed and S. Louca

political and monetary reasons. The immutability of blockchain-based records and its
timestamped attributes can help resolve such problems.

• Privacy concerns exist due to the non-encrypted data that are hacked and exposed
to others [26–28]. If the data breaches are avoided, then the privacy concerns can
be mitigated. A centralized system would alleviate the challenge of encryption but in
order tominimize the risk of data breaches, then the decentralized nature of blockchain
systems would make it more difficult for data breach.

• The Census Data Distribution relates to how census bureaus are sharing data to the
relevant or requested authorities. Suchmethods range frompaper based, toCD-ROMs,
staticwebpages, online databases, and other [29]. Through blockchain smart contracts,
3rd parties can access to the needed data directly provided they meet the criteria set
in the contract.

• The Cost of Census issue exists due to complex and heavy mature of planning the cen-
sus requires and this process is iterative and need to be done every after 10 years [4,
30, 31]. It involves resources from human capital to financial costs to instruments and
materials being used during the process. Re-engineering the whole census methodol-
ogy and process via blockchain technology, it is expected that costs will be lowered.
Some of the reasons for that is the decentralized nature of a blockchain-based sys-
tem that enables the sharing of resources while that the same time it requires less
maintenance. The pilot testing will help us further identify the cost savings.

• Cooperation and Participation. The population is reluctant to participate in census.
This issue exists due to lack of trust in the census practice and centralize nature
of the current census systems. Common concerns are under-representation, disclos-
ing/leaking of personal information, no transparency in census process and system
which leads governments to putmore budget to reach to desirable coverage benchmark
[32]. With blockchain technology, transparency and accountability are the things can
be integrated in the census process and bring trust back to the society.

Table 1 presents the identified gaps and how blockchain technology can potentially
resolve or improve the corresponding challenge.

Table 1. Challenges of national population census and potential solution

Sr. Challenges of centralized
system

Blockchain-based solution Potential solution

1 Population coverage Improve Decentralized NGOs, part of
the blockchain, doing the
enumeration smart contracts

2 Ethnic & racial
discrimination

Improve Immutability of records,
timestamped records

3 Privacy concerns Resolve Decentralization,
cryptographically-secured,
immutability

(continued)
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Table 1. (continued)

Sr. Challenges of centralized
system

Blockchain-based solution Potential solution

4 Census data distribution Resolve Smart contracts

5 Cost of census Improve Decentralization

6 Cooperation &
participation

Improve Transparency and
Accountability

This work yields new potential solutions for census data using decentralized-based
applications to present and monetize population’s socio-economic characteristics like
education, purchasing power, ethnicity, housing, employment, home ownership, house
rent, median income, food consumption and travel behaviors. On the bases of this
research, better solutions could be provided through decentralized systems mitigating
the above mentioned challenges.

6 Conclusion

In this paper, we identified through a systematic literature review the drawback of tradi-
tional census methodologies, that is centralized ones, in order to explore the potential of
redesigned them as decentralized systems. The challenges at hand vary from population
coverage, ethnic and racial discrimination, security breaches and privacy concerns, data
dissemination, cost of census and cooperation and participation. The identified issues
and challenges are a global phenomenon and not only valid for developing countries. A
blockchain-based solution, may alleviate a lot of the problems identified but perhaps not
all. The human interaction involved in the data management of census from collection
to storage to deriving insights is strong, and errors and leakages are likely to occur. This
paper lays the foundations of our research on blockchain-based systems for tacklingwith
the challenges faced within census such as that of the “missing people”. Future work
includes the design and the pilot testing of such a system along with its societal impact.
Nonetheless, this research unveils future approaches for higher socio-economic and
commercial gains and new socio-economic research routes using blockchain strategies.
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Abstract. An increasing number of prosumers participate in the energy mar-
ket, either by offering flexibility or selling surplus energy. This is made possible
throughEUdirectives for electricity transactions in smart grids. The directives pro-
vide guidelines for individual and aggregated transactions, allowing customers to
sell or share electric surplus at the local level or to the national grid. This is seen
as an important part of the transition to renewable energy.

In this paper, we introduce blockchain as a mechanism for handling decen-
tralized transactions in smart grids. Blockchain technology allows for a flexible
peer-to-peer trading mechanism. It can handle transmission and distribution man-
agement with energy flow optimization and grid infrastructure security, prosumer
and microgrid management with different trading and pricing mechanisms, and
interactive load between electric vehicles and grid. We describe blockchain tech-
nology, provide a surveyof blockchain applications in the energy sector, emphasize
the achievements and limitations of this technology in EU research studies and
industrial projects, and underline the findings of the Smart-MLA project in this
field.

Keywords: Smart Multi-Layer aggregator · Smart MLA · Smart contract ·
Ethereum · Aggregator · Prosumer · Flexibility

1 Introduction

In recent years, the transition from fossil energy sources to renewable energy sources
has become increasingly important. One reason is the commitment to reduce CO2 emis-
sions; another reason is the development of new technologies for renewable energy
production. Digital transformation and other technologies have also made it possible
for a community, building, family, or even individuals to generate electricity from wind
power and solar energy [1]. The prosumers can share or sell their surplus power to the
grid. Transactions between generators and consumers have changed from one direction
tomulti-direction. Thus, the centralized grids will becomemore decentralized, and smart
grids enable a two-way flow of electricity and data whereby smart metering is taken as
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a first step. Traditional centralized grid infrastructure experiences significant pressure
and challenges: more unpredictable input of renewable energy sources, grid digitaliza-
tion enabling controllable power transmission and distribution, and more interactive and
dynamic loads due to electric vehicle charging.

Smart grids have been frequently mentioned as an important area for blockchain
technology use. Blockchain allows prosumers to trade energy without any centralized
authority and may contribute to increased grid flexibility.

The authors are partners in Smart-MLA, a project funded through the ERA-NET
Smart Grid Plus initiative. This project aims to enable all electricity consumers to have
access to the energy markets to trade energy based on their flexibility [2]. In the Smart-
MLA project, blockchain technology is used to demonstrate how to register settlements
among customers, the aggregator, and the distribution system operator (DSO). A new
framework for microgrid trading and management platform is studied and proposed to
improve grid flexibility. Effective handling of transactions is essential for the success
of the project. Thus, the purpose of this paper is to present a comprehensive literature
review of blockchain technology in smart grids and a case study for microgrids.

The remaining parts of this paper are structured as follows: Sect. 2 presents our
research approach. Section 3 contains the description of blockchain technology; Sect. 4
contains the review of blockchain use in the energy sector. Section 5 presents the achieve-
ments and limitations of blockchain technology in smart grids. Section 6 presents the
Smart-MLA project as a case study, followed by our conclusion in Sect. 7.

2 Research Approach

This study is mainly conducted as a structured literature review. The purpose of a litera-
ture review is to examine relevant literature for a given topic, research area, or question
and present the findings in a categorized and structured manner, reflecting the research
topic [3]. This paper aims to provide an overview of blockchain technology and its
usefulness for smart grids and transaction handling. According to Webster and Watson
[3], literature review findings should be structured by themes, topics, ideas, or concepts.
Given our research topic, we structured our review categorically into the following cat-
egories: Description of blockchain technology (Sect. 3), application areas in the energy
sector with an emphasis on smart grids (Sect. 4), and finally, limitations and challenges
of blockchain in smart grids (Sect. 5).

With the predetermined categories inmind,we conducted the literature review in June
and July 2021. The searchwas conducted usingGoogle Scholar.Google Scholar provides
results from the academic databases available to our institution (includingwebof science,
EBSCO, IEEE, Science Direct, Scopus) and additional sources available through self-
archiving in academic repositories (ResearchGate, Academia, etc.). As blockchain in
smart grids is a new phenomenon, we included conferences and journals, and industry
white papers for the application category. We used the following search terms in various
combinations: ‘smart grid’, ‘blockchain’, ‘energy sector’, ‘microgrid’, ‘EU project’,
‘p2p trading’, ‘smart contract’.
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The initial screening of papers included reading the title and abstract scanning for
relevance to our categories and a second more detailed reading of papers which resulted
in the selection presented below. The initial screening of papers included reading the title
and abstract scanning for relevance to our categories and a second more detailed reading
of papers which resulted in the selection presented below. The initial search resulted
in about 200 articles, which was further narrowed down using the following screening
process: First, we removed all articles older than 2011, as these did not address our
research theme. We then scanned abstracts looking for the selected search phrases and
excluded papers that we did not find relevant to the topic “blockchain technology in
smart grids.” The scanning left us with a total of 39 articles covering blockchain use
in wholesale markets, smart grid management, microgrids, vehicle to grid handling, as
well as studies from large EU H2020-funded projects on blockchain use in the energy
sector.

3 Blockchain Technology

Blockchains have gained attention in academia and the energy sector with a core inno-
vation: they help to guarantee the validity of a transaction by recording it not only in one
main register but on a distributed system of registers, all of which are connected through
a secure validationmechanism. Blockchain technology offers a way for untrusted parties
to reach an agreement on a shared digital record that might otherwise be easily faked or
duplicated.

Ablockchain can be seen as a distributed ledgerwith transactions structured in blocks
[4]. These blocks are linked using cryptographic hash functions, which guarantee the
immutability of the past. The blockchain is decentralized. Instead of operating the ledger
by a single trusted center, each node holds a copy of the records’ chain and agrees on the
valid state of the ledger with consensus. The methodology to reach consensus varies to
fit different application domains. ‘Proof of Work,’ ‘Proof of Stake,’ ‘Proof of Authority,’
and ‘Practical Byzantine Fault Tolerance’ [4] are four main consensus algorithms with
different properties.

Blockchains can be categorized as public, consortium, and private based on the
degrees of decentralization, as shown in Table 1 [4]. A public blockchain is permis-
sionless, implying that anyone can submit transactions to the blockchain and access the
blockchain. In a permissioned blockchain, only predefined and authorized nodes can do
this. Several characteristics of the blockchain categories are presented in Table 1.

After a decade of evolution, newer blockchain solutions offer better solutions than
the first generation of blockchain technology. For example, Ethereum solved the ineffi-
ciencies by shifting to a better blockchain technology solution using smart contracts. It
also adopts Proof-of-Stake (PoS), which requires less computing capacity and supports
higher rates of transactions, which is more efficient than Proof-of-Work (PoW).

Blockchain acts as a distributed ledger that provides transparency, trust, and data
security in all applications, specifically in safety-critical systems. The utilization of
the blockchain in smart grids could offer various advantages to the power system
with increased security, improved data accessibility, privacy, data transparency and
immutability, removal of third-party control during the power generation, transmission,



Blockchain Applications in Smart Grid A Review and a Case Study 133

Table 1. Characteristics of blockchain

Characteristics Public blockchain Consortium blockchain Private blockchain

Permission Permissionless Permissioned to some
nodes

Permissioned to a
person/entity

Access to write Anybody Specific nodes Internally
controlled

Access to read Anybody Restricted access Restricted access

Speed of transaction Low High Very high

Decentralization Fully decentralized Less decentralized Least decentralized

distribution, and consumption chains. A market analysis was conducted to investigate
the parameters that affect the large-scale adoption of blockchain in smart energy grids
[5]. Based on the characteristics of power systems, blockchain applications are mainly
in four areas: wholesale trading, smart grid management, trading support for prosumers
in microgrids, and interactive loads between grids and electric vehicles. Section 4 pro-
vides a systematic and up-to-date review with economic consideration of blockchain
applications.

4 Application of Blockchain Technology in the Energy Sector

Power systems include the generation, transmission, distribution, and consumption
chains. With the demand for digitalization and decentralized power systems, several
proposals have been made for blockchain applications, as in Fig. 1. Several authors have
discussed the feasibility of the different consensus mechanisms for energy transactions
[6].

Fig. 1. Blockchain and the power industry

As to the application of blockchain for transactive energy systems, the impact of
blockchain on the energy sector is presented from the perspectives of product, process,
position, and paradigm [7]. The challenges are discussed from efficiency, integration,
privacy, and cybersecurity [8]. In most blockchain application cases, data acquisition
is through geographically distributed meters/sensors that form a distributed network,
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where each meter/sensor acts as a node. Each meter is identified by a unique address
and capable of communicating for data collection and exchange.

4.1 Wholesale Market

Traditional wholesale markets consist of complex procedures that require third parties
such as brokers, trading agents, exchanges, price reporters, logistic providers, banks, and
regulators. The current procedures are time-consuming and unreliable since transactions
need to be verified and reconciled multiple times from initialization to final settlement.
Distributed blockchain and smart contracts can allow a generating unit to trade directly
with consumers or retailers without the middleman. The application of blockchain in
the wholesale market may transform the current energy market structure. A trading
process for day-ahead and near real-time markets in smart grids was designed, built, and
tested with the multichain architecture of blockchain [9]. The work in [10] envisages
blockchain-based trading platforms eliminating the need for brokers and clearinghouses.

Moreover, by reducing transaction costs, blockchain could enable participants to
trade in smaller volumes [11]. Some studies present the reduction of transaction costs for
trading large volumes bymaking operational processes more efficient and connecting all
parties’ trading desks [12]. Table 2 provides a synthesis of the leading wholesale market
approaches to the implementation of blockchain.

Table 2. Studies related to blockchain in the wholesale market

Work Contribution Platform Technical
approach

Focused
application

Economic
consideration

[9] Day-head and near
real-time market
bidding

Smart
contracts

Case study,
IBM
Hyperledger
Fabric

Wholesale
trading

Time cost

[10] Energy trading
and payment
settlement

Enterprise
private
Ethereum

Unified
permissioned
blockchain,
Experiments

Wholesale
Western
Australian
energy market

Time cost

[11] Traceable and
transparent energy
usage

Private
Ethereum,

Permissioned
blockchain
edge model,
Experiment

Communication
privacy and
security

Time cost and
gas cost

[12] Design a
blockchain-based
secure energy
trading framework
(SETS)

Private
blockchain
Smart
contracts

Conceptual Demand
response
management

Time cost
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4.2 Smart Grid Management

The electricity grid consists of three levels in most countries: the transmission grid, the
regional grid, and the distribution grid. Regional and distribution grids are considered
as distribution systems, as defined by European Union legislation [21]. Figure 2 below
shows the blockchain can contribute to high voltage grid management and lower voltage
microgrid. Grid management refers to two main fields: the first is about energy flow
optimization in the grid to reduce energy loss, and the second is the protection of the
infrastructure from cyberattacks. Modern Transmission System Operators (TSOs) and
Distribution System Operators (DSOs) are faced with the challenges of better under-
standing the present state of the system and storing and analyzing huge quantities of
data. Simultaneously, increased digitization has increased power system vulnerability to
cyberattacks [22]. Blockchains could enhance network management by automatically
maintaining verifiable network asset condition data. Moreover, blockchain technology
could naturally protect against grid-related cyber-threats due to its inherent redundancy
and the fact that it is tamper-proof and does not have a single point of attack [23].

Fig. 2. Blockchain applicability in grid management

In the application of voltage regulation for power flow, a permissionless blockchain
ismore suitable than a permissioned blockchain for twomain reasons. First, participation
of the agents within the system should be qualified, invite-only, and agreed upon by all
agentswithin the network to limit cybersecurity concernswith respect tomalicious agents
andSybil attacks [15]. Second, the scalability of the overall system in terms of transaction
speed and the computational burden should be kept as low as possible. To further improve
the scalability of blockchain-based systems, a common strategy is to minimize the data
stored on the ledger and reduce the complexity of the logic executed by the smart
contracts [16]. To optimize the power flow in the grid, the algorithm of alternating
direction method of multipliers (ADMM) has been proved more energy efficient than
PoWandPoA throughexperimentationof utilizing the39-busNewEngland transmission
system and IEEE-57 and –118 benchmark systems [18]. Table 3 offers several studies
that approach blockchain implementation in grid management.
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Table 3. Studies related to blockchain in grid management

Work Contribution Platform Technical
approach

Focused
application

Economic
consideration

[13] A general form for
energy system
management

Smart
contracts
Ethereum

Ethereum
Virtual
Machine

Medium-voltage
direct-current
(MVDC), 33 kV
distribution
networks

Network
operation
cost,
Smart
contract
computation
cost

[14] Distributed voltage
regulation

Smart
contract

Experiment
Case study
Hyper ledger

Grid operation
for transactive
energy system

N/A

[15] Data protection
framework for grid
against cyber attack

Blockchain
with both
public and
private keys

Case study
IEEE-118
benchmark
system

Robustness and
security of the
grid

N/A

[16] Privacy-preserving
in smart grids

Ethereum On-chain
Off-chain
Conceptual

Handling
dishonest
participants

Gas cost

[17] Autonomous
distribution
network in smart
grid

Autonomous
distribution
network

Case study Power
autonomous
distribution

N/A

[18] Solution of the
optimal power flow
problem

Smart
contracts

Experiment
Comparison
study

Power flow
optimization

Consumption
with ADMM
lower than
PoW, PoA

[19] Medium and low
voltage grid
management

Smart
contracts

Experiment Voltage
management

N/A

[20] Smart meter data
for balance
between production
and demand for
DSO

Ethereum
Public
blockchain
Smart
contract

Experiment DSO demand
response
management

N/A

4.3 Trading Support for Prosumers in Microgrids

Byenabling localmarkets inmicrogrids, blockchains could relieve stress on transmission
networks, and thereby reduce network costs, improve the economics of small-scale
renewables and demand energy response, and enrich customers with more choice and
transparency. In microgrids, smart meters can be strategically dispersed throughout the
spatial zones, and methods for optimal allocation and placement of smart meters in the
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distribution systems, as well as distributed state estimation techniques, can be found in
[29]. Households with photovoltaic panels can make the energy self-sufficient in a low
voltage community. Blockchain smart contracts and cybersecurity in Buildings-to-Grid
(B2G) cybersecurity testbed are described in [33]. An open-source private Ethereum
blockchain was implemented using four Raspberry Pi devices representing participating
households to minimize external energy dependency [35].

Four trading mechanisms for local energy market transactions, including classic
auctions with pricing mechanisms such as Uniform Price (UP), Pay-As-Bid (PAB),
Generalized Second-Price (GSP), and Vickrey-Clark-Groves (VCG), are envisioned to
evaluate the benefits and show their efficiency, which reveals VCG is the most beneficial
[36].

The pricing mechanism was enhanced by gradually updating the bids and offers to
create more room for local trade. Usually, if the matching process is over, the trade will
stop. Still, by gradually increasing the prices of bids and decreasing the prices of offers,
the trade will continue until the prices become very close to the retailer’s prices for
selling/buying electricity. Additionally, two novel and efficient settlement mechanisms:
Global Balancing Settlement (GBS) and Splitting Settlement (SS) for Peer-to-Peer (P2P)
electricity exchange, are proposed to enhance the performance of the classic Pairwise
Settlement (PS) [37].

Table 4. Studies with blockchain implementation in electricity transactions

Work Contribution Platform Technical
approach

Focused
application

Economic
consideration

[27] Inhouse
microgeneration
system with solar
energy production
and distribution
architecture

Smart
contract

Conceptual Prosumers to
produce,
consume and
trade energy

N/A

[28] A
privacy-preserving
energy scheduling
model for energy
service companies

Smart
contract

Lagrange
relaxation
algorithm,
Case study

Aggregating
multiple energy
resources

Overall system
energy cost

[29] Microgrid
operational
architecture for the
monopoly price
manipulation and
privacy leakage
problem

Ethereum
Private

Alternating
direction
method of
multipliers
(ADMM)

Microgrid
operation
optimization

N/A

(continued)
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Table 4. (continued)

Work Contribution Platform Technical
approach

Focused
application

Economic
consideration

[30] Framework for
distributed energy
resources in
voltage regulation
of microgrid

Smart
contracts
Private

PoW Voltage control
in microgrid

Mining cost and
communication
cost

[31] A smart
management
system for
prosumers in
microgrid

Ethereum Case study
TestRPC

Peer-2-peer
electricity
trading

Satisfaction
index

[32] Transaction mode
for distributed
generation in
microgrid

Smart
contract

Continuous
double
auction
Experiment

Aggressiveness
Model for
transaction

Transaction
price and
volume

[33] Blockchain and
smart contracts to
improve smart grid
cyber resiliency
and secure
transactions

Public
blockchain
Smart
contracts

PNNL
House to
Grid cyber
testbed

House to grids Conceptual

[34] Establish a unified
energy blockchain
with moderate cost,
credit-based
payment scheme

Unified
blockchain

Stackelberg
game,
Case study

Payment in
typical
scenarios like
microgrid

Maximum
economic
benefits

[35] Efficient share of
energy within a
community

Open source
blockchain,
Ethereum

Experiment,
PoA

Energy
community
controlling

Time cost,
Prototype
system

[36] Pricing mechanism
for the local market
on blockchain to
stimulate
transaction

Smart
contract

Experiment
Comparison
of UP, PAB,
GSP, VCG

Blockchain
trading
mechanism

VCG provides
more gains for
prosumers

[37] Settlement
mechanism for
local trading with
blockchain

Smart
contracts

Trading
settlement
methods

Local trade Different
settlement is
envisioned
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Table 5. Studies related to blockchain in interactive loads between electric vehicles and grids

Work Contribution Platform Technical
approach

Focused
application

Economic
consideration

[38] Electric vehicle
charging
framework with
optimal
algorithm

Smart contracts
Permissioned
blockchain

Delegated
Byzantine fault
tolerance
(DBFT)
algorithm

Electric
vehicles
charging

N/A

[39] Charging
coordination
mechanism for
batteries and
electric vehicles

Smart contracts Knapsack
algorithm,
partially
blinded
signatures

Batteries and
Electric
vehicles
charging

N/A

[40] Modeling of
security of
trading between
electric vehicles
and charging
piles

Smart contracts Experiment Electric
vehicles and
charging piles
management

Consumption,
charging, time
cost

[41] Charging
stations
selection on
pricing and
distance to
electric vehicles

Smart contracts Exploration,
bidding,
evaluation,
charging

Charging
station
selection

N/A

[42] The hierarchical
authentication
mechanism for
electric vehicles

Public
blockchain

Elliptic curve
cryptography

Electric
vehicles to
grids

N/A

[43] Localized
energy trading
among electric
vehicles

Consortium
blockchain

Double auction
Experiment

Electric
vehicles and
energy trading

Selling price,
buying price

The simulations are performed using a residential community with 30% of the elec-
tricity that can be locally traded to lower the bills and unstress the public grid. Table 4
provides several studies approaching blockchain implementation in electricity trading.

4.4 Interactive Loads Between Grids and Electric Vehicles

As electric vehicles become more popular, power system operators are faced with the
challenges of supplying batteries or electric vehicle-related mobile load. Blockchain
technology could improve batteries and electric vehicle charging coordination by facil-
itating energy payments at charging stations and enabling drivers to make charging
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decisions based on map and real-time pricing data [38–40]. A reliable, automated,
and privacy-preserving selection of charging stations is presented based on pricing and
the distance to the electric vehicle. The protocol builds on a blockchain where elec-
tric vehicles signal their demand and charging stations send bids similar to an auction
[41]; therefore, the customers can find the cheapest charging station within a previously
defined region and preserve the privacy of the electric vehicle. As the dischargingmecha-
nism, a designed hierarchical authentication mechanism has been employed to preserve
the anonymity of electric vehicles and support mutual authentication between elec-
tric vehicles, charging stations, and the central aggregator [42]. A new model achieves
demand response by providing incentives to discharging electric vehicles to balance local
electricity demand out of their own self-interests. Moreover, consortium blockchain
technology is explored to improve transaction security and privacy protection [43].
Table 5 emphasizes several studies related to electric vehicle operation and blockchain
implementation.

5 Achievements and Limitations of Smart Grid Blockchain
Projects

As to the academic research and practical implementation in industry, there are a lot of
efforts made. The activities and achievements are described below.

5.1 Achievements from EU Academic Research Projects

Many opportunities are provided for funding projects regarding blockchain in the energy
sector globally. In Europe, the European Union, through Horizon 2020, has supported
academic research and innovation for blockchain technology into the energy sector,
which brings up new trust paradigms and societal, technical, and infrastructural solutions
(Table 6).

• For wholesale bidding, the project P2P-SmartTest [45] presents a model of a P2P
energy trading system with four layers: power grid layer, ICT layer, control layer, and
business layer. The project CROSSBOW [46] proposes the shared use of resources
to foster cross-border management of variable renewable energies and storage units,
enabling higher penetration of clean energies while reducing network operational
costs and improving the economic benefits of renewable energy sources and storage
units.

• As regards grid management, (i) in order to reduce the loss of power flow in the
transmission process. The project Future Flow [47] gives a unique regional coop-
eration scheme that aims to design balancing and redispatching markets and open
them to new sources of flexibility crossing Austria, Slovenia, Hungary, and Romania.
In project TESTBED [48], the Alternating Direction Multiplier Method (ADMM)
was put forward as a fully distributed optimal power flow (OPF) approach because
a centralized control strategy cannot effectively optimize the power loss problem in
real-time [24]. (ii) For infrastructure security, the project Defender [49] provides a
modular version of the platform installed in each of four pilots in France, Italy, and
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Slovenia. ENGIE (Generation), ASM (Distribution), BFP (Renewable Energy), and
ELES (Transmission) assessed the system’s ability to copewith several realistic attack
scenarios against various cyberattacks. They are thefirst to propose the I2SPprototype,
which is a novel Information Sharing Platform able to gather, pre-process, model, and
distribute network traffic information [25]. The project SealedGRID [50] provides a
security platform that combines Blockchain, Distributed Hash Tables, Trusted Exe-
cution Environments, and OpenID Connect for its realization of the fully integrated
SealedGRID consortium.

• As to prosumers and microgrid management, the project eDream [51] has a vision
for a novel near real-time Closed Loop optimal blockchain-based Demand Response
ecosystem, where DSOs and aggregators cooperate within a novel yet appropriate
market framework,with an aim to exploiting to the largest possible extent theflexibility
potential, while keeping system reliability within prescribed limits and preserving
continuity and security of supply.Amodel has been defined for capturing the prosumer
level constraints in terms of available energy profiles and energy service requirements
enabling their optimal aggregation in hierarchical structures [26]. The project Smart-
MLA [52] developed multi-layer aggregator solutions to facilitate optimum demand
response and grid flexibility and utilize blockchain-based smart contracts to enable
interaction between internal energy assets and external flexibility markets.

• About the interactive loads between grids and IoT (electric vehicles, batteries), the
project [53] presents a “spam attack” method to parties with sufficient cryptocurrency
reserves like electric vehicles submitted to the Ethereum network. The project [54]
provides the idea of setting up Public Key Infrastructure (PKI) to support the security
and privacy aspects of vehicular communications, which can be used for electric
vehicle charging in the smart grid.

5.2 Achievements from Industrial Practice

Industry participants have enhanced active projects on how blockchain technology is
envisioned, contributing to different segments of the electricity sector. They illustrate
how blockchain could add value to electricity stakeholders in Table 7 [22].

5.3 Limitations and Challenges

Blockchain is still an emerging technology, with at least five limitations. Blockchain
has an environmental cost since public blockchains consume a lot of energy. Also,
lack of regulation creates a risky environment. Blockchain is complex, and end-users
may find it hard to appreciate the benefits. Blockchain may be slow and cumbersome
to use due to scalability issues and computations needed to show “Proof-of-Work.”
Finally, established actors in the financial market may have an interest in not supporting
blockchain technology [66]. The use of private blockchains solves the environmental
cost problem and speeds up the transactions. However, a private blockchain has other
issues related to security and possible lack of transparency.
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Table 6. EU research projects of blockchain application in the energy sector

Field Project Application Period

Wholesale bidding market P2P-SmartTest [45] Blockchain can simplify the
metering and billing of the
P2P energy trading market

2015–2017

CROSSBOW [46] Cross border management
for the transnational
wholesale market

2017–2021

Grid management Future Flow [47] To design models for
consumers and distribute
generators for balancing and
redispatching services on a
regional platform

2016–2019

TESTBED [48] To build and test
sophisticated ICT, thereby
facilitating the successful
implementation of smart
grid applications, including
blockchain

2017–2019

Defender [49] Blockchain provides
peer-to-peer trustworthiness
in infrastructure security,
resilience, and self-healing

2017–2020

SealedGRID [50] Provide a solution for
security threats in the smart
grids infrastructure

2018–2021

Prosumer and microgrid
management

eDream [51] To create community-driven
energy systems exploring
local capacities, constraints,
and secure grid nodes
stabilization.

2018–2020

SMART-MLA [52] Utilizing smart contracts to
enable interaction between
internal assets and external
markets to facilitate demand
response & grid flexibility

2018–2021

Interactive loads between
grids and IoT
(electric vehicles, batteries)

SOFIE [53] To use interconnected
distributed ledgers to build
decentralized business
platforms: food chain,
gaming, and energy market

2018–2020

(continued)
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Table 6. (continued)

Field Project Application Period

SerIoT [54] Developing an adaptive
smart software-defined
network-based IoT
framework in domains of
transport, food chain, and
energy

2018–2021

Table 7. The industrial practice of blockchain application in the energy sector

Field Benefit Project Product

Wholesale bidding
market

− Reduce transaction
costs in wholesale energy
trading

Enerchain(Ponton)
[55]

Enerchain 1.0

Interbit(BTL) [56] Interbit

Grid management − Improve DSO and
TSO network
management and security

Keyless Signature
Infrastructure
(Guardtime) [57]

KSI blockchain
EU-SysFlex

− Improve TSO ability
to balance supply and
demand

TenneT [58] Equigy

Electron [59] ElectronConnet

Prosumers and
microgrid management

− Reduce variable costs
of retail payment
processing and
accounting
− Greater transparency
into billing
− Fluid energy contract
entry/exit
− Greater customer
choice of supply

Drift [60] Blockchain drift

Grid+ [61] Grid+

− Relieve stress on
transmission networks
− Improve DER
economics
− Greater customer
choice of supply

Brooklyn
Microgrid (LO3)
Energy [62]

LO3

Alliander and
Spectral [63]

Jouliette

EVs charging and
coordination

− Improve DSO ability
to coordinate electric
vehicle load and
discharge

Share&Charge
(MotionWerk) [64]

SaaS

eMotorWerks
(Enel X) [65]

eMotorWerks
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6 Case Study: The Smart-MLA Microgrid Architecture

The research project Multi-layer aggregator solutions to facilitate optimum demand
response and grid flexibility (Smart-MLA) aims to develop multi-layer aggregator solu-
tions integrated into an informatics prototype to facilitate optimum demand response
and grid flexibility and contribute to more renewable sources integration. This project
will provide a new framework of blockchain-Agent/Aggregator Based Microgrid
Architecture. A more detailed description of Smart-MLA can be found in [52].

We present this as our case because the authors are part of the Smart-MLA project,
responsible for a work package where we examine business models and the development
of blockchain applications for the handling ofmicro-transactions. The overall transaction
model was defined in the project application, and the literature review presented here has
been essential for the further development of the blockchain transaction model and the
development of smart contracts. The blockchain model is more thoroughly explained in
[44].

Through the adoption of blockchain, a decentralized platform is created where the
community aggregators play an important role regarding demand response. Therefore,
the ICT solutions developed in Smart-MLA will allow prosumers to benefit from aggre-
gation. In this model, the prosumers are entitled to generate, store, consume and sell
self-generated electricity through aggregators without disproportionately burdensome
procedures. The smart contract-based blockchain shall provide the microgrid with a
more flexible, reliable, and secure operation and control structure. Blockchain will be
utilized between prosumers and the aggregator and between the aggregator and the DSO,
as shown in Fig. 3.

Fig. 3. Blockchain utilization in a microgrid

Inside the microgrid, there are three kinds of information to be taken into account:
power flow, ICT data, and market trading. The smart contract between the aggregator
and the prosumers contains the energy flow metering data, generation and consumption,
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and real-time monitoring. The smart contract between the aggregator and DSO keeps
the data of demand response, transaction data of energy trading and bidding [36]. The
blockchain does not have a mechanism for scheduling the execution of smart contracts,
so for auctions, the smart contracts need to be initiated by an external party. The data
flow between the local prosumers and DSO is provided in Fig. 4. Using the acronyms:
LEM Local Electricity Market, RES Renewable Energy Sources.

The small-scale prosumers are registered as peer nodes of the network, and smart
metering data are stored in the chain [36]. A prosumer has a smart contract with the data
acquired from the smart meter. The contract will publish prosumer energy transactions
on the chain by registering them and then broadcasting them across the entire network.
Thus, each prosumer identification and their energy settlement, delivery, and financial
settlement will be registered in the network.

Acomparison through an experiment of a small-size community including11modern
smart houses with more than 300 appliances, eight roof- or faced- photovoltaic systems,
and smart-metered 15-min readings revealed that VCG (Vickrey-Clark-Groves) with
price adjustment provides more gains for prosumers that could increase RES investment
volume at the community level. After the market is initially cleared, an adjustment
coefficient of the price is proposed for both sides (seller and buyer) to enlarge the trading
potential at the community level using blockchain technology.

Fig. 4. Data flows in local electricity trading

The VCG pricing mechanism proves to bring excellent results to the local energy
market participants and enhance trading with outstanding benefits [36].

7 Conclusion

Blockchain technologyhas various and unique features and attracts a lot of interest in aca-
demics and industry. The energy sector has started an impressive utilization of blockchain
technology in electricity generation, transmission, distribution, and consumption. This
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paper surveyed the recent application of the blockchain in the smart grid from a research
and industrial point of view. Furthermore, it illustrated the advantages of the blockchain
in P2P trading, grid infrastructure security, prosumers management, and electric vehi-
cles’ interactive charging with the smart grid. A new framework for microgrid trading
platform is put forward under the EU research project Smart-MLA. Currently, most of
the applications are in the test, validation, or experimental phase. With the support of
setting regulations and business standards, blockchain technology can play a significant
role in the microgrid market.
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Abstract. New ventures and private investors are showing increasing interest in
innovative forms of fundraising. ICO is the abbreviation of Initial Coin Offering
and it represents an innovation in entrepreneurial finance [1]. However, no study
has ever developed a taxonomy of academic and not academic discourse related to
this type of innovative financial tool. This paper aims to fill this gap by developing
a taxonomy to investigate and categorize papers that discuss Initial Coin Offering
phenomenon. This study is developed using a mixed methodology. The first stage
of the research protocol regards the dataset definition and description. In the second
stage we adopted the taxonomy process developed by Nickerson et al. [2]. The
purpose of the present work is to develop a taxonomy with a set of dimensions
each consisting of a set of characteristics that describes the objects in a specific
study. We identified “Research Topics” as set of dimensions. It comprises eight
dimensions: field of investigation, focus, actors, token type, extra topic, research
issue, ICO phase, blockchain. In the taxonomy process we assigned a single value
to every dimension. In the last section, we summarize some preliminary results,
providing conclusions and discussions for future research.

Keywords: Initial coin offering · Blockchain · Cryptocurrency · Taxonomy ·
Token sale

1 Introduction

New ventures and private investors are showing increasing interest in innovative forms
of fundraising. Traditional ways to fund a project can be represented through the 3
F’s (family, friends and fools): banks or financial institutes, angel investors or venture
capitalists, government grants, crowdfunding.

The process involving the development of ICO, as we know it today, was first
described in January 2012 in the white paper entitled “The second Bitcoin White Paper”
[3].

ICO stands for Initial CoinOffering and it represents an innovation in entrepreneurial
finance [1].

The idea behind this was that the existing Bitcoin network could serve as a basic
protocol to build new protocol levels with their respective rules.
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The first ICO was launched by Willett in 2013 under the name Mastercoin in which
raised USD 500,000 [4]. Another important turning point in the field of ICO process is
the creation of Ethereum company, which was founded by Vitalik Buterin in 2013. The
company introduced Ether tokens raising more than USD 18 millions of start-up capital.

ICO is defined as a poorly regulated process (method) of obtaining start-up funding
for companies engaged in blockchain technology [5].

ICOs, also called token sale, allow entrepreneurs to sell a predefined number of
newly generated digital tokens to the public in exchange for cryptocurrencies [6].

The easiest way to define initial coin offerings (ICOs) is that they can be considered a
financing activity that allows online projects and start-up companies to raise the required
funds with the support of venture capitalists.

Since Bitcoin was first conceptualized in 2008 and implemented in 2009 [7], the
price of Bitcoin has gone from almost zero (January 2009) to more than $56,000 (March
2021). The rise of Bitcoin has brought attention not only to digital currencies but also to
the underlying technology empowering digital currencies: blockchain technology [8].

Companies adopt this revolutionary token sale process to try to avoid amore regulated
process of raising capital by institutional investors in the classic public offering of shares.

An ICO is a new way to perform crowdfunding campaigns, based on blockchain
technology. It allows financing startups using blockchain technology without interme-
diaries. The new venture will create and distribute its tokens with the aim to convince
investors on the success of its innovative project. The token of the ICO can be developed
through a smart contract, a computer program running on a public blockchain.

A blockchain is a distributed ledger that is usually managed by a peer-to-peer net-
work [9]. In the distributed ledger, transactions are organized into blocks that are linked
together in a chain. In a blockchain, trans-actions are validated and recorded by dis-
tributed consensus in the peer-to-peer network, eliminating the need for a trusted central
entity [8].

Blockchain technology represents one of the greatest innovations that have occurred
in recent years as this tool allows the creation and exchange of digital assets (cryptocur-
rencies), as well as the conclusion of contracts between customers. All this has led to
the rapid introduction of a new fundraising method by startups, especially in the field of
innovative technologies, known as initial Coin Offering. Before this revolutionary tool,
companies raised funds for their innovative projects using traditional methods, where
venture capital funds and business angels played a fundamental role.

Due to the innovations provided by the blockchain technology, the cost of the ICO
process using the cryptocurrency exchange platforms is up to ten times cheaper than the
costs of traditional IPO (Initial Public Offering) on the stock market [3].

ICOs are a disruptive financial tool through which new ventures can generate and
sell blockchain-based tokens to investors. In ICOs, entrepreneurs raise money through
the issuance of blockchain based tokens. Blockchain can be defined as a decentralized,
distributed ledger technology that records the provenance of a digital asset. This inno-
vative technology facilitates peer-to- peer transactions, without the need for financial
intermediaries.

An ICO provides a new way for entrepreneurs to raise money for a startup by selling
their own cryptocurrency to investors. This is similar to crowdfunding in two aspects:
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both require a minimum funding threshold to be reached; and both are in a way engaged
in testing the market demand for their product.

This is similar to crowdfunding in two aspects: both require a minimum funding
threshold to be reached; and both are in a way engaged in testing the market demand for
their product [10].

Onlyone study carriedout a systematic literature reviewconcerning this phenomenon
[11] at Americas Conference on Information Systems. Current literature provides contri-
butions on investor decisions to fund ICOs as well as on investee decision to obtain funds
for their innovative projects, other studies provide an overview on ICO characteristics
that influence the investors-investee relationship. Their research provides a systematic
literature review revealing clusters of ICO characteristics that influence an investor’s
decision-making process.

G. Fridgen, F. Regner, A. Schweizer and N.Urbach developed a general taxonomy
of empirically validated ICO design parameters, but the manuscript is dated [12] and
their classification consider only technical aspects regarding three thematic categories:
token, issuer and sales term.

However, no study has ever developed a taxonomy of academic and non-academic
discourse related to this type of innovative financial tool. This paper aims to fill this gap
by developing a taxonomy to investigate and categorize papers that discuss Initial Coin
Offering phenomenon.

The present work is structured as follows: the next paragraph provides a description
of the theoretical background concerning the ICO phenomenon. In the third paragraph
we illustrate the methodology adopted to develop the taxonomy. Afterwards, we provide
a description of the taxonomy development process classifying the dimensions and their
values. In the last section,we summarize somepreliminary results, providing conclusions
and discussions for future research.

2 Theoretical Background

The literature related to ICOs is still quite limited. Most of the works refer to what the
success factors of ICOs are and link success to the amount ofmoney raised.Adhami,Giu-
dici, and Martinazzi [13] examined the specific characteristics of an ICO that determine
success. They found that the probability of an ICO’s success is higher if the code source
is available, when a token presale is organized, and when tokens allow contributors to
access a specific service.

Fisch [14] analysed the factors that determine the amount raised. The results explored
by Fisch showed that technical white papers and high-quality source codes increase the
amount raised, while patents are not associated with increased amounts of funding.
Fisch, Masiak, Vismara and Block [1] identified and categorized the motivations to
invest in ICOs using factor analysis. They found that investors are driven by ideological,
technological, and financial motives. Moreover, Fisch and Momtaz [15] examined the
role of institutional investors in ICOs. They argued that institutional investors’ superior
screening and coaching abilities enable them to overcome the information asymmetry of
the ICO context. They found that institutional investor backing is associated with higher
post-ICO performance.
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Roosenboom, Van der Kolk and De Jong [16] found evidence that ICOs are more
successful in raising funding when they disclose more information to investors, have a
higher quality rating by cryptocurrency experts, organise a presale, have shorter planned
token sale durations and have a larger project team.

Some studies focused on aspects of the venture such as raising funds, others inves-
tigated the characteristics of the investor or investee or both. Hsieh and Oppermann
[10]investigated how ICO characteristics, cryptocurrency markets, the jurisdictions, the
ICO industry and conventional financial markets affect the initial returns of ICOs. More-
over, they discovered that having a short offering phase, not holding a presale, an accu-
rately written whitepaper, and the creation of an independent blockchain all have a
positive impact on ICOs’ initial returns.

Momtaz [17] focused on asymmetric information between investor-investee. He
found that loyal CEOs have to offer lower financial incentives to attract investors and
are still able to raise more proceeds and are less likely to fail.

Another mainstream of study analyses ICOs in relation to IPO (Initial Public
Offering) and crowdfunding phenomena.

An, Duan, Hou, and Xu [18] studied the effects of founders’ characteristics on firm’s
success in ICOs, drawing parallels between ICOs, crowdfunding and venture capital,
where a large literature examines the relationship between founder characteristics and
firm performance. They discovered that the disclosure of founders’ personal information
is associated with larger amount of funds raised in ICOs.

Huang, Meoli and Vismara [19] demonstrated that the availability of investment-
based crowdfunding platforms is positively associated with the growth of the number of
ICOs, while debt and private equity markets do not provide similar effects.

Block,Groh,Hornuf,Vanacker, andVismara [20] drewacomparisonbetween crowd-
funding and ICO. Their study demonstrated that although the two market segments ini-
tially appear to be similar, relevant differences exist between them. Their comparison
focused on the stakeholders, microstructures, regulatory environments, and development
of the markets.

Collomb, De Filippi, and Sok [21] compared Initial Public Offerings (IPOs) and
equity crowdfunding with ICOs and explored the corresponding risks and limitations
of these different fundraising practice. They discovered that many ICOs share lots of
similarities with traditional IPOs and equity crowdfunding, so they should be regulated
in a similar manner.

Hashemi Joo, Nishikawa and Dandapani [22] recognized the benefits of ICO as
a way of raising funds and presented a comparison between the ICO and the initial
public offering to realize the future possibilities of this innovative funding method.
ICOs structure is much more elastic, and it represents a faster and less costly way of
raising capital than IPOs.

Other academics also consider it essential to argue about Blockchain when analyzing
the phenomenon of ICO.

Kher, Terjesen, and Liu [23] systematically reviewed 152 articles concerning
blockchain and its applications and synthesized five topics: computer science, eco-
nomics, entrepreneurship, and law and governance.
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According Boreiko, Ferrarini and Giudici [24], ICOs are a new way for blockchain
startups to finance project development by issuing coins or tokens in exchange for fiat
money or Bitcoin or other cryptocurrencies. They compared the European and American
regulation, highlighting the great differences between Europe and the US which make
Europe less friendly to blockchain startups.

According to Yan Chen [25] blockchain tokens may democratize entrepreneurship
by giving entrepreneurs new ways to raise funds and engage stakeholders, and can give
to innovators a new way to develop decentralized applications.

Lo andMedda [26] examined venture related to blockchain tokens and developed the
analysis through a stepwise testing of four hypotheses using panel ordinary least squares
with cluster-robust standard errors. They found that token functions are statistically
significant in relation to token prices.

Mangano [27] illustrated advantages anddrawbacks concerning the use of blockchain
technology in finance. The issuance of blockchain securities is creating a division
between the world where securities are issued, offered and sold, and the world where
law is enforceable. Albrecht, Lutz, & Neumann [28] investigated whether blockchain
ventures can reduce information asymmetries between investor/investee by utilizing sig-
naling mechanisms on Twitter and seeing how the resulting effects differ from those in
conventional market environments.

3 Methodology

In conducting our review, we followed the approach used by Za et al. [29] which com-
prises four major steps: 1) material collection, 2) analysis collection, 3) taxonomy devel-
opment (selecting structural dimensions and categories based onwell-established theory,
4) preliminary evaluation and interpretation.

Although we adhered to this process, we gathered the first two steps so that our study
comprises three major steps as described in Fig. 1.

This study is developed using a mixed methodology. In the first step we selected
bibliographic sources using Scopus database since academics and practitioners consider
this tool a comprehensive, expertly curated abstract and citation database.

The first stage of the research protocol regards the dataset definition and descrip-
tion. We chose the searching terms using Scopus, then we applied a practical and
methodological screening giving a description of the dataset, eventually a refining
selection.

In the second stage we used the taxonomy process developed by Nickerson et al.
[2]. The purpose is to develop a taxonomy with a set of dimensions each consisting of a
set of characteristics that describes the objects in a specific study. It consists of iterating
empirical-to-conceptual and conceptual-to-empirical approaches in the analysis of the
papers gathered in the dataset. The iterating process should be run until values and
attributes of theoretical dimensions appear clear [30]. Our purpose is to identify a set of
dimensions and their values to better categorize papers of the dataset.

We adopt a “useful taxonomy” in agreement with the definition by Nickerson et al.
[2]: the dimensions and values should be concise, robust, comprehensive and extendible.
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Finally, in our research each paper has one value for each dimension, sowe did not assign
two or more values to one dimension.

In the third section, we report the findings from a preliminary interpretation of studies
regarding ICOs phenomenon. As part of this analysis, we consider ICOs’ theoretical
background to understand how research type and topics are related to this innovative
finance tool. From thepreliminary analysiswe report for everyvalue the number of papers
involved distinguishing four dimensions concerning research type (research approach,
research design, data collection, philosophy view) and eight dimensions concerning the
different kind of topics (field of investigation, focus, actors, token type, extra topics,
research issue, ICO phase, blockchain).

Fig. 1. Taxonomy development process.

4 Material Collection and Sample Description

In a literature review research, academics select different kinds of criteria to collect
documents. To cover all studies regarding ICOs’ phenomenon, we conduct our search
using Scopus database, since this platform is widely used by academics and researchers
in the field of social studies [30]. The first stage of our work involved data collection so
that a congruous source of academic literature can be identified.WeusedScopus database
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to gather relevant studies related to the ICOs phenomenon. To perform the search, we
specified a query on Scopus to find documents which contain the string “Initial Coin
Offering*” in the article title, abstract or keywords without any temporal restriction. We
used wildcards to also include plural words, grammatical and spelling variations.

The first query returned 226 papers published between 2017 and 2021. A growing
interest regarding this innovative finance tool can be noticed. Articles represented 63%of
the works, followed by conference papers which constituted 20% of the total. Prevalent
keywords used are Initial Coin Offering (130), Blockchain (108) and Cryptocurrency
(67). The major publication outlets included Small Business Economics, Economist
United Kingdom, Journal of Alternative Investments, European Business Organization
Law Review, Journal of Corporate Finance.

We restricted our dataset by selecting only journals and conference proceedings
document types, to develop a rigorous taxonomy. We also included only English studies
and excluded the publisher Economist United Kingdom since it represents a newspaper.
The first refined dataset included 133 contributions.

We analyzed all abstracts to refine our dataset further, in order to include only works
consistent with ICOs phenomenon. The final refinement led to 99 relevant papers for
our purpose (Fig. 2).

Fig. 2. Systematic selection of bibliographic sources on Scopus.

5 Taxonomy Description

In this study, we developed a taxonomy to better understand and describe the emerg-
ing phenomenon of ICOs. A taxonomy is the result of a design science research
approach; it consists of dimensions containing characteristics that are “mutually
exclusive and collectivly exhaustive” [31].
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Our purpose is to synthesize the literature regarding ICOs phenomenon exploring
which kind of research academics apply and which topics are investigated.

We identified “Research Topics” as set of dimensions. It comprises eight dimensions:
field of investigation, focus, actors, token type, extra topic, research issue, ICO phase,
blockchain. In the taxonomy process we assigned a single value to every dimension.

5.1 Research Topics

Field of Investigation. Weused ICObench categories to classify a specific field of inves-
tigation for every paper. ICO Bench is a rating platform which identify 26 categories
(Investment, Cryptocurrency, Banking, Software, Legal, Communication, etc.)

Focus. We mean the main aspects discussed in our data set: Technological, Organiza-
tional, Individual, Social, Geopolitical and Legal aspects.

Actors. Every paper’s content can be analysed from the point of view of twomain actors:
capital seekers (investee), capital providers (investor) or both.

Token Type. We considered the general classification of token type: utility, security and
payment. Utility Tokens give holders access to a product or service but do not grant
holders rights that are the same as those granted by specified investments. A Security
Token provides rights and obligations similar to securities or investment like share or debt
instruments. Payment Tokens are used as alternative means of payment and exchange.

Extra Topic. This dimension includes paper that discuss non only ICO’s phenomenon
but also other financial tools such as Crowdfunding, Initial Public Offering and Venture
Capital.

Research Issue. This dimension refers to the kind of aspects every paper wants to
explore, every work cover literature gap in a particular field and their purpose is to
analyse: Technical aspects, Token market, Information asymmetry (investor-investee)
and Ideological aspects (Entrepreneur behaviour, Investor’s risk tolerance).

ICO Phase. Generally, every ICO can be divided in three phases: Pre ICO, ICO launch
and post ICO. Every work can be associated to a particular ICO phase. Pre ICO refers
to ICO planning and marketing services. ICO phase refers to the actual launch and
development process. Once the ICO launch and development process is completed, it is
then opened for ICO token sale and exchange (Post ICO).

Blockchain. This dummy dimension refers to the presence or not of blockchain as topic
(Table 1).
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Table 1. Research topics dimensions

Research topics

Dimension Values Distinguishing attributes

Field of Investigation
(Icobench categories)

Investment According to finance, the practice of investment refers
to the buying of a financial product or any valued item
with anticipation that positive returns will be received in
the future

Cryptocurrency Cryptocurrencies are digital financial assets, for which
ownership and transfers of ownership are guaranteed by
a cryptographic decentralized technology [24]

Banking “Banking means accepting, for the purpose of lending or
investment, of deposits of money from the public,
repayable on demand or otherwise, and withdrawable by
cheque, draft, order or otherwise.” (Banking regulation
act, 1949)

Software Software comprises the entire set of programs,
procedures, and routines associated with the operation
of a computer system. (www.britannica.com)

Media The means of communication that reach large numbers
of people, such as television, newspapers, and radio.
(Collins’s dictionary)

Legal It comprises papers that explores legal issues

Platform Platform stands for Blockchain platform. It represents a
platform that exists to support a particular flavour of
Blockchain such as Ethereum, R3, Ripple

Internet It comprises papers that explores only internet field as a
media tool

Smart contract It comprises papers focused on Smart contracts. Smart
contracts are computerized transaction protocols that
execute terms of a contract. (Nick Szabo, 1998). Smart
contracts permit trusted transactions and agreements to
be carried out among parties without the need for a
central authority or a legal system

Artificial intelligence The theory and development of computer systems able
to perform tasks normally requiring human intelligence,
such as visual perception, speech recognition,
decision-making, and translation between languages.
(Oxford dictionary, 2017)

Communication It comprises papers that explores almost one type of
communication: verbal and non-verbal communication
and written communication

Energy It comprises papers that explore energy sector. The
energy sector is a category of stocks that relate to
producing or supplying energy

(continued)

http://www.britannica.com
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Table 1. (continued)

Research topics

Dimension Values Distinguishing attributes

Focus Technological Papers that explore technical aspects related to the ICO:
innovative tools, bonus, soft and hard cap, platform

Organizational Papers that point out organizational structure of
companies: functional, divisional, matrix, flat

Individual Documents that consider more aspects related to the
psychology of the individuals involved

Social Documents that explore social projects. Socially
responsible ICOs aim to improve public wellbeing in
education, environment, health and poverty

Geopolitical Documents that explore geopolitical issue related to
ICOs: how governments can affect the development of
new ICOs

Legal Documents that explores legal issues: how ICOs face
different legal issues in different countries

Actors Investor The person who invests money in order to make a profit

Investee The business entity in which an investment is made

Both Both investor and investee

Token type Utility Utility Tokens grant holders access to a current or
prospective product or service but do not grant holders
rights that are the same as those granted by specified
investments

Security A Security Token provides rights and obligations similar
to securities or investment like share or debt instruments

Payment Payment Tokens are used as an alternative means of
payment and exchange

Extra topic Crowdfunding Crowdfunding is most commonly defined as “the efforts
by entrepreneurial individuals and groups—cultural,
social, and for-profit—to fund their ventures by drawing
on relatively small contributions from a relatively large
number of individuals using the internet, without
standard financial intermediaries” (Mollic, 2014)

IPO We refer to IPO as the first offer of shares of a private
company to public

Venture Capital Venture capital investment consists in the purchase of
shares of young, privately held companies by outsiders
for the primary purpose of capital gain (The Oxford
handbook of entrepreneurship, 2006 chapter 14)

Not present Absence of extra topics in documents

Research Issue Information Asymmetry Documents that explore investor-investee relationship

Ideological aspects Documents that explore ideological aspects
(entrepreneur behaviour, investor’s risk tolerance)

Technical aspects Documents that cover literature gap in technical aspects:
platforms, smart contracts, token price

Token market Documents that give an overview of token market

(continued)
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Table 1. (continued)

Research topics

Dimension Values Distinguishing attributes

Ico phase Pre ICO It refers to a sale of a limited number of Tokens or Coins
before the actual ICO (Initial Coin Offering) takes place

ICO It refers to the launch of ICO

Post ICO It refers to post ICO performance

Blockchain YES Documents that deepen Blockchain topic

NO Blockchain topic is not explored

6 Preliminary Evaluation and Discussion

Fromapreliminary analysis of our dataset,we identified several findings. First, the papers
explore issues regarding mainly token market (42), technical aspects (32) and informa-
tion asymmetry between capital seekers and capital providers (19). Dataset documents
focus mostly on technological (30), social (19) and legal (18) aspects.

Fig. 3. Number and distribution of contributions discussing ICO phenomenon in relation to the
actors considering focus and research issue dimensions.
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Several features and aimsdiscussed in our dataset documents canbe exploredby com-
bining two or more dimensions. We proposed a preliminary analysis of ICOs literature
using a subset of 3 dimensions in two different combinations:

• In the first analysis we considered the following dimensions: focus, research issue,
actors (Fig. 3).

• In the second analysis we considered the following dimensions: focus, research issue,
ICO phase (Fig. 4).

This analysis can provide some insight into the discussion on ICO phenomenon in
the contributions focused on relationships between capital providers and capital seekers
(actors) and on what stage of ICO process is explored.

Figure 3 shows the resulting diagram combining three specific dimensions: Focus
(technological, social, organizational, legal, individual, and geopolitical aspects),
Research issue (ideological aspects, information asymmetry, technical aspects, and token
market) and Actors (capital seekers and capital providers). Looking at the diagram, it
appears that most documents consider both investor/investee relationships (61), most of
these focus on technological, social and legal aspects, exploring the token market and
technical aspects.

Fig. 4. Number and distribution of contributions discussing ICO phenomenon in relation to the
ICO phase considering focus and research issue dimensions.
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Figure 4 shows the resulting diagram combining three specific dimensions (the first
two are the same of the first diagram): Focus (technological, social, organizational, legal,
individual, and geopolitical aspects), Research issue (ideological aspects, information
asymmetry, technical aspects and token market) and ICO phase (pre Ico, ICO, post
ICO). Looking at the diagram, it appears that most documents explore ICOs without
considering pre or post ICOs launch (74), most of these focus on technological and legal
aspects, exploring technical aspects and the token market. Few documents (6) explore
post ICO services.

7 Conclusion

The proposed taxonomy could be useful for practitioners as well as for academics.
These findings offer several theoretical contributions to ICOs phenomenon. First

previous studies did not develop a taxonomy of academic and not academic discourse
related to this innovative financial tool. Second, this study contributes to the innova-
tion research by identifying eight dimensions in research topic, which combined in an
appropriate way can disclose any gaps in literature or can identify the most explored
topics. Third, the study contributes to pointing out the emerging research issue regarding
information asymmetry and investor/investee relationships. The findings of this study
also have implication for investor and investee to achieve more awareness about this
finance tool, as well as some policies implications for countries where this phenomenon
is unregulated.

Although the present work narrows some of the gaps in ICOs literature review, it also
has several limitations that provide opportunities for future research. First, the dimen-
sions of research topics relate to a personal interpretation of the present authors, so
dimensions may differ significantly from those of other researchers. Second, the dataset
is limited to 99 documents and the growing interest on ICOs phenomenon can determine
a larger dataset. Third, a second set of dimensions could be explored regarding research
type (research approach, research design, data collection). Therefore, a further literature
review process is recommended in order to enrich research topics dimensions as well as
the dataset number of contributions. Future works could also explore a new set of dimen-
sions regarding research approach and research design adopted by researchers. Finally,
it could be useful to use the present taxonomy to explore other innovative financial tools
such as Initial Exchange Offering and Security Token Offering [29].

References

1. Fisch, C., Masiak, C., Vismara, S., Block, J.: Motives and profiles of ICO investors. J. Bus.
Res. (2019). https://doi.org/10.1016/j.jbusres.2019.07.036

2. Nickerson, R.C., Varshney, U., Muntermann, J.: A method for taxonomy development and its
application in information systems. Eur. J. Inf. Syst. 22, 336–359 (2013). https://doi.org/10.
1057/ejis.2012.26

3. Lahajnar, S., Rožanec,A.: Initial coin offering (ICO) evaluationmodel. Invest.Manag. Financ.
Innov. 15, 169–182 (2018). https://doi.org/10.21511/imfi.15(4).2018.14

4. Lee, I., Shin, Y.J.: Fintech: ecosystem, businessmodels, investment decisions, and challenges.
Bus. Horiz. 61, 35–46 (2018). https://doi.org/10.1016/j.bushor.2017.09.003

https://doi.org/10.1016/j.jbusres.2019.07.036
https://doi.org/10.1057/ejis.2012.26
https://doi.org/10.21511/imfi.15(4).2018.14
https://doi.org/10.1016/j.bushor.2017.09.003


Exploring ICO’s Phenomenon 163

5. Investopedia Homepage. https://www.investopedia.com/news/what-ico/. Accessed 9 Jan
2021

6. Kranz, J., Nagel, E., Yoo, Y.: Blockchain token sale. Bus. Inf. Syst. Eng. 61(6), 745–753
(2019). https://doi.org/10.1007/s12599-019-00598-z

7. Low,R.,Marsh, T.: Cryptocurrency and blockchains: retail to institutional. J. Invest. 29, 18–30
(2019). https://doi.org/10.3905/joi.2019.1.102

8. Chen, Y.: Blockchain tokens and the potential democratization of entrepreneurship and
innovation. Bus. Horiz. 61, 567–575 (2018). https://doi.org/10.1016/j.bushor.2018.03.006

9. Zhao, W.: Blockchain technology: development and prospects. Natl. Sci. Rev. 6, 369–373
(2019). https://doi.org/10.1093/nsr/nwy133

10. Hsieh,H.-C.,Oppermann, J.: Initial coin offerings and their initial returns.Asia PacificManag.
Rev. (2020).https://doi.org/10.1016/j.apmrv.2020.05.003

11. Bruckner, M., Straub, A., Veit, D.: Initial coin offerings, how do investors decide? - A system-
atic literature review. In: 26th Americas Conference on Information Systems. AMCIS 2020,
p. 10 (2020)

12. Fridgen, G., Regner, F., Schweizer, A., Urbach, N.: Don’t slip on the initial coin offering (ICO)
-a taxonomy for a blockchain-enabled form of crowdfunding. In: 26th European Conference
on Information Systems: BeyondDigitization - Facets of Socio-Technical Change, ECIS 2018
(2018)

13. Adhami, S., Giudici, G., Martinazzi, S.: Why do businesses go crypto? An empirical analysis
of initial coin offerings. J. Econ. Bus. 100, 64–75 (2018). https://doi.org/10.1016/j.jeconbus.
2018.04.001

14. Fisch, C.: Initial coin offerings (ICOs) to finance new ventures. J. Bus. Ventur. 34, 1–22
(2019). https://doi.org/10.1016/j.jbusvent.2018.09.007

15. Fisch, C., Momtaz, P.P.: Institutional investors and post-ICO performance: an empirical anal-
ysis of investor returns in initial coin offerings (ICOs). J. Corp. Financ. 64 (2020). https://doi.
org/10.1016/j.jcorpfin.2020.101679

16. Roosenboom, P., van der Kolk, T., de Jong, A.: What determines success in initial coin
offerings? Ventur. Cap. (2020). https://doi.org/10.1080/13691066.2020.1741127

17. Momtaz, P.P.: Initial coin offerings, asymmetric information, and loyal CEOs. Small Bus.
Econ. 57(2), 975–997 (2020). https://doi.org/10.1007/s11187-020-00335-x

18. An, J., Duan, T., Hou, W., Xu, X.: Initial coin offerings and entrepreneurial finance: the role
of founders’ characteristics. J. Altern. Invest. 21, 26–40 (2019). https://doi.org/10.3905/jai.
2019.1.068

19. Huang, W., Meoli, M., Vismara, S.: The geography of initial coin offerings. Small Bus. Econ.
55(1), 77–102 (2019). https://doi.org/10.1007/s11187-019-00135-y

20. Block, J.H., Groh, A., Hornuf, L., Vanacker, T., Vismara, S.: The entrepreneurial finance
markets of the future: a comparison of crowdfunding and initial coin offerings. Small Bus.
Econ. 57(2), 865–882 (2020). https://doi.org/10.1007/s11187-020-00330-2

21. Collomb, A., De Filippi, P., Sok, K.: Blockchain technology and financial regulation: a risk-
based approach to the regulation of ICOs. Eur. J. Risk Regul. 10, 263–314 (2019). https://doi.
org/10.1017/err.2019.41

22. Hashemi Joo, M., Nishikawa, Y., Dandapani, K.: ICOs, the next generation of IPOs. Manag.
Financ. 46, 761–783 (2019). https://doi.org/10.1108/MF-10-2018-0472

23. Kher, R., Terjesen, S., Liu, C.: Blockchain, Bitcoin, and ICOs: a review and research agenda.
Small Bus. Econ. 56(4), 1699–1720 (2020). https://doi.org/10.1007/s11187-019-00286-y

24. Boreiko, D., Ferrarini, G., Giudici, P.: Blockchain startups and prospectus regulation. Eur.
Bus. Organ. Law Rev. 20(4), 665–694 (2019). https://doi.org/10.1007/s40804-019-00168-6

25. Chen, Y.: Blockchain tokens and the potential democratization of entrepreneurship and
innovation. Bus. Horiz. 61 (2018). https://doi.org/10.1016/j.bushor.2018.03.006

https://www.investopedia.com/news/what-ico/
https://doi.org/10.1007/s12599-019-00598-z
https://doi.org/10.3905/joi.2019.1.102
https://doi.org/10.1016/j.bushor.2018.03.006
https://doi.org/10.1093/nsr/nwy133
https://doi.org/10.1016/j.apmrv.2020.05.003
https://doi.org/10.1016/j.jeconbus.2018.04.001
https://doi.org/10.1016/j.jbusvent.2018.09.007
https://doi.org/10.1016/j.jcorpfin.2020.101679
https://doi.org/10.1080/13691066.2020.1741127
https://doi.org/10.1007/s11187-020-00335-x
https://doi.org/10.3905/jai.2019.1.068
https://doi.org/10.1007/s11187-019-00135-y
https://doi.org/10.1007/s11187-020-00330-2
https://doi.org/10.1017/err.2019.41
https://doi.org/10.1108/MF-10-2018-0472
https://doi.org/10.1007/s11187-019-00286-y
https://doi.org/10.1007/s40804-019-00168-6
https://doi.org/10.1016/j.bushor.2018.03.006


164 G. Di Matteo and S. Za

26. Lo, Y.C., Medda, F.: Assets on the blockchain: an empirical study of tokenomics. Inf. Econ.
Policy (2020). https://doi.org/10.1016/j.infoecopol.2020.100881

27. Mangano, R.: Blockchain securities, insolvency law and the sandbox approach. Eur. Bus.
Organ. Law Rev. 19(4), 715–735 (2018). https://doi.org/10.1007/s40804-018-0123-5

28. Albrecht, S., Lutz, B., Neumann, D.: The behavior of blockchain ventures on Twitter as a
determinant for funding success. Electron. Mark. 30(2), 241–257 (2019). https://doi.org/10.
1007/s12525-019-00371-w

29. Za, S., Spagnoletti, P., Winter, R., Mettler, T.: Exploring foundations for using simulations in
IS research. Commun. Assoc. Inf. Syst. 42, 268–300 (2018). https://doi.org/10.17705/1CAIS.
04210

30. Cipriano, M., Za, S., Ceci, F.: Exploring the discourse on digital transformation in the domain
of non-profit organisations, pp. 1–32

31. Nickerson, R.C.,Varshney,U.,Muntermann, J., Isaac,H.: Taxonomydevelopment in informa-
tion systems: developing a taxonomy of mobile applications. In: 17th European Conference
in Information Systems ECIS 2009 (2009)

https://doi.org/10.1016/j.infoecopol.2020.100881
https://doi.org/10.1007/s40804-018-0123-5
https://doi.org/10.1007/s12525-019-00371-w
https://doi.org/10.17705/1CAIS.04210


How Decentralized is Decentralized Governance
Really? - A Network Analysis of ERC20

Platforms

Johannes Werner(B), Niclas Freudiger, and Rüdiger Zarnekow

Technische Universität Berlin, Berlin, Germany
{johannes.werner,ruediger.zarnekow}@tu-berlin.de

Abstract. Blockchain technology offers a vast amount of possible applications,
which include the decentralization of platforms among many others. That decen-
tralization can enable decentralized governance of platforms, which in turn may
lead to a decentralized governance structure in which the rights to make deci-
sions about the platform are decentralized. It remains unclear how decentralized
the platform governance really is solely based on its possibility and intention to
decentralize. We analyze how decentralized the governance structures of in real-
ity occurring platforms are. For this we collected data of 16 platforms which are
based on the Ethereum blockchain. These platforms were analyzed in terms of
token and transaction distribution as well as transaction behavior. This allowed us
to examine the distribution of platform resources associated with the governance
structure. As a result, we could identify that not yet decentralized governance
structures becomes more decentralized. Additionally, we enhance the knowledge
on the development of the decentralization of platform resources.

Keywords: Blockchain · Distributed ledger · Governance · Network analysis

1 Introduction

Since Bitcoin was the first practical application of blockchain technology, this tech-
nology has received attention from practitioners and academics. Although there exists
almost unlimited possibilities to apply this technology [1], most of the use cases are
still attributed to finance [2]. However, more and more use cases in other branches of
industries emerge (e.g., [3, 4]). Even now the technology is expected to have further
enormous potential, leading to an increase of the global gross domestic product of up to
1.76 trillion USD [5].

Key features of blockchain technology include decentralization, data integrity, trans-
parency, auditability, and automation [6]. These properties can enable decentralized
platforms. In particular, it follows from decentralized platforms that areas of its gover-
nance can be decentralized, e.g., the decision rights of the platform based on the owned
tokens [7]. Thereby, the question arises what level of decentralization these platforms do
acquire. The technologically possible level of decentralized governance does not need to
be attained [8]. For example, due to initial token issues on blockchain-based platforms,
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it may be possible that platforms start in a centralized form and only later become decen-
tralized [7]. Consequently, the decentralization that occurs of a very instance does not
dependent on the technological capabilities alone. In particular, a platformmay stay cen-
tralized even though a decentralized form is desired. This leads to the following research
questions:

How decentralized are platform resources of blockchain-based platforms?

and

Do the platform resources of blockchain-based platforms shift from a centralized
to a decentralized form over time?

The remainder of this paper is structured as followed: First, foundations of blockchain
technology and the governance of blockchain-based platforms are given. Moreover, the
used methodology is outlined. Then, the results of the analysis are presented followed
by a discussion and finally a conclusion is given.

2 Theoretical Background

2.1 Blockchain Technology

In this paper, we understand blockchain technology as a concept of distributed ledger
technology [9]. It is a distributed network, which stores and synchronizes data among its
participants, which are called nodes. Each node independently manages, extends, and
stores updates to the ledger in the form of blocks of transactions. These transactions,
which are commissioned by any network participant, wait in a buffer zone, the so-called
mempool, before being bundled into blocks and applied collectively to the latest state of
the blockchain. Depending on the amount of transaction costs appended by the initiator
of the transaction, transactions will be included in one of the following blocks created
by miners. These miners bundle transactions from the mempool into blocks and validate
these blocks in a race against each other for an expected block reward. This process, the
consensus, of finding a suitable next block may differ between blockchain platforms.
The two most popular consensuses are Proof-of-Work (PoW) and Proof-of-Stake (PoS).
While PoW uses computing power for validation and scales the power of a miner by
adding additional computing power, in PoS nodes pledge a number of tokens for their
honest creation of the block [10].

As an evolution of the Bitcoin blockchain the Ethereum platform was introduced in
2014. It provides various features, such as scripting or creating platforms. Additionally,
the Ethereum Virtual Machine offers an autonomous computational engine that can be
used to create and process smart contracts [11]. Thereby, a smart contract is an event
driven program,which is stored on the blockchain [12]. It is represented by a 20-digit byte
address, likewallets, and after it has been triggered by a transaction, it is executedwithout
external interventions [13]. These smart contracts were often implemented according to
standards, like ERC20 or ERC721. Additionally, they can be distinguished by their
purposes, e.g., currency, voting, assets, etc. [14]. In case of voting, smart contracts can
be used to grant rights on co-determination on decisions of the platform granting voting
power in accordance to owned platform tokens [11]. Although there exists an extra
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standard for voting smart contracts with EIP-1022, they are currently implemented in
different ways using the ERC20 standard [15].

Up to now, the level of decentralization of blockchains was mainly analyzed in terms
of mining and focuses on Bitcoin [16]. Furthermore, the structure of ERC20 networks
on the Ethereum blockchain were analyzed with graph analysis methods (e.g., [17, 18]).

2.2 Governance of Blockchain Platforms

Blockchain governance may be subdivided into governance of blockchain and gover-
nance by blockchain [19]. Here, we focus on the governance of blockchain. Preced-
ing research has examined governance of blockchain from different perspectives. For
example, Beck et al. [7] propose a framework using three dimensions decision rights,
accountability and incentives. A different approach is used by Miscione et al. [20] and
Ziolkowski et al. [21], who propose tribal governance as a new governance archetype
for blockchain. Additionally, Pelt et al. [22] develop a framework for blockchain gov-
ernance consisting of three layers and six associated dimensions. Furthermore, Werner
et al. [23] and Werner and Zarnekow [24] analyze the governance of blockchain based
platforms from the governance perspective of traditional platforms.

In case of platform governance, decision rights are the authority and responsibility
to make decisions regarding the design of a platform [25]. This process also occurs
on blockchain-based platforms (e.g., [26]). Due to the technological features of the
blockchain, it can be implemented in various decentralized forms, e.g. voting, consen-
sus or conflict resolving mechanisms [22]. In these cases, the distribution of rights to
participate in such mechanisms may be related to the tokens owned by a participant [7,
27]. Thus, a decentralized structure of governance can be achieved, if the tokens are
distributed in a decentralized manner [23, 28]. In contrast, a centralized structure of the
decision rights is also possible, depending on the true distribution of tokens [24].

3 Methodology

3.1 Database

We used a three-step process to collect the data for our analysis. First, the platforms
were selected and a time frame for the analysis was defined. Second, we collected the
data and in a third step the data was prepared.

We selected platforms based on the Ethereum Blockchain with the largest market
capitalization on Coinmarketcap.com. In addition, they have to be managed or intend
to be managed by a decentralized governance. We point out that the database includes
platforms, which exist for a long time and which have large transaction volumes. Fur-
thermore, platforms, which were only recently published on the Ethereum blockchain
were included in the analysis. While the development might not be very advanced on
these platforms, early stages of token accumulation can be detected.

The chosen time frame for the analysis was 07/09/17 to 07/05/20, which corresponds
to a block level of 4 million to 10.4 million on the Ethereum blockchain. In this period,
the majority of the chosen platforms were published. If the number of transactions of a
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platform was too small in the analyzed time period, it was excluded from the analysis.
An overview on the analyzed platforms is given in Table 1.

To collect the needed data, a local Ethereum node was created and the python library
EthereumETLwas used for export [29]. The initial dataset included ERC20 transactions
that contain a transfer, which were grouped by smart contract addresses.

Table 1. Selected platforms.

Abbr. Name Abbr. Name

AGI SingularityNet MKR Maker Protocol

ANT Aragon Network PNK Kleros

AST AirSwap POLY Polymesh

BNT Bancor Protocol REQ Request Network

DAT Datum Network RLC iExec

DNT District0x Network RPL Rocketpool

KNC KyberNetwork XYO XYO

LEND Aave Protocol ZRX 0x Project

In the third step we added mint and burn events of tokens to the database. Burn
events are transactions from the target to the genesis address and mint events are trans-
actions from the genesis address to the intended target. These events were collected using
google’s BigQuery Ethereum dataset [30] and the python library EthereumETL Airflow
[31] and were manually inserted into the database. In each case, the inserted transactions
were matched to the existing data format. In total, the dataset consisted of approximately
89 GB, 422 million transactions and 167000 smart contracts. Furthermore, we collected
the addresses of developers and exchanges via “Etherscan” [32] and “Bloxy” [33]. A
complete overview of the database sources and structure is shown in Fig. 1.

Etherscan

Bloxy

Google 
Big Query

Etherum Node

Degree
Distribution

Degree Assortativity
Distribution
of Tokens

Transaction databaseExport of transactions 
and blocks

Export of mint 
and burn events

excluded

Adresses of developers and 
exchanges

Fig. 1. Database structure and sources
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3.2 Distribution and Network Analysis

In networks, a path is a sequence of nodes where each node is connected by an edge. The
length of the path is the number of the used edges in a path and the closeness centrality is
defined as the mean distance between vertices [34]. In an undirected network a degree of
a vertex is the number of edges attached to that vertex. In directed networks, these edges
are differentiated into incoming edges (in-degrees) and outgoing edges (out-degrees)
[34]. The assortativity of a network describes how vertices behave with respect to a
certain property. In the following analysis, the assortativity is considered with respect to
the degree, and thus, the value ranges from –1 to +1. A higher value indicates degrees
that are more similar and a value around 0 indicates that there is a neutral mixture
between different vertices [35].

For the distribution of tokens and transaction participation, we use Gini and
Nakamoto coefficients. For the Nakamoto coefficient an absolute value is used. It mea-
sures the inequality of the system based on the amount of the largest participants in the
system that would have to be compromised to gain control of 51% of the existing tokens
[36]. We use an adapted form of the Nakamoto coefficient based on 90% of the existing
tokens in order to get a better insight into the distribution of tokens and to reduce the
misleading by large participants like exchanges or development teams. Additionally, we
calculated the relative share of the Nakamoto coefficient in the entire network.

Table 2. Gini coefficients for the distribution of tokens.

Blocknumber (in Mio.)

4 5 6 7 8 9 10 10.4

Platforms AGI 0.8946 0.9443 0.9574 0.9522 0.9448 0.9387 0.9375

ANT 0.9454 0.9639 0.9662 0.9668 0.9669 0.9674 0.9695 0.9674

AST 0.9818 0.9812 0.9838 0.9843 0.9846 0.9857 0.9859

BNT 0.9450 0.9823 0.9837 0.9854 0.9840 0.9822 0.9807 0.9724

DAT 0.9804 0.9864 0.9924 0.9933 0.9935 0.9935 0.9937

DNT 0.9485 0.9501 0.9467 0.9481 0.9665 0.9671 0.9679

KNC 0.9629 0.9781 0.9817 0.9847 0.9766 0.9808 0.9786

LEND 0.9742 0.9755 0.9569 0.9564 0.9654 0.9694 0.9670

MKR 0.9877 0.9877 0.9861 0.9774 0.9796 0.9792 0.9776

PNK 0.9856 0.9856 0.9830 0.9812 0.9666 0.9753

POLY 0.9857 0.9964 0.9952 0.9957 0.9957 0.9947

REQ 0.9340 0.9398 0.9495 0.9535 0.9576 0.9617 0.9615

RLC 0.8728 0.9662 0.9672 0.9716 0.9724 0.9660 0.9637 0.9619

RPL 0.9557 0.9550 0.9588 0.9593 0.9612 0.9674 0.9751

XYO 0.9937 0.9927 0.9929 0.9924 0.9896 0.9887

ZRX 0.9291 0.9351 0.9576 0.9726 0.9735 0.9758 0.9714
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Furthermore, we use the Gini coefficient as a relative concentration measure, which
describes how equally distributed a certain feature is. We use it for the distribution of
tokens and for the in- and out-degrees. After normalization, the value Gini coefficient
ranges between 0 and 1, where a value up to 0.5 stands for a moderate and from 0.5 to
1 for a significant concentration of the characteristics [37, 38].

4 Results

4.1 Distribution of Tokens

The Gini coefficient was calculated for the number of native platform tokens on the
wallets. Therefore, it provides information about the distribution of the tokens. Since the
Gini coefficient is very susceptible to entities with expression 0, these were excluded for
the calculation of the Gini coefficient. As can be seen in Table 2, all platforms considered
show a high Gini coefficient in terms of token distribution with a value of at least 0.85
and were thus identified as being overly unequally concentrated. Even after excluding
the largest exchanges and wallets which could be attributed to the developer teams, a
strong concentration in the distribution of tokens was detected. The identification of the
excluded wallets was performed using the public available list of wallets assigned to
exchanges and developer teams on “Etherscan”.

The calculation of the Nakamoto coefficients for 90% for the distribution of native
platform tokens is presented in Table 3. It shows that the distribution of tokens of most
of the platforms increases in absolute terms or that the relative share in relation to
the network decreases over time. Exceptions are MKR and XYO, which have increasing
Nakamoto coefficients, which is neutral or positive in comparison to the network growth.
In contrast, DAT has a decreasing Nakamoto coefficient, but this also corresponds with
a decreasing share of the network. Further, exceptions were found for AGI and ANT,
which have a decreasing Nakamoto coefficient in the beginning, which increases later.
For LEND, the opposite holds true.
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Table 3. Nakamoto coefficients for 90% without exchanges.

Blocknumber (in Mio.)

4 5 6 7 8 9 10 10.4

Platforms AGI 1794;
18.61

1281;
8.11

623;
4.99

854;
6.37

1095;
8.08

1340;
9.53

1420;
9.78

ANT 368;
7.4

815;
3.93

763;
3.55

748;
3.41

770;
3.36

768;
3.26

710;
2.94

843;
3.34

AST 39;
0.49

67;
0.6

56;
0.53

57;
0.52

55;
0.57

39;
0.4

36;
0.36

BNT 599;
6.63

203;
1.16

248;
1.13

229;
0.98

282;
1.12

328;
1.35

408;
1.59

802;
2.8

DAT 61;
0.97

65;
0.79

40;
0.35

30;
0.26

27;
0.24

27;
0.24

26;
0.23

DNT 2002;
6.4

2013;
6.07

2347;
6.9

2312;
6.63

1125;
3.74

1108;
3.62

1081;
3.48

KNC 3338;
6.59

1706;
3.16

1166;
2.15

926;
1.66

1996;
3.45

1646;
2.43

2189;
2.76

LEND 2136;
1.19

2956;
1.79

5522;
3.38

5798;
3.53

3696;
2.27

2589;
1.59

2107;
1.31

MKR 20;
1.22

42;
1.16

68;
1.08

217;
1.85

229;
1.48

280;
1.4

348;
1.44

PNK 18;
0.56

22;
0.76

37;
1.31

42;
1.43

188;
4.27

141;
2.87

POLY 69;
0.15

39;
0.04

105;
0.11

98;
0.1

129;
0.14

214;
0.22

REQ 3230;
10.19

3466;
8.81

2630;
7.17

2346;
6.37

2189;
5.56

1879;
4.77

1912;
4.8

RLC 33;
18.33

311;
4.28

361;
4.01

305;
3.37

322;
3.29

493;
4.27

634;
4.59

727;
4.82

RPL 30;
5.15

41;
5.71

40;
5.0

41;
4.92

50;
4.7

72;
3.72

83;
2.4

XYO 2;
0.02

2;
0.01

2;
0.01

2;
0.01

2;
0.01

3;
0.01

ZRX 4795;
10.2

6161;
8.81

5052;
6.18

3960;
3.71

4603;
3.64

4606;
3.26

6504;
4.13
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4.2 Degree Assortativity

The results of the analysis of degree assortativity are shown in Table 4. Three types of
platforms exist. Assortative platforms have a positive assortativity value. Disassortative
platforms have a negative assortativity value and neutral mixing platforms have a neutral
value.

Table 4. Degree assortativity.

Blocknumber (in Mio.)

4 5 6 7 8 9 10 10.4

Platforms AGI −0.370 −0.306 −0.297 −0.281 −0.278 −0.275 −0.273

ANT −0.418 −0.396 −0.389 −0.384 −0.360 −0.348 −0.326 −0.326

AST −0.351 −0.315 −0.308 −0.299 −0.304 −0.299 −0.287

BNT 0.447 0.272 0.168 0.085 0.084 0.057 0.102 0.125

DAT −0.270 −0.224 −0.270 −0.268 −0.270 −0.268 −0.268

DNT −0.407 −0.387 −0.384 −0.377 −0.387 −0.381 −0.377

KNC −0.358 −0.307 −0.286 −0.273 −0.223 −0.094 −0.042

LEND −0.318 −0.362 −0.345 −0.327 −0.311 −0.307 −0.308

MKR −0.344 0.428 0.450 0.223 −0.266 −0.313 −0.286

PNK −0.510 −0.447 −0.402 −0.398 −0.394 −0.360

POLY −0.335 −0.362 −0.326 −0.312 −0.294 −0.286

REQ −0.337 −0.287 −0.278 −0.269 −0.269 −0.262 −0.257

RLC −0.449 −0.350 −0.346 −0.342 −0.324 −0.313 −0.134 −0.078

RPL −0.391 −0.385 −0.372 −0.390 −0.480 −0.382 −0.359

XYO 0.266 0.750 0.661 0.575 0.290 −0.144 −0.275

ZRX −0.245 −0.273 −0.268 −0.232 −0.218 −0.200 −0.186

Most platforms can be considered as disassortative, i.e. wallets tend to enter into
transactions with wallets that have different characteristics in terms of the degree. Thus,
high degree wallets interacted preferentially with low degree wallets and vice versa.
The platforms of this group have a tendency of weakening their disassortative character
towards the point of neutral mixing around a value of 0 with time. Around this value,
wallets of different sizes interacted with each other evenly. The platforms were located
in an interval of –0.38 to –0.04 with respect to their assortativity value. A stronger
development starting from higher assortativity values could be observed in early phases
of the platforms.

In the case of the assortative platforms, the wallets remained preferentially among
their peers with regard to the examined property. That is, wallets with a high degree
tend to transact with wallets that also have a high degree, and wallets with a low degree
behave accordingly. The platform BNT could be identified as predominantly assortative.
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The assortative character of this platform decreased during the development phases
and fluctuated above the neutral mixing point. A clear trend in the development of
assortativity could not be identified.

There were also platforms that cannot be described as neither assortative nor
disassortative. These showed transitions from assortative and disassortative phases and
thus fluctuate around the boundary of neutral mixing. Examples of such platforms are
MKR and XYO.

Over the development phases a continuous development in the direction of a disassor-
tative platform could be identified for XYO. For MKR, repeated transitions from assor-
tative to disassortative phases could be observed. Altogether, a trend of the platforms
towards a weakening disassortative behavior over the observed development phases
could be identified for most of them.

4.3 Degree Distribution

The transaction participation of the network participants was examined using Gini coef-
ficients of in- and out-degrees. In Table 5 the Gini coefficients for in-degrees and in
Table 6 the Gini coefficients for out-degrees are shown.

The out-degrees have higher Gini coefficients compared to the in-degrees over all
periods. Thus, they could be considered more concentrated. While a general increase

Table 5. Gini coefficients for in-degrees.

Blocknumber (in Mio.)

4 5 6 7 8 9 10 10.4

Platforms AGI 0.4365 0.4966 0.5554 0.5627 0.5718 0.5805 0.5823

ANT 0.5047 0.4827 0.5062 0.5112 0.535 0.5596 0.5984 0.6262

AST 0.497 0.5342 0.5608 0.5823 0.6027 0.61 0.6256

BNT 0.617 0.7473 0.9212 0.9482 0.9612 0.9645 0.9661 0.9653

DAT 0.5585 0.6618 0.6413 0.6457 0.649 0.6505 0.6508

DNT 0.5091 0.5245 0.531 0.535 0.5485 0.5498 0.5502

KNC 0.4835 0.5579 0.594 0.6574 0.6871 0.7398 0.7415

LEND 0.1513 0.2743 0.2976 0.3097 0.3257 0.3826 0.4603

MKR 0.571 0.8237 0.9002 0.902 0.889 0.8932 0.8898

PNK 0.1009 0.2785 0.4456 0.5098 0.7474 0.783

POLY 0.4041 0.4376 0.5123 0.5351 0.5525 0.5631

REQ 0.4687 0.5213 0.5699 0.597 0.6123 0.625 0.6329

RLC 0.5972 0.5704 0.6113 0.6318 0.6779 0.7271 0.7637 0.7655

RPL 0.2629 0.4646 0.4899 0.4986 0.5779 0.6399 0.7796

XYO 0.6489 0.6812 0.6876 0.6746 0.6693 0.6613

ZRX 0.4365 0.4966 0.5554 0.5627 0.5718 0.5805 0.5823
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Table 6. Gini coefficients for out-degrees.

Blocknumber (in Mio.)

4 5 6 7 8 9 10 10.4

Platforms AGI 0.8833 0.8569 0.7865 0.7807 0.777 0.7765 0.7776

ANT 0.8265 0.7248 0.7092 0.7072 0.7204 0.7342 0.7517 0.7702

AST 0.7422 0.7745 0.7662 0.7721 0.757 0.7586 0.7671

BNT 0.9161 0.8656 0.956 0.97 0.9771 0.9777 0.9783 0.9781

DAT 0.8986 0.8861 0.8876 0.8792 0.8775 0.8759 0.8751

DNT 0.7813 0.763 0.7616 0.7592 0.7261 0.7248 0.7246

KNC 0.8263 0.7974 0.8006 0.8215 0.835 0.8551 0.8513

LEND 0.9856 0.9357 0.9272 0.9254 0.9217 0.9226 0.9195

MKR 0.9053 0.9264 0.9415 0.9411 0.9218 0.9249 0.9234

PNK 0.9946 0.9427 0.912 0.9036 0.9197 0.9161

POLY 0.9144 0.9065 0.8946 0.8858 0.8831 0.8844

REQ 0.8131 0.8166 0.8068 0.8105 0.818 0.8202 0.8231

RLC 0.8161 0.7995 0.7893 0.7852 0.8029 0.8377 0.8563 0.8584

RPL 0.938 0.8927 0.8816 0.8751 0.8884 0.8756 0.8991

XYO 0.9654 0.9248 0.9101 0.9156 0.921 0.922

ZRX 0.8833 0.8569 0.7865 0.7807 0.777 0.7765 0.7776

in concentrations could be identified for the in-degrees, a tendency towards weakening
can be recognized in the concentration of out-degrees. Exceptions to this are the plat-
forms AST, BNT, KNC, MKR and RLC, whose Gini coefficient of out-degrees increase
continuously.

5 Discussion

This article analyzes the governance decentralization of platforms that are built on the
Ethereum blockchain. The influence on governance decisions in this case is based on the
number of native tokens owned. Therefore, the platforms were considered as networks
and it was investigated whether participants control a large part of the networks in terms
of number of tokens owned and participation in the transaction volume.

The Gini coefficient calculated for the distribution of tokens shows a value of more
than 0.9 in almost all analyzed periods, indicating an excessively uneven concentration
of tokens. Moreover, an increasing concentration over time can be recognized. This is
similar to the behavior of Ethereum, which also shows an increase from 0.982 in 2015
to 0.998 in 2017 [39]. Since wallets are sometimes created for one-time use only and are
not reused afterwards, entities with expression 0 were excluded from the calculations.

The Nakamoto coefficient is not susceptible to one-time use wallets that are empty
or almost empty due to its construction. However, wallets with a particularly large
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number of tokens are strongly taken into account in this metric. The used relative index
based on the Nakamoto coefficient does also not include empty wallets. Therefore, it
can be used to compare the platforms with each other, as well as the development of
the platforms over time. The Nakamoto coefficient shows an increase over time, which
can be explained by wallets of the developers and early adopters who give up their
initially held tokens over time. However, it cannot be excluded that individual wallets
are divided into several smaller ones in order to disguise the volume of tokens. The
platform AGI is particularly notable, where the Nakamoto coefficient initially decreases
and then increases again. This may be caused by a consolidation to large wallets, where
the tokens were distributed over several wallets during the initial distribution, which
were later merged. Also a falling Nakamoto coefficient was observed, which indicates
an accumulation of the platform tokens among a few network participants, e.g., on DAT.

In summary, all platforms show a strong concentration in the distribution of tokens
and it can be assumed that this concentration comes from the initial token distribution,
which only changes slowly.

The Gini coefficient of in- and out-degrees is above 0.5 in all periods and can thus the
in- and out-degrees can be regarded as clearly concentrated. The out-degrees are clearly
more concentrated than the in-degrees. Due to the strong concentration a “Preferential
Attachment” can be seen, where new network participants first connect to the largest
nodes [40]. The increasing concentration of in-degrees and the decreasing concentration
of out-degrees over time can be equally accounted by the entry of new hubs, such as
exchanges or smart contracts. While there is a further concentration of in-degrees in
large hubs, the opposite occurs for out-degrees, where transactions are distributed from
a few to more large hubs.

In case of assortativity most of the platforms can be regarded as disassortative or
evolve from an assortative to a disassortative platform. For these platforms, a weaken-
ing of disassortativity over time could be observed. Early stages of development show
many large hubs that are the center of the transaction volume. As the development of the
platforms continues, new hubs appear, for example in the form of exchanges or smart
contracts, throughwhich the amount of disassortativity decreases. A quicker evolution of
the assortativity value was observed for younger platforms. They started at a higher base-
line value and declined more rapidly. This can be explained by the increased emergence
of exchanges, which expand their offerings more quickly to new cryptocurrencies.

In addition to the disassortative platforms, BNT could be identified as an assortative
platform. For example, the converters of BNT are a unique selling point of the platform.
They are an interface in the form of smart contracts to exchange tokens from different
platforms without the need for another party, with one converter for each pair of tokens
to be exchanged [41]. This in turn results in a large number of small and medium-sized
hubs rather than a few large ones as with other platforms.

The third group shows both assortative and disassortative phases. Similar to BNT, the
assortative phases in MKR and XYO were caused by platform-native smart contracts.
This effect was amplified by the absence of large centralized exchanges. Instead, there
are smaller centralized exchanges and decentralized exchanges.
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In summary, the transactional behavior of the platforms can largely be considered
disassortative. In this way, it is similar to networks such as Ethereum [42] or the Internet
[35], which can also be considered disassortative.

With regard to the question of how decentralized the governance of blockchain-based
platforms is, it could be seen that the initial concentration of tokens is still predominant.
The high concentration of incoming and outgoing transactions and the disassortative
network behavior stand in the way of decentralization. However, decentralization can
be seen over the development periods. Thus, the Gini coefficients of out-degrees are
decreasing and the disassortative character of the platforms is weakening. Nevertheless,
the Gini coefficients of the token distribution and the Nakamoto coefficient are increas-
ing, which in turn does not indicate increasing decentralization. Consequently, it can be
inferred that there is an uneven distribution among individual entities that can unduly
influence decisions. This in turn implies that the decision rights of platforms cannot be
considered as decentralized.

Despite the decentralized nature of the governance mechanisms of these platforms,
the level of decentralization still depends on the real distribution of platform resources
[24]. Over the development phases, developments toward decentralization have taken
place in most platforms, but there have also been opposing developments toward cen-
tralization. This is in line with the approach of platform operators who initially start
the governance of their platform centralized and switch later to decentralized forms of
governance [7].

6 Conclusion and Outlook

In this study blockchain-based platforms, which use decentralized governance mecha-
nisms, were analyzed whether or not their governance is truly decentralized. For this
purpose, data of 16 blockchain-based platforms was collected and prepared. This data
was analyzed in terms of the distribution of tokens as platform resources, transaction
distribution and transaction behavior. By this, the resources of the analyzed platforms
develops towards decentralization, but they cannot be considered decentralized yet.

While the data used is sufficient to answer the research questions of the beginning,
one must be clear about its limitations. First, lost wallets could not be recognized and
could therefore not be excluded from the analysis. Second, the splitting of single to
several smaller wallets could also not be recognized, which also might have influenced
the analysis of the token distribution. Third, the real ownership of tokens on centralized
exchanges could not be seen in the data at hand, so it could not be taken into account.
For further research, we suggest an in-depth analysis of the governance processes of
the platforms, which can be analyzed once the governance modules on the platforms
have been implemented and have a sufficient transaction volume for an analysis. More
specifically, a detailed comparison of planned and actual applied governance of single
platforms should be examined.
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Abstract. The LearningManagement System (LMS) tries to resolve the multiple
challenges that occur due to limits of time, location, and frequency of teacher-
student interactions. As a tool in the e- learning process, the LMS provides several
benefits that can help overcome problems that often occur during the learning
process.

However, the current deployment ofLMSas a learningmediumstill has its lim-
itations such as low engagement and motivation, secure documents, certification,
and exam verification to replace a cumbersome manual process, and ultimately
personalization of features that relevant to students’ requirements. Recently, some
new technologies developed as recent trends to tackle the various difficulties and
challenges relevant to these issues and obstacles. In this sense, the Gamifica-
tion design boosted users’ interaction and engagement with the online system by
adding a new game concept. Similarly, blockchain technology improves the secu-
rity of online document exchange, verification, and storage. Ultimately, learning
analytics demonstrated to allow the personalization of online platforms based on
interactions and data logs. In this work, we studied how combining these strategies
might boost the LMS performance and tackle existing issues and problems.

To do that, we employed a design science methodology as a rigor innovation
strategy in digital innovation. The results reveal encouraging results of the new
systems (LMSD) implementation in Dubai’s British university.

Keywords: LMS · e-learning · Gamification · Blockchain · Learning analytics ·
Innovation

1 Introduction

There is no one disputing that technology plays a big influence in transforming the
overall terrain in education. In this digital era, the use of online learning has expanded
substantially and become more widespread over the Covid-19 epidemic, displacing the
classroom (face to face environment) (face to face setting). Hence, educators should
provide students excellent teaching techniques that inspire them to appropriately engage
and learn important knowledge (Ulfa and Fatawi 2021;Mestan 2019). Numerous reports,
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expert opinions, and scholarly findings demonstrate, however, that online learning in its
various forms and methods currently faces difficulties and obstacles related to trying to
incorporate versatility, encouraging engagement, assisting students with their learning
processes, and promoting an attitude-based learning environment (Bruggeman et al.
2019).

The United Arab Emirates’ Ministry of Education has acknowledged the critical
role of ICT in enhancing the teaching and learning process. Leading higher education
institutions in the UAE, such as the University of Fujairah and the British University
in Dubai, have begun integrating ICT into their educational systems through a blended
approach that incorporates different ICT resources into the learning process. Blackboard
andMoodle are two examples of successful learning management systems that optimize
the learning process (Salloum et al. 2018).

2 Practical Problem

The Like academic findings, the application of e-learning systems in their current forms
shows three major problems: low engagement of the students, security, integrity of
documents and exams, and systems adaptation to students’ needs and persona. Following
the design science approach and it is deployment in innovating process, product, and
service -as suggested by Hevner et al. (2019), the problem explicated in details as in
Table 1.

Table 1. Problem explication

Problem Explanation Current solutions

Low engagement of the
students

Students are now detached to
different degrees, ranging from
25% to more than half. The
classes and resources soon
bore them. One of the
established reasons is their
“engrossment in technology.”

Psychological Engagement
techniques, variety of video
and multimedia, and Forums

Security and integrity of
documents and exams

Academic transcripts are one
of the most time-consuming
and labor-intensive processes
in higher education. Each
entrance must be personally
verified consistently before a
certified transcript of a
student’s grades can be
published
Online exams and students’
identity is a cumbersome issue
in online learning

Manual verification of
documents and personal
assurance of exam process
integrity

(continued)
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Table 1. (continued)

Problem Explanation Current solutions

Systems adaptation to
students’ needs and persona

The students differ in their
requirements when interacting
with the online system.
Personalizing their profiles to
adapt the current system to
their actual needs is required

Collecting traditional data
regarding students (such as
gender, race, age) but does not
give the institution a real
understanding of who the
people are behind the numbers

3 Literature Review

3.1 E-Learning Systems

The debate on the definition and application of e-learning concentrates on the intersection
of education, teaching, and learning with ICT. It is unquestionably guided by two other
disciplines: education technology and distance learning. Both have made a significant
contribution to the intensified use of ICT for academic purposes, but none of it can be
exclusively compared to e-learning (Sangrà et al. 2012). We adopt the three definitions
found in Kumar Basak et al. (2018: 192) as follows:

1- E-learning is “the learning supported by digital electronic tools and media”.
2- M-learning is the “e-learning using mobile devices and wireless transmission”.
3- “Digital learning is any type of learning that is facilitated by technology or by

instructional practice that makes effective use of technology,” and it occurs in all
learning areas and domains.

However, as full description of learning management systems was found in Ulfa
and Fatawi (2021) as follows:

4- A learning management system (LMS) is a learning tool for conducting an instruc-
tional program in an online learning environment that mimics conventional class-
room learning practices. Synchronous and asynchronous communication mecha-
nisms, management features, and evaluation functions are all part of an LMS. These
functions make it more comfortable for the instructor to arrange the course. As a
result, an LMS can be described as a learning setting that empowers both students
and teachers to participate in personalized learning.
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3.2 Gamification (Game Design)

Gamification is characterized as “the use of game-basedmechanics, aesthetics, and game
thinking to engage people, inspire action, encourage learning, and solve problems” (Kapp
2012). In essence, gamification applies game thinking, methods, and components in a
non-game sense and formal and informal contexts, using gameplay mechanics, which
increases motivation and engagement (Kiryakova et al. 2014).

Empirical studies show that Gamification tools are being used to promote learning
in a wide range of educational environments and academic subjects and resolve cross-
cutting attitudes and behaviors like teamwork, imagination, and self-guided learning
(Caponetto et al. 2014). Figure 1 shows the elements used in gamification to support the
e-learning processes.

Fig. 1. Gamification elements

3.3 Blockchain Technology

Blockchain, according to Tapscott and Tapscott (2017), is the Internet’s second gen-
eration. The first-generation stressed interaction and teamwork, but it was created for
transferring and storing information rather than meaning. It provides a stable database
where one can store important information (such as money accounts, transcripts, and
certificates), and having confidence embedded into the technology can help reshape
higher education and provide different learning models.

Furthermore, the technology could ensure that the student who enrolled in the course
finished it and understood the material. It may include a payment option and enable
students to build smart contracts to establish long-term learning strategies. For instance,
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the university’s course materials may contain an enormous number of pages at the
university level. Each page should be manually checked and approved for each student
who requires this document (to ensure accuracy). However, if this information is stored
on a blockchain, an individual might receive a complete, validated record of content
courses and academic qualifications only with a few clicks. Figure 2 shows how the
process is accomplished.

Fig. 2. Blockchain in education

3.4 Learning Analytics

LMSs are capable of collecting and storing activity data and logs. It tracks students’
engagement habits, such as where, how long, and how frequently they access various
resources, such as content, quizzes, forums, and other tools. Each online learner will
produce their own, unique data. Learning Analytics (LA) is a software application that
pulls data from a huge volume of log data generated by a learning management system
(LMS) (Aldowah et al. 2019).

Learning analytics is used to enhance learning by addressing matters that occur dur-
ing the education process. A data-driven approach is characterized as the use of data
to decide the best plan and objectives (Ulfa and Fatawi 2021). According to Jagadish
et al. (2014), a data-driven approach can address a multitude of challenges. The use
of LA can help build a more personalized, adaptive, and engaging learning environ-
ment, enhancing teaching and learning effectiveness and teachers’ and students’ output.
Figure 3 illustrates the learning analytics types in aggregate form.

4 Innovation Approach

This We use a design science method to create our new artifact in order to address
the explicated challenge in this work. According to Peffers et al. (2007), the solution’s
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Fig. 3. Learning analytics types

objectives are formed from the established issue and knowledge of what is achievable
and practical. The aimmight be quantified in terms of how the current solution is superior
to the prior one or qualitatively in terms of how the new artifact is intended to aid in the
exploration of a solution to an unresolved challenge. Figure 4 depicts the stages of the
invention process.

Fig. 4. Design approach

4.1 Design and Development

This stage involves the creation of the artifact, based on problem identification and
objective of the design. The ultimate aim of this iteration is to construct a human-



186 K. Al Shehhi and K. Almarri

centered interface prototype as a means of communication and explore and test the
proposed artifacts’ specifications and suggestions from real-life users. Figure 5 shows
the prototype design.

Fig. 5. Prototype design

4.2 Demonstration

We created a proof-of-concept software prototype (called LMSD) mobile advertisement
platform to obtain feedback and further develop the prototype to demonstrate the pro-
posed artifact in solving highlighted problems. The prototype is aworkingmodel (Walker
et al. 2002) and the system’s first version before it is released. The demonstration phase
included three stakeholders of the software, namely students, employees, and teachers.

4.3 Evaluation

Further to the development and refinement phase, verify that the application meets the
study objectives and that the prototype is valuable in contributing to measurements and
producing satisfactory results.
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5 Findings and Analysis

The system’s overall evaluation shows positive responses from the three parties involved
in the evaluation process. The involved participantswere asked to evaluate their perceived
usefulness from the system from 1 to 5. Table 2 shows the results of this analysis.

Table 2. LMSD overall evaluation

Stakeholder N Mean Std. Deviation

Students 20 4.2000 .83666

Employees 8 4.4000 .89443

Teachers 8 4.0000 .70711

Furthermore, a set of criteria found in related systems development have been used to
confirm the usefulness of LMSD. Table 3 illustrates these criteria and the corresponding
descriptive statistics.

Table 3. Overall evaluation criteria of LMSD

Criteria N Mean Std. Deviation

Usefulness to your personal needs 36 4.2222 .66667

Relevancy and convenience 36 4.5556 .72648

Ease of use 36 4.6667 .50000

Utility in term of feedback provided and incentives 36 4.3333 .70711

Privacy concern 36 4.6667 .70711

Not annoying 36 4.7778 .44096

Comprehensiveness 36 3.8889 .60093

Applicability 36 4.5556 .52705

These measurements have reverberated in participants’ comments; one of them
stated;

“It is not annoying; it saves my time and effort to search a material and make a
purchase decision.”

Another participant commented;

“It has a great incentive, and who will not be pleased to receive these incentives
on a daily basis? Besides, it is secure and protects my privacy and documents.”

The descriptive statistics revealed that the students are happy with the gamification
elements. However, these elements are ranked according to their priorities and desires
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of the students. Some features have been discarded in the final version of the system
based on students’ feedback. Capture from the analysis is shown in Fig. 6.

Fig. 6. Students’ feedback on Gamification elements

With regard to blockchain, the evaluation was reflected encouraging results. All
our participants were very interested in the new options added to the system. Their
assessment of the three new options is shown in Table 4.

Table 4. Blockchain features evaluations

Blockchain
Features

Students Employees Teachers

Payment 4.5 4.8 4.5

Certificate
issuance

4.8 4.9 4.6

Exam’s security 4.2 4.1 4.9

Despite their good comments, an in-depth chat with them revealed a need for further
functionality to be introduced to the system. In this regard, several members of the
university’s IT department recommended adopting blockchain-based cloud storage to
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free up storage space on the university’s servers. Additionally, professors and some
postgraduate students demonstrated that blockchain security might be utilized to guard
against piracy of unpublished material. All of these features were incorporated into the
system’s final version.

Finally, the evaluation of learning analytics choices revealed a high level of accept-
ability among participants. Following numerous focus group meetings that included
a quick presentation and lengthy conversation, feedback shows widespread interest,
particularly among students and instructors.

Students and instructors were intrigued by the possibility of enhancing learning
outcomes through LA review. How can students’ performance be improved, or how can
instructors bemotivated to tailor a learning plan and appropriate instructionalmaterials to
students’ needs and personas? In this example, stakeholders employ LA as an analytical
technique to aid in policy development by identifying student inadequacies or learning
requirements in online learning. The evaluation of the three stakeholders is depicted in
Fig. 7.

Fig. 7. Learning analytics overall evaluation

6 Case Study: LMSD Deployment in the British University
in Dubai

The implementation process starts after the innovation proposal has been successfully
delivered to the potential stakeholders and went through several iterations. This is the
transition from a conventional e-learning system to a new LMSD system. Continuous
improvement extends the life of creativity until the next product substitutes it.

6.1 Final LMSD System

The new system incorporated all inputs from the participants. The final LMSD is an e-
learning system containing all the traditional features of LMS such asModule andBlack-
board and Gamification elements that support engagement and motivation, blockchain
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technology to provide more security to resources, and learning analytics to adapt to
students’ requirements.

Features of the new system.

1- It makes learning more enjoyable and engaging.
2- It allows students to see how real-world technologies are used.
3- It provides Real-time feedback.
4- It Improves the learning environment.
5- It Speeds up information retrieval.
6- It provides a more secure system.
7- It Replaces manual verification and issuance.
8- It has an effective storage.
9- It has a Personalization.
10- Cost-effectiveness.

6.2 Cost of Implementation

In this section, we present the cost-benefit analysis. The analysis shows myriad benefits
that justify the cost of implementation and adopting the new system. Table 5 illustrates
this analysis in numbers and added values.

Table 5. LMSD cost and benefits analysis

7 Resources 8 Cost 9 Benefits

10 Gamification system 11 50000 AED 12 Students’ retention, effective
teaching, more engagements

13 Blockchain technology 14 100000 AED 15 Effective and secure file storage,
remove cumbersome manual
tasks

16 Learning analytics 17 750000 AED 18 Personalization of the systems.
Increased student retention,
effective resource allocation

6.3 Other Required Resources

In order to implement the LMSD system, other supportive resources were utilized; Table
6 shows these resources and their related costs.

The numbers showed a significant return on investment (ROI). The current project’s
actual cost is within the estimated cost limit, and the deployment of the system offers
an enhanced overall learning process and higher students retention rate. These results
justify all related costs and efforts.
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Table 6. LMSD supportive resources associated costs

19 Resources 20 Cost

21 System Training 22 100000 AED

23 New infrastructure 24 200000 AED

25 Programmers 26 20000 AED/month

6.4 Challenges of Implementation

As with any new digital innovation project, this project faces relatively minor challenges
compared to others as this system used a combination of pull and push strategy for
development. Using a customer-oriented approach and open innovation strategies has
increased the new technology resistance from final users. However, a few challenges are
listed as follows:

1- The low self-efficacy of some users is a normal issue in deploying new technology.
2- Employee’s resistant to accept new technology as they think it will replace their

roles.
3- Some system errors prevent participants from completing some tasks.
4- Low trust in technology from some teachers to store their sensitive material in the

system.

6.5 Post-implementation Phase

At this stage, all challenges and hurdles are treated in professional ways using the best
practice available. To avoid the obstacles in the implementation stages a regularmeetings
and training sessions were held. The main aim is to permeate how the new system will
provide value for all university members and not threaten employees’ traditional roles.
Additionally, low self-efficacy and trust were handled by professional trainers.

In order to assess the post-implementation Ex post evaluation was used. Ex post
assessment is a method of determining a system’s value after it has been applied using
both financial and non-financial criteria. Ex post assessment methods in information sys-
tems can be drawn from a crucial application of the “context, information, and method”
model built for assessing organizational change (Venable et al. 2016).

Post-implementation is a crucial phase in innovation that is taken to not rely on first
success and become complacent and futile. According to this phase, the system was
reinvigorated, and new features were added. For instance, the gamification elements
were not standard to all students, and the need to personalize them is in urgent demand.
As such, a new feature was added, which is called gamification behavioral analytics.
This feature is vital to increase the efficiency of the system.
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7 Conclusion

Modern technologies such as gamification, blockchain, and learning analytics have
demonstrated their viability in a variety of sectors, one of which is education. We inte-
grated these new technologies into LMS systems in this study to address fundamental
issues and obstacles that impede the learning process directly and indirectly. In terms of
gamification design, the application increased students’ interest and motivation signifi-
cantly. Additionally, blockchain technology has demonstrated its efficacy in protecting
the transmission and storage of digital information. Additionally, several new services,
such as payment and cloud-based blockchain storage, have been introduced depending
on potential customers’ pull approach. Finally, learning analytics plays a significant
role in evaluating students’ data logs in order to tailor and adjust the features of LMS
systems. Additionally, after multiple revisions, the gamification design was evaluated
and its features customized depending on student engagement using learning analytics
concepts. Overall, the final LMSD systemwas introduced, and as a fundamental concept
of controlling the innovation process, constant assessment is used to make any necessary
adjustments. Although some employees and students expressedmodest opposition to the
method, this resistance was overcome via the provision of essential training and encour-
agement. The system’s early adoption demonstrates a high return on investment and a
plethora of benefits that surpass the system’s development and deployment expenses.
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Abstract. Population growth and increased trash generation are expected to
worsen living conditions in LCDs. However, waste management organizations
have been hindered by a lack of stakeholder participation and coordination as well
as obsolete disposal methods. By automating the collection and transportation of
rubbish, current technology only aids to reducing human participation. People
could be more engaged in waste management activities if they were remuner-
ated for it. The enabling system should automatically record significant activities
and respond appropriately. The blockchain technology could be the solution as
it may help waste management by increasing public knowledge, transparency,
and stakeholder confidence. This study looks at how the blockchain technology
could improve waste management by increasing public awareness, transparency,
and trust among stakeholders. By ensuring immutability using a cryptographically
secure distributed ledger system, blockchain links people, processes, and technical
developments. Through a systematic literature review on blockchain technology
deployment in waste management, this research seeks to add to the content of
previous studies and to enlighten the path for future studies. Furthermore, the
study’s findings will help addressing research gaps on using new technology to
conserve the environment. Theywould also help authorities and politicians to raise
awareness and involve stakeholders in social issues.

Keywords: Blockchain ·Waste management · Incentive models · LDC’s

1 Introduction and Research Problem

Despite the growing worry over pollution’s effects on the globe, waste production and
use, continue to expand due to their many applications today. For example, the increased
usage of plastics nowadays is attributed to their durability, lightweight, strength, afford-
ability, and corrosion resistance (Babayemi et al. 2019). But, due to their inability
to degrade, the increasing use of plastics has a severe impact on worldwide waste
management practices, as well as endangering the entire ecosystem.

From early separation to ultimate disposal, wastemanagement requires multiple pro-
cesses. Authorities need to understand these phases to identify problem areas and imple-
ment solutions. Waste management organizations in LDCs cannot track these processes
due to the huge data volumes and diversity of procedures involved in disposal (Taylor
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et al. 2020a, b). Growing populations in LDCs will increase waste generation and data
management requirements, making this a challenge that will only worsen in the future.
Waste management is a complicated matter, where the involvement of all relevant stake-
holders can play a crucial role in supporting policymakers in defining an effective and
long-running waste management plan at the local level. Ongena et al. (2018) argued that
the current waste management systems in most developing countries are, characterized
by poor reward systems encompassing a lack of transparency, trust, and sustainability,
the corrupt collaboration between governments and companies involved in waste han-
dling, and ignorance among citizens about waste handling. Blockchain may alleviate
this problem by providing a single platform for waste management professionals to log
all activities. By doing so, governments may use the technology to stimulate stakeholder
engagement in garbage collection and environmental protection. A fundamental feature
of the blockchain is its ability to engage and inspire users via “reward-token” charac-
teristics such as social engagement and competition (Christodoulou et al. 2022; Cunha
et al. 2021). There are different waste disposal procedures, but companies must choose
the more appropriate method to use depending on the kind of waste. To lessen their
environmental effect, waste management organizations should, for example, dispose
of hazardous trash in landfills and recycle plastics. To identify an ideal waste eradica-
tion approach, these bodies need accurate information concerning waste management
issues, practices, facilities, legislation, and monitoring. In some instances, this informa-
tion might be inaccurate due to human error. There is a need for individuals to employ
evidence-based research in making decisions to reduce the costs of ineffective policies.
In this regard, a blockchain-based technology will ensure the waste management body’s
access accurate data by eliminating the possibility of human errors, thereby facilitating
appropriate decision-making (Soja et al. 2020).

The study will fill these gaps by delivering accurate and timely data to stakeholders.
Due to the huge data quantity associated with solid waste creation, stakeholders are now
having difficulty following the system’s phases (Taylor et al. 2020a, b). Besides, the com-
plex waste management supply chain magnifies the problem further because it hinders
the development of comprehensive garbage management initiatives. Therefore, there is
a need for platforms that facilitates the tracking of all activities associated with waste
disposal to facilitate the management of garbage issues. Because traditional technolo-
gies such as Artificial Intelligence (AI) and the Internet of things (IoT) do not provide
an adequate level of transparency and cooperation among many groups, municipalities
may improve the efficiency of their waste management operations by implementing
blockchain as a tamper-proof solution. According to Gopalakrishnan et al. (2020), the
blockchain not only has the potential to connect the appropriate parties in order to foster
cooperation and information exchange, but it will also provide stakeholderswith a decen-
tralized channel that promotes traceability and trust along the entire waste management
supply chain.

The study results will positively impact the political landscape because they will
offer policymakers with information to guide their approach toward waste management.
For instance, some policymakers could be unaware of the direct impacts of improper
waste management initiatives on the local economy. Hence, they might be reluctant to
prioritize proper garbage disposal incentives when developing regulations. The study
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will inform this audience because the researcher will gather information regarding the
impacts of waste management practices on job creation, changes in property taxes, and
the relationship between change in property value and unemployment. The blockchain
management technology can provide policymakers with the capacity to manage waste
disposal efficiently and transparently to achieve sustainability.

Basedon the aforementioned studygaps, this article aims “To investigate the adoption
of the blockchain technology in thewastemanagement sector.”The paper is organized as
follows: Sect. 2 highlights related studies on the use of blockchain in waste management.
Section 3 presents the methodology of the systematic approach. Section 4 displays the
key findings while Sect. 5 presents the conclusion, discussion and further work.

2 Literature Review

The researcher applies a systematic literature review as it aims to proliferate the accep-
tance of the trend toward innovative systems and identify the main research trends and
gaps (Casino et al. 2019, p. 77). Furthermore, the research is based on the understand-
ing of different variables, such as people and technology. Also, the issues related to a
blockchain solution and the prerequisite for integration in the solid waste sector will be
elucidated and the drawback of the existing solutions will be identified and suggestions
will be advised.

2.1 Waste Management and Its Impacts on Nature and human’s Health

Waste management refers to the many waste management and disposal systems. They
may be controlled, reused, recycled, processed, destroyed or discarded. The primary
goal of waste management is to minimise the quantity of material that cannot be used
and to prevent environmental and health risks (Kassou et al. 2021).

The “collecting, monitoring, regulation and disposal” operations encompass several
activities. Waste collection services are often offered free of charge by the municipal
authorities (Gopalakrishnan and Ramaguru 2019). The trash gathered is disposed of by
several ways, e.g. via settlement and incineration. In particular, solid waste is burned in
order to decrease its volume by 80 to 95 percent and transform it into gas, steam, ash
and heat. Air pollution is, however, a problem when trash is disposed of via incineration
(Ongena et al. 2018).

Othermethods, such as reuse, reprocessing and recycling, are thus promoted.Organic
waste, in particular those that are biodegradable, may be degraded so that they may be
utilised in agriculture as mulch or compost and the biodegradable methane gas collected
and used as a source of power and heat. Liquid waste such as wastewater is subjected
to treatment that may be disposed of via trash disposal, composting and incineration
(Gopalakrishnan and Ramaguru 2019).

Governments worldwide recognize the negative impacts of the accumulation of plas-
tic wastes on the planet, but their efforts to mitigate these challenges have been futile.
Among the challenges that management organizations face in their efforts to control
plastic wastes are the exercise’s unprofitability and technological challenges associated
with eliminating the pollutants (Idumah and Nwuzor 2019). Plastic waste management
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has gradually become a sensitive issue because the materials are not just hazardous to
society. They also have an essential role in people’s lives. Hence, the demand for plas-
tics encourages the quest for the products, which appears to overwhelm existing waste
management efforts, resulting in the accumulation of pollutants on the planet.

2.2 Obstacles of Current Waste Management Practices

Numerous cities in LDC’s are unable to implement sound waste management owing
to a variety of factors, including institutional, financial, technological, regulatory, and
knowledge gaps, as well as lack of public engagement (Ngoc and Schnitzer 2009). Below
are some other significant difficulties in implementing a solidwastemanagement system:

2.2.1 Lack of Enforcement and Awareness

One of the major causes for the poor management of trash begins with a lack of knowl-
edge. People that generate trash are unaware of why and how to separate waste and
waste collectors and handlers do not know how to process the useful waste and how
to dispose the useless waste. In general, there is a lack of understanding of the health
and environmental consequences of poor waste management. According to Indian waste
management regulations of 2016, waste separation from sources was required to channel
waste into wealth via recovery, reuse and recycling (Gopalakrishnan et al. 2021a, b).

2.2.2 Lack of Waste Segregation at Various Holding Sources

Themajor sources of garbage are homes and industrywhere trash is segregated at source.
Most municipal trash now is not adequately separated into biodegradable and non-
biodegradable waste. In a few instances the government does not provide the common
people with enough infrastructure for the disposal of separated trash. The government
has set regulations as trash generators must pay ‘User Fee’ to collecting rubbish and
‘Spot Fine’ to litter and not be separated (Gopalakrishnan and Ramaguru 2019).

2.2.3 Lack of Scientific Landfills

The accessible sites today are not properly built since it contaminates groundwater
and pollutes the air via the release of methane gas. Bad smell, fire explosion, animal
scavenging, among others, are problems faced in waste dumps. The quantity of dump
sites available is not equal to the country’s need. More than 70% of the municipal trash
collected is deposited directly into the sites (Ahmad et al. 2021a, b, c).

2.2.4 Lack of Technological Development in Determining Flow of Waste

Garbage producers and waste handlers do not understand how and where the waste is
treated when it is released. There is no adequate waste management tracking system.
While Radio-frequency identification (RFID) technology is utilised to control trash, its
application is restricted.Data aremanually input in the presentwastemanagement system
leading to data mistakes that create discrepancies and incorrect entry and manipulation
of data for financial advantage. Official letters are also handed on as tangible documents
that may be lost during transit (Sahoo and Halder 2020).
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2.3 Current Technologies Used in SWM (Solid Waste Management)

Technology is gradually gaining popularity in waste management because it offers a
comprehensive solution to material processing, distribution, and recollection. Chidepatil
et al. (2020) describe the ongoing developments in the use of technology to manage
wastes. The authors focus on how agencies use blockchain and Artificial Intelligence
systems to solve problems arising from increased plastic use today. The convergence of
blockchain with AI and other technologies like IoT has received a lot of attention during
the last years (Pressmair et al. 2021; Themistocleous et al. 2019; Themistocleous et al.
2018). Municipalities frequently seek to enhance waste management process efficiency
via innovative methods. In certain countries, routing, dynamic scheduling, a smartphone
navigation system,GPS, recyclable devices, smart buckets, andwaste vehicles have been
integrated in the Cloud. Wastes originate from many sources, for example nondurable
products, durable goods, food scraps andpacking,where they have to be properly handled
(Lamichhane 2017). Theymust be processed and assigned to various processing facilities
that are not a simple job since different handling procedures, deletion alternatives and
treatment optionsmaybe involved.With newsoftware technology and internet dispersion
throughout the years, small, dependable and cost effective hardware solutions have been
created, thus generating efficient integrated systems for SWM (Ongena et al. 2018).
Such integrated technologies are extensively used in the SWM optimisation process.
Web-GIS systems with RFID tags are for instance used for the collection, storage,
integration, analysis and collection of the location or user-related data. Different trash
(chemical, hospital, industrial, and residential) are handled at greater collection and
transport prices (Kassou et al. 2021). Optimisation methods were extensively utilised in
literature to decrease the cost of collecting. The shortest route technique, for example,
has been used to decrease collecting and transport costs or even more complicated issues
that include elements such as routing, dispatch, maintenance and management. Models
of optimisation were also linked with other technologies to increase efficiency in waste
management (Lamichhane 2017). For example, several researchers have coupled genetic
algorithms with life cycle evaluation. They created a computer-based interface for an
integrated model for optimising waste management, which makes it easy to use.

2.4 Background of the Blockchain Technology

Blockchain technology traces its origin to 2008 when Satoshi Nakamoto, an author,
published an article “Bitcoin: A Peer-to-Peer Electronic Cash System” to address chal-
lenges arising from the digital currency system (Oyelere et al. 2019). In the publication,
Nakamoto provided readers with recommendations concerning how to develop a trans-
parent and secure digital currency system that does not require the management of a
central body or bank. The author coined the phrase “block chain” to describe his idea of
the transparent and secure digital currency. In the preceding years, other fields adopted
the phrase, including the Bitcoin industry, which acted as a blockchain due to its ability
to offer users security and transparency (Christodoulou et al. 2020, Papadaki et al. 2021).
Since then, other industries have adopted the term, such as education and healthcare, to
facilitate transparency and security in their information sharing processes.
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2.4.1 Key Blockchain Characteristics

Traceability – blockchain technology allows users to trace transactions within its net-
work. Users can retrieve important information concerning a transaction when they
inspect the block containing a particular unit of data (Oyelere et al. 2019). Furthermore,
each block in the technology has a close connection to adjacent blocks, vital for tracking
information.
Transparency – the technology fosters transparency because it allows members within
the system to monitor and control transactions. Notably, blockchain allows members
to broadcast transactions when they feed them into the system (Oyelere et al. 2019).
Additionally, it permits them to identify and reject transactions that they distrust. In this
regard, the technology promotes openness and security because it allows stakeholders
to participate in determining the type of data within a network. External parties cannot
alter information within a network without the permission of other members, thereby
guaranteeing security.
Immutability – This is a significant characteristic of the blockchain that guarantees
transactions within a blockchain unit. The technology ensures that users cannot delete
or modify validated transactions in the system (Themistocleous 2018).
Trust – The decentralized feature of blockchain technology does not just prevent failure
in the entire system but also builds trust among stakeholders. Unlike in a centralized
system where a few parties control data, blockchain ensures that all parties actively
participate in permitting or rejecting transactions (Oyelere et al. 2019). Hence, all nodes
in the network in a decentralized ledger act as trust bearers.
Security – the technology allows users to employ a hash function, which transforms
a variable sequence into a fixed-length sequence (Kapassa et al. 2020). In doing so,
the blockchain prevents any relationship between output and input. It is impossible for
individuals to not only use the binary output to trace the variable-length input but also
reverse the process.

2.5 Blockchain and Waste Management

The blockchain technology has many important features among current technologies
that may assist to improve the waste management system (Sahoo and Halder 2020).
Blockchain is a time-scale sequence of unchanging data recordings kept using crypto-
graphic principles in a distributed ledger. Initially employed by financial organisations to
record transactions, blockchain permanently saves information in blocks in which every-
onewho is a part of the network has a copy of the leader. The idea of the distributed ledger
is currently utilised for any kind of data and in many commercial applications other than
financial transactions with progress in a blockchain (Akram et al. 2021). The blockchain
technology offers possibilities for various industries such as finance, food, healthcare,
logistics and other supply chains. Blockchain streamlines the supply chain and provides
a more efficient, transparent system that enables the stakeholders of the system to moni-
tor waste with more responsibility (Akram et al. 2021). blockchain technologies provide
a unique collaborative method that enables governments, regulators and companies to
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cooperate on more structured waste management without less incoherence. Waste mon-
itoring prevents recyclable material from turning up in the sites (Ahmad et al. 2021a, b,
c). The platform is usually categorised as public or private, depending on the intricacy
of projects and security requirements. Researchers reviewed the criteria for selecting
between two platforms and performed performance analyses with varied workloads to
determine the usability in various supply chain applications for each platform (Akram
et al. 2021). In reverse logistics and solid waste management literature, blockchain was
already presented. The technology, for example, is used to record each recyclable ele-
ment on a current blockchain platform. This common directory provides access to all
stored waste disposal, recyclable and other relevant transactions available to all network
members (Dua et al. 2020). This method helps to monitor devices and recyclables and
reduces the danger of data mixing or processing as part of waste management projects,
blockchain technology plays an important role and can help developing nations reduce
an environmental load of plastics on their environment and communities. The current
blockchain applications in SWM are typically focused on (1) payment or reward facil-
itation such as the Plastic Bank case, or (2) waste monitoring and tracking such as the
initiatives by the SNCF and the Dutch Ministry of Infrastructure (Taylor et al. 2020a, b).

In the first case, PlasticBank offers amonetary incentive to citizens engaged in plastic
waste collection. This initiative facilitates the recycling of plastics and selling them in the
form of social plastics. Blockchain technology distributes, authenticates, and stores these
rewards to achieve a greater social impact inwastemanagementworldwide (PlasticBank,
Fight Ocean Plastic and Poverty 2020). The transparency and the immutability aspect
of the blockchain prohibit fraudulent and corrupt activities from taking place on the
platform.

In the second scenario, the blockchain records trash collection and waste transport
data. Using blockchain technology, Arep, an SNCF subsidiary, tracked the amount, type,
and frequency of waste collected in train station waste bins. SNCF captured the trash
data and transfers in blockchain transactions using the digital IDs of bins on railway
stations (Taylor et al. 2020a, b).

Numerous benefits will accrue from using blockchain in trash management in low-
income countries (Sandhiya and Ramakrishna 2020). As a first step, it will increase
communication between all parties involved, including producers and customers. Addi-
tionally, because blockchain is a digital solution, it will help stakeholders feel more
secure when exchanging information about waste. Moreover, it will encourage the shar-
ing of waste management stakeholders’ knowledge on the subject of waste. As a fourth
benefit, it will operate as a motivator for people to practise proper garbage disposal.
Furthermore, the technology enables members to communicate information without
intermediaries, thereby creating a trustworthy atmosphere for pollution control. Also,
the decentralised nature of blockchain technology, which allows users to participate
in processing waste management data while prohibiting the unauthorised alteration of
confirmed information, contributes to the security of blockchain technology. It will also
help governments create confidence with residents because it will give everyone access
to information about the circulation of waste.
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3 Methodology - Systematic Review

A systematic Literature Review (SLR) is regarded as a viable and comprehensive
methodology for a research thesis according to (Puljak and Sapunar 2017). A system-
atic literature review, as described by (Okoli and Schabram 2010), seeks to ‘identify,
appraise, and synthesize all scientific data that satisfies pre-specified eligibility require-
ments to address a given research query’. Parallel to the above mentioned, the researcher
applies a SLR as a research methodology for researching the literature related to the use
of a blockchain solution in waste management. Consequently, this study aims to map
the state of art in published papers about the use Blockchain technology in SWM with
variables such as: novelty, drivers, models and procedures. Besides, the research is based
on the understanding of different variables, such as people and technology. Moreover,
the issues related to a blockchain solution and the prerequisite for integration in the
waste sector will be elucidated and the drawback of the existing model will be identified
and suggestions will be advised.

In order to fulfil the goals of this dissertation the researcher commits to follow the
steps shown in Fig. 1 (Group 2007). As the figures displays, The SLR (Systematic
Literature Review) method, will consist of three (3) phases. The researcher recognizes
the necessity for an SLR at the first phase (planning phase), therefore a review procedure
is designed and tested. The researcher performs a search and gathering of primary studies
in the second phase (conducting phase), and data is collected and assessed. The third
stage (report phase), which is the last step, focuses on combining the material gathered
in previous phases with the primary aim of communicating the findings. The technique
for conducting the SLR for this study has been specified (Kitchenham et al. 2010).

Fig. 1. The systematic literature review
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3.1 Planning Phase

• Identifying the Research Question and goals for the review
As stated Global waste and resource problems require and encourage improved and
more sustainable waste management. Resources and waste streams that were previ-
ously disposed of are now being reused, repurposed, or reclaimed. While numerous
laws and regulations have been enacted to help enable the required broad transitions to
sustainable waste management, a number of persistent problems remain. The tracking
andmonitoring ofwastes is essential tomany of these initiatives. Keeping track of data
is essential for adhering to current regulations and policies, and it also has the potential
to influence new regulations and policies aimed at reducing the amount of trash that is
disposed of in landfills or burned. However, tracking wastes and keeping tabs on their
owners is a difficult task. A blockchain technology may help overcoming these chal-
lenges. This stage is meant to identify the research questions that the researcher aims
to answer. In Parallel to the research aim, the following research question is identified:
“How Can the blockchain technology be implemented in waste management?”.

• Identifying Keywords and Search Queries
The query that guided the search process was how the blockchain can serve as a
solution for waste management. Hence, the keywords to informed the search process
included “blockchain,” and “waste management.” The Boolean operator (OR) was
used to widen the search browsing by utilising such key terms, while the Boolean
operator (AND) was used to refine and restrict the search (Table 1).

Table 1. Keywords and queries

3.2 The Conducting Phase

The conducting phase includes the search strategy, conduction process and results of
identified keywords and queries with respect to research question. Moreover, this phase
also determines the inclusion and exclusion criteria, database search log, application of
Boolean operators, literature selection, PRISMAframework, andother quality processes.
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After the initial screening (removing articles published before 2018), there were total
449 papers remaining for investigation.

• Literature Selection
A detailed search of the databases originally revealed a total of 190 publications,
instructed by the “Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA)” to recognise, filter, and choose the most relevant literature. The
articles were imported into “Endnote”, where they were merged, checked, reassessed,
rectified, and duplicates were eliminated at the same time. The inclusion and exclu-
sion criteria were used to further filter and pick the most relevant articles, as well as
to exclude those that were not (Fig. 2).

Fig. 2. The PRISMA framework
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• Inclusion and Exclusion Criteria
The scope of the systematic review be defined by providing parameters that determine
what information should be located in the literature search and which research to
include or omit from the findings.

Inclusion Criteria - Peer- Reviewed studies only, English language only, Date of pub-
lication: 2018 onwards, Study scope: “the use of blockchain in Waste Management”,
Grey literature, White papers and material from non academic sources.
ExclusionCriteria -Full- Text not available, Non English, Date of publication: before
2018, Diverged from the study scope.

• Study Screening, Selection and Data Extraction
A manual search of the lists of references from the chosen papers was performed to
check a comprehensive selection, and appropriate more articles were rechecked and
added. There were many abstracts and titles found among various publications to see
whether the material was relevant to this research or not. In all, 190 studies were
chosen, and their full-texts were scrutinised, downloaded, and re-evaluated further in
light of the inclusion and exclusion criteria. This procedure reduced the findings even
further, and 26 studies that fulfilled the inclusion criteria were sent to the “Critical
Appraisal Skills Programme (CASP)” for quality evaluation. Most of the papers were
not accepted because they did not meet the requirements for inclusion. In last, 11
studies were selected for this review after final rechecking.

3.3 Reporting Phase

Using appropriate qualitative and quantitative methods, the researcher tried to extract
information from research works examined during this stage of the literature review.
To investigate each element of how blockchain technology might enhance waste man-
agement practices, qualitative techniques were used. Models/frameworks are protocols
that include a theory that supports methods and/or proposals. The number of study
works relating to each element of performance of a blockchain technology in the waste
management industry was determined using quantitative techniques. Table 2 lists the
publications that were chosen for this study based on Brereton et al. (Brereton’s et al.
2007) approach. The first column lists the authors who performed the research paper, the
second column lists the title of the research piece, and the third column briefly describes
the study work’s emphasis.
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Table 2. Selected papers for the SRL

4 Key Findinds

4.1 Finding-1: Environmental Obstacles

There are a number of environmental and social obstacles to the fast global develop-
ment of cities. The higher urbanisation rates, economic development, global population
expansion and the improvement in living standards in emerging countries are signifi-
cant reasons for the quantity, rates and range of garbage produced (Akram et al. 2021).
The study emphasises important possibilities for building trust amongst participating
companies engaged in trash management in intelligent cities provided by blockchain
technology. In the next paragraphs, more explanation is given (Akram et al. 2021).



206 I. Dondjio and M. Themistocleous

4.2 Finding-2: Benefit of Traceability on the System

The traceability function ensures that trash produced by intelligent cities is managed in
accordance with the waste management standards to safeguard the environment from
contamination. It also allows users to monitor the end of life of the intelligent city
trash effectively (Ongena et al. 2018). For example, blockchain may be used to identify
the kind of health waste handled in a recycling plant and utilised in the production of
medical equipment and gadgets. The blockchain technology tracking or game-simulation
function allows users to record the current position of vehicles transporting intelligent
cities trash along with other information like the quickest way and weight of rubbish
(Gupta and Bedi 2018).

4.3 Finding-3: Technical and Physical Barriers

In a well-functioning waste management system, manufacturers, consumers, and recy-
clers’ access facilities and equipment needed to manage pollutants (Sahoo and Halder
2020). Unfortunately, there is a lack of a well-functioning waste management system
characterised by irregular waste collection, lack of collection points, inadequate collec-
tion vehicles, insufficient waste bins, and non-functional separation facilities. Further-
more, there is a lack of sufficient waste bins, which prompts most people to use plastic
bags or adopt inappropriate disposal strategies.

Social-Cultural Barriers - Lack of participation and awareness among residents is
another barrier to effective waste management in developing countries. Existing litera-
ture shows that motivating individuals to waste management can increase their aware-
ness and improve their reception (Ongena et al. 2018). Unfortunately, most residents in
developing countries ignore the severity of inappropriate waste disposal practices. For
example, they often ignore signs that show littering and non-littering spots and fail to
participate in waste separation (França et al. 2020). Moreover, residents seldom attend
community meetings aimed at educating them concerning proper waste management
approaches.
Financial Barriers - For a government to effectively manage waste and achieve its envi-
ronmental conservation objectives, it must invest heavily in practices aimed at collecting
data concerning materials in circulation and recycling or incinerating pollutants (Sahoo
and Halder 2020). Nevertheless, waste management organisations suffer from insuffi-
cient funding arising frommismanagement of money, inadequate budget allocation, and
ineffective revenue collection structures.
Legal/Political Barriers - Even though governments in developing countries demon-
strate thewillingness to reducewaste disposal and address environmental pollution,most
of them have weak legislation and experience conflicting interests that hinder effective
waste management. Some regions lack rules regarding the production, disposal, or recy-
cling of waste materials, allowing inappropriate dumping of pollutants (Gopalakrishnan
and Ramaguru 2019). Those that have established regulations regarding waste manage-
ment lack proper mechanisms to implement the policies. Hence, there is no punishment
for individuals who dump waste materials or dispose of them illegally.
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4.4 Finding-4: Limitation of the Use of Blockchain in Waste Management

Blockchain technology may be suitable for certain use cases, while traditional tech-
nologies will be more fit for others. A significant challenge for practitioners in deciding
whether or not to utilize blockchain is the lack of product data or accurate technolog-
ical assessment accessible to evaluate the suitability of blockchains. (Lo et al. 2017).
This finding is corroborated by a substantial number of papers collected from electronic
databases during the SLR’s conduct phase. In contrast to rewards facilitation presented
(Sect. 2.6.7), which only requires the waste to be checked once (for example, the Plastic
Bank checks the plastic waste received once at the collection location before making
a payment), recording the waste chain necessitates the identification of individual or
groups of waste items multiple times at defined life-cycle stages. Physical items may be
kept on the blockchain through their digital identities, but creating trustworthy digital
IDs is difficult, especially when required throughout a resource’s life-cycle. QR codes
and RFID tags, for example, are only reliable if they can be read, which is not assured
if trash is broken up. (Taylor et al. 2020b). Other major limitations of the use of the
blockchain technology in waste management include:

• Slow Adoption - Blockchain technology has played a critical role in enhancing the
trust, security, fairness, operational transparency, and auditability of waste manage-
mentmechanisms presently in place in smart cities. Itmay assist authorities in properly
disinfecting hazardouswaste prior to disposal at a recycling facility, henceminimizing
the danger of disease transmission (Gupta and Bedi 2018).

• Smart Contracts Security - In blockchain-based waste management systems
designed for Smart cities, smart contracts are utilized to automate processes and
duties. Some examples of these smart contracts include IoT-based trash bin monitor-
ing, real-time tracking of waste shipments, waste fraud detection, and the eradication
of illegal waste dumps. The immutability of smart contracts on the blockchain offers
both benefits and drawbacks. Even while smart contracts are impermeable to hackers,
once they are launched, developers will be unable to alter them to meet changing
business requirements (Ahmad et al. 2021a, b, c).

• Storage issues -Trash collection, sorting, transportation, and disposal generate a large
amount of data. Images, videos, or documents that show adherence to environmen-
tal and human safety regulations at the local or national level may be included in
these records. The information gathered includes information on the kind of rubbish
dumped, where it was sent, and where recycling and landfilling facilities are located.
(Schmelz et al. 2019). In fact, a large number of sensors throughout smart cities gather
this data to monitor rubbish generation and disposal. Blockchain storage capacity is
limited since each node in the network keeps a copy of the data. Blockchain technology
is excellent for storing and processing data for small businesses. However, large-scale
commercial applications have a major influence on blockchain performance.

• Scalability - Stakeholders in smart city waste management want high quality ser-
vice when implementing blockchain-based technologies. Transaction throughput,
transaction execution time, and transaction cost all have an impact on a blockchain
platform’s service quality. Because blockchain technology is decentralized and
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self-governing, increasing these requirements while maintaining high transaction
transparency, security, and privacy is difficult (Ahmad et al. 2021a, b, c).

5 Conclusion and Discussion

The project seeks to investigate the application of Blockchain in Waste Management.
Eleven selected papers were examined to address the research question, and the use of
blockchain technology in waste management was identified. According to the overall
findings of this SLR, every stakeholder must be engaged in the process of providing
critical information regarding waste management methods. Waste stakeholders include
importers, electronic assemblers, recyclers, dismantlers, scavengers, consumers, poli-
cymakers, authorities, non-governmental organizations, and ultimate disposal facilities.
The researcher examined the perspectives of various stakeholders on waste management
challenges in respective zones/territories. While the authors think solid waste recycling
may help decrease pollution, themethod faces a number of challenges inmost LDC’s. As
a result, barriers that may impede the adoption of technology-based waste management
systems were identified.

One of the barriers to effective waste management technology adoption in devel-
oping and less developed countries is the regulatory environment. According to the
majority of stakeholders, implementing appropriate regulatory controls may help gov-
ern how technology is used to address the pollution issue. Regulations regarding solid
waste management have played an important role in developed countries such as the
United Kingdom. As a result, developing and less developed nations must establish
strong legislative frameworks in order to construct long-term waste management sys-
tems. However, many less developed countries are unable to avoid plastic dumping
owing to ineffective industrial management. The use of blockchain technology in waste
management techniques such as plastic garbage may be hampered by public awareness.

Despite the fact that the research addressed the primary issue, there are certain
constraints to consider. To begin, the papers examined were restricted to those found in
JSTOR, EBSCOhost, IEEE Xplore Digital Library, ScienceDirect, and SpringerLink.
Second, despite the fact that this study utilized a wide list of keywords in major research
databases, there is a risk losing some essential work due to the dispersion in function of
the keywords used in this area. Furthermore, the scalability and continuously evolving
aspect of the blockchain technology remain significant issues, and there is a lack of
work (for example, Framework) that combines the improvements offered by all research
efforts. Besides, the use of blockchain in the waste management industry, including
testing, is still in its early stages.

All of these findings point to a research gap and open research questions that need
further investigation. Consequently, a conceptual model is needed that combines all
relevant research findings, synthesizes and orchestrates them in an efficient way, that
will assist all stakeholders engaged in waste management on their path towards broad
use of a blockchain technology.
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Abstract. Cloud computing has become an increasingly attractive option for oil
and gas organizations looking to reduce costs while increasing operational excel-
lence. The cloud is not only a tool for faster computing power and higher perfor-
mance, but also as an instrument to faster application deployment, lower service
costs and a step towards digital transformation. This study aimed to determine the
level of cloud computing adoption within selected organizations within the oil and
gas industry in South Africa. The study also attempted to understand the factors
that influence this adoption and how SA oil and gas companies are utilizing cloud
technologies, as well as the factors that influence the presumed lack of adoption.
This research was guided by the Technology, Organization, and Environment
(TOE) framework and used a qualitatively approach, based on semi-structured
interviews from seven participants, from four oil and gas companies in SA. The
findings of this research show a high level of awareness but low level of adoption
of cloud computing. The factors that were found to have a positive and significant
influence on the intention to adopt cloud computing included security, relative
advantage, compatibility, top management support, vendor support and competi-
tion. The factors that were found to be a risk or challenge towards the adoption
of cloud computing included complexity, government regulations, organizational
readiness, bandwidth, trust and vendor lock-in.

Keywords: Cloud computing · Oil & Gas industry · South Africa · TOE
framework · Cloud computing benefits · Cloud computer risks

1 Introduction

Despite the hi-tech nature of the oil and gas industry, it is still at an early stage in its
adoption of cloud computing when compared to other industries. The main reason for
this is largely related to a deeply ingrained aversion to risk. However, demand for cloud
computing is growing given that it is a processing driven, data-rich industry [1].

Despite its many benefits, there are still several concerns that have slowed the adop-
tion of cloud computing in the upstream oil & gas industry [2]. There are concerns
regarding data security (reluctance to have data stored outside the firewall), disaster
recovery, reliance on an extremely large dataset, high availability and poor bandwidth,
especially in developing countries, as well as the huge investment that have already been
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made in on-premise solutions. However, the more significant hurdles are not technical
but rather regulatory and geopolitical [2].

The purpose of this study was to determine the level of cloud computing adoption
within the oil and gas industry in South Africa. The study also attempted to understand
the factors that influence this adoption and how SA oil and gas companies are utilizing
cloud technologies, as well as the factors that influence the presumed lack of adoption.

2 Literature Review

Cloud computing offers an attractive proposition to the oil and gas industry. Benefits
include reduced IT costs, adaptability, improving job training, scalability and fast busi-
ness reactions based on real-time data [3]. Collaboration is also becoming critical tool
in oil and gas companies as sensitive information needs to be shared with remote teams,
stakeholders and joint venture partners to maximise productivity and transfer knowledge
[4].

Howevere, there are several concerns as the oil and gas industry moves towards the
cloud, “There is reluctance in the industry to have data stored outside of the firewall.
There is a concern not only with intrusions that could compromise IT, but also with
protection of trade secrets, especially when it comes to sensitive areas such as well logs.
There is also an issue of scale for some applications. For example, much of exploration
and production depends on 3D rendering and graphics accelerators, which have yet to
make it off the workstation because of the size of the files and speed required for viewing.
Another consideration is the sunk investment in legacy IT applications and infrastructure
that the industry has already made.” [5:32]. However, the security concerns can be
addressed with a hybrid model with end-to-end data encryption [6].

By embracing cloud computing in a cautious and slow way, the oil and gas industry
is preventing itself from gaining the benefits that cloud computing technologies and
services can offer [Perrons]. “Other sectors like healthcare and retail faced many of the
same technical and regulatory issues that the energy industry is wrestling with on its
journey to the cloud—like, for example, data security, technical bottlenecks resulting
from massive volumes of data, and legal problems arising from moving data across
international borders—but still found ways to overcome these challenges and realize the
full potential that this technology can deliver” [3:225].

Wariness of the cloud is now diminishing, as there is more evidence that the oil
and gas industry is moving towards the cloud [7]. A 2011 survey showed that 32%
are currently using private or public cloud services and another 36% have plans to use
cloud services in the future [8]. Other studies concur. “It is inevitable that many major
industries – energy included –will migrate to cloud computing” [9:3]. “Cloud computing
technologies are particularly well suited for oil and gas companies” [10:2]. “At present,
most of the world’s top ten oil companies have applied cloud computing on oil and gas
exploration and management operations” [11:101].
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However, as the pressure mounts for oil and gas companies to find new ways to
streamline their businesses, many oil and gas organizations are now turning to public
cloud services in order to boost collaboration between multinational offices and maxi-
mize productivity [12]. Reportedly, in 2016 more than 80% of oil and gas business were
using some form of public cloud services to improve cost-savings and agility and to gain
a competitive edge, although mainly in non-critical areas [13].

3 The Technology-Organization-Environment (TOE) Framework

There are several models and frameworks that have been proposed by researchers to
study the adoption of new technologies in organisations, including the resource-based
view and the diffusion of innovation (DOI) theory [14]. The technology, organisation and
environment (TOE) framework [15] was deemed to be most appropriate for this study,
as it analyze the acceptance of new IT technologies at an organizational level. The TOE
model identifies three types of context (the technological context, the organisational
context and the environmental context) that may influence an organisation to adopt and
implement new technological innovations [15]. These three contexts present both lim-
itations and opportunities for adoption of technological innovation. In particular, the
TOE framework “provides a holistic picture for user adoption of technology, its imple-
mentation, foreseeing challenges, its impact on value chain activities, the post-adoption
diffusion among firms, factors influencing business innovation-adoption decisions and
to develop better organisational capabilities using the technology” [16:6].

4 Research Methodology

This research aims to determine the level of cloud computing adoption within selected
organizations within the oil and gas industry in South Africa. The study will also attempt
to understand the factors that influence this adoption and how SA oil and gas companies
are utilizing cloud technologies, as well as the factors that slow or prevent adoption.

The primary question for this research is to determine the level of adoption of cloud
computing technology within selected organizations within the oil and gas industry in
South Africa. The secondary questions for this research are: (a) How South African oil
and gas companies are adopting cloud computing and what are the factors influencing
this adoption? (b) What are the challenges or factors that influence the lack of adoption?

This research has a positivist philosophy as it aims to investigate the level of adoption
of cloud computing technology within the oil and gas industry. This research is guided
by the existing theories defined by the Technology, Organization, and Environment
(TOE) framework and therefore will use a deductive approach. This research uses a
qualitative research method to provide answers to the research questions. Qualitative
research can be defined as “any kind of research that produces findings not arrived
at by means of statistical procedures or other means of quantification” [17:17]. Semi-
structured interviews were used in this study. The interview questions were designed
using related research in the field and literature review and were based on the TOE
framework. A pilot test was conducted, with the help of colleagues within the oil and
gas industry, in order to ensure that the questionnaire was clear, accurate and complete.
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Ethics approval for this research was obtained fromUCTEthics Committee. Participants
were informed what the research entails and that their participation is entirely voluntary.

Six oil and gas companies were chosen for this study. Out of the six companies, two
chose not to participate in the research study. However, the information gathered from
the remaining four companies were enough for the research. Two are local South African
companies and the other two are international oil companies. Seven participants from
four oil and gas companies were interviewed for this study. The participants selected
for this study are all oil and gas professionals, with good knowledge and experience
with working within the cloud (Table 1). Saturation was achieved and no new themes
emerged in the last few interviews. The data was analyzed using thematic analysis using
[18]’s six steps.

Table 1. List of participants selected for the research study

Participant Code Organisation Role in
organisation

Experience in
current role

Cloud computing
experience

P1 O&G - A IT Consultant 5 Yes; < 2 years

P2 O&G - B Geoscience
Systems Lead

10 Yes; < 2 years

P3 O&G - C Database Systems
Manager

12 Yes; < 2 years

P4 O&G - D Infrastructure
Specialist

12 Yes; < 2 years

P5 O&G - D Systems Engineer 8 Yes; < 2 years

P6 O&G - D Exploration Data
Manager

5 Yes; < 2 years

P7 O&G - D IT architect 14 Yes; > 10 years

5 Findings and Discussions

This section contains five subheadings that focus on discussion of findings and analyses
of interviews that were conducted in order to identify the level of adoption of cloud
computing within the selected oil and gas companies in South Africa. The first section
focuses on the current level of adoption (Table 5) and the second, third and fourth section
focuses on findings based on the on the technological, organizational and environmental
framework, while the fifth section focuses on the risks and challenges identified in this
study.

5.1 Current Level of Adoption

All participants reported that their organization have adopted some cloud computing
services but that SaaS is the only cloud servicemodel being used.NoPaaS or IaaS service
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models were used. The SaaS applications adopted by all four oil and gas companies are
Microsoft Office 365 and Skype for Business. The main reason for adopting SaaS is
because it allows for collaboration and communication in a secure environment. This is
consistent with the literature, as the first step for many organizations toward the adoption
and usage of cloud computing is SaaS [8]. However, P1 and P6 added that they feel that
there are currently not a lot of cloud services available that would fit the oil and gas
industry and the applications that they would be interested in, are not mature for cloud
computing yet.

In terms of deploying cloud solutions, the results show that only one of the four
oil and gas companies are using a cloud deployment model. Oil and gas company 3
(O&G-3) recently implemented a private cloud Electronic Content Management (ECM)
solution. Participant P3 indicated that a big part of their business is selling geological
data and since their old ECM solution was outdated and no longer supported, they
urgently required a content management solution. P3 – “We explored various options
and decided that going with a private cloud solution was our best and cost effective
option. The advantage of using a cloud solution was that our clients no longer have to
come to us to access our data. Now, they are able to access our data from anywhere in
the world by using a secure web portal.”

Participants from the remaining oil and gas companies were then asked: “What kind
of cloud deployment model do you intend to use?” The participants from the remaining
three oil and gas companies (O&G-1, O&G-2 and O&G-4) all replied that they will only
consider an internal on-premise (OP) private cloud model, with participant P2 (O&G-2)
adding, that theymight consider the possibility of evolving into a hybridmodel. All seven
participants agreed that they would not use a public cloud model. This is consistent with
what we find in the literature [5] and until concerns such as security, loss of control of
their data, privacy and regulatory compliance associated with migrating to public cloud
model are undertaken, oil and gas companies will always tend to look towards a private
cloud model [19] (Table 2).

Participants where then asked: “What to your knowledge are the future plans for use
and implementation of cloud computing in the organization?” Participant P1 (O&G-1)
indicated that they will not be implementing any cloud solutions anytime soon because
he feels that some of the cloud services they would be interested in, are not mature
enough to be used within the oil and gas industry. Participant P2 (O&G-2) indicated that
they want to explore virtualization and look into cloud storage but feel there aren’t any
cloud vendors that, “tick all the boxes for them.” So, theywill continue to investigate their
cloud options and make a decision in the near future. Participants P3 (O&G-3) indicated
that they recently implemented a private cloud ECM solution. They are now considering
cloud storage and desktop virtualizations as their next step into their cloud journey but are
still investigating and havemade no decisions yet. Participant P6 (O&G-4) indicated that
they have recently implemented a VxRail hyper-converged Infrastructure Appliance and
are currently in the testing phase. Participant P6 added that their end goal is tomove away
from an on-premise environment to an internal on-premise private cloud environment.

Overall, all oil and gas companies were investigated showed a positive attitude
towards cloud-computing adoption. P6 – “We didn’t implement cloud because of cloud.
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Table 2. Current level of cloud computing adoption within the four O&G companies.

Adoption
question

O&G - 1 O&G - 2 O&G - 3 O&G - 4

Have you
implemented
cloud
computing?

Yes Yes Yes Yes

What cloud
computing
services do you
use?

SaaS only SaaS only SaaS only SaaS only

What cloud
deployment
model do you
currently use?

None None On Premise
Private cloud

None

What cloud
deployment
model do you
intend to use?

OP Private cloud OP
Private/Hybrid
cloud

OP Private
cloud

OP Private cloud

We became aware of the technology and we could identify specific benefits of a technol-
ogy that sounded like it would work for us. We investigated further, and we actually saw
a good fit.”

5.2 Technology Factors Influencing the Cloud Computing Adoption

Security. Security concerns have been constantly reported as one of the key challenges
impeding organizations from adopting cloud computing. Participant P1 and P2 believe
that cloud security is a major risk to their business, as they fear that their crucial data
and other information, which gives them a competitive edge, could be compromised in
the cloud. These findings are in agreement with [3] who also reported that the need to
protect trade secrets and intellectual assets is a barrier to cloud adoption. Participants
P3, P6 and P7 on the other hand, who are a lot further in their cloud strategy, had another
point of view. They agree that security is a risk but one you can manage and believe
that it’s not a key concern when it comes to cloud computing adoption. Participants P3
and P6 added that one way to manage security concerns is by ensuring that the cloud
vendors provide evidence that they comply with the relevant ISO security compliance
policies and certifications. Participant P7 further added that, in his opinion, things are
more secure in the cloud than they are on premise. P6 – “Security is a risk but one you
can manage. With cloud computing, you more aware of the security, therefore when you
approach a cloud vendor, you ask for specific security certifications. You are identifying
the risk and managing it.”
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Relative Advantage. All seven participants agree that adopting cloud solutions will
provide greater benefits to their organizations. The benefits mentioned by the partici-
pants are savings on software and hardware costs, agility, flexibility, time saving and
manageability. Other benefits that were also mentioned is manageability and time sav-
ing. P5 – “You only need to upgrade one profile and then deploy to the rest of your VDIs.
It’s easy to set up new VMs which can be preconfigured and customized. It will save you
lots of time. If you need more computer resources, it’s just a click of a button.”

Another benefit is the maintenance costs. P5- “The benefits are that we don’t have
to provide all the hardware, the air con’s etc. to make things work. By moving from a
physical hardware to a virtualized environment will help us to save on costs…”.

Another benefit that was mentioned by participants P3 and P6 was flexibility. The
cloud solution allowed staff and clients the opportunity to access the applications and
data anytime and from anywhere in the world. P3 - The advantage of using a cloud
solution was that our clients no longer have to come to us to access our data. Now, they
are able to access our data from anywhere in the world by using a secure web portal.”

Compatibility. All seven participants pointed out that they already using some cloud
applications and believe that cloud computing is easily compatibility with their organi-
sation existing IT infrastructure. All the participants also pointed out that if cloud tech-
nology was not compatible with their current systems, then their organizations would
not have implemented it. In addition, no participants reported that they needed to change
any of their existing systems in order to deploy any cloud systems. Participant P7 added,
“Cloud vendors have put a lot more effort into packaging their software. They make it
more compatible, in a way that makes it easier to deploy, easier to use and easier to
manage.”

Participant P3 revealed that before choosing their ECM solution, they first did
research and due diligence to make sure that the ECM cloud solution was compati-
ble with their current systems and IT infrastructure, otherwise they would not have
implemented it. Participant P3 also added that the cloud ECM solution met their cur-
rent business needs by allowing their clients easy secured access to their database from
anywhere in the world.

Complexity. The results show that all the participants are already familiar with cloud
computing and are running some cloud services and therefore do not believe that com-
plexity will be a major factor when adopting cloud computing. P4 – “It was fairly
simple. You should not feel the impact of going cloud. If you feel it then it was not done
competently and properly by the provider of the cloud solution.”

However, participant P3 revealed that while implementing their cloud CMS system
was relatively straight forward, migrating their legacy CMS database to the private cloud
CMS database was much more complex and required careful planning. P3 - “It required
careful planning and testing prior to implementation. We also did not have the necessary
skills required to, after implementation, to run and maintain the application. We had
to send staff for training and not until after they received their certification, could they
work on the system.” In addition, participant P3 stated that the key to their successful
implementation was choosing the right vendor, one that had the necessary experience
and skill to guide them through the migrating process. Participant P3 also added that
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training of staff was important. The findings in this study reveal that complexity will
be seen as a challenge in the adoption process of cloud computing within the selected
organizations in the oil and gas industry in SA, that still have legacy systems.

Summary of Technology Factors
Four factors were identified under the technology theme. The technology theme refers
to the internal and external technologies that an organization has to assess when investi-
gating adoption and includes relative advantage, compatibility, complexity and security.
Our findings indicate that compatibility, relative advantage and security are all posi-
tive factors that would influence the adoption of cloud computing in the four oil and
gas companies we investigated. Despite security and compatibility being identified as a
challenge in previous studies (Al-Mascati & Al-Badi, 2016; Nedev, 2014), the results
from this study do not perceive these factors as a challenge but rather as an enabler of
the technology, therefore having a positive effect on cloud computing adoption. It was
also established that adopting cloud services would provide greater benefits for the orga-
nization. Complexity is the only factor that was seen to be a challenge in the adoption
process but only for those oil and gas companies that still have legacy systems. Oil and
gas companies have a long history of legacy systems and processes with complex appli-
cations [20]. Most legacy systems are outdated and no longer supported and according to
participant P3, “Migrating these legacy databases to the cloud can be a real challenge”.
There is a risk that the software and data programs will not be able to work properly and
match with what the cloud model requires, which could potentially lead to the failure of
the cloud computing adoption.

5.3 Organizational Factors Influencing the Cloud Computing Adoption

Top Management Support. The results of this study identified top management sup-
port as a crucial factor in the adoption of cloud computing within the selected organiza-
tions in the oil and gas industry in South Africa. All seven participants are in agreement
and believe that without top management support, adopting any cloud services would
be impossible. Top management will not only ensure a supportive climate but will also
provide adequate resources to successfully adopt cloud computing solutions [21]. P3 –
“Top Management Support was very important, we urgently required a new system and
without their support we would have never implemented the software.”

However, from the interviews we can observe different levels of support when it
comes to top management. Participant P2 indicated that when they implemented their
cloud solutions the requirement analysis came from the board and that they were very
much involved from the start. P2 – “Wehad their buy in from thewordgo. The requirement
analysis came from the board. So, we had these sessions where we got their inputs, their
buy in and they were kept up to date throughout the whole project. They were very much
involved from the start because a lot of these tools they use as well.”

Organisational Readiness. All study participants agree, that in order to be ready to
adopt cloud computing, their organizations needed to be prepared. Organization readi-
ness refers to the availability of technological infrastructure (hardware, software, net-
work resources and services) and the IT skills of human resources that are required to
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support the adoption of cloud computing [22]. P7 – “When you’re building infrastruc-
ture, particularly on premise infrastructure like the VxRail, we made sure we had the IT
Infrastructure and local expertise available.”

Before O&G-3 could launched their private cloud CMS system, participant P3 stated
that they did not have the necessary skills required to run and maintain the application
after installation. Staff had to be sent for training and only after they received certification
on the software weere they allowed to work on the system. Providing adequate training
and education is a key factor that influences cloud computing adoption in organizations
[23].

Thus organizational readiness is important and vital to the process of adopting cloud
computing within the selected oil and gas organizations in SA. This is in line with
previous studies [21, 23] that confirm that technological infrastructure and the staff’s IT
skills are key to the adoption of cloud computing.

Summary of Organizational Factors
Two factors were identified under the organizational theme. The organizational theme
looks at several resources and characteristics of an organization that could affect the
technology adoption, such as top management support and organizational readiness.
Top management support was identified as a very important factor. Our findings sug-
gested that without top management support, adopting any cloud services would be
impossible because they are responsible for providing the necessary resources needed.
Organizational readiness was also identified as a vital factor that must be considered. Our
findings suggested that before any decision is made, an organization needs to evaluate
if their current technology infrastructure and the IT skills of human resources are ready
to implement cloud computing.

5.4 Environmental Factors Influencing the Cloud Computing Adoption

Government Regulations. Participants P1 (O&G-1) and P2 (O&G-2) indicated that
they were uncertain around government regulations on cloud computing and how it
would affect their cloud adoption solutions, as they have not done any investigations or
their due diligence when it comes to this. Participants (P3, P6, P7) from organizations
O&G-3 andO&G-4 indicated that, although they are not up to date about regulations and
policies for cloud computing in South Africa, they are aware around certain regulations
surrounding data sensitivity and that industry data must remain within the borders of
South Africa. This was one of the reasons why their organizations are deciding to move
towards an internal on-premise private cloud model rather than a public cloud model, to
ensure that their critical data will remain in-house and therefore believe that it will not
be affected by any government regulations. P7 – “We need to have our data within our
sovereign control. Our data must be within the borders of South Africa and then remain
within the borders of South Africa. And the reason for that is, that when it’s inside of
our borders, it is governed by the country’s laws, in terms of access to the data, use of
the data or misuse of the data.”

This study reveals that there is a clear lack of understanding relating to government
regulations and policies around cloud computing in South Africa. The South Africa
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government introduced the POPI Act in 2013 to provide cloud clients with assurances
regarding sensitive data, hoping to improve the public’s confidence and trust and help
promote cloud computing adoption in South Africa. However, the POPI Act has raised
more questions than answers regarding how organizations should prepare or what steps
are required in order to comply with the POPI Act and what impact it will have on
organizations, after it’s enforced. Despite this, as long as their critical data remains in-
house, participants are under the assumption that government regulation will not be a
challenge towards the adoption of cloud computing within the selected organizations in
the oil and gas industry in South Africa.

Vendor Support. All seven participants agree that vendor support is critical and essen-
tial, not only when adopting cloud computing but with any new technology. Participant
P3 explained, that because they had a lot of legacy systems, choosing the correct vendor
was essential, one that has the necessary experience to guide you through the implemen-
tation process and also provide adequate training, to learn the skills needed to migrate
a legacy database and to maintain the cloud platform afterwards. P3 – “We are running
a lot of legacy systems, so transferring our data from a legacy database system to the
cloud was rather a complex operation…. Choosing the right vendor was essential. One
that has the necessary experience that could guide us through this process.”

Participant P7 also added, that when dealing with vendors, it is important to have a
service level agreement (SLA) in place, eliminating any disputes that could arise. SLAs
goes hand in hand with clearer decision making and accountability [24]. This study
confirms that vendor support, in the form of technical support, training and knowledge
transfer is essential when adopting cloud computing within the oil and gas industry in
SA.

Competitive Pressure. The results from our findings reveal that four out of the seven
participants believe that that they cannot stand aside and watch while their competitors
take advantage of the benefits of cloud computing, they have to act as well in order to
remain competitive. However, two out the seven participants would prefer to take a wait
and see approach. Participant P7 explains that oil and gas companies are typically risk
adverse organizations, they will first observe what others have done before following
themselves. Participant P2 also adds that, “no one wants to be the frontrunner because
that leaves you becoming the guinea pig.”Organizations aremaybemorewilling to adopt
cloud computing when they see their competitors having success with the technology.
However, participant P7 cautioned that there are other variables that are often not taken
into consideration. P7 – “Remember that if we see benefits that another oil company is
achieving, it does not guarantee that we will see the same benefits even if we did exactly
the same thing. Because our culture is different. Our people are different. Our skillset is
different and our skill level is different. So those variables are very often not taken into
consideration.”
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Thus we found that competitive pressure plays a role in the adoption decision of
cloud computing within the selected organizations within the oil and gas industry in SA.

Summary of Environmental Factors
Three factors were identified under the environmental theme. The environmental theme
refers to factors outside the organization that might affect the organizations decision to
adopt cloud computing, such as the external environment that the organizations operates
in and includes its competitors, vendor support and government rules and regulations.
Vendor Support was identified as a critical and essential factor. An organization needs
to access if the vendor they have chosen are able to provide technical support, training
and knowledge transfer before any decision is made to implement cloud computing.
Our findings also indicate that government regulations and competitive pressure are all
important factors that is not seen as a challenge to the adoption of cloud computing
within the selected organizations within the oil and gas industry in SA. However, when
it comes to government regulations it might be worthwhile to determine how the POPI
Act will affect cloud solutions, once it is implemented.

5.5 Risks and Challenges

This research identified various issues and concerns raised by the participants that could
impact on cloud-computing adoption within the selected organizations in the oil and gas
industry in SA. The risks and challenges identified in the study was bandwidth, trust and
vendor lock in.

All seven participants believe that bandwidth poses a risk for cloud computing adop-
tion in the oil and gas industry in SA. These participants agree that the lack of adequate
bandwidth and the high broadband costs is major concern for the oil and gas industry in
South Africa when adopting cloud computing. Participant 7 explained that oil and gas
companies handle large amounts of data and therefore will require large bandwidth to
process and store data in the cloud and with the high cost of broadband in SA, this can
be very expensive.

Another concern that was identified in this study is that none of the four oil and
gas companies selected in this study, have a proper and clear corporate strategy that
guides their cloud adoption process. O&G-1 and O&G-3 have currently no cloud strat-
egy in place but are thinking of having one in place in the future, while O&G-2 (P2)
confirmed that they have “a bit of strategy in place” but it’s not well defined and still
being discussed. Participant P3 indicated, that he believes O&G-4 does have a cloud
technological architecture in place but “it still early days and I think there might be a
few changes on the way.” In addition, participant P2 mentioned that there also need to
change the mind-sets from people within the organization, “getting users away from the
mindset of a workstation server mentality”, otherwise organizations could struggle to
adopt the new technology, which could lead to negative impact.

This study confirms that vendor support is essential, however there were some con-
cerns that were raised, such as trust and vendor lock, that could impact on cloud com-
puting adoption. Participant P2 and P6 addressed vendor lock in and stated it’s a real
concern if you rely too much on a particular vendor. They both agreed that this will
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prevent you from diversifying and migrating to a new vendor. P2 – “Once you relied
too much on a particular vendor you lock yourself in. It’s difficult to get out. And so
whatever competitors are out there offering you a better service, it’s not easy for you
just to sort of diversify into another.”However, participant P3 indicated, that he believes
that vendor lock in is not an issue. Before implementing their cloud CMS system, they
made sure to discuss with the vendor that if required, they would be able to migrate their
database to another cloud vendor without any hidden costs involved.

6 Conclusion

The primary question for this research is, “To determine the level of adoption of cloud
computing technology within selected organizations in the oil and gas industry in South
Africa.” The findings from this study confirm that cloud computing adoption within the
selected organizations within the oil and gas industry in SA is low because they are still
in the early stages of their cloud computing implementation. Although cloud computing
adoption is low, the oil and gas organizations selected in this study showed a positive
attitude towards adopting cloud computing because they believe that cloud computing
services have the capabilities to give their business a cost and a competitive advantage.

The secondaryquestions for this research are, “HowSouthAfricanoil andgas compa-
nies are adopting cloud computing and what are the factors influencing this adoption?”
The most common type of cloud computing service model used by the SA oil and gas
industry is SaaS, while no organization in this study is using any PaaS or IaaS service
models. As identified in the findings, there are currently not a lot of cloud services avail-
able that would fit the oil and gas industry and the applications that the industry would
be interested in, are not mature for cloud computing yet. In terms of deploying cloud
solutions, the results reveal that until security concerns, loss of control of their data,
privacy and regulatory compliance associated with migrating to public cloud model are
undertaken, oil and gas companies in SA will always tend to look towards an internal
private cloud model, which can also explain the low adoption of cloud solutions. Based
on the results of this study, the following factors were observed to have a positive influ-
ence on the adoption of cloud computing in the oil and gas industry in SA (Table 3).
They are security, relative advantage, compatibility, top management support, vendor
support and competition.

“What are the challenges or factors that influence the lack of adoption?”The analysis
identified the following factors that can be seen as a challenge to the adoption of cloud
computing such as complexity, government regulations and organisational readiness. In
addition, we also identified factors that could impact or be seen as a risk or barrier to the
adoption of cloud computing such as bandwidth, trust and vendor lock-in.

Although none of the oil and gas organizations in this study have a clear corporate
strategy, there is still a need for such a strategy in order to properly guide these organiza-
tions in their cloud adoption process. Furthermore, sincemany oil and gas companies still
have legacy systems, there is also a need for a cloud migration and deployment strategy,
to ensure a smooth and successful migration. Migrating data from an in-house legacy
system to a cloud-based solution is a complex process that needs to be implemented with
a clear strategy. It also recommended that by communicating the results of the cloud
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Table 3. Enablers, challenges and risks to cloud computing adoption in O&G industry

Influence on Cloud Computing Adoption Factors

Positive influences/drivers Security, relative advantage, compatibility, top
management support, vendor support, competition

Challenges Complexity, government regulations,
organisational readiness

Risks/Barriers Bandwidth, trust, vendor lock-in

computing initiative will allow employees to understand the benefits and how it impacts
on their business. We also identified that the key to a successful cloud implementation is
choosing the right service provider, one that has the necessary experience to guide you
through the implementation process. In addition, the service provider should provide
you with adequate training, skills and resources to meet the organization’s needs, as
well as provide evidence that they comply with the relevant ISO security compliance
policies and certifications.

As this is a preliminary study and considering the small sample size, we would like
to suggest more research be done on a larger sample, in order to validate this finding
across the entire industry in South Africa. Another factor that could be considered a
limitation is that all the participants interviewed for this research were men. This is not
unusual, as [21] and [23] also observed from there research that the oil and gas industry,
especially in technical functions are often male dominated.
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Abstract. Today, the business requirements of consumer are often very
complex, requiring a composition of multiple component cloud services
to create new composite value-added applications. In the process of cloud
service composition, service composability forms the basis of the efficient
development of emerging composite services. Developing such services is
a challenging task due to the lack of tools and techniques for under-
standing the composability relationships among component cloud ser-
vices, which influence the whole composite service’s efficiency.

In this paper, we propose a composability model for cloud services
that characterize the composition relationships among services. We pro-
pose a set of composability rules which compare the semantic features of
cloud services to verify the interconnection of them. Our proposed model
deals essentially with functional and technical cloud services aspects.
These rules compare the capabilities and requirements of cloud services
to determine whether two services are composable.

Keywords: Semantic cloud environment · Cloud service composition ·
Component cloud service · Composability

1 Introduction

Given the complexity of consumer’s business requirements and the limitation of
the capability of a single cloud service, the fulfillment of the consumer’s requests
has become more difficult. To overcome these problems, a composition of cloud
services is required [1]. Recently, both research community and industry pay
attention to service-oriented architecture (SOA) [2] because it can provide a set of
solutions for service compositions in cloud environments. Thus, the opportunities
offered by both SOA and cloud computing can be combined to create flexible
service combinations. Therefore, cloud services offered from diverse providers
in the web, have been effectively applied as reusable components to solve the
problems of composite applications development. The steps of discovering and
selecting individual component cloud services in a service composition process
are more challenging and time-consuming tasks. However, the more hard task
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is how to automatically integrate cloud services to create a coherent composite
application that meets complex business requirements which are not achieved
by the existing applications.

Generally, cloud services are provided as a monolithic cloud stack [3] that
contains essentially three service offerings: Software as a Service (SaaS), Platform
as a Service (PaaS), and Infrastructure as a Service (IaaS). In order to create
new value-added applications that meet companies business demands, developers
need to compose a set of SaaS cloud services that perform a set of specific
business activities defined by the consumer. Furthermore, these software services
need to be combined with other cloud resources (platform and infrastructure
services) to guarantee their good functioning. For this reason, it is necessary
to compose software services with their corresponding PaaS/IaaS services. As a
result of this, these cloud services integrated together create a novel end-to-end
service-based composite application for companies without taking into account
the underlying technical problems.

In this paper we show how it is possible to guide a developer in building
composite services according to the proposed composability model by analysing
cloud services relationships and dependencies. The paper is structured as follows:
Sect. 2 reports a motivating example that illustrates the different dependencies
between component cloud services that can exist when developing composite
application in Cloud. Section 3 introduces the main concepts’ definitions of our
composability model and presents the defined composability rules used to gen-
erate a composite service. Section 4 discusses related works. Finally, Sect. 5
concludes our work.

2 Motivating Scenario

Let us consider a company that decides to develop an integrated virtual class-
room application, due to the global pandemic situation, for online education
using cloud services. First, the business designers analyse the goals and design
the abstract business process that corresponds to the required application. Then,
after identifying the activities (business goals) which are in our context a set of
abstract cloud services, the developers look for a set of concrete cloud services
that perform these activities. To find concrete cloud services for each activity,
developers not expert in cloud service domain can not find the corresponding
cloud services to their needs because of the large number of providers offers. How-
ever, discovering the most relevant cloud services and integrating them manually
is a hard and time consuming task and the retrieved solutions can not always
satisfy the developers’s needs.

Figure 1 illustrates the required composite service (the virtual classroom com-
posite service) described by Business Process Model and Notation (BPMN), it is
constituted of the following abstract activities where the provided functionalities
are performed by a set of component software cloud services:

1. Access to virtual classroom: allows students to access their virtual space.
2. Attend virtual courses: allows students to attend an active virtual learning

session.



A Semantic Driven Approach for Efficient Cloud Service Composition 231

Fig. 1. The virtual classroom composite application

3. Participate in collaborative work: allows students to collaborate with their
colleagues and to work as active work groups by swapping work, feedback
and remarks.

4. Work on the existing learning resources: allows students to work with the
existing courses and activities delivered by the teacher.

5. Participate in an assessment activity: allows students to participate in an
assessment activity delivered by the teacher.

6. Receive assessment grades: allows students to receive their provided assess-
ment grades and the teacher’s feedbacks.

To run the aforementioned component software services, cloud resources (PaaS
and IaaS) are required. Each abstract activity denotes a requested concrete
cloud service or many cloud service components such as virtual servers, appli-
cations, middleware, databases, compute resource and so on. The new required
composite application involves software services for meeting, learning, commu-
nication, collaboration, assessment (SaaS-level), and should run on specialized
platform services such as application server, database server (PaaS-level) and
infrastructure services, e.g., compute resources, network and storage capacity
(IaaS-level). First, we need to define the platform services needed to be inte-
grated to the application ones to be executed. For instance, two software services
Online course software and Meeting service are integrated to perform the
abstract activity Attend virtual courses. The execution of these two software
component services need respectively the platform services application server
and database. These cloud servers need storage and compute resources to be
deployed on cloud. The access to virtual classroom activity needs virtual net-
working cloud resource to check access of students. The abstract activity partici-
pate in an assessment can be performed by an assessment application which
requires respectively a virtual application server to be executed and a compute
resource (virtual machine) to evaluate the students’s exams. Moreover, the soft-
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ware service Notifications or emails service, which sends notifications or
emails, can perform the abstract activity Receive assessment grades. This soft-
ware component service stores its data in a storage resource and to communicate
with students their assessment grades via a virtual networking cloud resource.

To conclude, each software component service has a set of application require-
ments (deployment services) to be executed. Each deployment entity needs a set
virtual cloud resources (infrastructure services) to be deployed on cloud. Some-
times, a software component service needs to collaborate with a set of software
component services to perform a set of functionalities required by a complex
abstract activity. Non skilled developers need a guide to discover, select and
compose component cloud services that perform their business goals, which is
our main objective.

3 Cloud Service Composition: Problem Definition
and Formulation

Composing SaaS services is a process that allows the invocation of a set of
software component cloud services to implement the business process tasks or
activities. However, discovering the suitable concrete services is a challenging
task because of the rigidity in matching an activity to a software cloud service.

3.1 Cloud Service Discovery and Selection

The service discovery module is the basis for a successful composition process. It
is the step of finding software cloud services that satisfy specific cloud consumer
requirements expressed by a set of activities. The service selection step is a the
next phase that consists in ordering the discovered services to obtain the most
relevant service that meets cloud consumer preferences. Really, service providers
offer their services via Internet, and the user access to web portals to discover
and find the software required. Based on this principle, we formulate the cloud
discovery and selection module in a cloud service-oriented approach where the
services are crawled from the web portals and stored in a cloud services registry.
Cloud services are described by their profile description including Capabilities,
Requirements, the Non-Functional properties, and Cloud Features (CRNFCF).
When the user want to find services in the cloud services registry, he/she initiates
a service request which will be sent to the matchmaking engine, and matched
services are returned. After that, the selection is done to the user’s preferences
based on non-functional attributes and user context specifications. Finally, the
selected service is invoked and the results returned to the user.

3.2 Semantic Description of Cloud Service

In our previous work [4], a semantic cloud service description is proposed where
cloud service is presented by its capabilities, requirements, and its different rela-
tionships. The main concepts and object properties presented in the proposed
ontology are shown in Fig. 2.



A Semantic Driven Approach for Efficient Cloud Service Composition 233

Fig. 2. Main concepts of cloud service ontology

3.3 Composability Model for Cloud Services

A component cloud service is a cloud service that can be accessed over the
Internet, it can be Software, Platform or Infrastructure as a Service (SaaS, PaaS
or IaaS). A component cloud service can be defined as follows:

Definition 1 (Component Cloud Service): is a service belonging to a given cloud
service composition.

A Component Cloud Service s is represented as follows:

Cms = (Caps, Reqs, Cts)

Where Caps indicates a set of capabilities and Reqs indicates a set of require-
ments of component cloud service s, and Cts is an optional set of constraints.

A composite cloud service is created by matching a component cloud service
requirement to a component cloud service capability. Two types of relationships
(horizontal, vertical) are considered when composing component cloud services
as shown in Fig. 3. For example, a user requires the following requested cloud
service defined as Cmr = (Capr, Reqr, Ctr), if there are two component cloud
services Cms1 = (Caps1 , Reqs1 , Cts1), and Cms2 = (Caps2 , Reqs2 , Cts2) that
meet the requirements of the requested cloud service Reqr which means that Cmr

requires the capabilities of two component cloud services to be executed: Reqr ≡
(Caps1 ∧ Caps2). As a result, the requested cloud service can be composed with
these two component services Cms1 and Cms2 : Cmr �� Cms1 and Cmr �� Cms2 .
The generated composite cloud service is composed with (Cmr, Cms1 , Cms1).
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Fig. 3. Component cloud service composition relationships

In Fig. 3, the component cloud service SaaS1 has two requirements. The first
requirement SaaS1requirement1 is a functional requirement, and the second
SaaS1requirement2 is a deployment requirement. The capability of the compo-
nent cloud service SaaS2 can meet the first requirement, so SaaS1 is composed
horizontally with SaaS2. The capability of the component cloud service PaaS
can meet the second requirement, so SaaS1 is composed vertically with PaaS.
This later needs an IaaS component service to be hosted. Therefore, the PaaS
component service is composed vertically with IaaS.

Definition 2 (Composite Cloud Service): is a combination of various compo-
nent cloud services.

The composite cloud service structure can be seen as a graph, which can be
defined as G = (S, R), where S represents a set of component cloud services and
R a set of composition relationships, where si ∈ S, si represents each component
cloud service, rij ∈ R, represents the ith component cloud service is combined
with the jth component cloud service where Reqsi is satisfied by Capsj , as shown
in Fig. 4.

Fig. 4. Composite cloud service structure
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Definition 3 (Horizontal Composability): is a functional composability between
component cloud services belonging to the same level.

Three types of horizontal composability are defined as follows:

– Composability at SaaS level (Cmsaasi �� Cmsaasj ):
Two component cloud SaaS services Cmsaasi and Cmsaasj are composable if
∃ csaasj ∈ Capsaasj and rsaasi ∈ Reqsaasi : csaasj = rsaasi
The result composite cloud service c is represented as follows: Cpc =
(Capc, Reqc) where Capc = Capsaasi ∪ Capsaasj and Reqc = (Reqsaasi ∪
Reqsaasj ) − rsaasi means the union of all the requirements not matched as
shown in Fig. 5.

Fig. 5. Horizontal composability at SaaS level

– Composability at PaaS level (Cmpaasi �� Cmpaasj ):
Two component cloud PaaS services Cmpaasi and Cmpaasj are composable
if ∃ cpaasj ∈ Cappaasj and rpaasi ∈ Reqpaasi : cpaasj = rpaasi

– Composability at IaaS level (Cmiaasi �� Cmiaasj ):
Two component cloud IaaS services Cmiaasi and Cmiaasj are composable if
∃ ciaasj ∈ Capiaasj and riaasi ∈ Reqiaasi : ciaasj = riaasi .

Definition 4 (Vertical Composability): is a deployment and execution compos-
ability between component cloud services across different levels.

Two types of vertical composability are defined as follows:

– Composability across SaaS-PaaS levels Cmsaasi �� Cmpaasj :
Two component cloud services Cmsaasi and Cmpaasj are composable if
∃ cpaasj ∈ Cappaasj and rsaasi ∈ Reqsaasi : cpaasj = rsaasi
The result composite cloud service c is represented as follows: Cpc =
(Capc, Reqc) where Capc = Capsaasi and Reqc = Reqpaasj as shown in Fig. 6.

– Composability across PaaS-IaaS levels Cmpaasi �� Cmiaasj :
Two component cloud services Cmpaasi and Cmiaasj are composable if
∃ ciaasj ∈ Capiaasj and rpaasi ∈ Reqpaasi : ciaasj = rpaasi .
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Fig. 6. Vertical composability across SaaS-PaaS levels

The composability types detailed previously are summarized in Table 1.

Table 1. Cloud services composability types

Composability Type Description

SaaS �� SaaS Horizontal, cross
SaaS

Functional dependency

SaaS �� PaaS Vertical, across
SaaS and PaaS

Execution and
deployment dependency

PaaS �� PaaS Horizontal, cross
PaaS

Platform dependency

PaaS �� IaaS Vertical, across
PaaS and IaaS

Execution and
deployment dependency

IaaS �� IaaS Horizontal, cross
IaaS

Resource dependency

When there is a vertical and horizontal composition, the result composite
cloud service c is represented as follows: Cpc = (Capc, Reqc) where Capc =⋃

Capsaas and Reqc = φ if the composite cloud service hasn’t any requirement,
or Reqc = rc if it requires a capability of another component cloud service as
shown in Fig. 7.

Definition 5 (Component Cloud Service Matching): is a matching between
capability and requirement parameters of two component cloud services Cms and
Cms′ .

Four matching types are defined as follows:

– Exact match: Cms exactly combines with Cms′ if all list of Caps matches all
list of Reqs′ , thus Caps ≡ Reqs′ .
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Fig. 7. Vertical and horizontal composition

– Subsume match: Cms combines with Cms′ such that Caps ⊂ Reqs′ .
– Invert-subsume match: Cms combines with Cms′ such that Reqs′ ⊂ Caps.
– Fail match: if the match cannot be categorized under the above four matches.

These four types of matching are considered to verify the semantic similarity
between the concept capability and the concept requirement which are two ontol-
ogy concepts. The semantic similarity is evaluated by the degree of connectivity
between the parameters (capability, requirement) of the connected component
cloud service which is calculated by the similarity function SIM according to the
following scores:

– Exact match: SIM(capability, requirement) = 1
– Subsume match: SIM(capability, requirement) = 2/3
– Invert-subsume match: SIM(capability, requirement) = 1/3
– Fail match: SIM(capability, requirement) = 0

For example, let us consider that saasa and saasb are two connected ser-
vices. A Subsume matching relation between them means that a capability
cap ∈ saasa.Cap subsumes a requirement req ∈ saasb.Req. In other words,
cap ∈ saasa.Cap is a super-class of req ∈ saasb.Req, than Capa is a set that
includes Reqb, and there is at least one capability of saasa which cannot be
connected to any requirement of saasb. While the Invert-subsume matching
relation means that a capability cap ∈ saasa.Cap is subsumed by a require-
ment req ∈ saasb.Req, or, in other words cap ∈ saasa.Cap is a sub-class of
req ∈ saasb.Req, than Reqb is a set that includes Capa, and there is at least one
requirement of saasb which cannot be connected to any capability of saasa.

The calculation of semantic similarity is used to deduce which services whose
capabilities feed the requirements of another service; in other words, which ser-
vices are composable with other services. Thus, two services are composable if
it is at least one pair matched from the set the requirements of one service and
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the set of the capabilities of another service. Therefore, the semantic similarity
is (Exact, Subsume or Invert-subsume). We conclude that:

∃capj ∈ Cms.Cap,∃reqi ∈ Cms′ .Req, , SIM(capj , reqi) > 0

3.4 Composite Service Generation

Our matching algorithm is based on the similarity function SIM to verify the
composability of two services according to the different semantic matching rela-
tions: Exact, Subsume and Invert-subsume. To illustrate the functioning of the
above algorithm, we treat for example the case of the abstract activity Attend vir-
tual courses of the scenario mentioned previously (see Fig. 1). To implement this
activity, we need two services Online course software and Meeting service
that meet the user’s needs in order to achieve his goals. A composite service will
be generated by combining the suitable composable component services accord-
ing to the following requirements: i) the service Online course software has
respectively two requirements Activity Dashboard and Learning Management,
and ii) the service Meeting service has respectively two requirements Video
Conferencing and Live Chat. Let us consider the following service instances and
their corresponding capabilities as shown in Table 2. The algorithm searches
the corresponding service capability that matches each of these service require-
ments respectively by measuring the semantic similarity SIM between them.
Each matched pair (capability, requirement) means that their corresponding
services are composable. A composite service is generated containing the appro-
priate composable component services that meet all these service requirements
such as (Meeting service �� GoToWebinar) and (Online course software ��
TalentCards) as presented in Fig. 8.

Algorithm 1. Matchmaking algorithm
Require: Sx, Sy

Ensure: generated plan
generated plan ← φ
matched ← false
for each requirement reqi ∈ Sy.Req do

for each capability capj ∈ Sx.Cap do
if SIM(capj ,reqi) > 0 then

matched ← true
generated plan ← generated plan ∪ (Sx, Sy)

else
output(‘no matching’)

end if
end for

end for
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Table 2. Component cloud service instances

Component cloud service Capabilities Is composable with

TalentCards Activity Dashboard,
Activity Tracking,
Assessment Management

OnlineCourseSoftware

Canvas Reporting and Statistics,
Activity Dashboard,
Learning Management,
Assessment Management

OnlineCourseSoftware

GoToWebinar Contact Management,
Mobile Access,
Live Chat,
Video Conferencing

MeetingService

360Learning Activity Dashboard,
Learning Management,
Reporting/Analytics

OnlineCourseSoftware

Lessonly Self Service Portal,
Reporting and Statistics,
Activity Dashboard,
API,
Alerts/Notifications

OnlineCourseSoftware

WebHR Alerts/Notifications,
Third Party Integrations

SAP Litmos Self Service Portal,
Reporting and Statistics

Fig. 8. Matching composable component cloud services



240 W. Hidri et al.

4 Related Work

Given the cloud computing layered architecture, cloud service composition is dif-
ferent from traditional composition approaches. There are many research works
in cloud service composition that can be categorized into two classes. The first
class focuses on service composition at the same layer where most of works con-
sider the problem of web service composition at SaaS level [5,6]. These works are
based on web services to provide composite SaaS services, due to the dominance
of web service as the most used technology in service composition domain. The
second class focuses on service composition at multiple layers [7,8] (e.g., across
SaaS and IaaS layers) to provide an end-to-end vertical service composition[8,9],
which includes the composition of SaaS and IaaS services. Some works consider
the service composition problem under cloud as a process: discover, select one
component cloud service from a number of many candidate cloud services respec-
tively and compose these component services on the basis of a certain business
logic specified by the consumer. However, the most of research works don’t take
into consideration the core of this process which are the discovery and selection
phases. In [1], the authors proposed a framework which allows the selection of a
combination of virtual appliances and infrastructure services that are compati-
ble and satisfy unskilled users with vague preferences. They develop an ontology
based approach to analyze cloud service compatibility by applying reasoning
on the expert knowledge. In addition, they apply combination of evolutionary
algorithms and fuzzy logic for composition optimization. The authors in [10]
exploited cloud patterns which leverage best practices in services composition to
ease the design and deployment of cloud-oriented applications. Their proposed
methodology is supported by semantic Web technologies to solve incongruence
between interfaces’ and parameters’ descriptions, and to automatize the whole
composition process. Also, Serrano et al. [11] exploit the potential of semantic
models and knowledge engineering to support service and application linkage
by studying links between the complementary services. The proposed approach
is based on studying linked data mechanisms and looking for alternatives to
solve the service composition problem. Karim et al. [8] proposed a complete
solution by composing cloud services vertically. They proposed a model for pre-
dicting an end-to-end QoS values of cloud-based software solutions composed
of services from multiple cloud layers. They are based on identifying internal
features of services and end users to calculate service similarity and then pre-
dict QoS values. The authors in [12,13], used an heuristic method to resolve the
QoS-aware cloud service composition. Moreover, in [14], genetic algorithm was
used to achieve global optimization with regard to service level agreement. The
authors used the association rules mining for selecting appropriate clusters based
on semantic relations between them in composite services history to enhance ser-
vice composition efficiency. Ye et al. [7] proposed a QoS-based approach to cloud
service composition that involved the trip planning application for a company to
demonstrate the vertical cloud service composition across SaaS and IaaS layers.
That work enables long-term quality-driven composition of cloud services based
on economic models, however [15] proposed an agent-based technique, for deal-
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ing with one-time, persistent, vertical, and horizontal cloud service compositions
in multi-Cloud environments. In addition, [16] presented a middleware platform
(Cloud Integrator) for composing services provided by different cloud platforms.
Cloud Integrator lies in the PaaS layer, allowing HaaS, SaaS and DaaS resources
to be available for the users so that they can build applications consisting of
the composition of services provided by these platforms. Based on ontology, the
authors in [17] proposed a System for cloud service discovery and composition.
However, [18] proposed a service matchmaking algorithms for SaaS selection,
composition and ranking based on a new concept called ‘existence degree’.

A summary of the comparative study of the related works is shown in Table
3 that presents a comparison of the studied approaches with reference to the
following criteria:

– Semantic: supports semantics in service composition process.
– Functional level: takes into consideration the functional level when composing

services.
– Computing level: takes into consideration the computing level when compos-

ing services.
– Service relationships: supports the relationships between the different com-

ponent cloud services such as connectivity, compatibility and composability.

Table 3. Comparative analysis of the related works

Related works Criteria

Semantic Functional
level

Computing
level

Service
relationships

[1] ∼ + + +

[10] + + + −
[18] − + − +

[14] ∼ + − −
[17] + + − −
[12] − + − −
[11] + + ∼ −
[16] − + ∼ +

[8] − + + −
[13] − + − −
[7] − + + +

[15] − + − −
Our approach + + + +

+ Supported, − Not Supported, ∼ Limited Support.
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5 Conclusion

In this paper, we propose a semantic approach for composing cloud services
in order to create new composite application. We define a model for verifying
cloud service composability. It provides a set of composability rules that compare
semantic main features of cloud services which are respectively requirements
and capabilities. After that, we present an algorithm to automatically generate
composite services according to these proposed semantic matching rules. Future
work includes an implementation of the proposed approach and an extension of
our composability model to include additional semantic features such as policy
and resource properties.
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Abstract. The effectiveness of e-government projects is hampered by a lack of
know-how, reduced funding, and a lack of sound policy initiatives and decisions.
Many e-government projects have been devalued because they were designed
incorrectly, and effectively transfer existing bureaucracy to the digital world. The
purpose of this paper is to explore the factors affecting the acceptance and satis-
faction of IS users in e-government. Data was collected by 498 users in the Greek
public sector. This study is useful for professionals who design these systems to
improve their effectiveness and to carefully consider these variables in the design
and usage of IS in the public sector.

Keywords: E-government · Satisfaction · Electronic document management
system · Information systems acceptance · Public sector

1 Introduction

Recent advances in Information Technology (IT) and Information Systems (IS) have
influenced several industries and the public sector. IT and IS transform individuals, busi-
nesses and all public agencies providing with quick and secure access to all resources
from a single point on. Implementing IS in government is part of a larger transforma-
tion cycle aimed at supporting government to provide safer, more reliable and more
productive services to people, organizations and businesses [2, 3, 6, 20, 26, 27].

Previous researchers have used current IT/IS related models to help organizations
to adopt effective IS. Some of these models include the Technology Acceptance Model
(TAM) [7], the Theory of Planned Behavior (TPB) [5], and the unified theory of accep-
tance and use of technology [3]. The factors affecting IS and user behavior are significant
for IT/IS implementation to be effective. Essentially, evaluation models were introduced
to consider user needs and to analyze the dimensions and aspects in system growth to
increase their acceptance and satisfaction [15–17, 22]. The DeLone and McLean model
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of IS success (1992) [9] is among the highest used to explain the effects of IS, and has
been utilized as the reason for many researches in different countries [28]. Although
IS researchers have paid a lot of attention at the IS success model, limited papers have
been applied in order to assess the effectiveness of IS in the public sector. Therefore,
recognizing the efficacy of e-government systems, as well as the dimensions influencing
the performance of employees in the public sector, clarifies a significant field of inquiry
to bridge the gaps in literature and tackle future study.

Current research in the field of e-government has looked at public satisfaction as
the end users. There are minimal research about the acceptance and satisfaction of
internal users. Furthermore, current IS success models pay attention at system-centric
assessment or organizational structure. Scholars have not yet addressed user-centric
evaluations of IS in the public sector. To develop a successful e-government system, it is
necessary to accomplish a level of performance that mainly satisfies most internal users
[29, 32]. Results have attracted the attention of several researchers and practitioners
in e-government, who have started to study the correlation between technology and
individual and organizational success in the public sector (e.g., [29, 30]). While these
topics have a significant contribution to the literature of public management, there are
still no empirical papers examining the relation between technology and performance in
the public sector and, especially, the impact of IS on staff’s actions in terms of the use
of e-government.

This paper explores the factors affecting the acceptance and satisfaction of IS users
in e-government. Specifically, this article examines the satisfaction of IRIDA’s users.
IRIDA is a new, more efficient, faster, safer and more transparent electronic document
management systemwhich is used in theMinistry of Interior for the central management
and handling of documents. Data was collected by 498 users in the Greek public sector.

The following is the structure of the paper. Section 2 includes the theoretical back-
ground on satisfaction in e-government. The methodology is explained in Sect. 3 and
Sect. 4 discusses the findings. The final section presents limitations and avenues for
future researchers.

2 Theoretical Background

The introduction of IT and computer technology into public administration brought
new administrative practices and led to what is now called e-government. E-government
strengthens transparency, efficiency and public accessibility and is increasingly acknowl-
edged as a central pillar to facilitating the transformation of public governance [32]. IT,
moreover, has transformed government; it provides new opportunities for delivering bet-
ter, more reliable and competitive services to people and businesses and its acceptance
by employees and citizens is a top priority for governors. Therefore, the creation of
a theoretical model for the acceptance of digital technology in the public sector, such
as that proposed by Sang et al (2009) [21], is particularly useful for developing future
political and strategic decisions to enhance the usage of such services.
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Much of the literature focuses on users’ satisfactionwith the development of services
in e-government, as the success of such initiatives depends largely on the percentage
of their use [32]. User acceptance is expressed mainly through the TAM. It is applied
to understand individuals’ attitudes towards the use of technology, which can lead to
further acceptance and adoption. That is to say, the attitude formed by TAM represents
the attitude formed towards the use of technology. It is considered as one of the earliest
and most widely accepted research approaches; it is a dominant model in the field of
technology and in the use of IS, alongwith the theory of IS success suggested byDeLone
and McLean. According to the TAM model, the important aspects that impact on the
adoption and usage of digital technologies are perceived ease of use and perceived
usefulness, with Davis (1989) [7] being its main exponent. According to Davis, the
model can be used to investigate the frequency at which users use a specific technology,
the characteristics of the system, and the reasons users ultimately accept or reject it.
In conducting a research on users of two information systems in a Canadian company
and evaluating the variables used in the initial research, Davis said that both perceived
usefulness and ease of use are strongly associated with self-reported system indicators;
and, therefore, the final degree of acceptance and frequency of use of a system by its
end users depends directly on what motivates each user.

Weerakkody et al. (2016) [25] attempt to fill a research gap by exploring the signif-
icance of users’ trust in the efficiency of a system and its information in the UK, and to
what extent cost affects satisfaction. The five dimensions highlighted in their paper have
significantly affect users’ satisfaction with services in the public sector. According to
Anwer et al. (2016) [24], a thorough evaluation of these services will help to highlight
their strengths and weaknesses, identify their new guidelines and compare their organi-
zation locally, nationally and internationally. For this reason, they are proceeding with
an analysis and assessment of the current state of Afghanistan’s e-government services,
through a combination of evaluation approaches. Sachan et al. (2018) [32] investigate
users’ satisfaction of e-government services and therefore suggest a model, incorporat-
ing the TAM into the process. This research can help app developers to gain an idea
of the needs of users in order to enhance the design and implementation of these sys-
tems. According to Wirtz et al. (2016) [23], the key difficulty for local e-government
portals is to define the most important dimensions affecting user satisfaction. For this
reason, they develop a model to satisfy the users of such gates, using mixed methods.
Also, the research of Danila et al. (2014) [19] explores user intentions and the usage of
e-government services; it presents a framework that combines the TAM, the designed
behavior theory and the DeLone and McLean success model, in order to explore the
dimensions affecting the purpose and the use of such services. Skordoulis et al. (2017)
[18] study the TAXIS information system and examine the satisfaction of users with its
use, using a multi-criteria methodology. Wang et al. (2008) [28] develop and validate
a success model of e-government systems, based on the revised DeLone and McLean
success model, that records the multidimensional and interdependent nature of these
systems. The main aim of Horan et al (2006)’s [14] work is to create a means for the suc-
cess of e-government, as shown by the users of such e-services. Regardless of whether
their model will be used in the future, they point out that as these services are more
widespread, it is necessary to understand the manner in which they are perceived by
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the taxpayer. The research of AL Athmay et al. (2016) [13] was conducted to investi-
gate the dimensions affecting the adoption of e-government services in the United Arab
Emirates, considering the end-user. They are interested in knowing the significance of
satisfied users and the effect they have on user intention for these services.

However, system developers are also considered employees, since they are primarily
called upon to use the new applications either voluntarily or out of compulsion. Dukic
et al. (2017) [12] examine the level of computer skills of staff in the public sector and the
degree to which they uphold e-government. Using a questionnaire from Croatian central
government officials, they concluded that the official felt they were very specialized and
did not resist the change. It is considered that some improvements in e-services need to
be made. Stefanovic et al. (2016) [29] also explore the success of such systems from the
angle of employees. The findings verify the validity of the DeLone and McLean model
in e-government. Floropoulos et al. (2010) [11] investigate the TAXIS system using
employees in Public Financial Services. This is interesting since this system is applied
in a country with a strong taxation system that is mandatory. Terpsiadou et al. (2009)
[10], in their study, concluded that most users are generally satisfied with the features
of the system. Al-Busaidy et al. (2009) [8] carried out a survey of civil servants from
three e-government-related ministries. It is revealed in the survey that there is a strong
link between the following factors: efficiency, accessibility, availability and trust.

[28] using the DeLone and McLean (2003) IS success model [9] investigated the
effect of information quality, quality of service, quality of system and use on user satis-
faction for e-government technologies. The results conclude that authorities in the public
sector should develop IS which will execute accurate and useful information and a user-
friendly system for users to accept. Additionally, the findings of their study highlighted
that quality of information has a greater impact on user satisfaction and perceived net
benefit than quality of service and system. Therefore, managers in the public sector will
concentrate on executing up-to-date and accurate information. Many scholars explored
the effect of information quality, service quality, system quality and use on the satis-
faction of employees who used municipal e-government systems. The findings of these
studies concluded that the quality of service and the technical quality are increasing the
satisfaction of staff. Employees have therefore the intention to use systems with a high
degree of usability, user-friendliness, and ease of use. User satisfaction is a significant
factor for the benefits of local government workers, such as increased efficiency, work
performance and effectiveness [29, 32].

In e-government in particular, scholars have measured user satisfaction which adapt
three factors: quality of the information, quality of the service and quality of the system.
The first factor tests the content of IS containing variables such as precision, currency,
timeliness of performance, reliability, completeness, mindfulness, ease of use and ade-
quate amount of information. Level of service quality allows workers in the public sector
to carry out their day-to-day work activities. Therefore, factors such as information pro-
duction, the user-friendly interface, system compatibility and technical staff skills are
essential to help users. The third aspect pertains to IS production efficiency. Quality of
service involves variables such as information completeness, precision, format, currency,
importance, timeliness, accuracy, validity, usability, and conciseness to calculate the user
satisfaction impact on this aspect. IS users in the public sector indicated that the quality
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of system and service has a direct but not high and positive impact on user satisfaction.
Their expectations are focused on the quality of information, perceived ease of use and
the interface of the system because the main goal is the improvement of their work.
Users require timely information by accessing data in real-time; correct information,
fewer incorrect data entries and more consistent data entry across users over time.

Analyzing the current literature [29, 30, 32], the following hypotheses are defined:

H1: System quality significantly and positively influences user’s satisfaction.
H2: Information quality significantly and positively influences user’s satisfaction.
H3: Service quality significantly and positively influences user’s satisfaction.
H4: Perceived ease of use significantly and positively influences user’s satisfaction.
H5: Perceived usefulness significantly and positively influences user’s satisfaction.

3 Methodology

To evaluate the satisfaction of with the use of IRIDA, a questionnaire was developed.
The questionnaire was distributed to 3500 users of the system and 498 completed it.
The proposed research model comes from previous research and incorporates the two
main research trends derived from the literature about user satisfaction and technology
acceptance [7, 9, 29, 30, 32]. In other words, it is based on both the DeLone andMcLean
success model for IS and Davis’ TAM. Such a combination model helps to identify the
degree to which a specific system fulfills its demands and proves its value, through the
visual gaze of its immediate recipients, its users. Moreover, the use of variables in both
models allows for a more comprehensive view of the application of such information
systems, as it incorporates both objective and subjective elements of their definition.
Applying theDeLone andMcLeanmodel, the key variables for evaluating an information
system are the quality of the system, the quality of the information, and the quality of
the service. Respectively, the variables of perceived ease of use and perceived utility by
the TAM are used. All of the above variables are key to evaluating technical success,
semantic success, and application effectiveness and have a direct causal relationshipwith
satisfaction [29, 30, 32]. The instrument used 5-point Likert-scales to operationalize
these variables. Analysis of the data was carried out using Regression Analysis.

4 Results

The reliability was measured using Cronbach’s alpha and the values ranged from 0.959
to 0.970, exceeding the minimally required 0.70 level [4]. These values are displayed in
Table 1. Independent variables are perceived usefulness, perceived ease of use, system
quality, service quality and information quality and the dependent variable is satisfaction.
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Table 1. Cronbach a.

Variables No. of items Cronbach a

Satisfaction 5 0.959

System quality 5 0.963

Information quality 7 0.960

Service quality 7 0.970

Perceived ease of use 5 0.960

Perceived usefulness 3 0.963

Table 2 presents the correlations between variables.

Table 2. Correlations.

Satisfaction System
quality

Information
quality

Service
quality

Perceived
ease of use

Perceived
usefulness

Satisfaction 1.000 0.876 0.894 0.765 0.897 0.900

System
quality

0.876 1.000 0.912 0.788 0.858 0.819

Information
quality

0.894 0.912 1.000 0.794 0.867 0.857

Service
quality

0.765 0.788 0.794 1.000 0.794 0.765

Perceived
ease of use

0.897 0.858 0.867 0.794 1.000 0.895

Perceived
usefulness

0.900 0.819 0.857 0.765 0.895 1.000

From the normal P-P and scatter plots (Fig. 1) and (Fig. 2), the data are usually
distributed (all residuals cluster around the ‘line’) and conform with the assumptions of
homogeneity of variance (homo-scedasticity) and linearity. The residual errors are evenly
spread and not linked to the predicted value, thereby suggesting that the correlation is
linear, and the variance of y is the same among all values of x, which supports the
homoscedasticity assumption [1]. Z-score was used to evaluate the univariate outliers
and all values were within the acceptable range. Mahalanobis and Cook’s distances were
used to evaluate themultivariate outliers. No influential outliers were identified. Variance
inflation factors (VIFs) was used to evaluate Multicollinearity.
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Fig. 1. Standard P-P plot of the regression standardized residual

Fig. 2. Residual scatter plot

Table 3 presents that R2 is 0.885 and adjusted R2 is 0.884. The F statistic is 757.029
with 498 degrees of freedom (5 from the regression and 493 from residuals) and the
significance value is less than p < 0.05 (0.000). Therefore, the model is significant.
The findings of regression analysis in Table 4 also confirm the satisfactory prediction
performance of the regression model.
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Table 3. Regression analysis.

R R2 Adjusted R2 Estimate standard error Durbin-Watson

0.941 0.885 0.884 0.414 2.040

Table 4. ANOVA statistics of regression.

Model Sum of square Df Mean Square F Sig.

1 Regression 648.233 5 129.647 757.029 0.000

Residual 84.259 493 0.171

Total 732.492 498

According to the findings presented at Table 5, the beta value of System quality was
0.200 with significance level p < 0.001. Thus, System quality has significant effect on
Satisfaction and H1 was supported. The beta value of Information quality was 0.229
with significance level p < 0.05. Thus, Information quality has significant effect on
Satisfaction and H2 was supported. The beta value of Service quality was −0.031 with
significance level p> 0.05. Thus, Service quality does not significantly influence Satis-
faction and H3 was not supported. The beta value of Perceived ease of use was −0.239
with significance level p < 0.001. Thus, Perceived ease of use has significant effect on
Satisfaction and H4 was supported. The beta value of Perceived usefulness was 0.350
with significance level p < 0.001. Thus, Perceived usefulness significantly influence
Satisfaction and H5 was supported.

Table 5. Regression analysis between independent variables and dependent variable. *p < 0.05,
**p < 0.01, ***p < 0.001.

Model 1 β t-Value VIF

System quality 0.200 5.014 6.816

Information quality 0.229 5.311 7.933

Service quality −0.031 −1.131 3.184

Perceived ease of use 0.239 5.913 6.984

Perceived usefulness 0.350 9.464 5.835

5 Conclusion

The results of the analysis show that the correlation between the variables is positive
in most of the hypotheses presented and analyzed in the previous sections. It is found
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that four of the five cases examined are confirmed and their variables positively affect
the overall satisfaction of users. These are, in particular, the quality of the system, the
quality of information, the perceived ease of use and the perceived usefulness of the
system. On the contrary, although the correlation between service quality with overall
satisfaction is assessed as positive, for statistical reasons it should have been rejected.
In fact, the perceived ease of use and the perceived usefulness seem to be the variables
with the greatest impact on overall satisfaction. Confirmation of the positive effect of
the above variables can be easily explained when it comes to the users of the system.
This is because they are the ones who mainly enter the data in this electronic document
management system and therefore are particularly interested in having a system with
that will ultimately make it functional and useful for the exercise of their duties.

Comparing the results of the present work with those of the authors of the articles
in the literature review, it is worth noting that their findings are mainly coincidental.
Indeed, according to previous research, all three dimensions of quality have immediate
and positive effects on the satisfaction of internal users of respective systems, with each
of these dimensions playing a more important role in overall satisfaction, depending on
the research under consideration [29–31]. Nevertheless, the ease of use and perceived
usefulness, the two key dimensions in accepting IS have a positive sign in most surveys,
that refer to the extent to which users think the system can help them perform their work
better [30, 32].

The use of the system essentially completely eliminates the printing of documents,
their printed circulation, their handwritten assignment and signature, and their time-
consuming archival and retrieval. In this way, the employee is freed from a series of
unnecessary and tedious procedures, enhancing his efficiency, transparency in proce-
dures, hierarchical control and central coordination of public services, and therefore
his overall administrative capacity to respond with speed, accuracy, and flexibility to
the operational requirements of a modern organizational environment while achieving
significant savings.

During the survey, there was a restriction on the size of the sample. This paper
investigated the satisfaction of users with this system. However, the choice to conduct
the survey only in the Ministry of Interior made the sample relatively small compared to
most empirical surveys that have used the questionnaire method. In addition, without the
creation of a broader analysis, it has not been possible to evaluate system performance
at a broader organizational level. Although evaluating the satisfaction of users in the
electronic document management system under study is a first step in understanding the
performance of all users, future research is needed to assess the proposed model in a
representative national sample of users, so any generalization of results should be done
with special care.

Behavioral IS usage models could be used by future researchers in order to clarify IS
usage in various settings (such as operational, tactical and strategic level) where IS usage
can be measured through time spent on the system. The results of the study reflect the
attention provided to enhancing the efficiency and performance of public IS by users and
suppliers of applications to consider these factors in the design and use of IS. Besides,
this study is helpful to professionals in order to develop those systems more effectively
and to carefully consider these factors in the development and use of IS. Due to the
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growing use of IT for the supply of public services, a greater understanding of such
constructs necessary for increased acceptance.
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Abstract. The realization of the complexity of the modern societies’ needs and
problems leads to an understanding that the current civil societies’ ecosystem
could be compared to a network, where every stakeholder is connected to the
others and they collaborate by exchanging information, services and engagement.
Recent research studies suggest the adoption of a newmodel, the Quadruple Helix
model, in the action plans of smart cities. This model puts the community and the
citizens in the command position alongside with the business, research and gov-
ernment stakeholders. It also entails the participation of the citizens not only in the
service provision, through monitor and engagement, but also in the policy mak-
ing, leading to a more bottom-up decision-making system towards Smart Cities
4.0 level. Information and Communication Technologies, and more specifically
the Disruptive Technologies, emerge as a major means of achieving digital trans-
formation in order to co-create user-driven decisions for the communities and the
smart cities of the future. The aim of this study is to compare existing solutions of
digital participation systems, identify the points of convergence and differentiation
and extract useful insights for future research and applications.

Keywords: Smart Cities · Disruptive technologies · Digital participation

1 Introduction

From a technological perspective, a Smart City is a civil ecosystem that combines tech-
nology solutions for improving the efficiency and the connectivity inside the city [1].
The first level of this field of expertise (Smart City 1.0), which was led mostly by the
private sector, was succeeded by a municipality-led ecosystem (Smart City 2.0), where
the public administration and the local representatives were dominating the initiatives
in order to achieve improvement of the lives of the citizens and the efficiency of pub-
lic services. In the next phase (Smart City 3.0), this phenomenon changed into a more
automated-driven system that “thinks and acts” for the better result. In this phase, citizen
engagement started to emerge.

© Springer Nature Switzerland AG 2022
M. Themistocleous and M. Papadaki (Eds.): EMCIS 2021, LNBIP 437, pp. 258–273, 2022.
https://doi.org/10.1007/978-3-030-95947-0_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-95947-0_18&domain=pdf
http://orcid.org/0000-0002-6610-0675
http://orcid.org/0000-0002-2916-7504
http://orcid.org/0000-0002-7602-3052
https://doi.org/10.1007/978-3-030-95947-0_18


Towards Smart Cities 4.0 259

Although those were the dominant levels of Smart Cities, gradually, some cities,
which tend to be innovators in this field, built an ecosystem where the decision-making
process involves the citizens’ participation with a more agile way [2]. Referring to Smart
Cities 4.0, where the decision-making process is led bottom-up, from the citizens to the
administration, in a collaborative way.

Consequently, the stakeholders in the previous levels of Smart Cities, have to adjust
to a more citizens-centric way of designing, executing, maintaining and monitoring the
services in such an ecosystem [3]. Furthermore, the policy-making is also in charge of
the citizens’ votes [4]. As a result, finding a consensus in public affairs concerns not only
for research institutes, government or municipal administrators and the private sector,
but also the citizens’ engagement and collaborative opinion expression [5].

Finding an equilibrium between these four stakeholders might uplift some chal-
lenges towards the future civil ecosystems and public administrations [6], but there
are paradigms that nominate that this level is suitable, concerning the accuracy of the
orientation of public policies [7], which may increase, as a result of a more wide and
collaborative participation of the citizens in deciding the needs and the initiatives of their
own city [8].

Literature indicates that there is a plethora of solutions that could be applied in order
to achieve a more collaborative, connected and transparent system of governance in a
local but also in a wider level [9]. The use of the disruptive technologies is a key factor in
terms of efficiency, security and accuracy [10]. Technologies like Blockchain, Internet
of Things, Artificial Intelligence, Social Networks etc. are just a few examples of ways
that could influence the cities towards a more citizens-oriented governance.

There are some similar interesting studies that address the subjects that are hereby
presented. Namely, “A Taxonomy of Smart Cities Initiatives” [11] is a complete study
about the initiatives and their categorization in several axes based on theQuadrupleHelix
model, but it focuses on the general solutions and the initiatives of Smart Cities. Another
interesting related example is “Smart Sustainable Cities - Reconnaissance Study” [12],
which is a reconnaissance study based on the relationship between Smart Cities ini-
tiatives and Sustainable Development objectives, with a wide variety of case studies
and interviews, and with an extension of policy recommendations. Of course, there are
some interesting studies, for instance, “Using Disruptive Technologies in Government:
Identification of Research and Training Needs” [10], that focus on the use of disruptive
technologies in Government, but they are not directly linked in Smart Cities 4.0. To our
knowledge, there is no study that combines the Smart Cities 4.0 initiatives’ classification
with the disruptive technologies’ contribution.

The aim of this paper is to collect, classify and study the solutions that have been
applied in cities and have designated the new level of governance and policy and decision
making. It also aims to examine the characteristics of these solutions and extract some
insights that could be beneficial for future research and applications. Moreover, it aims
to present the results of the digital participation in some cities and show how they have
affected the society and the economy, providing a simple taxonomy of those results.
Lastly, it aims to point out the connection between disruptive technologies and digital
participation applications, concluding that with the right use of these technologies, the
results could be promising for future citizens’ participation applications.
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This paper is structured as follows: Sect. 2 presents the landscape of Smart Cities
in terms of Stakeholders, Digital Participation and Disruptive Technologies; Sect. 3
describes the basic methodological approach towards the classification of Digital Partic-
ipation Initiatives; Sect. 4 provides the classified results of Digital Participation Initia-
tives; Sect. 5 discusses the taxonomy of the results emerged by the Digital Participation
in Smart Cities 4.0, while Sect. 6 concludes the paper.

2 Background on Smart Cities

In order to achieve better understanding of the Smart Cities 4.0 initiatives concerning
digital participation of the citizens, the involvement of the academia, the industry, the
policy makers and the actual use of disruptive technologies, there are hereby analyzed
briefly some of the key-relations of the main classification. All those relations are related
to the initiatives, but most of them are extended in every Smart Cities ecosystem.

2.1 Smart Cities Stakeholders

One of the most accurate definitions of a Smart City ecosystem is “an inclusive and par-
ticipatory arena for local governments and all interested stakeholders (including citizens)
to co-create communities” [13].

A significant percentage of literature studies tend to focus on three fundamental
stakeholders: Universities, private sector, and local municipalities [14]. Most of the
existing studies, suggest that Universities have major a role in the identification of a
solution, industry is mostly responsible for designing and implementing the solution,
while the municipality inspect the development [15]. This is best known as the “The
Triple Helix” model. Yet, it does not include the end-user of every initiative and every
project, citizens. Which creates a complication, having in mind that the Smart Cities
4.0 model itself is consisted based on the notion that cities are increasingly bottom-up
governed, meaning that citizens have the power not only to monitor and regulate the
policy and administration of the City, but also to collaborate and create regulations and
initiatives themselves [16].

“The Quadruple helix model” is the model that includes the Communities’ partici-
pation in the ecosystem’s development [17]. Of course, the rest of the actors continue
to play a vital role in the development, with the same formation or with partial differ-
entiations, for instance separating the Municipality role into Policy makers and Public
Authorities [18]. Thismodel could be consideredmore suitable for the next step of Smart
Cities.

In the initiatives that will be mentioned in the next sections, the citizen-centricity is
apparent, while the innovative characteristic is that the citizens are not the only stake-
holders that are gaining from this collaboration. Small businesses, policy makers, public
administration are also gaining from being part in such an ecosystem, in either eco-
nomic growth or more accurate metrics about the citizens’ views in the city’s needs.
Furthermore, except the individuals’ profit of being part of such an ecosystem [8], there
is a macroscopic development of the ecosystem itself, in terms of Economic, Social and
Environmental Sustainability [18].
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2.2 Smart Cities and Digital Participation

What differentiates the Smart Cities 4.0 model from the previous models is the role of
Digital Participation in the ecosystem. It is the citizen-centricity in the decision-making
process that evolves the model of Smart City. The Government provides openness and
transparency, while the citizens provide citizen-centric services, through collaboration
mechanisms, and finally the public value is ready to adopt the services [3].

When it comes to Digital Participation, it is essential to underline the difference
between Smart Cities 3.0 and Smart Cities 4.0. In the former, the term includes citizens’
engagement with the policy making process and feedback for the administration’s work.
A simple example of this would be a digital platformwhere the users can rate the propos-
als regarding the Smart City governance. The latter, namely Smart Cities 4.0, involves
a citizen-centric-based approach in policy making. There is collaboration between the
Communities and the citizens in order to achieve the most citizen-empowered initia-
tives inside the ecosystem. The overall governance is majorly influenced by the citizens’
participation, either in the voting and decision-making process or in the initiatives’ coor-
dination [16]. The policy making process becomes bottom-up, while the public value
creation and adoption is also influenced by the citizens-centric vision [19]. Eventually,
the Smart Cities’ needs aremonitored, and the action plans are designedmajorly from the
citizens themselves, through collaboration with the stakeholders. A prominent example
of this can be considered a digital platform where the users can provide not just feed-
back but collaborate independently in order to propose policies for the functions of a
city. This collaboration might be enhanced by the usage of Disruptive Technologies, for
instance Artificial Intelligence in order to extract patterns from the users’ collaboration
outcomes.

2.3 Smart Cities and Disruptive Technologies

The conceptualization of the Smart Cities comes with twenty years of multidisciplinary
collaboration. One of the disciplines that is deeply embedded in the notion of Smart
Cities is ICT. Most of the initiatives are related to a digital solution, and the Smart Cities
4.0 initiatives more than any others, as it will be demonstrated in the next sections. In the
last years, the disruptive technologies have evolved the means of creating public value
and have played a primary role in governance of the Smart Cities [5].

The disruptive technologies may support a unique or combine different aspects
regarding their contribution to the digital participation solutions. The aspects of these
technologies are covering the whole spectrum of digital transformation from data gener-
ation to data analytics and service provision. It would be constructive to analyze some of
the basic disruptive technologies, underlining the essence of their contribution in Smart
Cities’ ecosystem:

• Social Networks: As a result of Policy making 2.0 evolution and the direct link to
the technological field, the research community can observe a significant potential in
using social media on this regard [20]. Social networks do not only provide opportu-
nity of creating a communication channel. They could play amajor role in government
information flows and the availability of government information [21]. However, even
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though social media are a representative example of a bottom-up-driven community,
there are still some barriers and risks that research community and policy makers
should examine [22]. Nonetheless, one could consider many examples of social net-
works incorporated in the Smart Cities 4.0 context, for instance a digital platform that
will enable citizens to identify their own needs for the city governance based on the
engagement of the networks’ users.

• Blockchain: By applying blockchain and distributed ledger technologies (DLT) in the
Smart Cities environment, systems gain a set of benefits for decentralized applica-
tions, and the security of distributed ledger technologies which includes consensus
algorithms and smart contracts, performance increase, and reduce cost of systems
[23]. All these contributions are necessary, especially in Smart Cities 4.0 ecosystem,
since the digital participation system needs robust security and integrity for the vot-
ing function. Indeed, the inclusion of blockchain technologies when the solutions for
Smart Cities 4.0 is possible. For example, the usage of blockchain to store the votes
and propositions for the cities’ needs.

• Internet of Things (IoT): The use of IoT in the Smart Cities’ context provides two
major benefits. Firstly, it increases the effectiveness and precision of the operation and
the management of the smart city ecosystem, while providing the necessary support
of the new and innovative services and applications [24]. IoT is closely related with
the installation of sensors which in turn are closely connected with the production
of big data. A sensor is a component able to detect a change in its environment and
convert it into an electrical signal [25]. They play a major role in a lot of electronic
projects which produce and analyze environmental big data, which are useful source
for policy making. There is a wide range of costs for sensors, so it is possible that
citizens can create their own electronic projects using sensors and collect and share
data of their local environment for the community. A potential usage of IoT in Smart
Cities 4.0 can be identified by considering the advantageous role of IoT in monitoring
the city’s environmental parameters. They can be of great value for the citizens, since
they can consult these parameters to come up with effective policy proposals.

• Artificial Intelligence (AI): According to Kaplan and Haenlein, Artificial Intelligence
is a system’s ability to interpret and learn from external data and use that for complet-
ing tasks in a flexible and adaptable way [26]. AI is a large technological category that
includes other widely used technologies, like Natural Language Processing, Machine
Learning, Data Mining, Deep Learning and others. All those technologies can be
incorporated in a Smart Cities 4.0 solution. For instance, a Natural Language Pro-
cessing mechanism can detect the citizens’ opinion for some issues related to Smart
Cities and thus the citizens using the solution can provide policy proposals based on
these insights.

• Augmented Reality/Virtual Reality (AR/VR): Virtual Reality (creates a digital envi-
ronment and replaces the user’s real environment), Augmented Reality (overlays dig-
ital created content into user’s real environment) or any of the other subcategories of
Digital Reality have several applications in Digital Government and some of them
focus in Smart Cities [27]. Tourism, Education, Environmental awareness, Digital
participation are just a few examples of fields that AR/VR Technologies could be
applied in the context of Smart Cities 4.0. Even though this is a major technology, it
has not been used in the identified solutions. However, there are examples that could
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be considered feasible, especially for modelling virtual environments so the citizens
can be educated for aspects related to policy making.

It should also be noted that there is a plethora of instances where combinations
of all the aforementioned technologies, or even additional technologies, can provide
beneficial results for the digital solutions. Experts have recorded prominent cases of
solutions incorporating several Disruptive Technologies like AI, IoT and Blockchain
simultaneously [28].

3 Methodological Approach

This section contains themethodology of the classification ofDigital Participation Initia-
tives that were available online and the actual classification. Themethod is consistedwith
influence of other well-structed classification models from some relevant exploratory
studies, for instance “A Taxonomy of Smart Cities Initiatives” [11]. The main goal of
the classification is to present the initiatives with some of their common attributes and
characteristics, in a simple, well-structed and centralized system.

The methodological approach of this study is based on documentary analysis for
the identification of the current actions of Digital Participation towards Smart Cities 4.0
context. The purpose of this is to extract evidences for validating the research claims.

The main source of online clustered Digital Participation initiatives is “Bee Smart
City” (Available at: https://www.beesmart.city/). Although there were other hubs and
clusters for innovation in the context of Smart City solutions considered too, varying
from providing intelligence for innovators (e.g., Smart City Hub – available at: https://
smartcityhub.com/) to actually supporting projects, initiatives and start-ups (e.g., Smart
City Taiwan – available at: https://www.twsmartcity.org.tw/en), the Bee Smart City was
chosen due to its wide range of solutions implemented around the globe. Following
the trends and searching for “citizen engagement”, which is almost similar term with
the Digital Participation, the online platform provided some results ranked based on
popularity. These projects are representative of the world’s initiatives worldwide. It
would not be possible to rank all projects, due to their number, but also because there
are a lot of projects that are not registered in similar online libraries.

In order for the classification to be accomplished there aremany research directions to
follow. One method could be seeking experts’ opinions on those basic characteristics. A
second method could be questionnaires, asking a wide variety of people, from different
educational and professional backgrounds, about which attributes they would deem
worthy of comparison. Another could be searching on the bibliography and forming a
set of common attributes. Finally, the latter method was chosen, in order to achieve the
flexibility and precision for such an innovative analysis.

The next step was searching the bibliography for the right structure of the clas-
sification. For this scope, several research libraries were examined. Due to the wide
variety of the aspects included in this research study, there were numerous keywords
used for search in those libraries. Some of them were “digital participation”, “smart
cities”, “citizen engagement” and plenty of others.

Finally, the basic structure of the classification was formed based on two pivotal
subcategories: their primary aspects and the aspects concerning the Smart Cities 4.0

https://www.beesmart.city/
https://smartcityhub.com/
https://www.twsmartcity.org.tw/en
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context. In the former, the initiatives present some primary aspects of their launching,
their aim and their benefits. The structure of this matrix would include for each initiative
its name, the location/locations of launching, the year of launching, the presented cost
of the final product or the final service, a short description of the aim of the project or
the problem that intends to solve and some categories of key-benefits of each project. In
the latter, they are classified based on their major aspects that concern the Smart Cities
4.0 ecosystem’s architecture. Namely, the stakeholders that are involved in the initiative,
noting that the stakeholders are considered those who were mentioned in Sect. 2.1 of
this study, the exact Disruptive Technologies that are being used, if any, the Citizens’
role in the initiative, based on the specifications that are provided by the initiatives, and
the main Axes of the Smart Cities’ Quadruple Helix [11] that each initiative concerns.
All the information needed was found in the relevant “Bee Smart City” page.

There was a certain evaluation of the aspects that would be chosen for this classifica-
tion, which are presented in each column separately in both tables, while the initiatives
themselves are presented in each row. In the first table, the aspects are based on the
related fields that the web platform “Bee Smart City” presented. Categories like Loca-
tion, Year of launching, Key Benefits and others exist in the platform per se. For reasons
of simplicity the most relevant were chosen for this table, while others are available
online. In the second table, the aspects that were chosen to be examined were explicitly
based on the fundamental Smart Cities 4.0 architecture. The stakeholders’ involvement,
observing that as the landscape changes the roles are evolving, namely the Universities,
the Municipalities/Public Administrators, the Industry and the Citizens. The Disruptive
Technologies that were used in each initiative, although some initiatives did not use
any of the emerging technologies that were noted in this study, namely social media,
Blockchain, IoT, Sensors, Digital Reality. The Citizens’ role in the initiative, since the
contribution of Citizens and their Communities are deeply embedded in Smart Cities
4.0 notion. This contribution could be monitoring public administration, or engagement
with the policy making process, which already was accomplished in the previous gener-
ation of Smart Cities, but in some initiatives the users collaborated with each other and
cooperated in the policy making process from a more relevant position. Lastly, the Axes
of the Smart Cities’ Quadruple Helix [11] that the initiatives concerned, an aspect sig-
nificantly useful for understanding not only the ecosystems’ areas that where initiatives
find applications, but also the exact stakeholders’ contribution to this area based on the
initiatives’ ecosystem.

4 Classification of Digital Participation Initiatives

In this section, we classify the selected initiatives based on the attributes articulated in
the literature. Table 1 presents the classification based on the primary aspects, while
Table 2 presents the aspects regarding the analysis of the Smart Cities 4.0 context.

In order to accomplish an overall understanding of the classification presented, there
are some additional notes that should be mentioned. Initially, the initiatives were repre-
sentative and so were the aspects that were examined related to them. Especially in the
second table, the classification does not imply ranking of the projects presented. Every
one of them is unique and so is the environment in which it is applied. Consequently, it
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Table 1. Classification of Digital Participation Initiatives and their primary aspects.
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Table 2. Classification of Digital Participation Initiatives and their aspects towards Smart Cities
4.0 context.
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is safe to assume that the success of every initiative is not visible having these aspects
in mind, not even having the results of each initiative, which are presented in the next
Section.

There are some primary correlations between the projects and some points in which
they tend to be similar or differ. For instance, the different combinations of Stakehold-
ers involved in the initiatives is visible. Obviously, the Citizens’ and Municipalities’
involvement is more common, but some of them involve the private sector or in some
instances, the Academia, but in a lesser extent, since theUniversities are usually involved
in the early stages of an initiative, providing the research background [29].

One that could also be noticed, referring the Disruptive Technologies, is the extend
involvement of social media and AI, which tend to be the most commonly used in
this set of examples. Another useful notice is that a significant number of recent initia-
tives, for instance “CityMaking.Wien”, “Agenda Teresina 2030”, “Mobile CrowdSens-
ing (MCS)”, tend to focus on the Environment Axis as well, possibly signaling the need
of creating a more environmentally sustainable ecosystem in the context of Smart Cities
4.0. Eventually, there are some examples of correlations between some aspects in the
same table or between the two that could be discussed in a separate section, for instance
which axes are evolved by a certain Disruptive Technology, like AI or social media,
or in which cities certain axes are evolved, like ICT Infrastructure or Economy Devel-
opment. Thus, some heterogeneous factors about the differentiations of ecosystems or
technologies and their roles to play in the context of Smart Cities 4.0 can be explained.

5 Taxonomy

Having the classification of the initiatives being conducted, it would be significantly
constructive to study the results of those initiatives and try to create a taxonomy of those
results in terms of the current status of the initiatives, the citizens’ actual participation,
measured through different ways, for instance questionnaires, some representative case
studies of the initiatives as well as some diversity characteristics about the cities applied
and how the ecosystem’s feasibility has been improved. The taxonomy used the same
methodological approach as the classification analyzed in Sect. 3. The set of initiatives
is the same.

5.1 Taxonomy of the Results Emerged from Digital Participation

The systematic taxonomy of the results of citizens’ engagement and collaboration
through the Digital Participation applications was merely a partial observation of the
projects’ involvement to the Smart Cities’ ecosystem’s evolution. There are many fac-
tors that can describe the success of a Smart Cities initiative, and since the particular
subject is Digital Participation, it consequently involves Communities and Citizens,
making it a multidimensional subject to study and examine. Thus, the results of the
initiatives and their success conceptualize a notion that tends to behave like a spec-
trum, breaks down into several sub-parameters, which need to be examined separately.
For instance, examining the economic feasibility of an initiative is not the same with
examining its adaptability to diverse ecosystems. Or examining the efficiency of the
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collaborative channel between the citizens is not the same with examining the overall
solutions that are led to the administration of a municipality. Yet, all those factors are
necessary for the overall success of the initiative. As a result, in this section, the results
are not directly linked to the overall success of the initiative, they are just classified with
some primary aspects of their development.

With this taxonomy some correlations between the different aspects of an initiative’s
results can be examined. Obviously, there were not all of the initiatives completed, so
some of them lack of results and case studies. However, the rest of the set of the initiatives
are able to demonstrate some correlations. At first, the major role of the private sector
in the continuity of the initiatives is apparent. Several initiatives do include adaption in
the business sector, with some of them being mostly used by private companies.

Furthermore, the cities’ diversity itself is worth examining. There are initiatives that
are adopted by only one city and others that are adopted by over 100 cities. Consequently,
it could be constructive to study the differences between those two cases. On the one
hand the replicable, adaptable solution that can collect an enormous amount of data,
from diverse ecosystems, on the other hand the specific and explicitly designed solution
that serves one city with a distinctive architecture for this city, that will allow the study
and optimization of the efficiency of the public organizations inside the city in terms of
Digital Participation, but also in terms of operation efficiency. The cities’ diversity is not
the only one that is interesting. The wide diversity of the improved sectors within the
city is also significant.

From Empowered Citizens to Mobility and from AI application in Citizens’ par-
ticipation to parklets inside the city, the initiatives prove that there is always room for
evolution for the public sphere in the context of Smart Cities. Plus, this also proves
something more. There are a lot of initiatives with similar orientation, for instance
in empowering citizens’ participation and knowledge sharing. Yet, a wide variety of
improvements on several sectors is noticeable. That could be due to different orienta-
tion of the policy making process in each city. That process could be result of citizens’
contribution. So, it is safe to consider that even if the products or the tools have similar
structure or functionalities, the final improvement of the city’s indicators is a result of
the stakeholders’, and especially the citizens’ decisions, since they are the linchpin of
policy making towards Smart Cities 4.0. Of course, that is up to further research to be
examined.

The taxonomy could be related to demographics, city size, city climate, city industry,
political-government orientation, but in this study those factors are only superficially
considered in the conjunction between the results of the initiatives and the contribution
of Digital Participation applications in Smart Cities 4.0.

5.2 Prioritization of Needs Based on Digital Participation

Since this study has collected a representative set of initiatives in theDigital Participation
sector, and since citizen-centric policymaking and citizen collaboration and involvement
in the decision-making process are fundamental in the Smart Cities 4.0 context, it would
be constructive to conduct a plain prioritization of the needs that emerge from these
initiatives and their results, so far.
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Table 3. Taxonomy of Digital Participation Initiatives’ Results.
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Based on the results in the Table 3, one of the most common indicators that is seemed
to be improved by the most of the initiatives is Empowering Citizens including Citizens’
communication and Collective Governance. Thus, it is safe to consider that the Public
Administration has already done some progress on this regard, since the actions of the
Public Administration is monitored and engaged by the citizens and their collaborative
communities. One specific sub-category of this aspect that is not so obvious is the use
of AI in citizens’ participation. And this could be extended to the involvement of any
Disruptive Technologies in the citizens’ participation.

Something less common in the Table 3 is the Mobility and Transportation, even
though that some of the initiatives have been involved in the evolution of this sec-
tor. On the same level, the facilitation of the city towards a more environmentally
friendly structure, with more parklets and places that citizens and tourists can enjoy their
days is notable. Still there are some projects that through collaboration have achieved
improvement in this regard.

The needs that are not common in the previous Section are the most urgent to be
involved with the Digital Participation of the Citizens towards a Smart Cities 4.0 ecosys-
tem. For instance, SDGs observation is something that should be more institutionalized
in the future initiative of Digital Participation. It comprises a wide variety of problems
that the modern urban societies are called to face. Facing those needs collectively as
citizens of the same participatory ecosystem would solve a lot of social and practical
problems, while it would evolve the indicators of the Smart City.

Of course, there are some fundamental aspects of Smart Cities that are not directly
discussed in the Digital Participation in these initiatives. For instance, the Development
of ICT towards Public Sector’s evolution is something that stands as an invisible need,
having extensions in the most indicators of Smart Cities. However, this development
should happen with an institutionalization of the ICT Governance [30]. This way the
PublicAuthorities, alongsidewith theCitizenswill accomplish a greatmilestone towards
the appropriate usage of ICT in the public sphere, thus a significant evolution will be
conducted in Smart Cities 4.0.

In the future, the role of the Disruptive Technologies is going to be more vital than
ever, in terms of transformation of the public administration initiatives and the Digital
Participation initiatives. And since the context of Smart Cities 4.0 includes citizen-
centric policies and collaborative decision making from citizens, then the Disruptive
Technologies are going to find steer applications in these areas. With examples as AI,
Blockchain and IoT to ensure transparency, accuracy and efficiency, the future of the
Digital Participation is connected with those Technologies.

6 Conclusions

In the context of Smart Cities 4.0, where the Citizens take a major role in policy making
process through collaborative contribution to more citizens-centric policies, with the
decisions made increasingly bottom up and the stakeholders’ roles being continuously
reconsidered, it is essential to study the evolution of the ecosystems through its examples.
The examples of the evolution are the initiatives that are coordinated by members of the
ecosystem. And since the Citizens’ engagement is embedded in the new generation of
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Smart Cities, it is constructive to study the initiatives of Digital Participation to have an
overview of their contribution to the ecosystem’s evolution.

The proposed classification of the initiatives helps to underline the key elements in
every similar project, based on the representative initiatives that are examined. Exam-
ining these initiatives and their possible contribution to the evolution towards the Smart
Cities 4.0 achievement, it comes to analyzing common aspects, like the Disruptive Tech-
nologies used, or the key-roles in the products. Collectively, however, those aspects
construct the fundamental areas of Smart Cities 4.0, underlining the importance of
empowering the Citizens to adopt Digital Participation Solutions.

Referring to the results of these initiatives, it is safe to consider that they demonstrate
some correlations between the results of the use of the projects and the improvement of
the Smart Cities’ indicators. The study suggests some obvious correlations and their con-
tribution to the ecosystem’s needs, based on the results, thus the Citizens’ Engagement
itself.

The implications of this study to the scientific field of Digital Governance as well as
the Smart Cities field of study and practice pertain on two fundamental aspects. Firstly,
by evaluating the role of the citizens in the policy making process of a Smart City and
proposing some insights based on the existing solutions the future research can orient
itself towards providing the citizens with a wider range of capabilities in a proactive
manner. Additionally, the technological insights emerged from this study can assist the
future development of new solutions oriented towards the goal of actively incorporating
the citizens’ input in the policy making process. There is certain room for expansion of
this study direction, especially formore exploratory literature research in order to identify
the fundamental principles already mentioned in literature that assist the evolution of
Smart Cities towards Smart Cities 4.0 in a more formalized manner.

Studying this new generation of Smart Cities, it is feasible to evolve nowadays’
initiatives to possible new ones or modifications to existing ones. Having in mind the
major role of the Disruptive Technologies and their contribution to the evolution of the
ecosystems’ development, the future of the ICT and Public Administration towards a
more citizen-centric Governance can be discovered.
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Abstract. Literature posits that most data and research on E-Government dom-
inantly focuses on large economies where social, political, organizational and
economic aspects of these local contexts significantly differ from other parts of
the world. One such part is the group of island states specifically referred to as
Small Islands Developing States (SIDS), sharing common challenges of reduced
size, diseconomies of scale, impact of climate changes and other challenges. E-
Government models should be adapted to local context, and for SIDS this entails
understanding the local context so as to formulate a sustainable model. Even
though we find studies and models for SIDS, significant differences exists among
SIDS that warrant individual approaches. An example of a SIDS is São Tome and
Principe, where the government is involved in E-Government initiatives. This is
visible at the Ministry of Finance where different interacting Departments have
developed systems and software tools to manage business processes. These sys-
tems and tools are used for interactions internally and with public and private
sectors. However, for implementation, there is a lack of a centralized, interopera-
ble vision or directive. Consequences are high total cost of ownership, subsequent
costs with interoperability and maintenance, and, in the end, deficient long-term
sustainability. Considering the impact of costs of information technology initia-
tives to the public budget, financed in its majority by development and bilateral
assistance, there is a need for anE-Governmentmodel that prescribes directives for
a sound, interoperable and sustainable E-Government implementation. We pro-
pose the development of E-GovSTP, a framework/model that intends to combine
technical considerations and aspects of the local context to formulate guidelines
for E-Government implementations in the Ministry of Finance. This artifact shall
be developed through sound theoretical foundation, application of established
standards and guidelines to areas of privacy and security, interoperability and
system and communications. Additionally, the fundamental aspects of the local
context (political, social and organizational) shall be factored into the model in
order to guarantee the sustainability having in mind existing technical, material
and financial constrains the country faces.
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1 Introduction and Problem Formulation

São Tome and Principe (STP) is a Small Island Developing State (SIDS) located in the
central west coast of Africa. Since 2015, with the assistance of the World Bank, through
a Project budgeted at 27 million USD, the country was connected to the “African Coast
to Europe” (ACE) fiber backbone (World Bank [36]; Sub-marine Networks [35]). This
has improved the quality of communications in the islands and increased the potential
for further innovation, in particular in the E-Government processes. The government
has focused on service modernisation through the implementation of E-Government
initiatives. A fewof these institutions includeCustoms, Internal Revenue, Port Authority,
National Parliament, Social Security, Immigration, among others.

There is not, however, a centralized or integrated framework for such implementa-
tions, which lead to duplication of efforts and resources and high total cost of ownership.
There are instances of excessive CAPEX and mainly OPEX costs to maintain required
equipment, to acquire additional (and somehow duplicated) licenses. The reduced num-
ber of experts with specialised knowledge required to maintain and upgrade the system
also aggravates the situation and OPEX costs.

The scarce financial resources available for the country are not able to support
costly technological endeavours. Most Information Technology projects are financed
with external assistance, with the potential of further increasing the foreign debt and
dependency from external investors. In the long term, the sustainable implementation
of information systems, of transparent E-Government initiatives, cannot rely on the
dependency of São Tomé and Principe from external suppliers.

At the Ministry of Finance in particular, there is a need of a framework with clear
directives for E-government implementation. Literature review shows the existence of
frameworks and recommendation (Nielsen [27], Bwalya and Mutula [10], Glyptis et al.
[16]) for developing states and SIDS. However, authors such as Bwalya and Mutula
[10] underline that E-Government should be based on the specific contextual character-
istic of its area of applicability, and these con textual requirements differ among SIDS.
Therefore, any applicable model should consider factors of the local context, so that
the guidelines should address and solve local issues at the Ministry of Finance. In this
regard, the model herein proposed, E-GovSTP, takes into consideration the functions of
different entities, the intra- and inter-relationshipswith other entities in public and private
sectors, and contextual aspects of political, social and organizational nature. E-GovSTP
is a contextualized E-Government model, adapted to the local reality, and takes into
consideration financial, human resources, and technological constraints of São Tomé
and Principe (STP) context.

This paper proposes a strategy to devise such model, which will be implemented
in collaboration with experts in E-Government and assistance from financial and eco-
nomic specialists, inside and outside the Ministry of Finance. The specification is in
a early design phase, where the problem was clearly identified, but without objective
recommendations, as well as the assessment of their impact.

The remainder of the paper is organised as follows: Sect. 2 documents the E-
Government projects, Sect. 3 details the research methodology, while Sect. 4 details
the current design of the E-GovSTP model, and Sect. 5 concludes the paper.
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2 E-Government Models and Small Island States

According to Priyambodo and Suprihanto [31] the definition of E-Government refers to
the use of Information and Communication Technologies to change and improve gov-
ernment services, from production to delivery. Datar et al. [11] define E-Government as
a tool to address digital divide, and that it is affected by different aspects, such as broad-
band connectivity, the underlying technological infrastructures. The quality of education
is also a key relevant aspect to consider, as identified by Salas-Pilco and Law [32], since
one of its component, computer literacy, is crucial for E-Government adoption. In addi-
tion, educational solutions should be designed considering local conditions and strategic
priorities.

InfoDev [12] describes three stages in the E-Government implementation: 1 - Publish
(information online), 2 - Interact (civic participation), 3 - and Transact (online services),
further informs that the diverse interactions with citizens follows five transformation
elements: Process reform (vs simple automation), Leadership (to push reforms), Strate-
gic investment (prioritise funding), Collaboration (inter-agency, with private sector), and
Civic engagement (citizen engagement opportunities). Some constrains in the develop-
ment of E-Government initiatives in developing nations can arise due to lack of a holistic
planning and myths as to the meaning of E-Government. For instance, Becker and Pon-
schock [9] explain themyth that simply connecting people does not end the digital divide,
because it is not a mere technological problem but a mix of factors from technology and
social aspects such as age, income, skills and politics. Authors like Okunola et al. [29]
described several issues that constrain E-Government adoption in a developing nation,
such as the challenge of poor technology infrastructure, poor internet connectivity, unre-
liable electricity supplies and low ICT literacy levels. Other contributing factors are
socio-demographic variables of education, employment and income, which reflects the
relevance of local context. Another E-Government challenge is security, regarding infor-
mation confidentiality, integrity and availability in the diverse platforms, which requires
considerable resources, as discussed by Efe [2].

2.1 E-Government Models and Frameworks

This section discusses the existingwork and frameworks towards E-Governmentmodels,
as summarised in Table 1. Research works on E-Government are mainly based on data
from countries in North America, in Europe and in Asia, as pointed by Dias [13], thus
not considering the particularities of Small Islands Developing States (SIDS). As also
underlined by Glyptis et al. [16] in studying the challenges of E-Government in small
countries, the characteristics of a country’s public sector and the characteristics of the
country itself are determinant factors for the digital transformation of governments.
Nielsen [27] presented a study on E-Government in a country apparently similar to
São Tomé and Principe in terms of size, the Faroe Island. However, the islands are
only similar in size, since the economic, political and financial structures are different
from STP. Bayaga and Ophoff [8] specifically address E-Government in developing
countries and underline the lack of research on privacy and security aspects, as well as
the implications of infrastructures in rural and urban environments.
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Several frameworks focus mainly on the identification of factors affecting E-
Government implementation. For instance, Glyptis et al. [16] list the categories of factors
including financial, legal, political, organizational, socio-cultural, and environmental for
E-Government implementation. Abu-Shanab and Bataineh [1] present a framework for
E-Government that address somekey success factors, covering infrastructure, human and
governmental challenges, which is inline with the views of Priyambodo and Suprihanto
[31].

Table 1. Sample of reviewed literature and their points.

Proposal Useful points Missing points

Efe [2] E-Government security with
Blockchain principles

Not a model per se

Abu-Shanab and Bataineh [1] Security as part of the
infrastructure component of
E-Government

Details on implementation of
security

Nawaf et al. [3] Hardware and software and
implications in security

Does not address SIDS-specific
constrains and adoption factors

Almrabeh and AbuAli [5] What, Why and How of
E-Government

Methodology to apply
recommended measures

Alzahrani et al. [6] Includes data from developed
and developing countries

Developed countries do not
include small island states

Angelopoulos et al. [7] VISION platform, privacy
level agreement

SIDS context-specific aspects

Bayaga and Ophoff [8] Country-specific social
construct

Applicability in
country-specific context

Bwalya and Mutula [10] E-Government
implementation in
resource-constrained country

Not totally adequate for STP
due to specificities of island
states

Glyptis et al. [16] E-Government issues for
small countries

Example country differ
significantly from a SIDS

AlKalbaniet al. [4] Can be adapted to small island
states

Local context-specific aspects

Nielsen [27] Proposal for a small island Not applicable to local context

Priyambodo and Suprihanto
[31]

Information centric network,
ISO 27001: 2009 and 14443,
education for privacy and
security

Applicability in hardware and
software acquisition in
resource - constrained
countries

Authors such as InfoDev [12], Almarabeh and AbuAli [5] describe the challenges to
the implementation of E-Government and the need to set up the necessary governance
structure for the continual operation in maintaining E-Government platforms. Bwalya
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and Mutula [10] concluded that E-Government implementation should be based on the
specific contextual requirements of the area where it is being implemented.

Considerations of privacy and security are important for the adoption of E-
Government and this should be subject to careful analysis. Nawaf et al. [3] explain that
the use of acceptancemodels to study the adoption of E-Government is not totally correct
because these models lack strong security consideration. Alzahrani et al. [6] discusses
trust in E-Government and underline the complexities in the trust definition, as it varies
based on the different approaches (psychological, sociological, economic and computer
science, organisational science, business and marketing). In order to satisfy the infor-
mation security requirements in public organisation for E-Government, AlKabani et al.
[4] suggests the adoption of a compliance approach. The proposed information security
compliance framework includes aspects of organisational security culture (commitment
and accountability), technology (compatibility and capability), operational processes
(integration, audit, monitoring), and environment (legal and social pressures).

2.2 The Local Context of São Tomé and Principe

São Tome and Principe (STP) is a small island developing state facing challenges related
to being a SIDS, and also due to its particular local context. Such challenges include
heavy dependence on donors for public budget, unemployment of its young popula-
tion and human and technical constrains. Based on the UN 2020 Electronic Government
Development Index (EGDI) [14], SaoTomeandPrincipe ranks 24out of 54African coun-
tries. The individual indexes of the EGDI show a growing tendency for Online Service
Presence, IT Infrastructure and Human Development for Sao Tome and Principe. The
structure of the index itself is an indication of differences between countries as to their
social, economic and technical characteristics, as drivers that influence E-Government
implementation. The EGDI 2020 indicates that STP is among the 9 lowest ranked coun-
tries among SIDS (0,4074, Medium EGDI), having scored higher values before 2014.
However, for EGDI 2020, the country ranks in middle position amongAfrican countries,
ranked 24th among 52 countries, and above some larger regional economies. This is a
steady growth from 2014 (36th) onwards, scoring 34th in 2016 and 26th since 2018.

SomeE-Governmentmodelswere reviewed for this article (AlmarahBeth andAbuali
[5], Bwalya and Mutula [10]), and these, however, lack aspects that are specific to a
particular island state. Models are not universal, that is, E-Government models cannot
be blindly applied without the precise notion of the local reality of a country. One might
argue that a model developed for another SIDS (e.g., Nielsen [27]) can be applied to
STP, but, again, this lacks the elements unique to STP given the differences among SIDS
countries. These differences are in areas of technical challenges, human and resource
constrains, and specific economic, political and cultural characteristics. The E-GovSTP
model, herein proposed, aims to fill this gap. The research work in progress intends to
design and validate a model that can be followed by the public finance Departments of
STP’sMinistry of Finance. These areDepartments responsible for revenue collection and
expenditure management activities, which are considered by Jian [22] ascore activities
in the management of public finance. In particular, the E-GovSTP model aims to assist
new implementations or improvements in the on-going E-Government initiatives. The
E-GovSTP model brings the advantage of better E-Government and has the potential to
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contribute to anti-corruption environment, by increasing transparency and accountability,
pointed by Lupu and Lazar [25] as being the pillars in E-Government policies.

The design of the E-GovSTP model considers characteristics particular to SIDS,
and specific to São Tome and Principe, having in mind an analysis by GCPSE [15]
that, even among SIDS, significant differences exist when addressing issues of wealth
and income, capacity of public service, history and degree of smallness. If we group
islands by the communities they belong to, we also find differences regarding stages of
E-Government development. São Tome and Principe is a member of the Portuguese-
speaking community, and OECD [28] explains that these countries do not present the
same stages of development, political stability and institutional coherence, which lead
to distinct progress in terms of E-Government implementation. The E-GovSTP model
builds upon the premise that the adaptation to the local context greatly contributes to the
success of long-term digital transformation initiatives discussed by OECD [28].

Data from the National Institute of Statistics of STP, STPemNumeros [34], shows
a country with a very young population averaging 20 years old, with 63% residing in
urban areas, 90% literacy rate, and a population almost evenly divided between man and
women. There are over 200 educational establishments distributed among educational
levels from kindergarten to university. Based on 2017 data, we see a considerable trade
deficit, with imports over ten times the value of exports, and, relatedly at the national
budget, expenses are slightly higher than revenue, which in its composition has external
financial assistance at around 60%. Also, as per WFP-STP [37] unemployment in STP
is one of the highest in its region at 15%. The same publication shows that, by 2017,
STP already had 2 licensed telecoms, 2% penetration rate for landlines and close to 90%
penetration rate for mobile communication. As to electricity, a very relevant aspect to
consider for systems and technology, there has been a considerable increase in demand
and supply. However, the heavy dependency of fuel generated electricity and other
technical issues has resulted in periodic outages with its effect across all sectors and
adverse effect on systems and business continuity.

Financially STP is betting on the service sector, based on projected data for the
2022 national budget (MoF-OGE2022 [26]), which makes up 69,9% of GDP, and the
majority of current revenue planned to come from a combination of import, value added
and consumption taxes. These three categories of taxes are collected by Customs and
Internal Revenue and managed by Treasury, Budget and Accounting Departments, all
in the Ministry of Finance.

The presence of a young population, oriented towards new technology, coupled
with higher penetration rates of mobile communication represents potential advantages
to factor into an E-Government model. The dire situation of public accounts is clear
and requires rigorous control of expenses, with a keen eye on investments in the areas
of information systems and technology and their hidden and total costs of ownership.
The effect of governmental discontinuity consequent to falls of government through
parliamentary no-confidence votes or new governments resulting from elections has its
effect on policy and governance related to the implementation of E-Government; this has
to do with new governments frequently revamping and replacing considerable structures
of central public administration and bringing new personnel, which negatively impacts
ongoing initiatives in the public administration.
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The consideration of the above social, economic, technological and political aspects,
makes this paper one of the first contributions towards the design of an E-Government
model applicable to a specific sector in STP, by detailing the research methodology that
will be followed to design and validate the model for São Tomé and Principe.

Proposed research falls under the fiscal and tax thematic axis of digital service,
as defined by the proposed National Strategy for Digital Governance for Sao Tome
and Principe (INIC-STP [21]), drafted together by the Government of Sao Tome and
Principe and the E-Government Center of UN University in Guimaraes, Portugal. This
national strategy identified ten thematic axes supported by three enabling pillars, being
them technological, legislative and administrative, with the requirements of political
commitment and strong leadership as key success factors.

3 Towards the Design of the E-GovSTP Model

This section details themethodology to design the E-GovSTPmodel, towards a transpar-
ent and accountable E-Government model for São Tomé and Principe. The E-GovSTP
model aims to provide guidelines enabling a sustainable and interoperableE-Government
initiative in the Departments (Directorates) of Ministry of Finance performing revenue
collection and expenditure management. In a nutshell, the proposed research seeks to
create an integrated vision and guideline on how to implement E-Government in STP,
adapted to the local socioeconomic context, and based on sound theoretical founda-
tions. In addition, the E-GovSTP model also aims to provide objective information
with a clear sequence and priority of instruments to be implemented, and directives on
interoperability between systems in different Departments.

The E-GovSTP model addresses an important need in the public finance sector of
STP, seeing that, as to the best of authors’ knowledge, there is no such model suited to
the specific reality of STP Ministry of Finance.

The design of the E-GovSTP model will leverage from theoretical foundations and
standards, seeking to produce knowledge through a set of research questions, relevant
to the E-Government in STP. Three initial research questions are formulated:

RQ1 Which socioeconomic and technological factors, and constrains influence E-
Government implementation at the central public administration of the Ministry of
Finance?
RQ2 Which are the priorities in terms of needs for the delivery of digital services, and
in which sequence should these be implemented, considering the scarcity of resources?
RQ3Which guidelines and specifications should be included in an E-Governmentmodel
that can be adapted to the local context, promoting its successful implementation?

3.1 A Suitable Research Methodology

TheE-GovSTPmodel ismotivated by the need of anE-Governmentmodel adapted to the
specificity of São Tomé and Principe. This subsection details the research methodology
that will be followed to design and validate the E-GovSTP model.
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Different research methodologies can be applied to answer the formulated questions
(RQ1–RQ3). The Grounded Theory Research (GTR) and the Design Science Research
(DSR) are the dominant research methodologies in the area of information systems,
as presented by Gregory [18]. The author further explains that GTR requires iterative
subsequent data collections until theoretical saturation based on the theoretical sampling
and constant comparative method. The efforts using GTR to produce theory based on
considerable data require longer research periods, in comparison toDSR.We should note
that GTR timeframe is longer than the timeframe allotted for this research activity. The
proposedmodel aims at seeking a solutionfit for the local context andbasedon its features
in face of a clear and existing problem. In this regard, DSR is fit as a methodology of
choice, since, as explained by (Gregory [20], it is tailored to solve practical real-world
problems by proposing relevant solutions). Stol et al. [33] indicate that GTR shares
common features among its variants, and that one of these features is to limit exposure
to literature in order to limit exposure to existing concepts. The objective of the research
at hand is to formulate a model based on established concepts and standards and adapted
to the local context, and therefore requires rigorous literature review and insight of
applicable standards in order to design the model. We also seek to further understand
the issues of the local context that affect the design of E-GovSTP, in line with Hevner
et al. [19], which indicates that in DSR.

“… knowledge and understanding of a problem domain and its solution are
achieved in the building and application of the designed artifact. (Hevner et al.,
2004, pp. 75)”.

and underlines that DSR aims at creating and evaluating artifacts, based on the under-
standing that design involves processes and products, by following a creative application
of suggested seven guidelines. Besides this, the design of E-GovSTP model will con-
sider relevant methods and instantiation of information technology models/artifacts, as
suggested by Lacerda et al. [23], which can then be evaluated considering their quality
attributes.

In addition,wewill adapt the extendedversionofDSR, proposedbyPeffers et al. [30],
used to design and demonstrate a process model. This extended version encompasses
six activities or phases, not necessarily sequential, namely, motivation and problem
definition, objectives of the proposed solution, design and development, demonstration,
evaluation and communication.

In order to develop the E-GovSTP model that fits the local context, the first step
includes knowledge acquisition regarding E-government models through the theoretical
foundations approach, as well as an in-depth analysis of the local context. Researching
theoretical foundations and contextual informationwill allow the identification and anal-
ysis of common elements included in E-Government models for SIDS andwork out their
contextualized inclusion in the model for this local context. From the viewpoint of local
context it is necessary to understand the state of local public administration and citizen’s
need for the electronic delivery of services in order to identify and set a priority for
these needs and solutions. One should also understand, public budget aspects in order to
better understand financial constrains facing the island. In a second step, The E-GovSTP
model must include information regarding the coverage and state of telecommunication
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infrastructures, online services and aspects of human resource development, as included
in EGDI [14]. Such research shall combine observations, interviews and literature and
document analysis, thus configuring a mixed methods research, which Creswell [17]
explains as being able to achieve “a more complete understanding of a research problem
than either approach alone”.

The specification of E-GovSTP model will follow the activities suggested by Peffers
et al. [30], as illustrated in Fig. 1. Some of the activities can have entry points for research,
as outlined in the bottom part and coloured in gray.

Fig. 1. Design science research model (adapted from (Peffers et al. [30]))

The activities to design and evaluate the E-GovSTP model, according to the DSR
methodology are as follows:

1. Problem identification – the problem has been identified as the lack of model to
guide E-government implementation with a centralized vision and strategy. During
additional research work, refinements can be applied to the identified problem (e.g.,
research questions can be reformulated), the proposed solution can be reviewed and
themodel artifact can be enhanced. This entails collaborationwith the ITDepartment
of the Ministry of Finance, INIC (Government institution in charge of information
and communication technology), and other public and private actors.

2. Objectives of proposed solution – development of an artifact, amodel, that includes
applicable standards for the identified technical areas and factoring aspects of local
context in terms of political reality, social conditions, and organization of our public
administration. The application of theoretical foundation and standards (e.g. ISO
27001, ITIL 4) is illustrated in Table 2.

3. Design and development of the artifact – Having determined the artifact’s com-
ponents or architecture, an exante evaluation is going to be carried out with main
stakeholders. Once agreed on architecture, the next phase is the additional acquisition
of knowledge on the subject through of systematic literature and document review
and data collection, in order to determine the specific features of the local context
and the basis to engineer the artifact. The subsequent step is the second phase of the
literature review to determine approaches to implement existing standards applicable
to identified technical issues of privacy and security, interoperability, and systems
and communications, as listed in Table 2, in a way that is adapted to the needs and
constrains of the local context. This process is iterative with the demonstration and
evaluation phases, until the last step of fully developing and documenting the model.
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As an example of local context factors, Lee [24], using a dataset of 22 SIDS coun-
tries including STP, determined that the E-Government development has direct and
indirect effect on environment sustainability. The author also describes environment
sustainability as related to several issues, such as isolation from major markets and
small resource base. These challenges have to be met with strong policies, making
clear the importance of identifying local political and social issues applicable across
other technical aspects of E-Government.

4. Demonstration – Discuss the finalized model with experts and technical staff inside
and outside the Ministry, including technical and managerial focus groups in the
Ministry, and iterating such discussion between development and demonstration
phases. The demonstration of the E-GovSTP will be promoted in workshops, with
knowledgeable staff in the Ministry of Finance and other government entities.

5. Evaluation – will be promoted as an iterative activity to allow the revision of the
model. Evaluation criteria intends to determine the efficiency, validity and utility
of the model against the problem identified and the specific technical issues identi-
fied. The evaluation may take the form of small focus groups or small workshops,
submission to expert analysis and questionnaires to users where Likert scales can
measure identified criteria. To promote participation and to evaluate the acceptance
of the E-GovSTP model, the Unified Theory of acceptance and use of technology
(UTAUT) mechanism is proposed to be employed [20].

6. Communication – to be done throughout the research period and by progressive
and final publications of results.

4 Preliminary Steps of the E-GovSTP Model

As outlined previously, the design of the E-GovSTP model includes, as a first step, the
identification of the problem, the interactions between Departments of the Ministry of
Finance and other entities.

Figure 2 illustrates the complex structure of the Ministry of Finance. The Depart-
ments/Directorates in the Ministry of Finance interact with other entities in the public
and private sectors.

In the Ministry of Finance, Customs and Internal Revenue Departments carry out
revenue collection activities. Other Departments, such as Treasury, Budget, Accounting,
and Financial and Administrative Department (FAD) perform Budget and expenses
management. As stated, the external interaction with public sector involves exchanges
with public FADs, local authorities in municipalities, public institutes and agencies, and
public companies with financial autonomy. This interaction involves the exchange of
information regarding collected taxes, public accounting and budget information.

On the other side, the external interaction with the private sector involves private
companies and taxpayers paying taxes and duties, importers/exporters paying overseas
trade duties and the exchange of financial information such as incoming taxes.

Internally, there is a need for amodel to shape E-Government systems/infrastructures
for use by internal departments/directorates and to prescribe directives for their seam-
less interoperability. The exchange of information among such systems/infrastructures
(intra-ministerial) is associated with technical issues, in particular with privacy and secu-
rity, interoperability, due to the heterogeneity of systems and communications protocols
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Fig. 2. Relationships of the Directorates at the Ministry of Finance

Fig. 3. Illustration of E-GovSTP model for contextualised E-Government
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employed. Such issues are also associatedwith the interactionwith external actors, either
in the public or private sector.

The E-GovSTP, illustrated in Fig. 3, focus on the rigor of applying theoretical foun-
dations and established standards, and to promote the consideration of aspects of the
context of São Tomé and Principe, to enable a contextualized E-Government model. E-
GovSTP aims to ensure sustainable policies, interoperable directives (recall interactions
between the diverse entities in Fig. 2), adhering to privacy and security standards that
are relevant in the IT domain. A non-exhaustive list of applicable standards for each
technical area follows in Table 2.

E-GovSTP will consider diverse aspects of the local context with impact on E-
Government. The implementation of E-GovSTP model will take into consideration
the following contextual aspects: Political Context (Governance, E-Government lead-
ership, Legal environment), Organisational Context (Model and evolution of local
public administration, Financial support for information and communication tech-
nology initiatives), and Social Context (Digital literacy, Focused capacity building,
Democracy).

Table 2. Non-exhaustive list of applicable standards and practices.

Systems and Communica ons

– ITIL 4 (2019) – informa on technology service and asset management
– COBIT 5 – informa on technology management and governance
– Dev Ops – for system development and related opera ons
– ISO/IEC/IEEE 18882:2017 – sec on on scalability
– ISO 22301:2019 – requirements for business con nuity

Interoperability

– Open standards, XML, Web service
– Dematerialized informa on exchange (UNECE, UNCTAD, WCO)
– ISO/IEC/IEEE 18882:2017 - exchanges between systems

Privacy and security

– ISO 27001 – informa on security, used in combina on with 27002, and 27005 for
risk management

– IEC 27032 – standards for cybersecurity
– IEC 27033 – network security
– Digital signature (example: NIST digital signature standard)

The identification of features of the local context, will also inform additional
guidelines:
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1. Layout country-specific requirements for the implementation of E-Government
based on aspects that constitute metrics for the UN E-Government Development
index

2. Determine key success factors for E-Government initiatives taking into consideration
specific local environment (cultural, social, political, technical) with emphasis on
security and privacy

3. Establish methodology to vet, monitor and manage software and hardware used in
Government systems for security and other vulnerabilities.

5 Conclusions

E-GovSTP model is mainly motivated by the lack of an E-Government model suitable
to the reality of São Tome and Principe. The design and validation of the E-GovSTP
will follow the Design Science Research approach, in order to provide a contextualised
model that is sustainable, enhances STP sustainable growth and reduces dependence on
external assistance.

We are committed to E-GovSTP and we believe that such a model should be of
importance to policy-makers, technical personnel and concerned citizens so that all
stakeholders are aware of and enabled to solve challenges in the implementation of
E-Government. It should also be noted that E-GovSTP is equally relevant to donor
and development institutions as an instrument for a better assessment of E-Government
initiatives they are proposed to finance.

The next steps of this research work entails the specific activity of design and devel-
opment, with two specific tasks developed in an interactive manner. The first task is a
systematic literature review, along with the revision of available information both on the
local and technical contexts so that the basis for the artifact are designed. This knowledge
acquisition process will support the second tasks, which is devoted to the development
of the artifact in an iterative way.

Additionally, we will seek to obtain information from intervening actors in the
Ministry of Finance, INIC, as well as survey current E-Government projects. The pro-
posed model is based on proven theory, and represents a solution that is relevant for
E-Government policy-makers.
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Abstract. Scholars have reiterated the potential of mobile government solutions
to extend the adoption of electronic government services in the context of the pro-
liferation of mobile phones across various countries. This study aimed to under-
stand the challenges faced by municipalities in the implementation, deployment
and maintenance of m-government applications. The research followed an inter-
pretive case study strategy and collected data from a municipal entity and its
citizens, focusing on the m-government services of the entity. The findings indi-
cate that various stakeholders are key to the successful delivery and uptake of
m-government services. The municipal entity faced various challenges including
ICT skills shortages, budget overruns, system interoperability and constrained
resource capacity. From the citizens’ perspective, the study noted concerns with
the training of users, service resolution delays as well as privacy and security con-
cerns. Several recommendations for consideration on m-government projects are
put forth based on the lessons from the case study.

Keywords: E-Government ·M-Government · Local government · Developing
country · Government to Citizen (G2C)

1 Introduction

1.1 Background

The use of Information andCommunicationTechnologies (ICTs) to enhance government
processes may improve the government’s interaction with the citizens and quality of
service delivery [1]. Government entities in developing countries face challenges of
providing sustainable development and improving the accessibility, quality and speed
at which they deliver services to their citizens [2]. Through ICTs, the government can
expand services to its citizens, improve the economic development of the country and
thus, the ability to perform competitively within a global context [3]. Governments have
undertaken the implementation of ICT systems to deliver services and information to
citizens [4],whichmanifests as electronic government (e-government). At the same time,
it is also noted that various countries have more than 100% mobile phone penetration
rates [5], and this continues to increase. With the proliferation of mobile phones and an
upward trend in mobile internet access, the world has seen increasing implementation
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of mobile government solutions (m-government). M-government can be viewed as a
subsection of e-government. E-government may incorporate mobile applications and
devices; however, it is not limited to those and can accommodate various solutions [6].
M-government brings the services of e-Government even closer to citizens using the
already widely adopted and accessible mobile devices such as tablets, smartphones and
other handheld devices [7, 8]. Various governments have implemented strategies that
utilize smart devices in their communication and public service delivery channels [9].

Municipal or local government entities are at the forefront of service delivery and
citizen interaction. As such, it is important to understand how this level of government
may deploy ICT based solutions such as m-Government to support developmental and
service delivery efforts. The objective of the study was to assess the deployment and use
of m-government in a local government setting with an emphasis on a municipal entity
and its mobile electronic government application for service delivery. The study was
guided by the following research question: “How may mobile government applications
support municipal service delivery?” The study sought to understand the resources
and capabilities necessary to deploy m-government services successfully in developing
countries. Of interest were the challenges faced by governments in the implementation
and maintenance of m-government applications. The study also reviewed the impact
of m-government application on the municipal entity, its service delivery mandate as
well as the citizens. The paper contributes to the extant literature on m-government
opportunities and challenges.

2 Informing Literature

2.1 E-Government Overview

According to the literature [10], e-government involves governments using “the inter-
net and other ICTs as enablers to deliver their public services more smartly, improve
citizen-state relations, and transform the scope of administrative actions and political
processes”. E-Government offers a variety of benefits for both governments and citi-
zens. Some of the cited benefits include improved accessibility to public services, more
cost-effective services, better quality government services, enhanced transparency and
improved citizen trust in government [4, 11]. Many successful e-government projects
have been implemented in various countries through the application of ICTs [12]. These
have been based on national strategies, the development of frameworks that support
the digital government, building the required skills, promoting an improved ICT culture,
and developing infrastructure that supports ICTmigration. However, the implementation
of e-government systems faces various challenges, particularly in developing nations.
For example, a lack of supporting infrastructure, high operational costs, inadequate ICT
skills, citizen mistrust, a persistent digital divide which results in limited access for some
citizen groups as well as low implementation success and adoption rates [11, 13].

2.2 M-Government Adoption, Opportunities and Challenges

Some scholars have indicated that m-government offers opportunities to extend e-
government [23–25]. M-government involves using wireless and mobile technologies,
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applications, and devices to improve service delivery for the various government stake-
holders [14]. M-government can offer many of the services provided by traditional
e-government and it holds the promise of improving government services [15]. M-
government may also assist in bridging the digital divide gap [16]. M-government ser-
vices can enable the timely delivery of information to citizens. It has various advantages,
such as personalized and affordable services as well as convenient government services
that are available anywhere and at any time [6, 17, 18]. Citizens in developing countries
have increased access to mobile phones, and it is argued that m-government can help
extend the benefits of e-government for developing nations [8]. However, m-government
does face several limitations. For instance, the volume of information mobile phones
can transfer [19], capacity constraints and screen size as well as manifold standards and
technologies [20–22]. The use of wireless networks may further expose users to security
threats [14]. Additionally, it has been noted that the significant factors that influence
citizens to adopt m-government include the perceived usefulness, perceived ease of use,
cost of the service, social influence, perceived trust as well as users attitude towards the
systems [52, 53]. This paper reflects on the experiences of a local government municipal
entity in implementing an m-government solution towards enhancing service delivery.
In the next section, the research methods that were adopted for the study are discussed.

3 Research Methods

3.1 Research Approach

This research study was underpinned by an interpretative philosophical stance and fol-
lowed an exploratory, qualitative approach. It was structured as a single case study of
a municipal entity focusing on the m-government services of the entity that are offered
through a mobile application. Data was collected via interviews from the municipal
entity’s m-government project stakeholders including Information and Communications
Technology (ICT) personnel; the Customer Relationship Management (CRM) team,
which is responsible for logging and distribution of the service requests logged on the
mobile application; as well as the technical teams which resolve the service requests.
Nine semi-structured interviews were held with representatives from the municipal
entity. Furthermore, citizens who were registered users of the m-government appli-
cation were invited to complete a qualitative questionnaire and share their experiences.
Forty citizens responded to the questionnaire. The interview data was analyzed using
the deductive thematic analysis approach [26]. Additionally, project-related documents
were reviewed and analyzed to understand the context of them-government deployment.

4 Findings and Discussion

4.1 Mobile Government Application Background

Themunicipal entity launched themobile application project to improve service delivery
by enabling citizens to log service requests directly with the entity. The project was
derived from the public’s need to have additional accessible channels to log service
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requests. It was also influenced by the organization’s desire to improve public perception
of the entity and develop an online presence through m-government. The organization’s
management anticipated multiple benefits from the project, and these included improved
governance of the municipal entity, increased and improved interaction with citizens,
improved and efficient services to citizens as well as improved internal processes. An
external service provider developed the application for themunicipal entity. The purpose
of the application was to enable citizens to log service requests to the entity efficiently
and conveniently. Users had to download and register on the application to log service
requests. Various key project stakeholders were identified as outlined in the Table 1
below.

Table 1. Project stakeholders (Source: Authors)

Actor Role in the project Interests in the mobile application

Previous Managing
Director

Business Case Approval and
Funding

• Service delivery improvement
• Enhance organizational public
perception management

Current Managing
Director

Project finance • Successful management of
current organizational service
delivery systems

Head of Department:
Information Technology

Application owner • Improved IT perception
(internally)

Manager: Information
Technology

Technical project manager • Performance requirements (key
performance indicator)

Operations Manager:
Marketing and
Communication

Project manager • Improved customer perception
• Business Performance
Requirement of the Operations
Manager

External Service Provider Project implementers and
technical support

• Business development
• Financial development

Manager: Customer
Relationship
Management

User/customer liaison • Performance requirements (key
performance indicator)

Citizens Users • Improved service delivery

4.2 Local Government Challenges and Perceptions

The research findings noted various challenges from the municipal entity’s perspective,
and these included the following:

Financial Implications and Budget Overruns. The project budget grew to be sub-
stantially more than the initial estimated costs for application development and main-
tenance. Since the project had reached a state of irreversibility [27] when the contract
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was finalized, the project could not be cancelled. Cost overruns are not uncommon in
ICT projects, and these are common in both developed and developing countries. Cost
overruns also contribute a significant percentage to government ICT project failures [28].

Contract Management. When the project was initiated, the service provider was sup-
posed to develop the mobile application and transfer the application management skills
to the municipal entity. However, the skills transfer clause was never incorporated in the
contract, and thus the skills transfer was never required contractually. Therefore, it was
not implemented. According to the Head of Department IT: “In the initial discussions
with the service provider, they were supposed to transfer the skills to our guys over time,
but there were challenges that also included limited capacity on our side” (Respondent
A, Interview 1). The lack of skills transfer being incorporated into the contract and
ultimately resulting in higher consulting costs could be attributed to poor project plan-
ning. Cost overruns and poor project planning are interrelated and can both contribute to
project failure [28]. Therefore, contract management is a critical element when public
entities outsource functions to private sector service providers [29].

Interoperability of Systems. When the mobile application was launched, it could not
interface with the organization’s ERP system, which was used for logging and allocating
all service requests to the relevant municipal technical teams. This created a challenge
as service requests had to be manually captured and this resulted in time lost between
the service request being logged and its resolution. A second version of the mobile
application was released, enabling an automatic upload of all valid service requests
to the ERP system. However, the system was still unable to update the user once the
service request was closed. One of the critical success factors that need to be considered
in developing m-government solutions is interoperability, which implies assessing the
compatibility of information on the legacy systems and the new application [13]. Failure
to ensure compatibility leads to redundancy. Thus, a mapping of the current systems
to the desired applications should have been conducted prior to implementation at the
business and system impact analysis stage.

Stakeholder Management. The organization did not anticipate the increased volumes
of service requests that would be received through the mobile application. Thus, the
capacity of the various regional operations and municipal technical teams was insuf-
ficient, resulting in these teams being unable to meet the turnaround times of service
delivery. The service delivery units and technical teams were not engaged at the initial
stages of the project. Therefore, the units were not able to assess how the mobile appli-
cation would impact them. As a result, adequate resource planning and management
could not cater for the increase in the volumes of service requests received. The regional
operations manager indicated that: “none of the service delivery units was consulted,
the system was imposed on us, and we were required to prioritize the mobile applica-
tion service logs ahead of others, and that is not how we work- all service requests are
important” (Respondent I, Interview 9). One of the strategic success factors in imple-
menting an m-government solution is adequate stakeholder management. Stakeholder
resistance challenges could have been minimized by conducting a stakeholder analysis.
When conducting a stakeholder analysis at the project inception or planning stages, all
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potential stakeholders need to be analyzed as well as their role and impact on the success
of the project. In addition, these stakeholders need to be involved throughout the various
project phases [31].

Service Expectation Failure. Critical success factors for projects should be identified
for the organization to assess if it has met its goals or not. One of the key success fac-
tors of the mobile application project was reduced service request resolution time, and
the data reflected that this was not achieved. It was noted, for instance, that 52.68% of
the queries related to potholes were resolved later than the agreed 3-day service level
agreement (SLA) period. One of the common contributors to e-government project fail-
ures is “Expectation Failure”, where the functionality and design are adequate, however,
user expectations are not met by the system [32, 33]. The mobile application could not
meet the citizens’ expectations with regard to the turnaround times. This meant that
the technical features were well implemented. However, the soft features regarding the
acceptability of the project were neglected.

Resource Capacity. From the interviews held with the respondents from various
regional operations, IT, and technical teams, it was noted that there were human resource
capacity challenges that were also affecting the success of the project. There was only
one dedicated personnel to the mobile application, who was an Assistant Manager. Due
to the lack of skills transfer as well as the contract terms and conditions, the IT depart-
ment was unable to assist even with first-line support of the mobile application and all
technical queries, and system change requests were submitted to the external service
provider. Resource shortages in the IT department meant that when the Assistant Man-
ager was away from work, there was no other liaison to assist until his/her return. This
was a risk with regards to succession planning as the organization’s IT department had
also experienced high staff turnover. The challenge of shortages in skilled ICT personnel
and high ICT staff turnover is not unique to the organization. The challenge is prevalent
and increasing in developing countries [34]. The lack of ICT skills is common in local
government entities, and this lack of skills may result in higher costs. It could also com-
promise the service delivery as turnaround times of external contractors may not be as
quick [35] due to processes that need to be adhered to.

SLA with Service Providers. There was no Service Level Agreement (SLA) entered
into with the external service provider, which made it a challenge for the organization to
measure the service provider’s performance accurately. The main basis of measurement
was on the availability of the mobile application to enable service request logging and
the functionality of the mobile application. A performance service level agreement is
one of the critical internal tools that the organization can utilize to set the standard of
performance required from the contractor and enforce it [36].

Unintended Consequences. When a project is implemented, there may be unintended
consequences that emanate, and these at times pose negative effects that may be to the
detriment of the project [37]. An example that was picked up from the project was the
issue of trivial service requests. One of the available categories in the mobile application
was the “General” service request category. Some citizens used this category to log
service requests that were not within the mandate and scope of the municipal entity as
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well as other requests that were considered “trivial”. These included requests to clean
resident’s property driveways, and clear leaves that had fallen on resident’s pavements.
These were classified as non-issues and were closed without responses and resolutions.
These consequences could have been minimized by user training and eliminating excess
categories such as “general” in the mobile application.

4.3 Citizens’ Challenges and Perceptions

The research findings noted the following challenges from the citizens’ perspective:

User Training. 45% of the citizen respondents indicated that they initially struggled
with using the mobile application. For instance, some users noted that they were unsure
of the level of detail needed to be captured for their requests. The mobile application
allowed the users to take a photo of the incident they want to log and upload it on the
application. It also allowed them to capture the geographical location of the incident
using the Geographic Information System (GIS) function and provide an explanation of
the incident they would like to report through the “Description” input field on the screen.
Users did not obtain training and sufficient information on the level of detail to capture
when logging a request. Where users did not capture sufficient information, there was
a risk of the issues being classified as “Non-Issues” and closed without being resolved.
The lack of user training and information negatively impacted user adoption, which was
compounded by applications that were not user-friendly. Research has shown that where
users were given an opportunity to be trained, they would opt to use e-government more
[38]. Successful e-government solutions that have been implemented by organizations
were designed to be user-centric, thereby increasing adoption and user satisfaction [39].

Logging of Geographical Location. 40% of the respondents reflected that they could
not log faulty traffic lights or potholes as these mainly were identified while driving.
Thus subsequently, they had to be logged when stationary or when they arrived at their
residence. This required remembering the exact coordinates of the fault, which often
resulted in an incorrect location being captured. When the users followed up with the
municipal entity on these service requests, they found that they had been logged as “non-
issues” since the correct location could not be established. Where users managed to log
a request while they were stationary, 25% of them indicated that the GIS functionality
was often incorrect by approximately 100 to 200 m. Thus, on streets with multiple traffic
lights, this caused errors regarding which traffic light was faulty. Comprehensive testing,
including citizen involvement and user acceptance testing of solutions, is essential to the
successful implementation of applications [40].

Service Resolution Delays. 75% of the users indicated that while their service requests
were resolved, they were not resolved in less than a day, except for traffic lights which
mainly were resolved in two days. Users also indicated that there was no communication
regarding the service request turnaround time indicated to them by the municipal entity
via themobile application. Thus, they relied on either seeing the service requests resolved
physically or calling the entity to follow up on the request. 25% of the users still had
their service requests active on the mobile application several weeks after logging the
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service request. Users also indicated that they could also not track their service requests
on the application. They had to do so via e-mail which is duplication of effort and thus
defied the notion ofmanaging service requests efficiently through themobile application.
Prior research has shown that in instances where the government does not deliver on
their commitments, trust by citizens is diminished. It is noted that citizens already have
challenges with trust in government [41, 42]. The inability for the entity to meet the
service levels defined by the entity may have a long-term detrimental impact on the use
of the mobile application by citizens [43].

User Registration Issues. Oneof the benefits of e-government andm-government solu-
tions is efficiency and thus translating to improved service delivery [44]. Without the
efficiency in e-government, users are discouraged from using the implemented technolo-
gies,which furtherworsens trust issues [45]. 20%of the users relayed that the registration
process took time as they also had to wait for the e-mail confirmation sent by the mobile
application upon registering. Users noted that the e-mail took several minutes to reach
them, thus delaying the registration process as they could not log a service request with-
out verifying the e-mail address. 30% of the users noted that they could not log a service
request when they logged on using their Facebook account on the mobile application
and that they had to register afresh on the mobile application. System efficiency is one
of the components that citizens use to decide whether to adopt an m-government solu-
tion or not [46]. Where the users perceive that the system is inefficient and therefore
time-consuming, they will not adopt the m-government solution [45, 46].

Privacy and Security. Challenges of privacy, confidentiality and security constitute a
major concern in the adoption of e-government and m-government solutions. Where
citizens cannot be assured of privacy, they are more likely not to use the e-government
solution [47]. Citizens were not able to use the mobile application unless they register
on the mobile application. The minimum required fields on the application included the
name, surnameand e-mail address.Users could also link the application to their Facebook
account. When downloading the application, it required the user to grant the application
access to their phone contacts and their gallery. 50% of the users surveyed were not
comfortable with this privacy permission as the mobile application could identify the
user’s geographical location. Itwas not communicated clearly to the users how themobile
application would handle privacy issues. Surveyed users lamented that: “I understand
accessing my location, but why does the app need to access my contacts? That is a
violation of my privacy”. As the author in [20] indicated, privacy and security concerns
can hinder the adoption of government mobile application projects.

5 Conclusion, Recommendations and Future Research

5.1 Concluding Remarks

The study focused on understanding the challenges associated with implementing an m-
government application from the perspectives of both the government and the citizens.
The discussion noted several challenges that were detrimental to the project outcomes as
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well as unintended consequences. These challenges also threatened the future benefits
that could have been derived from the mobile application should they not be adequately
managed. Several factors influence the development and implementation of IS solutions.
These influences may either hinder or enable a successful deployment. Leadership sup-
port is one of the key enablers of e-government solutions since leaders set the tone for
and avail the required resources to implement the project [44, 48]. The project barriers
and constraints that were identified threatened the success of the project. One of the
factors that hindered the project was system compatibility. The mobile application could
not interface with the organization’s ERP system, thus leading to manual inputs that
were time-consuming. One of the components that needed to be assessed when measur-
ing m-government readiness was the technology infrastructure. There was need for an
assessment of the hardware and software requirements to enable successful deployment
[49].

The failure to correctly identify and manage stakeholders can be detrimental to the
successful deployment of government ICT solutions [30]. Internally the project had a
negative impact, including resource constraints that were not envisaged at the inception
of the project. The mobile application resulted in increased service delivery requests
that could not be resolved on time by the current human resources in the organization.
The mobile application costs were also much higher than anticipated, which negatively
impacted the sustainability of the project. Efforts towards enhancing user communication
and training were essential to support user satisfaction in the longer term. The findings
have also shown that the inability of entities to align the goals of the m-government
solution to those of the organization can be detrimental to the project’s success. The users
expected a turnaround time of one day, while the municipal entity could only manage
three days at best. M-government solutions can be used tomanage user expectations, and
where these are not met, m-government can lower citizens’ trust in government services.

Based on the assessment of the mobile application implemented by the municipal
entity, it can be deduced that m-government applications face various challenges but do
hold the potential to improve service delivery in several aspects if implemented success-
fully. This can be through the improved confidence in local government, in openingmore
channels for users to interact with the government thereby improving transparency, and
increased accountability as users can monitor services requested and rendered to them.

5.2 Recommendations

It is recommended that government entities planning to implement e-government and
m-government solutions should ensure adequate budgeting for the solutions envisioned
[50]. Where the projects will be outsourced to external service providers, there is a need
for comprehensive contracts to be put in place that govern performance levels, rights to
the software, skills transfer and cost structuring [36]. Organizations also need to ensure
sufficient capacity to handle the service requests and queries from citizens to promote
citizen interaction and trust in government services. Internal training also needs to be
conducted by entities whose staff will handle customer queries in alignment with citizens
service expectations. A lack of customer relationship management could negatively
impact the success of the project. There needs to be a common goal communicated
and adopted by all stakeholders involved in the project to minimize resistance from
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within. The goal needs to be aligned to the strategic objectives of the organization to
promote accountability. A readiness assessment is an important factor to be considered
prior to deploying m-government solutions. Government entities need to assess the
need for the solution, assess the resources required to achieve their objectives, and
the resource required to sustain the project [49, 51]. Stakeholder management should
be considered carefully when implementing mobile government projects. In addition,
stakeholder management needs to include both internal and external stakeholders.

5.3 Contribution, Limitations and Future Research

The study reviewed m-government implementation challenges and adoption dynam-
ics by concentrating on a municipal entity’s case study in a developing country. The
research added to the literature on mobile government and highlighted the complexities
involved in deploying m-government solutions. The study focused on one municipal
entity, and this is noted as a limitation. Thus, future studies may seek to solicit the views
of other municipal entities and stakeholders on their experiences of m-government. The
study focused on the local government level. There is an opportunity to investigate the
implementation of m-government at the provincial and national government levels.
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Research Foundation of South Africa (Grant Numbers 127495).
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Abstract. This study investigates why the Corona-Warn-App, which was metic-
ulously designed in Germany to interrupt the COVID-19’s chain of infection, was
not installed by the majority of the population and therefore failed to achieve
what it was created to do. We collect natural language data by scraping 70,529
related comments from Twitter, and apply sentiment analysis to understand the
content. We distinguish negative comments into two categories: technical issues,
e.g. crashes and errors, and trust-related issues, e.g. concerns about privacy protec-
tion. After a more detailed manual check, we find that some criticisms of the app
are not accurate. Surprisingly, more than 40% of trust-related denunciations are
based purely on misinformation spread by users. For example, a user complains
about a violation of data privacy, when, in fact, the app is fully GDPR-compliant.
Our study provides evidence for the intentional promulgation of misinformation
to lower trust in life-saving technologies during a pandemic, and calls for a more
careful evaluation of the technology’s performance.

Keywords: COVID|-19 · Social media · Sentiment analysis · Trust · Pandemic

1 Introduction

The COVID-19 pandemic has detrimentally affected global healthcare systems. As of
June 2021, more than 181 million cases have been confirmed worldwide, resulting in
over 3.93 million deaths [1]. It is regarded as one of the deadliest pandemics in human
history [2].

To fight this pandemic effectively, it is essential to break the chains of infection by
means of quarantine, patient isolation, social distancing, etc. [3]. One possible solution
is using mobile phone data to track and find people who have been infected by the virus
[4]. To do so, countries all over the world have expended a great deal of effort to develop
and promote digital contact tracing apps [5], which help people to determine whether
they have come in contact with an infected person and whether this could result in a
risk of infection [6]. If the app notifies a user about the risk, the user must refrain from
meeting other people, to stop the potential spread of the disease.

Nevertheless, to play an effective role in ceasing the pandemic, corona apps must
be used by at least 60% of the population [7]. However, the real installation rates across
countries are only moderate [8]. For example, until May 2021, only 27.7 million, or
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about one-third of the total population in Germany, had installed their country’s app
[9]. Obviously, with such a low installation rate, the app cannot fulfill its designed
requirement.

Several studies have already started to investigate the reasons for not installing
the corona apps. The research methods are exclusively surveys or interviews, and the
reported reasons are mainly users’ risk attitude [10], technical issues [11], and privacy
concerns [12]. In this study, we aim to provider a more comprehensive understanding
of the factors preventing people from doing so by analyzing a large amount of com-
ments from Twitter. The use of social media, to the best of our knowledge, has never
been applied to investigate user preferences in relation to a corona app. The focus of this
study is on the German Corona-Warn-App (CWA) for the following reasons: 1)Whereas
most apps are constantly criticized for undermining users’ privacy, the German app has
one of the highest security scores in terms of GDRP compliance [13] and 2) Germany
has a large population and a high number of social media users [14], which allows us to
collect more data for analysis.

We scrape 70,529 related tweets in 2020 commenting on the CWA. After cleaning
the data, we apply sentiment analysis using an artificial intelligence tool, and carry out
content analysis manually to understand the barriers prohibiting users from installing
the app. We find that technical issues, such as crashes and errors, are the most frequently
mentioned reasons, especially shortly after the launch of the app. In addition, trust-
related issues, such as doubts about its effectiveness and privacy protection, are also
prominent. Much to our surprise, following a more detailed manual examination, we
find that more than 40% of the trust-related issues in the tweets are incorrect. Such a high
ratio demonstrates an intentional reduction in trust levels in order to avoid installing the
app. Our study provides evidence for deliberately misleading information to lower trust
in life-saving technologies during a pandemic, and calls for a more careful evaluation
of the technology’s performance.

2 Literature

The outbreak of COVID-19 has triggered much interest in related scientific studies.
Researchers are calling for the appropriate use of mobile phone data to support the fight
against the pandemic [4, 15]. Recent studies have analyzed and compared various contact
tracing apps from the perspectives of data privacy and security [11]. In a comparison
of 28 current popular contact tracing apps, the German CWA obtains one of the highest
security scores [13]. However, it was noted that all apps are generally not well accepted
by the public [8].

Researchers have started to investigate the reason for this low installation rate. An
initial barrier is a need for a smartphone with iOS or an Android operating system [16].
In a survey of 1,972 Germans, older, female and healthier people were found to be
more reluctant to install the app [10]. This result is consistent with a survey of 1,963 US
Americans [17]. Technical issues are also confirmed to discourage people from installing
the app [18]. The CWAwas found with the most technical problems among government
apps developed in eight countries [11]. Much concern has been placed on the privacy
protection ability of the app [12, 19]. In addition, better data governance [20], additional
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monetary incentives [6], and enhanced consumer awareness on the functionality [21]
are cited as ways of increasing the installation rate.

To date, the literature has heavily focused on surveys and/or interviews. In contrast,
we extract data from social media, a much richer dataset. The analysis of 70, 529 tweets
uncovers users’ intentional promulgation of misinformation to lower their trust in the
app. Such user behavior on a life-saving technology has, to the best of our knowledge,
never been reported in the literature before.

3 The Corona-Warn-App

The CWA, Germany’s official contact tracing app, was published by Robert Koch Insti-
tute and the FederalMinistry ofHealth in collaborationwithDeutschTelekom subsidiary
T-systems and the software company SAP (Ferretti et al. 2020). It is an open-source
project started in April 2020 and released on 16th June 2020. Despite its short devel-
opment time, the app was constantly reviewed for possible developments and incoming
development proposals [22]. The CWA is designed to curb the spread of the COVID-19
virus by interrupting infection chains [23].

As shown in Fig. 1, the app broadcasts a rolling proximity identifier (RPI) and
simultaneously scans for the identifiers of other mobile devices using Bluetooth low
energy (BLE) technology. In this way, all smartphones with an app know their close
contacts and store this information locally. If a mobile phone user is positively tested,
he/she is asked to voluntarily upload their temporary keys of up to the last 14 days to
the server. Thereafter, the other mobile phones are then aware of the positive case, and
they check locally if they have had close contact before. If yes, the mobile phone users
are notified with detailed medical instructions.

Fig. 1. How the Corona-Warn-App works
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A notable advantage of the app is its high level of security. In its privacy statement,
the app designers explicitly highlight that the CWA is GDPR-compliant1. The Chaos
Computer Club (CCC) proposed minimum privacy requirements that should be consid-
ered when designing contact tracing apps, and the CWA is believed to fulfill all of these
conditions2.

4 Research Method

The aim of this study is to comprehensively identify the factors preventing people from
installing theCWA, rather than testing existing theories.As a result,we apply an inductive
approach to identify new themes via text mining [24, 25]. Figure 2 illustrates the chosen
research method in detail.

Fig. 2. Schematic representation of the analysis process

The first step is to scrape data from Twitter using the Twitter scrapping tool TWINT.
All relevant tweets posted in 2020 containing the keywords “Corona Warn App” and
“Corona Warning App” are extracted. A total of 70,529 tweets containing information
such as ID, conversation ID, date, time, etc. are obtained. The raw data are then stored
in tabular form, using the Pandas data frame3. Unnecessary texts such as punctuation,
retweets and the symbol @ are removed, and all texts are translated into English.

1 https://www.coronawarn.app/en/privacy/.
2 https://github.com/corona-warn-app/cwa-documentation/blob/master/pruefsteine.md.
3 https://pandas.pydata.org/docs/reference/api/pandas.DataFrame.html.

https://www.coronawarn.app/en/privacy/
https://github.com/corona-warn-app/cwa-documentation/blob/master/pruefsteine.md
https://pandas.pydata.org/docs/reference/api/pandas.DataFrame.html
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The 70,529 tweets were posted by 20,371 users. On average, a user posts 3.5 com-
ments on CWA, a tweet is liked 9.4 times and retweeted 1.8 times. In total, 13 languages
are detected in the tweets. German (89%) is naturally the most used language, followed
by English (7%), Italian (0.4%), French (0.4%) and Spanish (0.4%). The number of
tweets is rather equally distributed between 7 a.m. and 7 p.m., with slightly more dur-
ing the morning peak hour from 9 a.m. to 11 a.m. Interestingly, about one third of the
tweets are posted on Tuesdays, probably because Robert Koch Institute always update
the corona infection numbers on Mondays (no updates on Saturdays and Sundays) and
therefore revokes new waves of discussions on the next day.

The next step is sentiment analysis to understand the subjective opinions of the CWA
users. A textmessage is represented by a bag ofwords. Eachword is assigned a sentiment
score, and the sentiment of a text message is then the weighted average of the scores
from all constituting words. Naturally, a negative score presents a negative sentiment.
Since we aim to investigate the reasons for not installing the CWA, the comments with
negative scores are filtered for further analysis. The sentiment analysis is carried out by
TextBlob, the natural language processing toolkit of Python. It works on a predefined
dictionary of sentiment lexicons.

Next, a word cloud is plotted to visualize the most frequently discussed entities. The
words with the highest frequency are those stressed the most by the users. The word
cloud presents a descriptive analysis of the main concerns of users.

The keywords obtained from the word cloud are used to guide the content analysis,
which extracts thematic information from the data. The negative comments are then dis-
tinguished into two major and five minor categories. We allocate all negative comments
into the categories and check how their numbers develop over time. In a further step in
the content analysis, we manually examine all of the comments and distinguish between
correct and misinformed comments.

5 Results

In this section, we present the results from the abovementioned analysis.

5.1 Sentiment Analysis

After the initial cleaning of the 70,529 scrapped tweets, we obtain 67,854 valid com-
ments. In the sentiment analysis, the Python TextBlob library is then used to distinguish
the tweets into positive, negative, and neutral comments (Fig. 3).

The CWAwas launched in June 2020, andmost of the comments are naturally posted
in that month. Thereafter, the numbers of comments drop, but they rise again in October.
As the second COVID-19 wave started in Germany in October, it is likely that people
started to use the app again at that time. Even though most of the comments are positive,
there are still a significant number of negative comments, indicating that many users
are indeed not satisfied with the CWA. After the sentiment analysis, 11,989 negative
comments are selected.
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Fig. 3. Month-wise sentiment analysis of the positive, negative, and neutral tweets.

5.2 Word Cloud

Texts such as Corona-Warn-App, Corona, Corona warning app, and COVID-19 are
removedbefore plotting theword cloud. Figure 4 shows theword cloud for every negative
comment during the six months. The size of the words in the word cloud is based on
their frequency and importance in the comments.

Fig. 4. Word cloud for all negative comments on Twitter on the Corona-Warn-App

On a monthly level, Table 1 summarizes the most frequently mentioned keywords.
From the figure and table, we make the following two observations:

Observation 1: The negative comments can be roughly distinguished between two
categories: technical concerns and trust-related concerns.
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Table 1. High-frequency and important words in the word cloud

Month Most frequently mentioned words in the comments

June, 2020 Smartphone, cellphone, people, installed

July, 2020 Problem, work, user

August, 2020 Work, test, risk

September, 2020 People, work, user

October, 2020 Contact, people, work

November, 2020 Data protection, risk

December, 2020 Data protection, risk

The keywords “smart phone,” “cell phone,” “work,” etc. are related to the interactions
between a phone and the CWA. The tweets with these keywords are obviously concerned
about the technical issues of the app. On the other hand, the keywords “people” and “data
protection” reflect users’ concerns about trust in the CWA.

Observation 2: Shortly after the launch of the CWA, the negative comments are mainly
on technical issues; thereafter, the comments focus on trust-related issues.

Interestingly, there is a clear change in the keywords along the time horizon. Shortly
after the launch of the CWA, technical concerns are mainly mentioned, possibly because
of potential technical problems associated with a newly developed product. When more
and more people interact with the app, the trust-related concerns emerge.

The word cloud and the highlighted keywords provide us with preliminary guidance
on users’ concerns surrounding the CWA. Content analysis is now applied to understand
the detailed reasons.

5.3 Content Analysis

It is challenging to examine the contents of the 11,989 negative tweets from the sentiment
analysis, since none of the current artificial intelligence tools is able to provide a highly
accurate content analysis. As a result, we take a manual approach, albeit we only focus
on tweets with a high frequency of repetition. We use the keywords that appeared the
most in the word cloud (Table 1) and filter all the negative comments that have these
keywords. After this step, we obtain 3,621 tweets for further manual review.

We find that the selected comments can be distinguished into two main categories:
technical issues and trust-related issues. Furthermore, technical issues can be further
distinguished into three sub-categories: technical flows, compatibility issues, and user
experience. Trust-related issues mainly revolve around doubts about the effectiveness of
the CWA, as well as concerns about privacy (Fig. 5).
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Negative comments

Trust-related issuesTechnical issues

Technical 
flaws

Compatib
ility

User 
experience PrivacyEffective

ness 

Fig. 5. Taxonomy of all negative comments

An illustration of the categorization of the various negative comments is provided
below. Each reason category is described along with examples.

1) Technical flaws
Bugs and crashes can be found in any app, but the impact of these technical problems
might be more severe in an app such as CWA, since it directly prohibits users from
gaining/sharing essential information. Many people complain that the app crashes unex-
pectedly and displays lots of error messages. Such complaints are especially prominent
shortly after the launch of the app; for example, a typical tweet is:

“In my experience, the CoronaWarnApp is a disaster. Endless cryptic error
messages. No more transmission of the data. After the 1st update it was over.
Allegedly bug in the Google interface and they don’t care. Have now uninstalled.
Unfortunately.”

Some other users complain that the CWA causes additional technical problems on
their phones; for example, it drains the battery:

“Lauterbach Unfortunately, the Corona Warn app is still a bad joke. Downloaded
the app to a new Samsung Galaxy S10 this morning. With 54% battery charge, 3
hours later still 25%. Deleting the app again doesn’t work at all. A joke!”

2) Compatibility
The compatibility issue is quite a severe problem in the CWA. The app is only supported
by the latest versions of operating systems (iOS and Android) but not by old Apple
products.

“This morning I tried to download the #CoronaWarnApp. I am retired and belong
to the #risk group. Unfortunately, I had to find out that an installation on my
# iPhone6 is not possible. Software out of date, thank you Mr. #Spahn. # New
purchase subsidy.”
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In addition, some users find that the CWA is not compatible with other corona apps:

“Unfortunately, the CoronaMelder does not work next to the German Coron-
aWarnApp. Not useful for the thousands of people who live close to the border
and regularly cross it.”

3) User experience
Many users are confused, since the CWA’s functions are not user-friendly; for example,
it must always have an internet connection:

“I got the CoronaWarnApp yesterday evening and have to honestly say that I am
disappointed and angry. What idiot thought that this would only work with the
internet[…] great for the people who can afford it[...].”

Some users complain that the FAQ and Hotline features do not provide sufficient
information:

“Can’t find an answer in any FAQ.” “It was a really rude person on the phone[...]
I guess you have to work on that too.”

4) Doubts about effectiveness
The abovementioned examplesmainly focus on technical issueswith theCWA.However,
a large number of the comments reflect a lack of trust in the app. Many consumers
have reservations about the effectiveness of the app in fighting the pandemic. A typical
criticism in this regard is that the warning message is sent too late to protect app users:

“Unfortunately, the CoronaWarnApp only warns after days, so don’t protect
myself. Just like the scraps of cloth on your face. Useless.”

Despite the detailed explanation, many users still believe that the app is ineffective
in protecting them from the virus:

“Bluetooth measurement simply does not work with crowds of people in subways
etc. It could well be that the measurement wrongly identified me as a contact
and the app reports. It just makes you unnecessarily stressful. Nobody needs this
CornaWahnApp!”

5) Privacy concerns
Besides the misgivings about the effectiveness of the CWA, many users do not fully trust
it in terms of privacy protection. Almost all criticisms exclusively focus on the violation
of privacy by collecting illegal personal data:

“Paid by the federal government to advertise the CoronaWarnApp? Solidarity has
nothing to do with an expensive toy, which Telekom, SAP and the federal govern-
ment deliver the data of the citizens free of charge. Big business in denouncing the
citizens.”
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Figure 6 shows how the numbers of the technical and trust-related issues develop
over time. Shortly after the launch of CWA, a large number of users complain about
various technical problems (Fig. 6). About two months after the initial launch of the
CWA, most of the bugs have been fixed, and the number of complaints on the technical
issues drops significantly. The curve goes slightly up in October, consistent with the
second wave of COVID-19 in Germany.

Fig. 6. Numbers of technical and trust-related issues over time

Similar to the number of criticisms of technical issues, trust-related issues also surge
in June 2020, drop in August 2020 and then slightly increase in October 2020. It is
understandable that both numbers share similar driving forces, such as the launch of the
CWA, the development of the pandemic, etc. Generally speaking, there are more detrac-
tors on technical issues than on trust-related issues. However, the difference between
the two curves decreases over time. In June 2020, there were in total 613 disapproving
posts about technical issues, and 232 about trust-related matters. In October 2020, the
difference was only about 50. In November and December 2020, there were actually
more criticisms on trust-related issues. It can be inferred that as time progresses, many
of the technical problems are solved; however, consumer trust in the product remains
poorly established.

5.4 Misinformation

The natural next question is, why can these trust-related issues not be solved? In order to
answer the question, we dive deeper into the detractors’ comments and try to understand
the reasons behind them. Much to our surprise, we find that many of them are misinfor-
mation, according to definitions provided by the World Health Organization [26]. We
list a few examples as follows.

Misinformation About Technical Flaws
Manyusers complain that theCWAneeds the internet all the time.However, this is not the
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case, as the internet is only required for a short time, to match the diagnosis keys to pro-
vide results. When no internet access is available, exposure logging goes to a “restricted
state” but still receives/sends Bluetooth beacons to exchange ID codes/diagnosis keys
anonymously, and the diagnosis keys are matched later, once the internet is restored4.

Misinformation About Compatibility
Many users complain that their phones cannot run two corona apps from different coun-
tries at the same time. However, the German CWA does not interfere with the working of
other apps; hence, it can run simultaneously with Corona-tracing apps from other coun-
tries. The CWA is currently compatible in 29 countries, but developers are currently
working on releasing it in more territories5.

Misinformation About the User Experience
The main complaint is that the app consumes too much battery. However, thanks to the
joint efforts of Google and Apple, they have developed an exposure notification API
that employs the energy-saving Bluetooth Low Energy (BLE) technology. The CWA
consumes battery power in two ways: running the app and recording encounters via
the ENS. The battery power consumed by the latter is optimized using BLE technology.
ManyApple users have reported a significant amount of battery drain after updating their
iOS, but, in fact, the issue does not relate to the CWA but to Apple’s ENS6. Moreover,
in an experiment to observe battery consumption, no device lost more than 5% of its
battery over a period of 24 h [27].

Misinformation About Privacy Violation
Despite the developer’s efforts to make the Corona-Warn-App data protection-friendly,
a significant number of people still believe that it violates data privacy. For example,
people complain that the CWA is a violation of the European General Data Protection
Regulation (GDPR), when, in fact, it was the first app developed under government
supervision to consider specifically “Art. 25: Data protection by design and by default”
of the GDPR in the early stages of its development [28]. Minimum amounts of data are
retained by the Robert Koch Institute, and no data are shared without the user’s permis-
sion. The pseudonymization mechanism and decentralized architecture ensure that the
data are managed in an efficient manner [29]. Additionally, the Google/Apple exposure
notification (GAEN) feature strives to provide complete data privacy. Moreover, both
companies have assured that they do not share user information with third parties.

We calculate the number of misinformed tweets and plot them in Fig. 7. About
115/(115 + 1550) = 7% of the technical issues are not valid. This ratio is significantly
higher regarding trust-related issues. In total, 274/(274 + 387) = 41% of all the trust-
related issues are actually misinformed.

4 https://github.com/corona-warn-app/cwa-documentation/issues/465.
5 https://www.coronawarn.app/en/faq/#ios135.
6 https://www.coronawarn.app/en/faq/#background_updates.

https://github.com/corona-warn-app/cwa-documentation/issues/465
https://www.coronawarn.app/en/faq/#ios135
https://www.coronawarn.app/en/faq/#background_updates
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Fig. 7. Whereas most of the technical issues are valid, more than 274/(274 + 387) = 40% of all
trust-related issues are due to misinformation.

5.5 Discussion

Our results are consistent with the literature, in that technical problems were a major
barrier shortly after the launch of the app [11, 18]. However, different from previous
studies, our analysis demonstrates that these technical issueswere solved in later updates,
but the installation rate still remained low. Our result is also consistent with the literature
finding [6, 12, 19, 20], that privacy is a major concern. However, we further examine the
accuracy of the comments in detail.

The unique finding of our study is a surprisingly high number of misinformed tweets.
Specifically, more than 40% of negative comments on trust-related issues are confirmed
as inaccurate. Such a high ratio cannot simply be explained by carelessness. We argue
that, besides the real technical and trust-related issues explored to date, a key reason
for not installing the app is deliberate misinformation, promulgated intentionally to
lower trust in the app. Our study therefore offers new evidence for misinformation in a
life-threating pandemic [30].

6 Conclusion

The main contribution of this paper is its investigation of the reasons why the Corona-
Warn-App has not been installed by the majority of the German population. Considering
the disruptive COVID-19 pandemic – which is one of the most devastating in human
history – and the novelty of the app, this study explores a field that has not been touched
by the literature to date.

We scrap 70,529 related tweets and apply sentiment and content analysis to under-
stand the reasons for not installing the app. We find that technical problems represent
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one issue, but, much to our surprise, we find evidence of misinformation being spread
to lower user trust in the app. In fact, more than 40% of trust-related issues can be
attributed to fabrication. Our study suggests that decision-makers should carefully align
and evaluate information on such a novel technology applied in an emergency outbreak.

Our study is only restricted to one app in one country, and so future studies could be
extended to other apps worldwide. Follow-up studies could investigate the reasons for
themisinformation. New theories could also be developed to explainmisinformation and
the lack of trust in such a disruptive pandemic. It would also be interesting to investigate
the adoption rate of the CWA after its incorporation of the digital vaccination certificate.
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Abstract. Digital Marketing, and specifically, targeted marketing online
is flourishing in recent years, and is becoming evermore precise and easy
to implement, given the rise of big data and algorithmic processes. This
study assesses users’ perceptions regarding the fairness in algorithmic
targeted marketing, in conditions of scarcity. This is increasingly impor-
tant because as more decisions are made by data-driven algorithms,
the potential for consumers to be treated unfairly by marketers grows.
Awareness of users’ perceptions helps to create a more open, understand-
able and fair digital world without negative influences. Also, it may help
both marketers and consumers to communicate effectively.

Keywords: Digital marketing · Users’ perceptions · Fairness in
algorithmic processes · Microtargeting · Scarcity messages

1 Introduction

Businesses, and especially brands, have long embraced technology to remain
competitive and deliver the best customer services. “Cognitive technologies” is
a more recent industry term for narrow AI1, implying that the technologies
take the automation to a new level of “human-like” behaviours. Algorithmic-
mediated, targeted marketing online, based on models created via machine learn-
ing (ML), has greatly influenced marketing practices. Today, most people con-
duct online research before making a purchase, and this fundamental change in
buying behaviour forces marketers to adapt their business marketing strategies
for the digital age. Marketers (i.e., advertisers) always try to reach their target
audience based on demographics (gender, age, race, ethnicity), preferences, etc.
and by using cognitive biases (e.g., scarcity bias), that influence potential con-
sumer behaviour and decisions in order to increase sales. It is generally accepted
that AI systems have many potential benefits for business, the economy, and
for tackling society’s most pressing social challenges, including the mitigation of

1 Artificial intelligence systems focused on a singular or limited task. https://deepai.
org/machine-learning-glossary-and-terms/narrow-ai.
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inequality. But that will only be possible if people trust these systems to produce
‘fair results’ - or at least, results that are explained to the user.

As (O’Neil 2016) states “no model can include all the real world’s complex-
ity or the nuance of human communication”. Thus, new issues have come up
regarding the fairness of algorithmic decisions. According to IEEE Global Ini-
tiative on Ethics of Autonomous and Intelligent Systems document (2019), intel-
ligent systems must respect human rights, freedoms, human dignity, and cultural
diversity. They must be verifiably safe and secure throughout their operational
lifetime and stakeholders should prioritize human well-being (e.g. mental health,
emotions, sense of themselves, their autonomy, etc.) as an outcome in all sys-
tem designs, using the best available and widely accepted well-being metrics as
their reference point. And since machine learning algorithms used to automate
decisions already affect individuals, businesses and other organizations globally,
concerns regarding the fairness of the algorithmic decisions raised by the expert
community are numerous. They include the lack of algorithmic fairness (leading
to discriminatory practices such as racial and gender biases), content personal-
isation resulting in partial information asymmetry (e.g. ‘filter bubble’), lack of
transparency, the infringement of user privacy, and potential user manipulation
(Lepri et al. 2017).

It is important for marketers to understand consumers’ perceptions, and
specifically fairness perceptions, to determine the factors that influence con-
sumers to make purchase decisions. Moreover, the concept of fairness is essential
to the relationship between consumers and marketers. Currently, we present an
online study that aims to identify the existence of concerns about the targeted
marketing online in conditions of scarcity. The study works towards understand-
ing the perceptions of users, considering their level of awareness of issues related
to bias and unfairness in algorithmic targeted marketing. Moreover, it examines
the level of tailored-made ads with scarcity with which users are comfortable.
The more people made aware of how these algorithms operate, the better chance
there is to foster trust in these systems, as informed users will be in position to
make an assessment as to whether they are being treated fairly or not.

2 Related Work

2.1 Targeted Marketing Online

Microtargeting techniques are really powerful, but can be potentially dangerous
(Howard 2006). As (Kleinberg et al. 2018) state “algorithms are fundamentally
opaque, not just cognitively but even mathematically.” In other words, these
processes are typically “black boxes,” with the model of the consumer typically
being constructed algorithmically (e.g., by exploiting her or his online behaviours
to infer demographic characteristics and preferences) (Bayer 2020). For example,
Wing’s model of “Data and ML relation” (Wing 2018) shows that training data
are input to a machine learning algorithm to produce a model that can classify
the data subject (i.e., consumer) or make predictions. If the data is somehow
biased, the algorithm will be affected, implying a biased model that produces
biased results.
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One of the upcoming trends in the E-Commerce industry is “contextual and
programmatic advertising”, which aims to provide the right audience with the
right ad at the right moment. These techniques are expected to use huge amounts
of data to identify target customers (Big Data in E-commerce: Global Markets,
2019). Marketers create ads based on their users’ collected datasets, compris-
ing observations on their demographic, historical, current, geographic location,
etc. After publishing an ad, the contextual advertising system (e.g., Google’s
AdSense) then directs the ads, through keywords, to the right websites.

2.2 Users’ Perceptions of Fairness in Algorithmic Processes

While targeted marketing has generally been viewed as beneficial to both con-
sumers and marketers, there are concerns raised of how consumers perceive and
reason about fairness in algorithmic processes. According to (Lee 2018), how
users perceive, and process issues of FATE (Fairness, Accountability, Trans-
parency and Ethics) is considered more important than the technical proper-
ties/qualities of the algorithmic processes driving targeted ads, such as accuracy
and predictability. As (Shin and Park 2019) argued, users expect algorithms to
offer accurate, convenient, and credible results; in other words, users are inclined
to trust the system because they know how the data are analyzed and thus how
recommendations are generated. Moreover, users with higher levels of trust were
observed to be more likely to see algorithms as fair, accurate, and transparent,
while trust moderating the relationship between FATE and satisfaction. How-
ever, public understanding is limited by a technical barrier as well as economic
factors, with many algorithmic processes protected as trade secrets.

2.3 Persuasive Marketing Techniques

Consumer cognitive biases help marketers to develop successful campaigns. This
strategy is known as cognitive marketing. “Cognitive marketing is one of the best
ways to connect with a customer on a personal level. It essentially uses what
people are already thinking about in a positive way to give a brand a position
that reflects the customer’s position. This helps the customer to see a similarity
between themselves and the brand, helping to form a strong connection” (What
is Cognitive Marketing and Why Should You Be Using It?, 2017). For example,
companies such as Dove and its 2004 “campaign for real beauty”, tried to connect
with a customer by reducing the consumer’s gap between the actual and ideal
self or the Always company and its 2014 campaign “#likeagirl”, with a very
powerful meaning. Cognitive marketing campaigns focus on full targeting (i.e.,
demographic, geographic) and use different cognitive biases to be effective as
possible. However, the most well-known is a scarcity bias.

Scarcity Bias or Effect Technique in Digital Marketing. The definition of
Scarcity can be found in early marketing literature, and refers to a commodity’s
unavailability. Scarcity may be operationalized as: (1) limits on the supply of a
commodity; (2) costs of acquiring, or of providing, a commodity; (3) restrictions
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limiting possession of a commodity, and/or (4) delays in providing a commod-
ity (Brock 1968). Commodities refer to any marketable goods or services such
as promotions, offers, events, etc. There are several types of scarcity: supply-
caused scarcity (Cialdini 2008), demand-caused scarcity and time scarcity (Gierl
and Huettl 2010), exclusivity or uniqueness (Fromkin 1970). Demand-caused
scarcity and time scarcity can be defined as the presence of limited resources
and competition on the demand side (e.g., not enough for two people) (Mit-
tone and Savadori 2009). This type of scarcity is often used in promotion by big
brands’ “limited edition products” (Aggarwal et al. 2011). In contrast, Exclusiv-
ity is a specific type of scarcity, in which only a selected group of people receives
a promotion (Broeder and Derksen 2018) or Uniqueness can be defined as a
humans’ need to feel that they are not too similar to others (Schumpe and Erb
2015).

As (Mittone and Savadori 2009) state, scarcity does work as an attractor as
humans place a higher value on an object that is scarce. As (Aggarwal et al.
2011) explain, scarcity creates a sense of urgency among buyers that results in
increased quantities purchased, shorter searches, and greater satisfaction with
the purchased products. Today’s world can be described as a time of unprece-
dented abundance, yet scarcity persists, and it is used in digital marketing as
a tool for boosting consumption, creating wants and needs for the product or
service that marketers would like to promote. As (O’Neil 2016) characteristi-
cally described “lead aggregators push people toward needless transactions. . .
the data-driven algorithms, while producing revenue for search engines, lead
aggregators, and marketers, is a leech on the economy as a whole”. Announce-
ments such as “In high demand”, “Two seats left at this price!” or “Sale, by
Invitation only” represent scarcity use in digital marketing. Such tactics are
commonly found on platforms such as booking.com, amazon.com, ebay.com etc.

Perceptions of Persuasive Marketing Techniques. On the one hand, a
scarcity bias (effect) in digital marketing is likely to elicit positive thoughts
about the product (Gierl and Huettl 2010). And on the other, it can also pro-
voke a negative thought, such as suspicion about marketers’ manipulative intent
(i.e., persuasive attempt). For example, it is possible for marketers to artificially
restrict the quantity of a product being offered in a given retail outlet or sales ter-
ritory, and thus send a false signal of popularity among consumers. In this way,
according to (Gupta 2013), scarcity communicated by the retailer threatens con-
sumers’ freedom. Another example of an ethical issue is that when consumers
compete against one another, the seller stands to benefit from such competi-
tion (Aggarwal et al. 2011). Clearly, persons should not be forced, tempted, or
seduced into performing actions solely for the benefit of a third party (Becker
2019). Generally, in the digital marketing literature, it is clear that controversial
ethical issues arise when tactics such as scarcity are employed by marketers.

Effectiveness of Scarcity in Digital Marketing. The framework of (Shi et al.
2020) indicates that the effective use of product scarcity in marketing depends
on a combination of consumer characteristics, types of scarcity, and types of
product, which results in different impacts on consumers. Also, as (Broeder

http://booking.com/
http://amazon.com/
http://ebay.com/
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and Derksen 2018) state, the effectiveness of scarcity may differ depending on
the type of product and advertising context and they found that even though
advertisements are not likable, they can be effective, indicating that the likability
of advertisements is not necessarily related to effectiveness. Similarly, (Trinh Anh
2014) notes that the ease of searching for alternative online deals may change
the effectiveness of scarcity messages.

According to (Lynn 1991) scarcity tactics are more effective when targeted
at consumers who possess greater than average needs for uniqueness. Such tar-
geting would be facilitated by an understanding of the demographic, lifestyle,
and other characteristics of high need-for-uniqueness individuals. Also, as (Lynn
1991) states, scarcity has an effect only when subjects had been primed to think
about the price implications of the scarcity. In other words, scarcity enhances
the value (or desirability) of anything that can be possessed (Brock 1968). Thus,
marketers can increase the perceived value of products, services, and promotions
by manipulating the perceived scarcity of the offerings.

Lastly, microtargeting doesn’t act as a magic bullet in consumer persuasion
but is not pointless for advertisers or harmless for consumers (Winter et al.
2021). The previous studies propose to investigate the effectiveness of scarcity
appeals in the context of consumer-choice setting and behavioral retargeting.
Also, the fairness variable is suggested to be investigated since it is essential to
the relationship between consumers and marketers.

3 Methodology and Research Questions

To explore users’ perceptions regarding fairness in algorithmic processes that
are commonly used in e-commerce contexts and in conditions of scarcity, a two-
phase, mixed-methods study was conducted, in order to answer the following
research questions (RQ): RQ1. How do users perceive algorithmically mediated
digital marketing? RQ2. How do consumers perceive and respond to Scarcity in
algorithmically mediated digital marketing? RQ3. What are users’ perceptions
about the fairness in use of scarcity in algorithmic micro-targeting.

In the first phase of the study, we conducted an online experiment, involving
a simulated e-commerce context, which participants were asked to visit. We then
assessed their perceptions and feelings surrounding the use of algorithmic micro-
targeting, via a questionnaire. In the second phase, follow-up interviews were
conducted with five participants, to explore more in-depth their views towards
these practices. The participants of the study were recruited at the first author’s
college. Our research protocol and informed consent materials received ethical
approval from [redacted for blind review.
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Phase 1: Online Experiment. Our online experiment was implemented in three
stages: a pre-experiment questionnaire (PQ1), participation in a simulated,
online browsing experience, and finally, a post-experiment questionnaire (PQ2)
(see Table 1). PQ1 (consisting of 16 questions) consisted of two parts 1) demo-
graphics of the respondent 2) shopping preferences. After participants completed
PQ1, two types of ads were designed according to the majority’s reported pref-
erences. These ads were placed in between the text as advertising banners on
the specific webpage designed for research purposes (i.e., simulated browsing
experience), where participants had to sign in. Participants were then directed
to the research website. First, they were told that they would be asked to read a
text concerning higher education issues. Following that, they would be prompted
to complete the post-questionnaire (PQ2) that would take them approximately
10 minutes. PQ2 (consisting of a series of 32 seven-point Likert item questions,
with possible responses ranging from “strongly disagree” (1), “neutral” (4), to
“strongly agree” (7)) was implemented in three sections: 1) confirmation that the
article was read by participants 2) assessing microtargeting concerns 3) assessing
their fairness and scarcity perceptions.

Although our experiment aimed to assess participants’ views towards the
practice of microtargeting, it is also important to understand the behaviour of
the participants on the specific webpage, during the experiment. Thus, a website
tracking tool has been used. The analysis was focused on the two main points:
i) whether participants observed the ads on the page or not and ii) whether
participants clicked on the ads or not. Per the responses to PQ2 [Q1-5] we found
that most participants (N = 44; 88%) noticed the ads on the page and 47%
believed that ads were tailored to their preferences. Moreover, 65% found the
ads interesting because of the offer and 50% because of the product.

Participants (Analysis of PQ1). 57 questionnaires in total were returned to the
researchers; 50 of these were complete and valid, and the participants agreed to
continue to the online experiment. Table 2 presents the demographic attributes of
the 50 English-speaking study participants. As can be observed, the participants
are mostly Undergraduate-level (BSc) students from [redacted for blind review]
(N = 30; 60%) and [redacted] (N = 12; 24%), female (N = 32; 64%) and male
(N = 18; 36%) of age 18–29 (N = 34; 68%). In terms of their interests, they like
to listen to music (N = 33; 66%), watch movies (N = 27; 54%), and use social
media (N = 25; 50%). Many of them (N = 27; 54%) report spending up to 6 h
per day online for entertainment and only (N = 4; 8%) more than 6 h online.

Phase 2: Interviews. Semi-structured interviews (IQ3) consisted of opinion, val-
ues and feeling questions aimed at understanding the cognitive and interpretive
processes of people’s opinions, judgments, values, and feeling responses of peo-
ple to their experiences and thoughts. Specifically, the goals was to assess i)
perceptions on use of algorithmic micro-targeting in online advertising ii) per-
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Table 1. Post-Questionnaire (PQ2).

a/a Section 1 confirmation that the article was read by participants

1 The article you just read was about

2 On the page was an ad/s for (choose all that apply)

3 I find the ad interesting because of the product

4 I find the ad interesting because of the offer

5 The ad is tailored to my preferencest

a/a Section 2 microtargeting concerns

6 When I use social media, I prefer Facebook

7 I like that Facebook connects me with my friends and with friends of my friends

8 I like that Facebook connects people and events

9 I like that Facebook connects photos and People

10 I like that Facebook ranks the post each user sees

11 I like that Facebook picks and chooses the ads it thinks users will be interested in

seeing

12 I like that Facebook has access to my activity when I use the social network

13 I like that Facebook has access to my activity when I visit other websites

14 I am aware of the consequences of being tracked online

15 I have no concerns regarding privacy or ethical issues

a/a Section 3 fairness and scarcity perceptions

16 While browsing online, I find that there are many advertisements with messages

like Buy Now!, Only one left!, Today’ offer etc.

17 When I see the scarcity phrases, I feel that I have to buy this product

18 When I find ads with scarcity phrases, I tend to ignore them

19 While shopping online, I find that the products of my interest are often scarce

20 I like online ads tailored to my preferences

21 I don’t trust the online ads with offers

22 When I see online ads, I have a feeling that my personal information is taken without

permission

23 When I see online ads, I feel manipulated by the advertiser

24 I got nervous by seeing the online ads

25 When I see online ads, I feel that marketers intentionally created scarcity

26 I think it is not fair to use scarcity to convince me to purchase the product

27 While browsing online, I develop a desire to buy them immediately

28 While browsing online, I buy things offered for sale, even I can’t afford them

29 While browsing online, offers and recommendations induce me to do just the opposite

30 While browsing online, I don’t want to run the risk missing out on offers

31 While browsing online, I become frustrated when I am unable to get my preferred

choice

32 While browsing online, I would be upset if I missed buying some products of interest

33 I often feel a regret after shopping online

34 I feel guilty that I can’t control my spending

ceptions of its effects iii) perceptions of fairness in use of scarcity in algorithmic
micro-targeting. The interview participants were recruited through a request for
interview participation sent by email. Before starting (IQ3) the Informed Con-
sent Forms with audio recording use permission were completed. Table 3 presents
the demographic attributes of the 5 interview participants.
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Table 2. Demographic profiles of Phase 1 participants (N = 50).

Survey participants

Variables Category N %

Gender Male 18 36%

Female 32 64%

Marital status Single 30 53%

Married 10 20%

Divorced 4 7%

Engaged/in a relationship 6 10%

Country Cyprus 30 60%

Nepal 12 24%

India 4 8%

Other 4 8%

Table 3. Demographic profiles of Phase 2 participants (N = 5).

Interview participants

Variables Category N

Gender Male 3

Female 2

Country Cyprus 5

Age 18–25 3

40–50 2

3.1 Data analysis

Both quantitative (PQ2) and qualitative (IQ) data resulted from the study.
For the responses to the questionnaire items, we consider the distribution of
responses on the Likert item questions. To examine the degree of association
between responses across items we use Correlation Analysis (Spearman’s r). For
now, we do not present a complete analysis of the interview data but use it to
enrich the findings stemming from the quantitative data/PQ2.

4 Analysis

RQ1. How do users perceive algorithmically mediated digital marketing?
Most participants prefer to use Facebook (62%) and generally like the way the
Facebook algorithm works [Q6-10]. Also, all interviewees reported using Face-
book and generally also like the way the algorithm of Facebook works. Although
40% of participants like the Facebook post ranking algorithm, 16% do not know
about it [Q10] and only 34% like how Facebook picks and chooses the ads for
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each user [Q11]. The following quotes from interviews illustrate these findings:
“I would prefer to have control on what I want to see or not online, but I believe
that it is too complicated. Sometimes, I intentionally hide the ads just to ‘dis-
orientate’ the algorithm.” (interviewee 48, male). In other hand, “I don’t know
how Facebook works and it is not so important to me” (interviewee 21, male).

46% answered negatively to the fact that Facebook has access to their activ-
ities when they use this social network [Q12] and 54% answered negatively to
the off-Facebook activity [Q13]. “I have many concerns regarding the Facebook
algorithm, generally, it makes me fill violated, I don’t like the fact that it asks
me so many personal questions, shows me ads and sends notifications that all
related to my online activities. It seems that it collects everything about me, and
I don’t know why.” (interviewee 19, female). In other hand, “I have nothing
to hide so I don’t care who accesses my information”. (interviewee 21, male).
Although 68% are aware of the consequences of being tracked online [Q15], 62%
have concerns regarding privacy or ethical issues [Q16].

There seems to be a relation between feeling nervous by seeing the online ads
and feeling manipulated by the advertiser [Q23-24]. “Definitely, I don’t like to
be tracked by Facebook . . .it is a little bit scary”. “I feel awkward sometimes when
I see ads related to my previous browsing.” (interviewee 22, female) Similarly,
“Marketers manipulate people by brain-washing techniques (i.e. offers, scarcity
messages)”. (interviewee 19, female) “Although I have been setting off everything
on Facebook etc. I still feel tracked and I don’t like it because it seems to control
my needs in a way”. (interviewee 48, male) (Interviewee 40, male) believes that
the internet censorship and online ads are related, and they limit our freedom
in a way that is scary (Table 4).

Also, study participants who have no concerns regarding privacy or ethical
issues [Q16] seem to like that Facebook picks and chooses the ads it thinks users
will be interested in seeing [Q11]. “I will interact with online ads only if they
are interested to me” (interviewee 21, male). “I have some concerns regarding
privacy or ethical issues on Facebook. I would prefer if I could have full control
of what I see there without giving my personal information”. (Interviewee 22,
female) (Table 4). Moreover, people who feel manipulated by the advertiser [Q23]
feel that their personal information is taken without permission [Q22].“I would
prefer if I could have account with not sharing my information”. (interviewee
19, female) “I believe that people who trust Facebook and other platforms do
not give an appropriate attention to the small text that says to you to consist
to any sharing of your personal data.” (interviewee 48, male) “Sometimes, I
am just afraid that one day Facebook will know my needs better than I know.”
(interviewee 19, female) (Table 4).
RQ2. How do consumers perceive and respond to Scarcity in algorithmically
mediated digital marketing?
72% of study participants believe that there are many advertisements online with
scarcity phrases [Q16]. All interviewees believe that people are bombarded with
ads with scarcity phrases. There seem to be a relation between people who tend
to ignore scarcity phrases [Q18] and people who don’t trust the online ads with
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Table 4. Result details RQ1.

Items rs p (2-tailed)

Q24-23 0.36856 0.00845

Q16-11 0.33204 0.01849

Q23-22 0.63174 0

offers [Q21]. “Lately, I don’t trust the offers because I believe marketers try to
manipulate people by this way so if I want to buy something I check it twice before
any purchasing”. (interviewee 22, female). “Most of online ads I see have scarcity
messages. Several times I have been trusted these messages, when I realized that
there are many tricks (prices vs quantity). It’s really annoying.” (interviewee
19, female). In other hand, “I like and trust online ads with offers mostly from
trustworthy companies like Amazon or Zara”. (interviewee 48, male) (Table 5).

Q20-30, 31, 32, 34 The experiment showed that the study participants who
like tailored ads don’t want to run the risk missing out on offers [30], they are
upset if they miss buying some products of interest [31], they become frustrated
when they are unable to get their preferred choice [32] and feel guilty that they
can’t control their spending [34]. “I like offers only when I am looking for a
specific product and I would be upset if miss them out”. (interviewee 22, female).
“I like online shopping, but unfortunately it hides many traps.” (interviewee 21,
male). Similarly, “I like ads and ads with offers, I enjoy mostly ‘online window
shopping’ with no purchasing”. (interviewee 48, male) In other hand, “I feel
insecure when I see tailored ads since I like shopping and sometimes, I buy things
that I regret after. So, I cannot control my spending especially if I see things that
I like.” (interviewee 19, female). (Interviewee 40, male) believes that tailored
ads are helpful, and one can benefit but only when having control over them;
otherwise, it is “annoying” (Table 5).

Table 5. Result details RQ2.

Items rs p (2-tailed)

Q18-21 0.40163 0.003845

Q30-31 0.29963 0.03452

Q20-31 0.42467 0.00211

Q20-32 0.39759 0.00425

Q20-34 0.33233 0.01838

RQ3. What are users’ perceptions about the fairness in use of scarcity in algo-
rithmic micro-targeting?
Q19-23 There seem to be a relation between people who find that the products of
their interest are often scarce [19] and people who feel manipulated by the adver-
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tiser [23]. “I know that marketers use sales tools such as scarcity messages . . ..
although I feel triggered to see more details it doesn’t mean that I will purchase the
product. In other words, the scarcity message will not affect my decision to buy”.
(interviewee 48, male). “I believe that marketers sometimes create fake scarcity
messages/offers to make more sales. It makes me feel insecure etc.” (interviewee
22, female) Similarly, “There are people who have different weaknesses (shopa-
holic or in depression), and marketers use these people to gain money in some
way.” (interviewee 19, female). (interviewee 40, male) believes that there is a
current need to protect people with shopping weaknesses and to provide them
(for example technology education, training etc.) (Table 6).

Q26-24 58% of study participants think that it is not fair to use scarcity to
convince them to purchase the product [26] and it seems to be related to people
who got nervous by seeing the online ads [24]. “It is not fair to use scarcity,
especially in the case of people with weaknesses.” (interviewee 19, female). In
other hand, “It is fair to use scarcity phrases only if they are not fake or mis-
leading.” (interviewee 48, male). Similarly, (interviewee 40, male) believes that
it is totally unethical to create intentionally the misleading scarcity messages
and there is a need to control these issues. “I can understand that marketers
try to use different sale techniques and to stimulate their customers’ needs, but
ethical limitations definitely should be applied.” (interviewee 40, male) (Table 6)

Q25-21 Moreover, people who feel that marketers intentionally created
scarcity [25] seem to don’t trust the online ads with offers [21]. “I don’t trust
ads with offers I believe most of them are fake or spam” (interviewee 21, male).
“Usually, if I click to ad with offers or scarcity message and I am going to buy
the product I try to read customers’ reviews before purchasing” (interviewee 22,
female). “Since I see ads based on my previous browsing and they have scarcity
messages or offers on them, I believe that they are fake or intentionally created.
Most of times I just ignore them.” (interviewee 40, male) (Table 6).

Table 6. Result details RQ3.

Items rs p (2-tailed)

Q19-23 0.44122 0.00134

Q26-24 0.39622 0.00439

Q25-21 0.40083 0.00392

5 Discussion

The paper contributes to digital marketing theory by developing an awareness
of the crucial link between cognitive marketing and understanding of fairness in
algorithmic processes since that may affect consumers’ and marketers’ behaviour.
It was revealed that whereas most people like the way how the algorithm of
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Facebook or any other similar platform works they have concerns regarding
privacy or ethical issues and they feel violated and no control over the algorithmic
processes and personal data. Also, people who don’t trust the online ads with
offers tend to ignore scarcity phrases. On the other hand, people who like tailored
ads don’t want to run the risk missing out on offers and they become frustrated
and feel guilty that they can’t control their spending. Also, people who find that
the products of their interest are often scarce feel manipulated by the advertiser.
Moreover, people who feel that marketers intentionally create scarcity (64%)
seem to don’t trust the online ads with offers. The majority thinks that it is not
fair to use scarcity to convince people to purchase the product and it makes them
feel nervous by seeing the online ads. Moreover, people believe that marketers
create misleading scarcity messages, and in their opinion, it is unethical. Another
conclusion of our study is that people even who like online ads tailored to their
preferences don’t give attention to ad banners or to scarcity messages and don’t
have immediate desire to buy.

There doesn’t appear to be a strong relation between participants liking
online ads tailored to their preferences and an immediate desire to buy some-
thing (rs = 0.20622, p (2-tailed) = 0.15076). The below heatmap, which is a data
visualization technique, uses a warm-to-cool colour spectrum to show which parts
of a page receive the most attention. Specifically, it shows that the study par-
ticipants looked mostly on the map image of the top page and mostly ignored
the ad banners. Also, ads got no clicks. “I interact with ads only when I am
going to buy something”. (interviewee 40, male). “Usually, I give attention to
ads when I have time and mood.” (Interviewee 22, female) “Ad banners are so
common, people don’t give attention to them, especially if they just interested
to read an article they will not interact with ads”. (Interviewee 48, male) This
phenomenon known as ‘Banner blindness’ and it could an instance of selective

Fig. 1. The heatmap.



User Perception of Algorithmic Digital Marketing in Conditions of Scarcity 331

attention. According to (Kara Pernice 2018) people direct their attention only to
a subset of the stimuli in the environment - usually those related to their goals
(i.e. read the article). Also, according to (Interviewee 48, male) “Ad banners with
offers that are not eye-catching and not branding are not effective” (Fig. 1).

6 Limitations and Conclusions

There are a number of limitations associated with this study. First, the sample
is small in size and it mostly consists of undergraduate students. Second, there
is a chance of recall bias in the process of gathering data since the participants
were directed to the specific website instead of browsing on their own. Since
marketers expect consumers to enjoy their marketing efforts and at the same
time consumers expect marketers not only to anticipate their needs, but to be
accountable for the ads content and techniques they use, there is a need to
continue exploring and monitoring the fairness perceptions and beliefs of not only
the users but also other stakeholders involved, such as marketers, algorithmic
mediators, and government regulators. Finally, future studies will need target a
larger sample of participants allowing the collection of more reliable data.
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Abstract. Mobile dating applications have changed how romantic relationships
are pursued. However, despite the popularity of these applications, users have
expressed numerous privacy and security concerns that warrant further investiga-
tion. This study explored how users’ locus of control influences the actualisation
of affordances to mitigate privacy and security concerns. Through a qualitative
study based on 12 semi-structured interviews, seven propositions are formulated.
The study contributes to MDA literature and affordance theory. The propositions
articulate that users can actualise affordances from a network of tools to mitigate
privacy and security concerns given their locus of control.

Keywords: Mobile dating applications · Affordances · Privacy concerns ·
Security concerns · Locus of control

1 Introduction

Social Network Services (SNSs) allow users to connect and form bonds. SNSs is far-
reaching, and there are approximately 4.2 billion active social media users as of July
2021 [1]. Therefore, it is no surprise that some of this user base has also ventured into
the world of mobile dating.

Mobile Dating Applications (MDAs) are location-based social networks. There are
numerous MDAs available on the market (e.g., Tinder and Bumble), most of which are
free of charge or offer a freemium option [2]. With the widespread use of SNSs and
MDAs, there is a need to study users’ privacy and security concerns [3].

Indeed, after the Ashley Madison scandal, people engaging in online dating have
become warier about their privacy and security [4]. These concerns might be valid
as Tinder has numerous security and privacy vulnerabilities. According to [5], Tinder
stores the location information of users in plaintext. Tinder also utilises deep-linking
transactions and collects PII data (e.g., birthday, data, country, data provider, gender
language, location radius, device model, operating system version, and age) without
disclosing this in the company’s privacy policy [5].
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The study investigates this phenomenon by focusing on the actualisation of MDAs
affordances tomitigate users’ privacy and security concerns. Affordances are “the poten-
tial for behaviours associated with achieving an immediate concrete outcome and arising
from the relation between an object (e.g., an IT artefact) and a goal-oriented actor or
actors” [6] (p. 823). A reliance on ‘affordances’ is relevant as it allows us to investigate
the “multifaceted relational structure between the object/technology and the users that
enables or constrains potential behavioural outcomes in a particular context” [7] (p. 46).
The actualisation of affordances is dependent on certain facilitating conditions [8]. This
study considers the users’ locus of control as a possible facilitating condition for the
actualisation of MDA affordances to mitigate security and privacy concerns. Locus of
control relates to the extent to which a person ascribes the cause or control of events
occurring in their lives to themselves or external sources [9]. Hence, users with an inter-
nal or external locus of control might actualise MDA affordances differently in their
attempt to mitigate privacy and security concerns.

Given the research problems and purpose, the research questions were formulated
as follows: “How does users’ locus of control influence the actualisation of affordances
to mitigate privacy and security concerns?”.

Several MDAs are available on the market, but this study focuses on Tinder and
Bumble. Tinder is the most downloaded dating application worldwide, while Bumble
is the third most downloaded application [10]. Both applications were chosen because
of their broad reach and popularity amongst users globally. In addition, both Tinder
and Bumble use “swipe logic” and their users’ geo-locations to recommend potential
matches [11].

The paper is organised as follows. First, an overview of the literature on MDAs and
their affordances, specific security and privacy concerns of MDA users and theories on
locus of control are provided. The methodology employed is then discussed, followed
by an overview of the findings. The final section discusses the theoretical contributions
emanating from this paper.

2 Literature Review

2.1 Affordances of Mobile Dating Applications

Affordances are “situated, interactional properties between objects and actors that facil-
itate certain kinds of social interactions in a complex environment” [12] (p. 3). The
concept was first coined by [13], who defined affordances of the environment as “what
it offers the animal, what it provides or furnishes, either for good or ill” [13]. When
used in the context of Information Systems, affordances relate to the possibilities for
goal-oriented actions offered by the features of the Information Technology (IT) artefact
[14].

This study focuses on the actualisation of affordances. Actualisation is the process
of turning a perceived affordance into action [15] to achieve a specific outcome [16].
Affordances are actualised through the interaction between an IT artefact and a goal-
oriented user [17]. The actualisation of affordances can be facilitated or inhibited (i.e.,
facilitating conditions) by the features of the tool, the abilities and goals of the user, as
well as the characteristics of the environment [18, 19].
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In the context of MDAs, affordances are defined as the perceived range of possible
actions offered by the features of the tool [20]. For example, the affordances offered
by Tinder and Bumble include synchronicity, chatting, multimediality, locatability,
immediacy, and visual dominance [3, 11, 21, 22].

• Synchronicity relates to the rapidity with which messages are sent on the applica-
tions. Therefore, the synchronicity affordance is dependent on the availability and the
spontaneity of the users [23].

• The Chatting affordance relates to users’ ability to communicate with each other
through text messages. Through the chatting affordance, users are also able to share
pictures and videos [20].

• Multimediality is a communicative affordance and relates to users’ ability to link
their profile to other SNS profiles such as Instagram, Spotify and Facebook [23]. In
doing so, users can communicate over a broader range of media in addition to texting
[21].

• Locatability relates to MDAs reliance on the users’ geographic location to identify
potential matches [24].

• Immediacy relates to the fact that users are immediately notified when newmessages
and matches are received, even when they are not active on the application [11].

• Visual dominance relates to the users’ ability to use text and images to design their
profiles [11].

2.2 Privacy Concerns of MDA Users

Privacy concerns relate to the fear that one’s right to control one’s personal information
and how it is usedmay be violated [25].MDAusers can have social aswell as institutional
privacy concerns [26].

Social privacy concerns relate to fears around identity theft, cyberstalking, blackmail,
information leakage, bullying and hacking [26]. For example, Tinder users worry about
being cyberstalked, that others might use their private information without their consent,
and that their accounts might be hacked [3]. Concerns about catfishing are also prevalent
amongMDA users. Catfishing occurs when users intentionally misrepresent themselves
online while pursuing virtual relationships [27].

Institutional privacy concerns relate to fears of how institutions like Bumble and
Tinder store and share the data they gather from user profiles. MDA users might be
concerned about data security and whether these institutions share their data with third
parties and government agencies [3, 21].

2.3 Security Concerns of MDA Users

Security concerns stem from a fear that data protection protocols could be breached
throughmalicious activities [28]. Past studies have found thatMDAusers share numerous
security concerns.
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MDAs use location-based services to display profiles in proximity. In that regard,
past studies have shown that users are concerned that their location might be leaked
to malicious external parties [29]. Malicious parties can use the general location infor-
mation displayed on profiles to triangulate the exact location of their target [29, 30].
[31] also found that malware may be used to gather data from MDA users. Examples of
malware include spyware, phishing, botnets, and surveillance [28].

2.4 Social Media Users’ Locus of Control

Aperson’s locus of control relates to their perceived responsibility in various experiences
[32]. Individuals with internal locus of control perceive that they are responsible for their
decisions and circumstances [33]. Theymay also feel responsible for causing events [34].
In the context of MDA, a user with internal locus of control might feel responsible for
taking measures to actively mitigate their privacy and security concerns to remain in
control of the situation.

Individuals with external locus of control ascribe the control of circumstances to
external sources (i.e., people and environment) [33]. They perceive external factors as
the cause of what happens to them and feel controlled by their environment [32]. In the
context of MDA, users with external locus of control might perceive that they cannot do
much to mitigate any privacy and security concerns while using the app.

3 Methodology

This study was interpretive, deductive and exploratory. The chosen research strategy
was that of qualitative interviews. Twelve in-depth, semi-structured interviews were
conducted betweenMay andAugust 2020 and respondentswere encouraged respondents
to elaborate on their experiences [35].

The interviews lasted approximately 1 h and were conducted over Skype until sat-
uration was reached. The interviews were recorded, transcribed and shared with the
respondents to validate the data.

The interview questionnaire comprised open-ended questions that explored the expe-
riences of the Bumble and Tinder users concerning privacy and security concerns as well
as their locus of control. The questions were formulated based on the affordances and
the privacy and security concerns derived from literature. Moreover, questions around
the functional features of Bumble and Tinder and how they actualised the affordances
were formulated to understand the influence of the affordances on these concerns.

A purposive sampling strategy was followed. The sampling criteria related to the
need for participants to have an active Bumble or Tinder account. Users between the
ages of 18 and 34 were considered as they make up 60% of MDA users [1].

Participants were identified through word of mouth (e.g., casual conversations) and
the Tinder and Bumble platforms. The snowballing technique was also applied thereafter
to identify participants [35]. An overview of the participants’ demographics is provided
in Table 1.
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Table 1. Respondents’ demographics

Participant Age MDA Platform Time on MDA Gender

P1 27 Tinder 1 year Male

P2 23 Tinder 5 months Female

P3 21 Tinder 3 months Female

P4 23 Tinder 7 months Female

P5 22 Tinder 1 year Female

P6 22 Tinder 2 months Female

P7 34 Bumble 1 month Male

P8 21 Tinder 3 years Male

P9 31 Bumble 5 months Male

P10 26 Bumble 1 month Male

P11 22 Bumble 3 months Female

P12 26 Bumble 3 months Male

Data collection and data analysis were conducted concurrently to allow for corrob-
oration. The recorded interviews were transcribed, cleaned and imported into NVIVO.
The data was then analysed using a 6-step thematic analysis process [36]. First, the
researchers familiarised themselves with the data during the cleaning, transcription and
validation phase. Second, the initial codes were generated by identifying keywords from
the transcripts. Third, the keywords were organised into themes. Fourth, relevant themes
were reviewed, regrouped and validated. Fifth, the final themes were defined and cho-
sen, and lastly, the final themes were finalised and compared with literature to allow for
theorisation.

Ethical considerations were an important part of the study. For that purpose, all
participants could withdraw from the study at any time, anonymity was preserved, and
ethics clearance was secured from the researchers’ academic institution.

4 Findings

The study explored how users with internal and external locus of control actualise affor-
dances to mitigate privacy and security concerns. The findings derived from the data
analysis are described in the following sub-sections.

4.1 Internal Locus of Control and MDA Affordance Actualisation

MDA users with internal locus of control were aware of security and privacy risks they
incurred while accepting the Terms and Conditions to engage on these platforms. In
some instances, they demonstrated limited to no privacy and security concerns as they
felt that they had put measures in place to protect themselves. However, when they were
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concerned about privacy and security risks, they thought it was their responsibility to
do what is required to mitigate these risks. Users with internal locus of control devised
mitigating strategies by actualising a range of affordances described in the following
sub-sections.

Privacy Concerns

Institutional Privacy Concerns. Institutional privacy concerns relate to howMDAsstore
and share users’ data. Some respondents with internal locus of control did not seem to
trust the measures put in place by the MDAs to secure their data: “I would imagine
that they don’t seem to put too much emphasis on their security if that makes sense?”
[P10]. However, some perceived that it was not the responsibility of MDAs to ensure
users’ privacy online. They believed that users are in charge of the information being
uploaded and have the responsibility to safeguard their privacy: “If you’re going to be
negligent with your information, you can’t go back to them and say that they have been
negligent when it’s you who should be in charge” [P7]. While no specific measures were
reported to mitigate institutional privacy concerns, users with internal locus of control
instead actualised affordances to handle their social privacy concerns, as discussed in
the following sub-section.

Social Privacy Concerns: Blackmail. Users with internal locus of control were aware
of the risk of being blackmailed and had actualised a range of affordances to mitigate
this social privacy concern. These users actualised the visual dominance affordance by
carefully selecting the pictures they uploaded on their profile, which they described
as “decent”. Visual dominance could also be actualised by screening and limiting the
personal information displayed on their profiles (i.e., self- presentation). In doing so, they
felt that no potentially compromising content was accessible to others: “The pictures
that I have on Tinder will not cause me any issues, nothing scandalous” [P4].

Content being shared was also regulated by actualising the chatting affordance.
Similarly to not sharing compromising information on their profiles, users with internal
locus of control also ensured that they carefully screened the content being exchanged
with their matches while texting: “I don’t send any photos on Tinder besides what’s on
my profile, and I do not ask for pictures…Some people might be sending nudes, and then
all of a sudden they’re in trouble” [P4].

The actualisation of the multimediality affordance also compromised users’ social
privacy and increased the risk of them being blackmailed. Throughmultimediality, users
could link their MDA profiles to their other SNS profiles. In doing so, a need to secure
the content on these other SNS sites emerged. Hence, the actualisation of the MDA
multimediality affordance led to the need to actualise other SNS affordances to fulfil the
goal of not being blackmailed. For that purpose, some users also actualised the visual
dominance affordance of the linked SNS sites to ensure that consistent pictures and
content were uploaded online. In doing so, they ensured that there were no loopholes in
this network of applications that pose a risk to their privacy: “I make sure not to post
something that’s putting me at risk. So, my pictures are decent; they’re all the same on
every social media, including Instagram, Facebook and everything” [P10].
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Social Privacy Concerns: Cyberstalking. Userswith internal locus of control actualised
various affordances tomitigate the risk of being cyberstalked. Similarly to blackmail, the
actualisation of the multimediality affordance also increased the risk of cyberstalking.
Hence, to mitigate this concern, users actualised various affordances across various SNS
linked to their MDA. The actualisation of the visual dominance affordance (i.e., the use
of text and pictures on profiles) across the SNS profiles played a key role in that regard.
Some users had different username handles across various SNS to avoid being tracked:
“A lot of people have the same name across all their social media. If someone finds your
Instagram, they’ve found your Facebook, found your LinkedIn, they found your Twitter
[…] So, because of that, I crafted my handle name so that people wouldn’t find me”
[P3].

Social Privacy Concerns: Identity Theft. Identity theftwas also exacerbated through the
actualisation of the multimedia affordance. Respondents with internal locus of control
put measures to mitigate the risks of their identity being stolen, and these measures also
span across various SNS. For example, they actualized the visual dominance affordance
by limiting personal information on their different SNS profiles. This gave them a sense
of security, resulting in a lower concern about their identity being stolen: “I think it’s
just also in terms of information that you give out there. So, I don’t have a lot of profile
photos” [P7].

Social Privacy Concerns: Catfishing. Users with internal locus of control perceive that
it is their responsibility to ensure the trustworthiness of their matches. To fulfil this
goal, they actualise the MDA multimediality affordance to access the SNS profiles of
their matches. They actualise the SNS visual dominance affordance to screen the SNS
profiles of their matches: “Being linked to social media can help prove somebody’s true
identity so if they have an Instagram, where they post a lot of their pictures or something
like Facebook, with mutual friends, it shows that they are legit and real” [P1]. The
actualisation of the MDA visual dominance affordance is also helpful to ascertain the
credibility and trustworthiness of potential matches before swiping. It is interesting to
note that the actualisation of the multimedia affordance allows users to actualise the
affordances of other SNS to ascertain the trustworthiness further and fulfil their goal.
The findings reveal that the trajectory of affordances extends beyond theMDA, and users
may actualise a range of affordances across a network of tools to achieve one goal.

Security Concerns

Location Tracking. Location tracking is a concern, especially when users match with
people who are near them. They worry about accidentally meeting a match with whom
the conversation did not go well and about being pressured to meet if the match can
deduce their location through the application. Such a concern is exacerbated through
the actualisation of the locatability affordance, which is central to the functioning of
MDAs. However, users with internal locus of control understand and accept the risks
associated with using MDAs: “I mean, again, if you look at the whole point of Tinder,
it is to get connected to the people within your proximity. So, does this exacerbate my
security concerns? Definitely! But it’s a risk that you sign up for the moment you join
Tinder. Once you sign up, you’re prepared for that risk; it’s like you’re accepting it in a
way” [P6].
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In some cases, concerns are exacerbated by the risk of their location information
being illegally obtained. In line with the notion of internal locus of control, theywillingly
accept that other MDA users will have some insight into their actual physical location.
Still, when they are denied control over who is aware of their location, their security
concern is exacerbated: “I did hear that people were able to find your exact specific
GPS location. Not just the proximity, but they were somehow able to find the actual
location. So that was a bit concerning. But in terms of other users being able to see your
approximate distance in kilometres, it’s okay” [P1].

Hence, depending on their primary goal, the locatabilty affordance can be seen as
an advantage (e.g., matching with users within their search radius), although users are
aware of the risks. If the location tracking security concern remains a secondary issue,
users with internal locus of control actualise other affordances to meet this secondary
goal. For example, users might actualise the chatting functionality by not disclosing
their physical address to strangers: “I think in general if somebody wants to know, I’ll
probably give them a very broad answer. So, I’ll say from the northern suburbs, instead
of like my actual area” [P11].

Malware. Users with internal locus of control were concerned about the security risks
associated with malware. As such, they took measures to mitigate these risks by actu-
alising the affordances of the MDA. As users actualised the chatting affordance, they
were careful not to download suspicious files from matches: “I know not to open any
sort of files or, I don’t even open pictures on Tinder” [P8].

Users with internal locus of control also actualised affordances of other applications
(e.g., antivirus software) to fulfil their goal of not being victims of malware: “Obviously
I have my device security. So, I have Kaspersky, which I’ve loaded on so, if there’s any
sort of malware attack on my phone, hopefully, it will be detected via that” [P7].

4.2 External Locus of Control and MDA Affordance Actualisation

The findings revealed that users with external locus of control did not necessarily actu-
alise affordances to mitigate privacy and security concerns. This is further discussed in
the following sub-sections.

Security Concerns
The findings revealed that some users with external locus of control tend to trust the
MDA to mitigate their security concerns: “I think there’s a point where you must trust
the likes of Facebook and Bumble and Tinder and all those big companies […] there is
a chance that they can get hacked, obviously, but yeah. What else could you do?” [P12].
Some admitted having security concerns but did not necessarily actualise affordances to
mitigate them: “I had concerns, but I didn’t take precaution. It’s like I’m worried, but
I’m also not doing anything about it” [P5].

Some users with external locus of control rely on others to inform them about the
existence of malware: “I didn’t see malware from the Tinder application with it being
so popular and stuff like that. I’m sure news would have spread, and people would
have figured out and avoided it” [P9]. Some also share the opinion that since MDAs
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do not force them to download add-ons, they are not at risk of any malware-related
security breach. However, these users did not seem to consider the risks associated with
downloading content from other MDA users: “Tinder, I found, never puts you under
any pressure to install any third-party apps or any applications for that matter” [P9].
Location tracking can also be a concern for some users with external locus of control,
but some of these users do not do much to mitigate that concern: “Everyone could see
where I was, so no, I didn’t take any extra steps” [P5]. Some users with external locus
of control also believe that MDAs monitor profiles and delete suspicious profiles that
could be used for catfishing: “I think the pictures are monitored, and they’ll remove
some accounts that do not respect the standards” [P5].

Cyberstalking did not seem to be a significant concern for users with external locus
of control. As social media users, some expect to be cyberstalked as their information
is available to all. Therefore, they do not seem to mind if other users actualise the
multimediality affordance to cyberstalk them: “Because I’m on social network and you
must expect people to look up everything about you” [P5]. Others accepted that, asMDA
users, they are expected to actualise the visual dominance affordance to share personal
information to get a match. They trusted that other users would follow the norm and not
use the app for malicious purposes: I think you just rely on the fact that people are using
the application for the same reason as you, so this is more like writing about your bio
and things that interest you [P12].

Privacy Concerns
Some users demonstrated external locus of control concerning privacy concerns. These
users typically found MDAs like Tinder and Bumble to be reputable and secure. There-
fore, they had low institutional privacy concerns: “I thought Tinder and Bumble like to
me were secure applications” [P2].

While some users with external locus of control were somewhat concerned about
their identity being stolen, they did not specifically actualise affordances to mitigate this
risk. Instead, they would trust that other users would notify them if their identity had
been stolen: “I feel scared of such a thing to happen. But, I feel like if it happened, I’m
going to be aware because people can tell me that they’ve seen me” [P5]. Some also
believed that MDAs would take the necessary steps to block fake accounts: “Apparently,
or so I’ve heard, that if you steal someone’s identity, they automatically block you. So, if
one picture gets repeated on Tinder, that person who repeated the photo gets blocked”
[P8].

5 Discussion and Conclusion

The study uncovered howMDAusers with internal and external locus of control mitigate
privacy and security concerns through the actualisation of affordances. The initial intent
of the study was to explore the actualisation of MDA affordances. However, one major
finding is that users can actualise a broader range of affordances that span across a
network of SNS to fulfil their privacy and security goals through the actualisation of
the multimedia affordance. This is particularly the case for users with internal locus
of control. The study contributes to MDA literature through the following propositions
derived from our empirical observations.
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• P1: MDA users with internal locus of control did not actualise affordances to mitigate
institutional privacy concerns. They instead perceived that it is the users’ responsibility
to ensure their privacy online.

• P2: Users with internal locus of control actualise the visual dominance affordance of a
network of applications (MDA and SNS) by regulating their self-presentation online.
This limits the risk of having compromising information on their profile and mitigates
social privacy concerns

• P3: Users with internal locus of control actualise the chatting affordance by regulat-
ing the content of their messages. This limits the risk of sharing and downloading
compromising content and mitigates social privacy and security concerns

• P4: Users with internal locus of control actualise the visual dominance affordance of
a network of applications (MDA and SNS) to ascertain the credibility/trustworthiness
of their matches and mitigate social privacy concerns

• P5: Users with external locus of control expressed limited security and privacy con-
cerns and trusted theMDAandother users tomaintain their security andprivacyonline.
Hence, they did not specifically actualise affordances to mitigate their concerns.

• P6: The actualisation of the MDA multimediality affordances allows for the use of a
network of SNS applications whose affordances can also be actualised by users with
internal locus of control to mitigate privacy and security concerns

Past studies have shown that users are often more worried about the unintended use
of their data by MDAs (institutional privacy concerns) instead of privacy invasions from
other users [3]. This study found that users with internal locus of control are indeed
concerned about the use of their data without their consent. On the other hand, they
feel that it is the responsibility of the users to mitigate this risk. In contrast, users with
external locus of control tended to trust theMDA application to ensure their data privacy
(P1 & P5). Indeed, trust in the provider and other users can contribute to users’ decision
to share information online [37].

Social Privacy is a significant concern for SNS users [38]. For example, users might
be concerned about blackmail, risky physical meetings, sexual violence, catfishing and
harassment [37]. The same applies to personal security risks (e.g., scams, bots) [38].
However, some studies have found that while users are concerned about their privacy
and security, they do not necessarily take measures to maintain their privacy [39]. Our
findings indicate that this behaviour is manifested in users with external locus of con-
trol. Instead, users with internal locus of control actualise a network of MDA and SNS
affordances to mitigate their social privacy concerns (see P2, P3 and P4). For users with
internal locus of control, the actualisation of the visual dominance and the chatting affor-
dances is primarily based on regulated content sharing and self-presentation. Past studies
have also found that sharing content online is influenced by personal preferences, inten-
tional behaviours, expectations of others’ preferences, and the application’s demands
[37]. Moreover, while self-presentation has typically been described as a mechanism to
highlight positive traits [40], this study found that this is counter-balanced by the need
to regulate content to maintain privacy and security.

Past studies have found that users may decide to share their approximate location
to reduce uncertainty around their online persona and establish a social presence [37].
This study found that such an approach (P3) can also serve as a strategy to mitigate the
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location tracking security concerns that emerge from the actualisation of the locatability
affordance.

In addition to contributing to MDA literature, the findings also contribute to affor-
dance theory. Past studies have found that affordances are both enabling and limiting.
This implies that affordances have the potential to either mitigate or exacerbate pri-
vacy and security concerns [41]. This study found that while the actualisation of the
multimedia and locatability affordances can be enabling, they are also limiting as they
exacerbate security and privacy concerns. This gives rise to new goals related to the mit-
igation of these concerns. Therefore, it can be posited that upon encountering limiting
outcomes during the actualisation of affordances, new goals might emerge to mitigate
these outcomes.

Moreover, trajectories of affordances might be helpful to fulfil these goals (P6) [8].
The study found that trajectories of affordances may span beyond the current application
and may involve a network of tools whose affordances can be actualised to fulfil a goal.
The following propositions are formulated:

• P7: User goals are dynamic and can emerge through the actualisation of affordances.
The need to fulfil one goal may give rise to other goals which can be fulfilled through
the actualisation of affordances from a network of tools

This study addressed an important need to understand the privacy and security con-
cerns of MDA users. Through the lens of affordances and the influence of users’ locus
of control, insights have been provided into measures taken by users to maintain their
privacy and security online. The findings contributed to both MDA literature and affor-
dance theory through the formulation of seven propositions. It is recommended that
further studies be conducted to operationalise these propositions using a larger sample
size.
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Abstract. The choice of software for implementing online learning has always
been one of the fundamental problems in education sciences. Efficiency and qual-
ity of education largely depend on the properties of the tool (software) that the
teacher uses. The COVID-19 pandemic has led to the rise in numbers of users
of e-learning tools. Decision makers had to choose which available product their
corporation, university or school would use. After several months of widespread
implementation of different e-learning software, users are ready to give an eval-
uation. The aim of this paper is to provide such evaluation on MS Teams, which
can be obtained by applying Technology Acceptance Models. Among the set of
Technology Acceptance Models developed in science and verified in practice,
the Unified Theory of Acceptance and Use of Technology (UTAUT) deserves
special attention due to its flexibility and large predictive power. We propose an
enriched UTAUTmodel for MS Teams, which adds two new variables to the orig-
inal: Product Superiority (PS) and System Comprehensiveness (SC). This paper
presents the development of Technology Acceptance Models as a software eval-
uation method, followed by the presentation of hypotheses and description of the
research method used. The research was carried out using the questionnaire dis-
tributed among university teachers from northern Poland. We present the analysis
of the results along with the conclusions formulated on their basis. At the end, we
highlight the interpretative limitations and indicate further research directions.

Keywords: Technology acceptance · UTAUT model · MS teams · Education ·
e-learning

1 Introduction

The COVID-19 pandemic has drastically changed the form of teaching. As of spring
2020, e-learning has completely dominated education. One element that determines the
effectiveness of e-learning is the use of the right software. There are many programs
available on the market such as MS Teams, Google Classroom, Zoom or ClickMeeting.
The question is, which program to use? This is an important issue especially for decision
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makers in corporations, service centers or universities educating tens of thousands of
students.We believe that the objective choice criteria can be provided by the Technology
Acceptance Models (TAM). Among the collection of many Technology Acceptance
Models developed in science, the Unified Theory of Acceptance and Use of Technology
(UTAUT) has stood out as the most flexible and predictive model, hence we decide to
use it in this study.

In this paper, the original UTAUTmodel wasmodified (enriched) by adding two new
variables - Product Superiority (PS) and System Comprehensiveness (SC) - hoping that
they will reflect more accurately behavioral intention to use MS Teams software. The
primary motivation for conducting this described research was to assess the acceptance
level of MS Teams software among university teachers and highlight its strengths and
weaknesses in e-learning.

2 Related Research

Technology acceptance models have been extensively used in science for over 20 years
and their applications have found their way into various scientific disciplines. One of the
more salient models is the Technology Acceptance Model (TAM) [1], originating from
the Theory of Reasoned Action (TRA) [2]. In addition to its two subsequent versions:
TAM2 [3] and TAM3 [4], UTAUT [5] stands out as one of the most relevant models of
technology acceptance, which was derived from the aforementioned theories (TAM &
TRA) and drew from the others such as: Social Cognitive Theory (SCT) [6], Theory of
Planned Behavior (TPB) [7], Model of PC Utilization (MPCU) [8], Motivational Model
(MM) [9], Innovation Diffusion Theory (IDT) [10] and Combined TAM and TPB [11].

The UTAUT is intended to allow a better understanding of user behavior by clarify-
ing his intentions towards a given technology/information system. The theory assumes
that Behavioral Intention (BI) is influenced by four main variables: (1) Performance
Expectancy (PE), (2) Effort Expectancy (EE), (3) Social Influence (SI) and (4) Facil-
itating Conditions (FC). The variables define, respectively, the users’ belief about the
possibility of obtaining the desired outcomes, the degree of difficulty about using the
technology, and the belief about the willingness of those in the consumer’s immediate
environment to use the technology and other facilitating factors. The popularity that
UTAUT has gained has resulted in widespread use of the theory by other researchers,
who have been adding new constructs to the model, designed for the better explana-
tion of the behavioral intention of users of the studied technology. Eventually, UTUAT
was developed into a further version–UTAUT 2 - that supplemented the original model
with three new variables to explain the intention and use of a given technology: hedonic
motives, price value and habit [12].

UTAUT is one of the most widely used technology acceptance models in science,
which is used to analyze the intention and behavior of users of a wide range of different
technologies, including, among others: websites, mobile technology, or Health Informa-
tion Systems. At the time of writing this paper, the original article regarding UTAUT
by Vankatesh et al. [5] was cited nearly 36000 times according to Google Scholar. A
study conducted by Williams et al. [13] demonstrates the relevance and prevalence of
this theory. The researchers reviewed the literature on the UTAUT and its empirical
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applications. They utilized a keyword search to find the occurrences of articles on the
application of UTAUT in over 130 scientific journals and conferences. As a result, they
selected 174 scientific articles. In the analyzed period, there was a tendency towards an
annual increase in the number of scientific publications using UTAUT empirically. The
analysis revealed the ubiquity of the use of UTAUT in technology acceptance studies
in areas such as e-commerce, e-banking, e-government and e-learning. A significant
number of empirical applications of the theory, besides the major variables, included
additional external variables proposed by the authors of the studies. Williams et al. [13]
emphasize that despite itsmultiple applications,UTAUT is still in a developmental phase.
Researchers have conducted numerous attempts to test the original assumptions of the
model, as well as utilizing extended models by adding new variables to original UTAUT
in order to analyze the relationship among variables in different contexts. According
to Williams et al. [13], there is still an opportunity to develop the area of technology
acceptance.

This article focuses on the application of UTAUT in e-learning with the aid of com-
plex ICT (Information and Communication Technology) tools - in this article, Microsoft
Teams has been chosen as an analyzed e-learning tool. As of now, the use of UTAUT
in e-learning has focused on the analysis of the acceptance of educational ICT systems
such as virtual learning environment (VLE) or learningmanagement system (LMS). The
study conducted by Yee and Abdullah [14] aimed to determine the development of the
use of UTAUT in examining the acceptance of educational ICT platforms (including
Google Classroom) among teachers and students. In a review of articles, the authors
selected studies that used UTAUT, UTAUT 2 or extended UTAUT models to analyze
technology acceptance in education. The 39 research papers obtained were divided into
three sections: (1) teachers’ acceptance of ICTs, (2) teachers’ acceptance of Google
Classroom and (3) students’ acceptance of using ICTs. The largest number - 23 articles -
concerned students’ acceptance of ICTs. 16 articles examined the level of acceptance of
ICTs by teachers, of which 2 articles focused on the analysis ofGoogle Classroom accep-
tance. The selected literature is predominated by applications of the original UTAUT or
UTAUT 2 models. Notable among the studies on the level of acceptance of technology
in education is that of Raman et al. [15] who analyzed the use of Smart Board by teachers
using the original UTAUT, which showed a positive effect of PE and FC on behavioral
intention. Saleem et al. [16], on the other hand, used the original UTAUT to measure the
acceptance level of the Moodle platform among academic teachers, where all the main
variables (PE, EE, SI, FC) had a significant effect on behavioral intention. Some of the
analyzed articles incorporated the use of UTAUT 2 from which worth mentioning is the
study ofMobile Technology acceptance level among secondary school teachers byOmar
et al. [17] and the study of online courses acceptance level among Taiwanese academic
teachers by Tseng et al. [18]. Extended UTAUT models with additional external vari-
ables also have been deployed as a research tool in measuring the level of acceptance
of educational ICTs among teachers. Oye et al. [19] included the variables Anxiety,
Self-efficacy and Attitude in the analysis of the original UTAUT model. Other studies
in this area have similarly modified the UTAUT2, including the study of Oudhuis [20],
in which the variable Proximity Of Support was added to the original model, and the
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study of Gunasinghe et al. [21], in which the model was extended to include the vari-
able Personal Innovativeness, albeit in those cases the added external variables had no
significant effect on the behavioral intention.

The research on the level of acceptance of technologies for e-learning has not been
fully explored. The COVID-19 pandemic, which triggered the global daily need for e-
learning, is likely to be a factor stimulating the intensity of research in this area, which
is already resulting in the emergence of new studies examining the level of acceptance
of ICTs learning platforms in multiple contexts. Some studies have analyzed through
UTAUT the determinants of e-learning adoption during the COVID-19 pandemic [22],
while others have focused on measuring the level of acceptance of specific platforms
helping to address the e-learning needs, such as Google Classroom [23, 24] or Zoom
[25]. The global nature of the widespread adoption of e-learning and the multiplicity of
tools for its implementation, the comparison of the level of acceptance among available
tools (i.e. Microsoft Teams, Zoom, Google Classroom), and analysis of the level of
acceptance of e-learning technologies in different contexts are all areas that need further
research in order to reduce the existing research gap.

3 Hypotheses

Based on the assumptions of the original UTAUT model, four main hypotheses were
stated:

H1: Performance Expectancy (PE) has a positive effect on the behavioral intentions to
use MS Teams in e-learning.
H2: Effort Expectancy (PE) has a positive effect on the behavioral intentions to use MS
Teams in e-learning.
H3: Social Influence (SI) has a positive effect on the behavioral intentions to use MS
Teams in e-learning.
H4: Facilitating Conditions (FC) have a positive effect on the behavioral intentions to
use MS Teams in e-learning.

Performance Expectancy (PE), as defined by Vankatesh et al. [5], is the degree to
which an individual perceives that using a technology will help him or her to attain a
gain in job performance. It is users’ beliefs about the usefulness and effectiveness of
particular software in the particular context. In our case, it is the belief that MS Teams
makes e-learning better and more efficient.

Effort Expectancy (EE) is the degree of ease associated with the use of an informa-
tion system [5]. It is the belief that software does not require sophisticated knowledge,
can be easily learned by inexperienced users and is intuitive.

Social Influence (SI) is the degree to which an individual perceives that important
others believe he or she should use an information system [5]. In the context of e-learning
and MS Tams, Social Influence might manifest through the recommendations from the
university authorities and colleagues or just through the prevalence of the software in
e-learning.

Facilitating Conditions (FC) are defined as the degree to which an individual
believes that an organizational and technical infrastructure exists to support use of an
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information system [5]. Facilitating Conditions for MS Teams might be a training pro-
vided by the university, an ability to use the software on many devices or an ease with
which a person can acquire help.

In addition, considering the specificity of MS Teams in e-learning, we proposed the
enrichment of the original UTAUT model by two new variables: Product Superiority
and System Comprehensiveness (Complexity).

Product Superiority (PS) represents the degree to which an individual believes that
an information system (product) possesses a superior functionality (utility) in relation to
other products available on themarket intended for the sameor similar tasks. Introduction
of the PS variable enriches the UTAUT model with a market competition element,
important from the economic-marketing perspective. We assume that a product with a
high PS level will be desired more by customers and will have a greater Behavioral
Intention (BI) if market priced. Similarly, a product with a low PS will be characterized
by a low intention of using it. In our case, because studied universities provide each
teacher with access to MS Teams software, we assume that the dimension of price
availability does not matter, and that the influence of the PS variable will be reflected
regardless of the price. Formally, the influence of the PS variable in the UTAUT model
can be expressed in the following hypothesis:

H5: Product Superiority (PS) has a positive effect on the behavioral intentions to use
MS Teams in e-learning.

System Comprehensiveness (Complexity) (SC) represents the degree to which an
individual can carry a task through the information system. It defines the holistic usability
of the tested software. In the absence of an appropriate SC level, an individual cannot
complete tasks entirely using only one software and is forced to use alternatives. We
assume that the higher the SC level, the lower the user’s effort required for completing a
task, because it is done through one software, and in effect greater behavioral intention
to use the software. The effect of the SC variable in the UTAUT model is expressed in
the following hypothesis:

H6: System Complexity (SC) has a positive effect on the behavioral intentions to use
MS Teams in e-learning.

We also assume that the UTAUT model, enriched by two new variables, will have a
better fit and explain a significantly higher percentage of the variation in the Behavioral
Intention (BI) variable.
H7: The UTAUT with a PS variable has a better fit than the original UTAUT model.
H8: The UTAUT with a SC variable has a better fit than the original UTAUT model.

We consider the effect of Product Superiority (PS) on Behavioral Intention (BI) as
particularly important. Because there are many available programs for e-learning on
the market, Product Superiority (PS) will play a significant role in deciding which of
them to use and thus significantly influence Behavioral Intention (BI). A slightly weaker
influence is expected from the variable System Comprehensiveness (SC). Because SC
reflects the global software capacity to meet the user’s expectations, its effect on Behav-
ioral Intention (BI) can already be expressed with other variables (e.g., Performance
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Expectancy). Perhaps there is a potential for creating internal pathways in the UTAUT
model with SC as a mediator. However, because of the exploratory character of this
paper, we do not test such hypotheses. And for the same exploratory reason, we do not
include model moderators like gender and age, present in the original UTAUT model.

4 Participants

245 academic teachers from northern Poland took part in this study (134 women and
106 men, 5 people did not report gender). Data was collected by administering an online
questionnaire to the employees of all selected university departments.

8 responses were removed due to an unusual response pattern. The criterion for
rejection was established based on the Guttman error, which identifies the discrepancies
between respondent’s answers to items and the expected response pattern for the entire
scale [26, 27]. The threshold for rejection was arbitrarily established at G > 0.4.

The final models were estimated on a sample of 237 responses (131 women, 104
men, 2 people did not report gender). The average job tenure was 16.51 years, with a
standard deviation of 11.65 years (maximum = 51 years, minimum = 1 year).

5 Instrument

Based on the literature review, a well-known method for creating UTAUT models and a
pilot study (n = 25), a questionnaire was developed. It comprises 27 items on a 7-step
Likert scale measuring 7 latent constructs. The questionnaire items, together with the
results of a factor analysis, are presented in Table 1.

Table 1. Factor and reliability analysis

Latent construct Item Item Mean (Standard
Deviation)

Factor Loading Cronbach’s Alpha

Performance
Expectancy (PE)

PE1 6.26 (0.86) 0.802 0.87

PE2 5.89 (1.23) 0.911

PE3 5.53 (1.30) 0.847

PE4 4.76 (1.69) 0.748

Social Influence
(SI)

SI1* 6.22 (0.94) 0.360 0.747 (0.79)

SI2 4.65 (1.43) 0.794

SI3 4.84 (1.23) 0.765

SI4 5.00 (1.25) 0.692

Effort Expectancy
(EE)

EE1 5.64 (1.33) 0.798 0.887

EE2 5.59 (1.30) 0.910

(continued)
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Table 1. (continued)

Latent construct Item Item Mean (Standard
Deviation)

Factor Loading Cronbach’s Alpha

EE3 5.51 (1.32) 0.723

EE4 5.07 (1.58) 0.827

Facilitating
Conditions (FC)

FC1 5.99 (1.20) 0.692 0.772

FC2 5.65 (1.52) 0.589

FC3 5.72 (1.23) 0.715

FC4 5.65 (1.36) 0.737

Behavioral
Intention (BI)

BI1 4.97 (1.54) 0.788 0.874

BI2 5.47 (1.42) 0.768

BI3 5.16 (1.56) 0.955

Note: ‘* ‘ next to an item represents a removed variable

The results of the factor analysis have led to removing two items that have not reached
a sufficient factor loading (PS2 and SI1,λ< 0.5). PS2 is an inverted item (seeAppendix),
which might have caused an inconsistency in respondent’s answers, hence low loading.
It also might be true that the respondents believe that although MS Teams is the best
e-learning software, it can be replaced by other programswithout loss of efficiency. Such
an explanation, although plausible, undermines the assumption of a factor analysis that
all items must be consistent.

Item SI1 has achieved a significantly higher mean than the other items included in
the construct (Kruskal-Wallis Test: χ2 = 197.95, df = 3, p-value < 0.001; Pairwise
Wilcoxon test: p-value < 0.001 for all comparisons with SI1), which probably led to
a low factor loading. After removing two controversial items, the reliability of latent
constructs containing them has improved: Product Superiority (PS) from 0.79 to 0.91
and Social Influence (SI) from 0.747 to 0.79.

6 Results

All hypotheseswere verified by validating 3 structural equationmodels (SEM): the origi-
nal UTAUTmodel, and two enriched UTAUTmodels with variables Product Superiority
(PS) and System Comprehensiveness (SC). Models were estimated using Robust Max-
imum Likelihood Estimator in R package lavaan. Figure 1 presents a relation pathway
for tested models, while Table 2 presents fit measures for individual models. Table 3
contains regression coefficients for postulated relations.
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New UTAUT variables

System 
Comprehensiveness

Product 
Superiority

Original UTAUT 
variables

Effort 
Expectancy

Performance 
Expectancy

Social Influence

Facilitating 
Conditions

Behavioral 
Intention

Use 
Behavior

Fit Measures:
A: = 268.04; CFI = 0.96; RMSEA = 0.065
B: = 372.58; CFI = 0.95; RMSEA = 0.065 
C: = 473.03; CFI = 0.92; RMSEA = 0.075

Fig. 1. SEMRegression Structure (A: original UTAUT, B: UTAUTwith PS, C: UTAUTwith SC)

Table 2. SEM fit measures

Statistics Critical Value Original UTAUT UTAUT (PS) UTAUT (SC)

CMIN/DF <2 2.144 2.141 2.438

GFI >0.8 0.892 0.878 0.849

AGFI >0.8 0.853 0.838 0.803

NFI >0.9 0.909 0.940 0.910

PNFI >0.7 0.743 0.746 0.731

CFI >0.9 0.955 0.950 0.924

RFI >0.8 0.889 0.879 0.846

RMSEA <0.08 0.065 0.065 0.075

ECVI N/A 1.519 2.053 2.494

AIC N/A 11848 13776 14584

BIC N/A 12008 13974 14789

Note: Presented critical values come from different sources. For comprehensive review of all fit
measures see: Konarski [28]. For individual measures see: Bollen [29], Browne & Cudeck [30],
Byrne [31], Smith and McMillan [32]
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Table 3. SEM regression pathways

Pathway Hypothesis Original UTAUT UTAUT (PS) UTAUT (SC)

BI ← PE H1 0.343*** 0.301** 0.340***

BI ← EE H2 0.175* 0.133 n.s 0.173*

BI ← SI H3 0.428*** 0.367*** 0.434***

BI ← FC H4 0.032 n.s 0.052 n.s 0.032 n.s

BI ← PS H5 N/A 0.149* N/A

BI ← SC H6 N/A N/A −0.003 n.s

Note: significance code: <0.001 ‘***’, <0.01 ‘**’, <0.05 ‘*’

All 3 models obtained a satisfying fit and conclusions about postulated relations
can be drawn. The only statistic that systematically deviates from the acceptable critical
value is CMIN/DF. CMIN statistic has an asymptotic chi-square distribution. However,
this type of statistics may not be reliable in all circumstances. It deviates from a chi-
square distribution when, for example, the sample is too small, or the variables are not
normally distributed. The value of the CMIN statistic also heavily depends on the size of
the sample. When it is large, the null hypothesis can be wrongly rejected, and when it is
too small, wrongly accepted. CMIN also does not take into account the complexity of the
model. Considering all the mentioned weaknesses, model fit cannot be solely examined
based on the CMIN statistic.

In the original UTAUT model, 3 out of 4 main hypotheses (H1, H2, H3) were
confirmed. The H4 hypothesis about the positive effect of Facilitating Conditions (FC)
onBehavioral Intention (BI)was not confirmed in themodel. Thismeans that Facilitating
Conditions are not a decisive factor in the acceptance of MS Teams as an e-learning
software. The hypothesis about the effect of FC on BI was also not confirmed in the
remaining two enriched UTUAT models.

In the UTAUT model with a PS variable, hypotheses about the positive effect of
Performance Expectancy (PE), Social Influence (SI) and Product Superiority (PS) on
Behavioral Intentions (BI) are confirmed (H1, H3, H5). Interesting is a sudden loss
of predictive power of EE on BI (H2) after adding the PS variable to the model. It
can be assumed that the proportion of the variation of BI, in the original UTAUT model
explained by the EE variable, is explained by the PS variable in the enriched model. This
suggests the existence of an additional mediatory relation between EE and PS. However,
it must be emphasized that the effect of the Effort Expectancy (EE) on Behavioral
Intention (BI) is already weak in the original model (β = 0.175, p-value = 0.03) and
introducing an additional variable PS, partially correlated with EE (R = 0.637, p-value
< 0.000, in the UTAUT model with PS), will result in a loss of predictive power of the
EE variable on BI.

In the lastUTAUTmodel, enrichedwith aSCvariable, the hypotheses about the effect
of Performance Expectancy (PE), Effort Expectancy (EE) and Social Influence were
confirmed (H1, H2, H3). Hypothesis about the influence of System Comprehensiveness
(SC) on Behavioral Intention (BI) (H6) was not confirmed. System Comprehensiveness,
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like Facilitating Conditions, is not a decisive variable in the acceptance of MS Teams in
e-learning.

Hypotheses H7 andH8 about a better fit of the enrichedmodels were verified using fit
measures presented in Table 2. Basic fit statistics, such as GFI, AGFI, NFI, CFI, RFI and
RMSEA, do not show significant differences in fit of the three postulated models. Only
more specific measures like ECVI, AIC and BIC show some differences. The original
UTAUT model has a significantly better probability of validation in an independent
sample assessed by ECVI statistics (ECVI = 1.519). Also, the original UTAUT has the
smallest value of the Akaike information criterion (AIC = 11847.995), suggesting the
best model quality. Similar conclusion is provided by the results of ANOVA conducted
on χ2 (CMIN) values of three estimated models. It suggests significant differences in
χ2 (CMIN) values in favor of the original UTAUT model (see Table 4).

Table 4. Fit assessment ANOVA

df AIC BIC CMIN �CMIN df p-value

UTAUT 125 11848 12008 268.04

UTAUT PS 174 13776 13974 372.58 91.279 49 0.000***

UTAUT SC 194 14584 14789 473.03 123.372 20 0.000***

The hypotheses about a better fit of the enriched models are rejected. We assume
all models explain the acceptance of MS Teams to a similar extent, subject that the
original UTAUT model is the most parsimonious. A similar conclusion is provided by
the analysis of determination coefficients R2. The values of determination coefficients
for 3 models are included in Table 5.

Table 5. Determination coefficients

Original UTAUT UTAUT (PS) UTAUT (SC)

R2 0.785 0.794 0.786

Adjusted R2 0.733 0.728 0.715

The determination coefficients oscillate slightly belowR2= 0.8. This is a good result
for a technology acceptance model. It is assumed that a good UTAUTmodel will explain
around 70% of the variation in the dependable variable, which corresponds to the results
obtained by each of the three postulated models [5].

7 Discussion

MSTeamscanbe characterizedby a level of technology acceptance and strongbehavioral
intention to use it in e-learning settings. Created UTAUT models suggest that Perfor-
mance Expectancy (PE) and Social Influence (SI) are the two most significant variables
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in the models and are the best in explaining users’ intentions. Performance Expectancy,
in e-learning, might concern issues like the capacity of a program to host large online
meetings, privacy and security, homework assignments, ability to share course materials
or methods of evaluating students’ progress. These users’ expectations are important
factors determining users’ intentions and, in the end, users’ decision to use MS Teams.
A significant effect of Social Influence (SI) on Behavioral Intention implies that users
value opinions and recommendations in decision-making process and positive direction
of this effect implies that these opinions and recommendations are positive.

FacilitatingConditions (FC) do not bear on users’ intentions to useMSTeams. It may
mean that there is not enough support from the software developer or software provider
(in our case universities) to facilitate user behavior, the technology lacks infrastructure
and organization to solve users’ issues or, simply, that Facilitating Conditions are not
an important factor in the decision-making process. Software developers and providers
should consider increasing user support, for instance, making better and more accessible
instructor videos on the software developer side or providing better guidelines on the
software provider side, if they wish to improve the technology acceptance.

The effect ofEffort Expectancy (EE) onBehavioral Intention (BI) is harder to explain.
In the original UTAUTmodel, Effort Expectancy is a significant variable, with a positive
effect, which implies that ease with which users learn and use software has an influence
on the user’s behavioral intention. However, this effect is weak and introduction of new
variable Product Superiority (PS) in the enriched model weakens it even further (into
no significance). Product Superiority, which represents a competitive advantage of MS
Teams over other e-learning software, is itself a significant variable. Most respondents
believe MS Teams is a superior product, but this belief has a rather weak effect on users’
intentions, nonetheless significant.

The second added variable System Comprehensiveness (SC) has no effect on users’
intention. It also seems to deteriorate the model fit; however, this can be explained by
violation ofmodel parsimony, which always happenswhen adding insignificant variable.
At this stage of the research, it is hard to tell if this newvariablewas poorly conceptualized
or it is just a particular property of MS Teams or e-learning software in general.

We also confirmed that the UTAUT theory and models built upon it are very good
at explaining the users’ intention to use MS Teams. Although we did not compare
UTUAT with other technology acceptance models (e.g. TAM or TAM II), we still can
conclude that the above 70% of behavioral intention that UTAUT explains is sufficient in
most academic or business settings. It provides enough information about what the user
expects from the technology and which expectations (defined by the model variables)
are the most important. Software developers or software providers can go through each
variable at the time and see which aspects of their product are satisfying and which can
be improved. We suggest the UTAUT models can be used as a part of SWOT analysis
for IT products, where they serve as an objective criterion for inferring product strengths
and weaknesses. The model variables that have a positive and significant effect on users’
behavioral intention can be considered as product strengths, and insignificant or negative
effect variables can be seen as product weaknesses. Taking MS Teams as an example,
we can judge its performance (PE), ease (EE), good users’ opinions (SI) and dominant
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market position (PS) as definitive strengths and the facilitating conditions (FC) as a
weakness.

8 Conclusions and Further Research

This research is just a small step towards eliminating the exiting gap in our knowledge
about technology acceptance in e-learning. As we have pointed out at the beginning
of this paper, technology acceptance models play an important role in deciding which
software is the best and are a powerful method for pointing out strengths and weaknesses
of a particular software.Our research has shown that technology acceptance ofMSTeams
can be explained by the UTAUT model and its enriched versions. We have pointed out
what drives the user’s intention to useMSTeams and how the technology acceptance can
be improved. Further research should extend our analysis by exploring other technology
acceptance models (e.g. TAM and TAM II) and other programs (e.g. Zoom, Google
Classroom) in e-learning. A multi-group analysis can answer questions about how the
technology acceptance differs between e-learning software, how different groups (e.g.,
students, high schools and elementary teachers) accept e-learning technology and how
the technology acceptance is related to students’ outcomes. We believe that especially
the comparison of different, available software is important. In this paper, we have only
shown that MS Teams is well accepted software.

9 Limitations

The presented analysis is mainly exploratory. To keep it simple we purposefully limited
the scope of our research by not including mediators and not performing multigroup
analyses. As we state above, we want to expand on it in further studies (that includes
collecting more representative samples).

Acknowledgments. We would like to express our deepest gratitude to Professor Bartosz
Marcinkowski and Dr. Damian Gajda for sharing their extensive knowledge and experience, as
well as for their scientific support and valuable advice, which greatly helped us in writing this
article.

Appendix

Latent construct Abbrev. Items included in the questionnaire

Product Superiority (PS) PS1 MS Teams is the best of all available
e-learning software

PS2 MS Teams can be replaced by other
e-learning software without losing
effectiveness. (reversed item)

(continued)
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(continued)

Latent construct Abbrev. Items included in the questionnaire

PS3 MS Teams offers the highest utility of all
available e-learning software

PS4 MS Teams has the largest number of
functions necessary for e-learning of all
available e-learning software

System Comprehensiveness (SC) SC1 MS Teams provides access to all necessary
functions and tools in e-learning

SC2 MS Teams integrates all functions and
tools necessary for e-learning

SC3 MS Teams provides integration with other
Office 365 software (PowerPoint,
OneDrive, etc.)

SC4 MS Teams provides integration with
software from other manufacturers (not
included in the Office 365 package)

Performance Expectancy (PE) PE1 MS Teams is useful in e-learning

PE2 MS Teams makes e-learning easier to
implement

PE3 MS Teams enables effective
implementation of e-learning

PE4 MS Teams increases academic teachers’
productivity

Social Influence (SI) SI1 MS Teams is recommended by university
authorities as a tool for e-learning

SI2 MS Teams is recommended by colleagues
as the best e-learning software

SI3 User reviews posted online indicate the
popularity of MS Teams in e-learning

SI4 Students confirm the prevalence of using
MS Teams for e-learning

Effort Expectancy (EE) EE1 I have learned to use MS Teams with ease

EE2 It is easy to implement e-learning using
MS Teams

EE3 Any university employee involved in
teaching can become proficient in MS
Teams

EE4 MS Teams is intuitive to use

Facilitating Conditions (FC) FC1 MS Teams can be used on different types
of devices (computer, tablet, smartphone)

(continued)
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(continued)

Latent construct Abbrev. Items included in the questionnaire

FC2 The university provides training in MS
Teams

FC3 You can easily find help with MS Teams
on the internet (e.g., forums, YouTube,
Microsoft help)

FC4 I can count on the help of
colleagues/students if I have problems
using MS Teams

Behavioral Intention (BI) BI1 I would use MS Teams for e-learning, even
if it was not recommended by the
university authorities

BI2 I anticipate using MS Teams after the end
of the COVID-19 pandemic

BI3 I will be recommending MS Teams for
conducting e-learning to my friends
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Abstract. Presence is one of the most important psychological con-
structs for understanding human-computer interaction. It is especially
important for applications that use advanced techniques of iteration
between humans and computers, such as Virtual Reality (VR) appli-
cations. The paper addresses the problem of difficulty for users to expe-
rience a sense of presence in VR applications, especially when the worlds
they are transported to are unknown to them. It presents the exper-
iments made for three selected mobile application together with their
results and analysis.

Keywords: Human-computer interaction · VR mobile applications ·
Presence · Sense of presence · Multimodal Presence Scale for Virtual
Reality questionnaire

1 Introduction

Presence is one of the most important psychological constructs for understanding
human-computer interaction. It has great practical relevance for the design and
evaluation of media products, especially in education, entertainment, telecom-
munications, psychology, and health care [1,2]. It is especially important for
applications that use advanced techniques of iteration between humans and com-
puters, such as Virtual Reality (VR) applications.

Virtual reality (VR) is a three-dimensional virtual environment that uses VR
“goggles” or glasses to mimic reality as closely as possible. Augmented reality
(AR), a related technology, enhances (or augments) reality by providing digital
information on top of what the user is seeing, allowing learners to practice skills
and understand the outcomes of their actions in a simulated environment.

Virtual Reality immerses users in a virtual environment that is completely
generated by a computer. The most advanced VR experiences even provide free-
dom of movement – users can move in a digital environment and hear sounds.
Moreover, special hand controllers can be used to enhance VR experiences, and
haptic peripherals can add enhancement and feedback to movements.

To experience virtual reality, special headsets are required. Most VR head-
sets are connected to a computer (e.g. Oculus Rift) or a gaming console
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(e.g. PlayStation VR) to harness computational power to enable high-fidelity
experiences.

However, standalone devices such as Google Cardboard have become the most
popular. Most standalone VR headsets work in combination with smartphones –
we insert a smartphone into the headset and immediate enter the virtual world.
This is slowly evolving to standalone, tetherless headsets that allow the user
greater freedom of movement like for example the Oculus Quest.

The paper addresses the problem that it is difficult for users to experience
a sense of presence in VR applications, especially when the worlds they are
transported to are unknown to them which is measured by Multimodal Presence
Scale for Virtual Reality questionnaire. Additionally, mobile phone applications
have a much bigger problem with creating an environment that allows for a true
sense of presence.

The paper is structured as follows: Sect. 2 describes the methodology of exper-
iments made to evaluate the sense of presence of three selected mobile applica-
tions. Section 3 presents the results of pilot study, Sect. 4 the results of final
study while Sect. 5 deals with the discussion of the obtained results.

2 Virtual Reality Applications

The definition of virtual reality comes, naturally, from the definitions for both
“virtual” and “reality”. The definition of “virtual” is near and reality is what
we experience as human beings. So the term “virtual reality” basically means
“near-reality”. This could, of course, mean anything but it usually refers to a
specific type of reality emulation.

Virtual Reality (VR) applications or systems combine the image of the real
environment (seen by man) with computer generated information. This infor-
mation can take the form of text, sounds or images, and can even be three-
dimensional objects. They are generated on the basis of a location in the space
determined by the VR system (using a built-in compass, gyroscope, GPS, etc.)
and recognized objects visible in the lens of the digital camera [13,14].

The latest scientific research clearly confirms that when a person is better
involved in a given message – he is able to absorb knowledge much faster and
more effectively. In the case of using virtual reality in education, an average
increase in content retention at the level of about 50% compared to the methods
known so far is observed. This is influenced not only by the possibility of being
in the VR world, but also by interacting with objects and elements of the virtual
world.

Virtual reality is the so-called native medium. No other medium (neither
radio nor television, cinema or internet) allows such a degree of involvement as
when using VR. In the world of virtual reality, we move in exactly the same way
as in the real world. Depending on the type of application and equipment we
have – we can move freely, pick up objects, drop them, etc. With experience in
the VR world we enter exactly the same interactions as in the real world. We
are 100% committed to this world.
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The steps of creation process of Virtual Reality applications are as follows:

Step 1. Clarification of the final concept of VR application: When creating
an VR application, at the initial stage we need to know how the applica-
tion will work. Therefore, it is extremely important to clarify the concept
properly. Together with the client we determine step by step what the user
will do, what he will be able to interact with and what will happen on the
screen of the device as a result of these interactions. It is equally important to
determine where the data, 3d models, photos, videos and other materials dis-
played in the application will be downloaded from. As part of the concept, we
also determine the appearance of the application, the appropriate template,
colours, appearance of icons, sounds, etc.
Step 2. Choosing the right engine for virtual reality : The VR engine allows
not only to create the entire application that will work properly on vari-
ous devices, but also guarantees the possibility of its use, expansion, data
exchange with the user. When creating VR applications, we use the Unity
environment. At Unity, depending on which platform we create, we use vari-
ous additional engines.
Step 3. Preparation of graphics and 3D models the VR application: The suc-
cess of VR application depends largely on this step. By using ready-made
3d models purchased from banks or publicly available databases, we run
into problems with optimization. It is much more reasonable to model from
scratch, for another project. When creating 2D graphics, things are simpler.
They do not burden the performance of the device as much.
Step 4. Programming works – writing, creating and programming VR appli-
cations: Sometimes enter this stage simultaneously when graphic designers
are already working on 3D models and 2D graphics. Usually, we start pro-
gramming work by developing the application logic and testing the assumed
functionalities. At this stage, we already have the VR engine selected, so
we also have programming available at our disposal. Programming works are
accompanied by parallel internal tests. Each new functionality must be tested
very thoroughly in many different ways, on many devices, under different cir-
cumstances.
Step 5. External tests performed by the client and project finalization: After
the programming work is over, it is time for the client to test the application.
At this stage, we try to cause various possible errors, which we then solve.

We know the world through our senses and perception systems. In school
we all learned that we have five senses: taste, touch, smell, sight and hearing.
These are however only our most obvious sense organs. The truth is that humans
have many more senses than this, such as a sense of balance for example. These
other sensory inputs, plus some special processing of sensory information by our
brains ensures that we have a rich flow of information from the environment to
our minds.

Everything that we know about our reality comes by way of our senses – our
entire experience of reality is simply a combination of sensory information and
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our brains sense-making mechanisms for that information. It stands to reason
then, that if we can present our senses with made-up information, our perception
of reality would also change in response to it. We would be presented with a
version of reality that isn’t there, but from our perspective it would be perceived
as real [13].

Therefore, the virtual reality entails presenting our senses with a computer-
generated virtual environment that we can explore in some fashion. Answering
“what is virtual reality” in technical terms it is the term used to describe a
three-dimensional, computer generated environment which can be explored and
interacted with by a person. That person becomes part of this virtual world
or is immersed within this environment and whilst there, is able to manipulate
objects or perform a series of actions [14].

3 Methodology of Sense of Presence Studies

We decided to use the questionnaire created and evaluated in [6]. This ques-
tionnaire has been used in different studies, among others in [7–9]. It allows to
examine three dimensions of presence:

– physical presence,
– social presence,
– self-presence

considering the aspects such as: physical realism, not paying attention to real
environment, sense of being in the virtual environment, not aware of the physical
mediation, sense of coexistence, human realism, not aware of artificiality of social
interaction, not aware of the social mediation, sense of bodily connectivity, sense
of bodily extension.

According to the provided questionnaire (Table 1) [6], each of the sentences
should be rated on a five-point Likert scale, where 1 – “I completely disagree”,
2 – “I disagree”, 3 – “I neither disagree nor agree”, 4 – “I agree”, 5 – “I strongly
agree”.

The following applications were selected to verify the research question:

– VR Space [3],
– VR Galaxy Wars [4],
– Titans of Space R© Cardboard VR [5].

All of the selected applications take place in the space – people do not have
the opportunity to experience being in space on a daily basis, they may have
some ideas of what it looks like, therefore by using these types of applications
they confront their expectations with how the application works.

VR Galaxy Wars [4] is a game in which additional interactions beyond just
immersion in the virtual environment could potentially increase the sense of
presence.

Titans of Space R© Cardboard VR [5] and VR Space [3] are the applications
that allow to explore the solar system. They promise full immersion. Titans from
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Space is more educational where VR space focuses more on the sense of presence
in a given space – it differentiates these applications and can affect the sense of
presence in the realities they create.

Additionally, all applications only require to have a Google Cardboard – they
do not require any additional devices to allow the more advanced controls. We
wanted to rule out the possibility that the selected applications due to the use
of a pad or keyboard would be perceived more as toys, which would diminish
the sense of presence in the virtual world.

One of the presence dimensions listed within the selected questionnaire, due
to the choice of application, may be difficult to study. It is a social presence.
Applications have places within the space. It means that human interactions
are very limited there. In two of the selected applications (VR Space [3] and VR
Galaxy Wars [4]) there is only interaction with aliens, and in the third application
(Titans of Space R© Cardboard VR [5]) there is interaction with humans, but
not directly, because through the ship’s on-board computer. Therefore, it was
necessary to check whether this dimension of presence is sufficiently marked to
obtain reliable results for the selected applications within social presence.

4 Pilot Study

The pilot study was conducted on two subjects. Each person had all 3 appli-
cations installed on their phone. In addition to the phone, Google Cardboard
glasses were used (inspired by them) – Legato Cardboard 2 [10]. Due to the
nature of the application, a computer chair was added, with the ability to make
a full rotation, to help the application in a way to reflect the conditions in space.

4.1 Test Setup

Before performing the tests (using all the applications), the test subjects were
explained what the experiment is about, what would be tested (to sensitize the
user to certain aspects of the application) – without giving specific questions or
statements that would be tested later. Then the order in which the applications
will be used was randomly selected, to prevent in the future that the first appli-
cation is always rated the best or the worst, as it gives a new experience of being
in a given space. The applications were numbered (“1” – VR Space [3], “2” –
VR Galaxy Wars [4] and “3” – Titans of Space R© Cardboard VR [5]), the cor-
responding numbers were written on cards, and the subject selected consecutive
cards deciding the order in which to use the applications.

The next step is to get familiar with the applications and perform the tests.
Subjects have about 5–10 min to get familiar with the application and use it as
intended (usually it takes about 2 min to learn how to navigate in the application,
select the appropriate modes, etc.). After going through all the applications, they
were given a questionnaire with questions with a game specified. Their task was
to rate how much they agree with the given statement on a 5-point Likert scale,
where 1 indicates “I completely disagree” and 5 – “I strongly agree”.
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Table 1. Selected questionnaire to measure presence within VR applications [6]; Phys-
ical realism (PR), not paying attention to real environment (NARE), sense of being in
the virtual environment (SBVE), not aware of the physical mediation (NAPM), sense
of coexistence (SC), human realism (HR) not aware of artificiality of social interac-
tion (NAASI), not aware of the social mediation (NASM), sense of bodily connectivity
(SBC), sense of bodily extension (SBE).

Label Item Area attribute

Physical Presence

PHYS 2 The virtual environment seemed real to me PR

PHYS 3 I had a sense of acting in the virtual environment,
rather than operating something from outside

NAPM

PHYS 4 My experience in the virtual environment seemed
consistent with my experiences in the real world

PR

PHYS 5 While I was in the virtual environment, I had a sense
of “being there”

SBVE

PHYS 10 I was completely captivated by the virtual world NPARE

Social Presence

SOC 1 I felt like I was in the presence of another person in
the virtual environment

SC

SOC 2 I felt that the people in the virtual environment were
aware of my presence

HR

SOC 3 The people in the virtual environment appeared to
be sentient (conscious and alive) to me

HR

SOC 5 During the simulation there were times where the
computer interface seemed to disappear, and I felt
like I was working directly with another person

NASM

SOC 7 I had a sense that I was interacting with other
people in the virtual environment, rather than a
computer simulation

NAASI

Self-presence

SELF 2 I felt like my virtual embodiment was an extension of
my real body within the virtual environment

SBE

SELF 3 When something happened to my virtual
embodiment, it felt like it was happening to my real
body

SBC

SELF 4 I felt like my real arm was projected into the virtual
environment through my virtual embodiment

SBE

SELF 6 I felt like my real hand was inside of the virtual
environment

SBC

SELF 7 During the simulation, I felt like my virtual
embodiment and my real body became one and the
same

SBC
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4.2 Results of Pilot Tests

The results of the experiments during the pilot tests are presented in Table 1.
The questionnaire to be completed by the pilot study participants is presented
in Table 1. It shows that the conducted experiments were successful. The peo-
ple testing the applications had no questions about the course as well as the
sentences specified in the questionnaire. It is worth noting, however, that in the
questions about social presence, one of the subjects did not answer at all, stat-
ing that they had seen interactions with other people or creatures. In contrast,
the second respondent rated all of these aspects as “1”, adding that the interac-
tions were poor because there were virtually none. This confirmed the previously
noted difficulty in seeing social interactions in the selected applications.

As a consequence of right concerns about the validity of this part of question-
naire, we decided not to use it in the rest of the research. We found the other
two parts of the questionnaire examining other aspects of presence (Physical
Presence and Self-presence) sufficient to verify the thesis.

The other properties can be considered consistent across applications. Trends
are already apparent as to which of the selected applications best or worst cap-
tures the sense of presence (Table 2).

Table 2. Results of experiments conducted for 2 subjects – question numbers corre-
spond to sentence numbers assigned in the questionnaire; numbers 1, 2, 3 correspond to
individual applications (VR Space, VR Galaxy Wars and Titans of Space R© Cardboard
VR).

Label First subject Second subject

1 2 3 1 2 3

PHYS 2 3 2 3 3 1 2

PHYS 3 3 3 2 2 3 2

PHYS 4 3 2 2 3 1 1

PHYS 5 4 3 3 3 3 1

PHYS 10 5 4 3 3 3 2

SOC 1 1 1 1 N.A N.A. N.A.

SOC 2 1 1 1 N.A N.A. N.A.

SOC 3 1 1 1 N.A N.A. N.A.

SOC 5 1 1 1 N.A N.A. N.A.

SOC 7 1 1 1 N.A N.A. N.A.

SELF 2 3 2 2 3 2 2

SELF 3 3 1 2 2 1 1

SELF 4 2 2 2 1 1 1

SELF 6 3 3 2 3 2 2

SELF 7 3 2 3 2 2 3
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5 Final Study

The final study was conducted on 14 subjects. Similar to the pilot testing, the
final study had each person install the 3 studied applications on their own device,
as well as each phone was equipped with Google Cardboard – Legito. All of the
participants took the opportunity to use the office wivel chair to get a better
feel for the application and its nature – space.

5.1 Participants

As written earlier, 14 participants took part in the study. All participants in the
study were from the same age range of 20–30 years - two of them aged 20–24
and twelve of them aged 25–30.

The study attempted to ensure equal numbers of male and female partici-
pants as much as possible. Ultimately, 6 women and 8 men participated in the
study. 4 of the female participants had previous contact with a VR game and
2 had not. Whereas in the men, 5 had previously played using VR glasses and
3 had not. Which consequently gives the statistic that 9 people had previous
exposure to this type of application and for 5 it was their first experience with
VR.

The study was announced to few studentsgroups of computer science at the
Lodz University of Technology. Participants volunteered to take part in the
study.

5.2 Test Setup

As with the pilot tests, it was explained to each participant in the study what
their task was – what the experiment was about, and what would be tested, at
the same time not giving specific wording to sensitize participants to the relevant
parts of the application, while not revealing the questionnaire.

Then the order in which the applications will be used was randomly selected,
to prevent in the future that the first application is always rated the best or the
worst, as it gives a new experience of being in a given space. The applications
were numbered (“1” – VR Space [3], “2” – VR Galaxy Wars [4] and “3” –
Titans of Space R© Cardboard VR [5]), the corresponding numbers were written
on cards, and the subject selected consecutive cards deciding the order in which
to use the applications – the same as in the pilot study.

Each subject was given approximately 10 min to become familiar with the
application and use it as intended. After using all the applications (after about
30 min), each participant was asked to fill out a questionnaire, choosing one of
the values on a five-point Likert scale (“1” indicates “I completely disagree” and
“5” – “I strongly agree”). The questionnaire, after pilot testing, was adapted and
restricted only to test two of the three aspects of presence – physical presence
and self-presence.
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5.3 Results of Final Study

Basic statistics for each application by individual questionnaire sentence and
histograms of results by physical presence and self-presence are presented in the
tables and figures below. Table 3 and Fig. 1 show the results for the VR Space
application. Next, Table 4 and Fig. 2 show the results for the Galaxy Wars VR
application, while Table 5 and Fig. 3 show the results for theTitans of Space R©
Cardboard VR application.

Table 3. Results of experiments for VR Space application during final study.

Label 1 – VR Space

Mean Median Min Max

PHYS 2 2.86 ± 0.35 3 2 3

PHYS 3 2.57 ± 0.49 3 2 3

PHYS 4 2.93 ± 0.88 3 2 4

PHYS 5 3.21 ± 0.41 3 3 4

PHYS 10 3.50 ± 0.63 3 3 5

SELF 2 2.71 ± 0.70 3 2 4

SELF 3 1.93 ± 0.80 2 1 3

SELF 4 1.57 ± 0.49 2 1 2

SELF 6 2.71 ± 0.45 3 2 3

SELF 7 2.21 ± 0.41 2 2 3

Fig. 1. Results histogram for VR Space application for physical presence and self-
presence.

As can be seen from the data presented in the tables and histograms, all
three applications did not score high on any of the examined dimensions. Most
of the studied aspects were evaluated by the participants of the survey with
an average score not exceeding 3 (this is the middle value within the five-point
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Table 4. Results of experiments for VR Galaxy Wars application during final study.

Label 2 – VR Galaxy Wars

Mean Median Min Max

PHYS 2 2.00 ± 0.65 2 1 3

PHYS 3 2.79 ± 0.41 3 2 3

PHYS 4 2.14 ± 0.91 2.5 1 3

PHYS 5 3.07 ± 0.59 3 2 4

PHYS 10 3.50 ± 0.73 3 3 5

SELF 2 2.21 ± 0.41 2 2 3

SELF 3 1.64 ± 0.81 1 1 3

SELF 4 1.71 ± 0.59 2 1 3

SELF 6 2.14 ± 0.74 2 1 3

SELF 7 2.14 ± 0.35 2 2 3

Table 5. Results of experiments for Titans of Space Cardboard VR application during
final study.

Label 3 – Titans of Space Cardboard VR

Mean Median Min Max

PHYS 2 2,36 ± 0,48 2 2 3

PHYS 3 1,79 ± 0,41 2 1 2

PHYS 4 1,36 ± 0,48 1 1 2

PHYS 5 1,93 ± 0,88 2 1 3

PHYS 10 2,14 ± 0,74 2 1 3

SELF 2 2,00 ± 0,00 2 2 2

SELF 3 1,43 ± 0,49 1 1 2

SELF 4 1,36 ± 0,48 1 1 2

SELF 6 1,79 ± 0,41 2 1 2

SELF 7 2,71 ± 0,45 3 2 3

questionnaire). The exceptions here are the sentences marked PHYS 5 (While
I was in the virtual environment, I had a sense of “being there”.) and PHYS 10
(I was completely captivated by the virtual world.), which for two of the examined
applications (VR Space and VR Galaxy Wars) received average scores exceeding
3. Additionally, these are the only aspects for which former study participants
gave a value of 5 (it is the highest possible value on the used scale).

One of the lowest rated aspects for all 3 applications are those labeled
SELF 3 (When something happened to my virtual embodiment, it felt like it
was happening to my real body.) and SELF 4 (I felt like my real arm was pro-
jected into the virtual environment through my virtual embodiment.). Further-
more, SELF 3 is an aspect for which 2 out of 3 applications (VR Galaxy Wars
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Fig. 2. Results histogram for VR Galaxy Wars application for physical presence and
self-presence.

Fig. 3. Results histogram for Titans of Space Cardboard VR application for physical
presence and self-presence.

and Titans of Space) received a median score of 1 (this is the lowest possible
value on the used scale).

It is also worth mentioning that for most of the surveyed aspects the maxi-
mum value chosen by the participants was 3. It means that the studied applica-
tions for the vast majority of aspects are rated no higher than the middle of the
scale.

Analysing the distribution of data for selected dimensions of presence – phys-
ical presence and self-presence one can see a general trend. For all tested appli-
cations, the results for self-presence are shifted to the left relative to the median
value, meaning that the values are lower than the selectable value that is the
middle. However, in the case of physical presence, the histograms show that most
responses were in the middle, and among the arms, we have a predominance of
lower values (1 and 2, compared to 4 and 5). The exception here is the last
application, where again there was a shift of the graph to the left.

Additionally, it’s worth noting that looking overall, the VR Space application
was rated best and Titans of Space was rated the worst. It is a trend that was
already visible in the pilot study. There, too, the first mentioned application
received the highest scores, while Titans of space received the lowest.
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6 Discussion and Conclusions

The results of the study show that the evaluation of sense of presence in selected
mobile applications is not high. It may suggest that it is not easy to create
a mobile application that allows a full sense of presence. The results for all
tested applications not exceeding the average value possible to select within the
given scale, show that we are still far from creating a mobile application that
realistically allows us to feel present in it.

Let’s look at the aspects that determine a sense of presence and contrast
them with the possibilities offered by mobile applications like VR. As defined in
[11] and [12] the aspects listed below are considered:

1. The extent and fidelity of sensory information – the amount of useful and
salient sensory information presented in a consistent manner to the appropri-
ate senses of the user, e.g. monocular and binocular cues to spatial layout,
resolution, field of view or spatialized audio.

2. The match between sensors and the display – the sensory-motor contingen-
cies, e.g. the mapping between the user’s actions and the perceptible spatio-
temporal effects of those actions.

3. Content factors – the objects, actors and events represented by the medium.
4. User characteristics – for example the user’s perceptual, cognitive and motor

abilities, prior experience with and expectations towards mediated experi-
ences, and awillingness to suspend disbelief.

When considering the range and fidelity of sensory information, it is worth
noting that mobile VR applications are very limited in this regard. If the appli-
cation is to run on a cell phone the only sensory information it provides is an
image shown binaurally, using Google Cardboard, and audio, maximally deliv-
ered binaurally (mostly unanimously). It means that all mobile applications are
inherently worse off in terms of sense of presence within the determinant under
study. A general solution would be to add other sensory information carriers.
For VR applications happening in space, it was a good idea to use a swivel chair
so that walking is not necessary. However, it was not sufficient. More sound
emitting points could be added. In the general case, a chair that reacts to falling
asteroids with shaking, etc. would be very helpful to get a better feel for the
application.

As for the second determinant – the match between sensors and the display –
it is difficult with such a small number of sensors to talk about their alignment.
In the selected applications, most of the sounds are just quiet music, which
most people associate with large space, and thus with outer space. However,
there is nothing else here that needs to be well synchronized. It means that
the sounds can feel completely disconnected from what is happening within
the application. A solution to increase the contribution of this parameter to
the positive evaluation of the sense of presence could be to add more sensors
that are well synchronized with the image (which is hardly possible in mobile
applications), but also to add other sounds related to specific actions, the sound
of engines, etc.



374 U. Krzeszewska et al.

When looking at the content factors, all social interactions affect the sense
of presence, especially social presence. However, since special presence is not
considered within this study, we will focus on other aspects of this determi-
nant. Given the user’s ability to change the space, within selected applications
is severely limited. Two of the applications are only exploratory applications,
meaning that there is no ability to interact with the space. When it comes to
the user representation, only Tittans of Space had a realistic representation of
the user as a human. Nevertheless, this application was rated the lowest. It may
be due, among other things, to the fact that there was no possibility to realis-
tically operate the viewing position (including giving the user the possibility to
rotate the “head” by 360◦, which is not possible in the real world). Other appli-
cations represented the user as an entire spaceship, which also does not give a
realistic representation of a human. Here, it would be useful to create a realistic
human representation for all applications, along with limiting head movements,
along with a view of body parts as in a human. It would be nice to be able to
move these body parts, but it is not feasible within a mobile application that
does not have additional sensors.

Given individual user characteristics, it is something beyond our control.
Keeping in mind that this type of application is available for everyone to use,
regardless of what characteristics they have. It means that applications should
be adaptable even to those users who are extremely resistant when it comes to
feeling present while using the application.

Taking all these aspects into consideration, one can say without hesitation
that mobile VR applications are very difficult to create in terms of sense of pres-
ence. Additionally, applications that simulate space place additional constraints
that make this task even more difficult. It means that if we would like to cre-
ate a VR application in space, it is worth considering a different form than a
smartphone application, and in case of a mobile application, to use all possible
carriers of information and interaction, including social relations.
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Abstract. This paper examines how a positive online customer experience (OCE)
can lead customers to consent retailers to collect their personal data and to receive
personalized services in exchange. The paper addresses a gap in literature by
acknowledging the customer’s perspective while most of the prior literature has
overemphasized the benefits of customer data for the firm. The aim of this paper
is to provide a literature review to inform understanding of the antecedents and
consequences of the willingness to share information (WSI). The paper offers
four important contributions for both academics and practitioners. First, it adds
to understanding of the importance of OCE and WSI for customer loyalty in e-
commerce. Second, the paper examines the e-store antecedents ofWSI by drawing
on existing literature. Third, it proposes the potential consequences of WSI and
constructs a conceptual framework for future testing. Finally, the paper proposes
managerial implications.

Keywords: Online commerce · Online customer experience · Servicescape ·
Share of wallet ·Willingness to share information

1 Introduction

Customer data plays a crucial role in e-store management and success. In today’s
highly competitive e-commerce field where customer behavior is unpredictable and
ever-changing, customer data has become an increasingly important strategic decision-
making tool for companies aiming to stay in business. The more a company knows
about its customers, the better it can provide them with services and products that meet
their interests, needs, and expectations and stand out from competitors’ offerings. This
requires in-depth customer understanding beyond their buying habits and demographic

© Springer Nature Switzerland AG 2022
M. Themistocleous and M. Papadaki (Eds.): EMCIS 2021, LNBIP 437, pp. 376–383, 2022.
https://doi.org/10.1007/978-3-030-95947-0_26

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-95947-0_26&domain=pdf
http://orcid.org/0000-0003-0512-4902
http://orcid.org/0000-0002-4623-1918
http://orcid.org/0000-0003-3599-3121
http://orcid.org/0000-0002-3003-3300
http://orcid.org/0000-0002-1553-211X
http://orcid.org/0000-0001-7516-7356
https://doi.org/10.1007/978-3-030-95947-0_26


Positive Online Customer Experience as an Antecedent of the Willingness 377

factors, for instance; what customers value, in what kind of life situation they are in, and
how a company’s offerings can become a part of customers’ lives [15, 25].

Customer data allows companies to identify their customers, to reach them more
effectively, and to improve company’s offerings and personal services to them. However,
even though both companies and customers can benefit from customer data collection
and analysis, the problem from a company’s perspective is how to convince customers to
share their personal information with the company - to show that customer’s inputs will
be used for his/her own benefit. As companies in all fields of business are increasingly
collecting customer data, customers may experience privacy concerns and other risks
that negatively contribute to the idea of sharing one’s information [21]. While today’s
technology offers countless opportunities for companies to collect customer data and to
utilize it in service design and improvement, these opportunities are useless if customers
do not want to pass on their information. Hence, it is essential to understand the cus-
tomers’ willingness to share their information and the factors that contribute to it in a
positive or negative way. Here, customer willingness to share information (WSI) refers
to personal information that customers voluntarily reveal and distribute to companies
[28].

This paper discusses how a positive online customer experience (OCE) can lead cus-
tomers to allow retailers to gather their personal data and receive personalized services
in exchange. Most of the literature has overemphasized the benefits of customer data and
the sharing of customer information for the firm, while mostly ignoring the customers’
perspective [19]. To increase a customer’s WSI, customer data can be obtained and uti-
lized in a more customer-centric manner so that customers also receive benefits from the
data that is collected, thus further supporting the currently prevailing customer-dominant
logic of marketing (CDL; e.g., [16]). Customer data allows companies to further develop
their servicescapes to provide more personalized OCEs. In online retailing, consent is
not a one-off agreement; it must first be earned by providing a satisfactory experience
and then maintained by providing perpetually outstanding experiences through better
customer insight.

The structure of the paper is as follows. The first section presents the researchmethod
used for the literature review. Thereafter, a discussion of the main concepts of WSI,
OCE, online servicescape, trust, and customer loyalty is provided. The following section
provides the literature review, structured according to the framework. Finally, the paper
ends with a proposed conceptual framework and a discussion on it as well as makes
proposals for further research.

2 Literature Review

A literature review was conducted by using the following method. The research team
comprised of five academics.A reviewquestionwas identified (‘What are the antecedents
and consequences of WSI in online retailing?’) and according search terms were cho-
sen by the team. These included ‘willingness to share information’, ‘online customer
experience’, ‘online servicescape’, ‘trust’, and ‘customer loyalty’. The peer-reviewed
journal articles were in the focus of the search. The articles were analyzed according to
a selection criterion that was to examine the theme of the article as written in both the
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title and the abstract of the article. The content analysis was then conducted manually
to draw the key concepts and to develop a conceptual framework.

3 Constructing the Conceptual Framework

3.1 Willingness to Share Information and Customer Loyalty

Customer data collection is a process between a company and a customer that requires
the involvement of both parties; data cannot be collected from non-active customers,
and, on the other hand, customer consent to share information is required.

Willingness to Share Information (WSI). WSI is based on a process during which
customers weigh their risks and opportunities [22, 34] and decide whether personal
information is exchanged with the benefits provided by a company [22]. Evaluations of
risks and benefits are typically based on one’s beliefs and dispositions rather than fact-
based costs of benefits [23]. Personal information can include, for instance, demographic
details, payment information, contact information, such as address and location, and
purchase history. From a customer’s perspective, e-stores and traditional brick-and-
mortar stores are different in termsof required information sharing.While one canwalk to
a local supermarket andmake apurchasewith cashwithout sharing any information about
oneself to the retailer, an e-store purchase always requires some information-sharing
(such as payment and delivery details) to be completed.

Previous studies in marketing and information systems research [21] have identified
factors that influence customers’ WSI. Studies show that lack of trust and customers’
concerns about the privacy of their information are key factors preventing consumers
from sharing their information with companies [3]. Customers with high levels of pri-
vacy concerns avoid disclosing their personal information with online stores [9]. The
consumption context, the type of information and its sensitivity, and the characteristics
of the consumer can also influence customers’ stances towards information sharing [22,
27]. Studies have shown, for instance, that the more sensitive information is, the less
willing consumers are willing to share it [27] and that young people are willing to share
more personal information than older consumers [13].

Customer Loyalty. Although there is limited evidence on how customers’ WSI affects
loyalty, those who manifest high levels of loyalty intentions and behaviors toward a
company are familiar with the relational benefits that the company offers [7]. Conversely,
participating in a loyalty program does not necessarily enhance loyalty because these
programs usually reward customers who are already loyal. Thus, consumers often enroll
in multiple loyalty programs to take advantage of all available offers and reward schemes
[7]. However, prior studies suggest a connection betweenWSI and loyalty in the context
of specialty retail [21], even though these effects are considered rather weak.

3.2 Antecedents of the Willingness to Share Information

Online Customer Experience (OCE). The concept of the customer experience, which
originates from a set of personal and multidimensional interactions between a customer
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and a service provider or a product, is commonly used in marketing and management
studies. Customer experience is evaluated by the customer, who compares their expec-
tations against their interaction with the service provider and/or its offering at different
touchpoints or moments of contact within various servicescapes [11, 20, 31].

The importance of customer experiences has widely been acknowledged in the mar-
keting andmanagement literature. The changing nature of customer involvement in value
creation has led to a more recent paradigm shift in marketing: from service-dominant
logic (SDL; [32]) to customer-dominant logic (CDL; [16]).

This trend is also visible in online commerce and in relation to customer data. OCE
has been identified as an essential contributor to a company’s success in e-commerce [24,
27]. Unsatisfying experiences encourage customers to switch retailers, while customer
satisfaction has positive consequences like increased revenue, customer loyalty, and
positive word-of-mouth [5, 18, 24, 29].

In this study, OCE is defined as the cumulative outcome of a customer’s exposure
to the e-store servicescape [26]. Online customers engage in cognitive and affective
processing of e-store servicescapes, resulting in an internal and subjective takeaway
impression [26, 29]. The cognitive experiential stage (CES) of the experience includes
conscious mental processes, such as thinking, while the affective experiential stage
(AES) includes the customer’s generation of moods, emotions, and feelings [11, 29].
The emotional characteristics of customer experiences have recently received increasing
attention [8, 18], although it has also been concluded that both cognitive and emotional
evaluations contribute to customer satisfaction [29].

Online Servicescape Determinants. In her seminal work, Bitner [6] defined the ser-
vicescape as the physical setting for a marketplace exchange to be performed, deliv-
ered, and consumed within a service organization. In addition, Bitner conceptualized
the servicescape to constitute three types of objective, physical, and measurable stimuli
that are organizationally controllable and able to enhance employee and customer app-
roach/avoidance decisions and that can facilitate or hinder employee/customer social
interaction [10]. According to the current understanding, a servicescape comprises not
only objective, measurable and managerially controllable stimuli but also subjective,
immeasurable and often managerially uncontrollable social, symbolic, and natural stim-
uli, all of which influence customer approach/avoidance decisions and social interaction
behaviors [10].

From a customer’s perspective, an ideal servicescape can be characterized as being
physically appealing, socially supportive, symbolically welcoming, and naturally pleas-
ing. The customer’s evaluation in the service context is shown to be influenced by the
substantive staging of the servicescape (i.e., the functional and mechanical clues) and
its communicative aspects (i.e., human clues) [10]. Substantive staging refers to the
physical creations of the service environment [1], which include physical, objective, and
managerially controllable factors, such as layout, products, and prices that affect the
perceived service [10]. Contemporary servicescapes also augment these elements in the
virtual space of an e-store, where they manifest in website design and virtual interaction
[3].

According to Dong & Siu [9], communicative staging of the servicescape refers to
how the service environment is presented and interpreted, and it involves a transmission
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of meaning that is directly related to service delivery and that transcends the instrumental
context [1]. Store personnel are central to communicative staging, and their behavior,
competency, and habits affect the service evaluation [10]. A servicescape also provides a
platform to support activities and interactions with customers. Therefore, it acts as a link
between people through its symbolic meanings [17]. A customer’s evaluation of both
the substantive and communicative staging of a servicescape should, thus, positively
predict their assessment of the AES and the CES because servicescape elements have
been shown to strongly affect both cognitive and affective responses toward a service
encounter [10].

Trust. In e-stores and brick-and-mortar (B&M) stores, customers can form their trust
perceptions based on interactions with the retailer [29]. The literature differentiates the
antecedents of trust into cognitive and emotional (affective) factors [4]. Trust may be
based upon the rational assessment of a partner’s reliability and competence (i.e., cog-
nitive factors increase the confidence that a retail transaction will be successful, and
emotional factors help reduce awkwardness, complexity, and uncertainty and increase
confidence in the retailer’s goodwill and abilities). Prior studies [14] have shown that
particularly meaningful experiences engendered by social interaction with other cus-
tomers and store personnel can enhance trust in a brand, which emphasizes the role of
the AES in trust formation. A prior empirical study by Rose et al. [29] found that both
the AES and the CES have direct positive effects on trust toward the retailer while testing
the effects of online shopping antecedents.

4 Conceptual Framework and Discussion

From the results of the above literature review, we have formed a conceptual model on
WSI and its antecedents and consequences, which is presented below in Fig. 1. This
conceptual model provides insight and promotes the understanding of the antecedents
and consequences of WSI in e-store which helps to develop a conceptual framework for
future testing.

Specifically, the following conclusions can be drawn. First, the proposed framework
suggests that trust is playing a significant role in the connection of WSI and loyalty
in online shopping environments. Satisfying OCE enhances a customer’s trust towards
the retailer, and this is affecting also WSI and loyalty in a positive manner. Evidently,
consumers consent to share information, such as their data, with retailers that they regard
reliable, but also in-return for a received positive OCE. Further, this is a reciprocal
connection: With customer data a retailer is able to tailor and provide better customer
experiences. In advanced online commerce, OCE may be automatically tailored based
on customer data.

Second, the literature review implies that there is a linkage betweenWSI and loyalty,
and WSI can be considered as an antecedent for loyalty in online commerce. Loyalty,
in turn, is something which retailers want to pursue, as it yields positive outcomes such
as an increase in share of wallet (SOW) and positive word-of-mouth (WOM). Thus, as
a retailer, by taking care of the antecedents to WSI, namely trust and OCE, one is likely
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Fig. 1. A conceptual framework of the willingness to share information online.

not only to increase the likelihood of customers sharing valuable data with you but also
to eventually have a positive effect on your SOW and WOM.

Third, we discussed how servicescape elements constitute OCE. The antecedents to
WSIwere found to consist ofOCE and trust. OCE is composed of the online servicescape
(online store determinants) and the consumer’s affective and cognitive processing of
this servicescape. Thus, by taking into account the negative and positive emotions of a
consumer during the online service path, a retailer can affect OCE, and subsequently
WSI and loyalty. For example, by providing a technically smooth online experience and
necessary product information as well as desired logistics and payment options to the
consumer, the retailer can affect OCE.

Based on the literature review and the conceptual model, we draw the following
managerial implications. First, this conceptual model highlights the importance of emo-
tional social factors in online commerce when building OCE. These factors may help a
retailer to diversify from its competitors. However, especially in e-tailing, the research
has focused on market-relevant factors and website interface, leaving the social inter-
action with little focus. Our framework provides guidance to consider social factors
and the AES when aiming to enhance customer loyalty in e-commerce. Second, the
conceptual model presents a relationship between WSI and loyalty. When customers
are willing to share personal information about themselves on their shopping behavior,
loyalty to the retailer is simultaneously increased. Further, the online retailer may utilize
the collected customer data to improve OCE, for example, through personalization of
the advertisements shown to the customer.

As it is based on a literature review, the conceptual model provided in this paper is
not tested empirically and, thus, the general limitations related to conceptual research
apply. Further research should empirically test the relationship of the constructs of the
conceptual model presented in this paper. Further empirical research could also com-
pare different environments (online vs. offline vs. omnichannel), domains (services vs.
products), and markets.
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Abstract. Traditionally requirements for Information Systems are considered as
functional and non-functional. However, with current omnipresent Digital Tech-
nologies, we believe that new requirements dealing with individuals’ well-being
are emerging. We call them sentient requirements using the term from the animal
rights protection field. In this paper, we analyze the existing literature to under-
stand better the deep nature of humans’ interactions with digital technologies and
we introduce sentient requirements. It is based on a literature review including
scientific and science-fiction literature. We apply these requirements to improve
user experience in museums through a visiting game as a use case. Our proposal
could be used by researchers and practitioners to enforce the design of Informa-
tion Systems in various application fields to provide a better interaction between
humans and digital technologies.

Keywords: Sentient requirement ·Well-being · Information system · Digital
technology ·Museum · Visiting game

1 Introduction

We are dealing with visitors’ experience improvements in museums through serious
visiting games. Our goal is to find an accurate way to enrich user experience (UX). Per-
sonalization is usually the way this goal is processed. Information and Communication
Technologies (ICT) devices are generally supporting this approach. An important step
during design and engineering of IS is requirement engineering at the early phases of the
development life cycle [1]. Thus, the first step was to identify requirements to provide
a personalized experience when using UX featured applications and their associated
devices.

From our point of view, the personal use of ICT implies a new kind of need dealing
with the well-being of people using them. For example, when a visitor tries to use
a portable device in a museum and if the screen is not enough responsive because it
is too dirty, the device becomes a source of stress, and its initial goal to provide a
better experience to visitors cannot be reached. This kind of concern about ICT devices
should deal with self-awareness to provide welfare or well-being to users. The same
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kind of idea can be found in [2]. It evokes digital and social media technologies can take
control upon human consciousness and, by this way, they imply dissatisfaction about
these technologies. For example, social networks stimulate depression when “we feel
we have to check, but checking does us no good” [2]. The current and future Information
Systems (IS) and supporting devices should be designed, developed, and updated in a
way to enhance and especially not to damage humans and their well-being.

The requirements are traditionally seen as functional and non-functional. A func-
tional requirement is a “description of a behavior that a software system will exhibit
under specific conditions [3], a non-functional requirement (NFR) is a “description of a
property or characteristic that a system must exhibit or a constraint that it must respect”
[3]. The former type represents the set of functionalities to be provided by ICT devices,
and the latter covers additional aspects like security, availability, scalability.

The main research gap addressed in this paper is based on the following statement:
the traditional requirements do not cover the need to provide ICT and ICT devices (called
globally ICT in the following) dealing with the well-being of their users. This kind of
requirement is not functional by nature. Their purpose does not cover the suitable func-
tionalities addressing the application needs. They don’t either address non-functional
requirements which deal with the operationality of the system architecture. This new
kind of feature adds an additional dimension to the usual requirements and also impacts
a sub-set of traditional functional and non-functional requirements.

In the case of museum visit experience, the literature review did not identify sources
expressing this sort of requirements explicitly. To be able to feed our proposal, we took
our main inspiration from science-fiction literature and completed it by related literature
reviews. As an example, I. Asimov defined the four laws of robotics (the three first ones
[4] and later the zeroth law). The Asimov’s laws influenced ethic rules for Artificial
Intelligence (AI). We have been inspired by the Powers Trilogy of Anne McCaffrey and
ElisabethAnn Scarborough [5–7]. This trilogy describes a living planet, Petaybee, which
is also depicted by the authors as a sentient planet. Sentience is defined as an ability “of
experiencing an affective state” [8]. This term was especially developed in the field
of animals’ rights protection [9, 10]. The sentience concept matches our approach of
the relationship between humans and technologies; thus, we qualified the new family
of requirements as “sentient”. This term was first developed in the field of animals’
rights protection [9, 10] and is already used in the field of Artificial Intelligence [11].
The Sentient Machine is introduced to define the evolution of machines from Artificial
Narrow Intelligence to Artificial Generalized Intelligence by A. Husain [11]. The goal
of our work is to specify sentient requirements for applications interacting with human
through ICT devices. Sentient requirements would add an additional view to the design
and development of ICT. In a broader acceptance, our goal is to explore what sentience
abilities, or sentientness, imply for ICT.

In Section 2, we present our research approach. Section 3 is dedicated to the pre-
sentation of identified sentient requirements that are applied to a use case of ICT in
the context of a museum to improve user experience. We discuss results in Section 4.
Section 5 concludes the paper and gives future directions of our research work.
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2 Research Approach

In this section, we detail our research process depicted in Fig. 1.

Fig. 1. Research process.

1. Define the Research Goal. Our initial research goal was to identify requirements
for ICT in Museums in order to provide a better, personalized experience to visitors.
After a first literature review, we aimed to provide humans with digital technologies
and devices that could contribute to their well-being and could help to avoid negative
consequences. To reach this goal, theories and practices of design and engineering
should be updated to take into account this newdimensionwhich should be integrated
very early in the requirements definition step. For the current research, we refined the
research goal as: “Is it possible to identify sentient requirements for the well-being
of ICT users?”

2. Review Literature. As sentient requirements represent an emerging field, it is diffi-
cult to carry out precise research of the literature. Thus, this first step of the literature
review was wide. We proceeded by using the following search string: “ICT” AND
“Human” on google scholar in January 2021 and we used the backward/forward
strategies to complete the study.We have checked the 20 retrieved pages and stopped
after 5 pages without relevant results. We included works directly dealing with
requirements and those with the associated terms, like “need”, for instance. We
excluded several works related to our topic but not specifying any requirements-
related information. We classified the gathered literature into the following perspec-
tives: philosophical perspective [2, 12–18]; IT and business perspective [19–25];
ethical perspective [26–29]; and societal perspective [30, 31]. Then, we carried out
the textual analysis of the selected sources and extracted sentences that could be
useful to capture the nature of human interactions with ICT with regards to their
well-being. In addition, this step allowed us to identify the list of keywords to be used
during a more detailed literature review: sentient requirement, well-being require-
ment, welfare requirement, smart requirement, affective requirement, and synergy
requirement.
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3. Identify Sentient Requirements. For this step, we used the science-fiction litera-
ture to feed the list of sentient requirements. As I. Asimov [4] inspired thoughts on
Artificial Intelligence, we have been inspired by the Powers Trilogy of AnneMcCaf-
frey and Elisabeth Ann Scarborough [5–7]. This trilogy describes a living planet,
Petaybee, which is also depicted by the authors as a sentient planet. We extracted
from the first book sentences characterizing the sentient planet abilities and its inter-
actions with humans and other beings. Together with the literature collected from
the previous steps, we grouped different ideas depending on their nature.

For instance, to formulate the requirement “Interaction and Involvement”, we
generalized the following retrieved sentences and ideas: (i) The synergy require-
ment studied with application to interactions between human beings: ICT should be
designed to support synergy between human beings. The synergy could be under-
stood as interaction and involvement as it also covers the relationship between human
beings and ICT [25]; (ii) Human beings and ICT should co-evolve together through
time [2, 17, 32]; (iii) Human-Technology symbiosis “defining how humans will live
and work harmoniously together with technology” and Human-Environment Inter-
actions referring to “the interaction of people not only with a single artifact, but
with entire technological ecosystems featuring increased interactivity and intelli-
gence” [19]; (iv) “It[planet]’s only courteous to communicate”, “There’s a relation-
ship [between the planet and humans] involved”, “Living here, most of us know that
and accept the gifts, the protection, and in return, we offer it companionship”, “I
just know that Petaybee works for us, and for itself, in a unique symbiosis…” [5].
We proceeded in the same way for the other requirements. The details cannot be
present here due to the lack of space. Based on the analysis we did not include sev-
eral requirements detailed in different perspectives as we consider them belonging
to the two other types of requirements (exclusion criterion). For instance, a require-
ment “ICT should help to learn on technologies” [33] is a functional requirement as
learning objectives are covered by the ICT functionalities. Another example is “ICT
should ensure end-to-end encryption” [29] is typically a non-functional requirement
as is it related to the security of data usage.

4. Validate Sentient Requirements with a Museum Case Study. To check the appli-
cability of the sentient requirements, we apply them to a role-playing visiting game
in a museum.

3 Emergence of Sentient Requirements

Toqualify the newkind of requirementsweused the termof sentience.Broom [9] defines:
“a sentient being is one that has some ability: to evaluate the actions of others in relation
to itself and third parties, to remember some of its own actions and their consequences,
to assess risk, to have some feelings and to have some degree of awareness”. This author
underlines different aspects of sentience [10]: the sentience is related to ethics and moral
issues; sentient abilities could be acquired and also be lost; the sentience requires “to act
in an acceptable way towards each other person and toward each animal that is used”; and
effects should be adapted to a given animal, “some components of sentience being depen-
dent upon cognitive ability”. [8] mentions that sentience covers all aspects of sensory
consciousness; to be sentient means to be “capable of experiencing an affective state”.
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By [34], the capacity to have pleasant or unpleasant experiences “entails having a quality
of life or experiential welfare, from which it follows that sentient beings have interests”.

Based on the identified from the literature needs for a better consideration of humans
in ICT, we define the sentient requirements as follows:

• Interaction and Involvement: ICT should interact and communicate with human.
• Awareness: ICT should be aware of human beings, know and learn about them, and
sense/perceive humans.

• Safety: ICT should protect from danger and harm and take care of human; the laws
of I. Asimov fall in this requirement.

• Belongingness and Felicity: ICT should provide a feeling of being comfortable or
happy with ICT.

• Adaptability: ICT should be adaptable, thus be able to detect distinctive characteris-
tics of each human and to adapt itself to this given individual.

• Sustainability: ICT should be able to stand for a long time and to protect the
environment and earth ecosystem.

• Respectfulness: ICT should be respectful. Respectfulness is very important as it
works in both directions: not only ICT should be respectful with humans, but also
humans have the responsibility to make ICT ethic, non-dangerous for other beings.

• Inclusiveness: ICT should be inclusive and ensure equality between humans, it should
be done with regards to different origins, languages, health situation, and more.

• Self-Reflectiveness: ICT should learn about itself and contribute to human develop-
ment by providing additional capabilities and skills.

The sources of sentient requirements are summarized in Table 1.

Table 1. Sources of sentient requirements.

Sentient
requirement

Philosophical
perspective

IT and
business
perspective

Ethical
perspective

Societal
perspective

Science-fiction

Interaction and
Involvement

X X X

Awareness X X X X

Safety X

Belongingness and
Felicity

X

Adaptability X

Sustainability X

Respectfulness X

Inclusiveness X X X X

Self-Reflectiveness X X X
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We applied the sentient requirements to the case of a role-playing visiting game in a
museum based on our experience with museums and the related literature [35–43], etc.

The purpose of the game is to learn the process of manufacturing an artifact. The vis-
itors can choose between three different roles. The game is provided through touchable
tablets to each player. The visitor has a role and follows different steps of the game to
build his knowledge. Across the museum, the visitor solves puzzles related to the con-
tent encountered corresponding to different resources and manufacturing tasks. In Table
2, we illustrate the sentient requirements expressed for our use case and deduce related
functional requirements to show how the sentient requirements could be implemented in
practice.

Table 2. Illustration of sentient requirements with a visiting game in a museum.

Sentient requirement Sentient requirement expression Corresponding functional
requirement(s)

Interaction and Involvement The tablet should be able to
guess visitor’s unforeseen needs
and provide answers/guidelines

Include a chatbot service

Awareness The tablet should be able to
identify satisfying conditions to
be used by a visitor (clean,
enough power, functional)

Alarm if it is dirty, compute the
amount of available power, detect
any misbehavior

Safety The tablet should alarm in case
of any kind of danger

Display/broadcast an alarm and
personalized instructions to avoid
danger in time

Belongingness and Felicity Users should feel proud of their
accomplishment through the
game

Monitor game achievements,
stimulate users, and provide
incentives during the game

Adaptability The tablet should sense
emotions and adapt the game to
the mood of the user

Have sensors, compute emotional
states, adapt puzzles

Sustainability The tablet should optimize
network communications to
lower radio waves emission

Compute and adapt radio
communication intensity to the
appropriate level

Respectfulness The tablet should react to
inappropriate usage

Have sensors to detect unexpected
movements, bumps, and drops,
display/broadcast warnings

Inclusiveness The tablet should detect
disabilities and adapt the
interaction with the visitor (for
instance, switch to speech)

Have sensors, detect how the
interaction is going on, and
provide accurate help

Self-Reflectiveness The tablet should help to
improve the user experience

Gather game data, analyze player
behavior, enhance gameplay
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Based on this example,we have obtained the following results: (i)We have succeeded
to express the identified sentient requirements applied to the visiting game in a museum,
and (ii)Wehave shown that sentient requirements could be translated as a set of functional
requirements.

Therefore, our proposal about sentient requirements could be applied to a real case
and it provides useful insights to improve user experience design.

4 Discussion

To illustrate the role of sentient requirements in the ICT field, we suggest to model
requirements hierarchy as a pyramid (Fig. 2). This pyramid is built by analogy with the
Maslow pyramid of needs [44]. It shows the importance of sentient requirements and
allows to position them in accordance with the existing requirements typology. As in
the Maslow’s five levels allow to satisfy human needs, we believe that all three levels of
sentient requirements should be achieved in order to provide mindful ICT.

Sentient 
Requirements

Functional
Requirements

Non-Functional
Requirements

ICT does satisfy system 
characteristics and
other constraints

ICT does provide the 
expected behavior and
functions

ICT does contribute
to human well-being

Fig. 2. Requirements hierarchy pyramid.

With regards to the Human-Computer Interaction challenges [19], four sen-
tient requirements (interaction and involvement, awareness, inclusiveness, and self-
reflectiveness) could contribute to develop the five challenges, namely: Human-
Technology symbiosis, Human-Environment Interactions, Well-being, Health and
Eudaimonia, Accessibility and Universal Access, and Learning and Creativity.

Considering current trends in ICT, a set of concepts arose recently: digital human-
ities, Life 3.0, Health 3.0, Welfare Society 2.0 etc. Digital humanities refer to “the
intersection of digital technology and humanities: arts, literature, music, dance, theater,
architecture, philosophy, and other expressions of human culture” [45]. Tegmark [46]
presents the role of Artificial Intelligence can play for human. He defines three stages of
Life: Life 1.0 (biological evolution), Life 2.0 (cultural evolution), and Life 3.0 (techno-
logical evolution). The last stage (not yet reached) refers to design not only “software”
(meaning knowledge used to process the information issued from senses to decide about
action, a kind of living “biological software”), but also “hardware”, that is to say, the
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ability of organisms to change their physical components. To attain this future Life 3.0,
Artificial Intelligence (AI) will play a particular role and should be friendly. One of
the main requirements to the friendly AI is to align goals, thus, to better accomplish
human goals using superintelligence. The goals alignment could be done by resolving
three problems: “making AI learn our goals, making AI adopt our goals, making AI
retain our goals”. Within a visionary editorial, Nash [47] defines Health 3.0 as using
social networking technologies to exchange about symptoms, medication, and provid-
ingmedical care.Misuraca [26] foresees different socio-technical trends as, for instance,
“Care 3.0 – Robotics for personalized care solutions” and calls it Welfare Society 2.0.
These trends underline the necessity to go forward with the definition and application
of sentient requirements and make us consider the necessity to take into account the
goal-oriented dimension into process-relational philosophy underlying our research.

The ICT device is a kind of blurred border between the real world, and the virtual
universe. Sensors from the real-world feed actuators in the virtual world and vice versa
[48]. The device also supplied by the computing resources behind, is the place to get
control from the application and where to instantiate the sentient properties. In some
way, this concern dives into the research field of Machine Consciousness [49]. But
machine consciousness is different. It is more a concern of bringing some intelligence
to machines including artificial sentience. Instead, we focus on interaction and sentient
properties provided by technology to enhance user experience in the digitalized emerging
world of everyday life.

Michel Serres, the French philosopher, states that along his history, Humankind lost
abilities, but each time it occurred, it was for a greater benefit [50]. For example, Human
“lost” the head with the invention of the computer. But at the same time, the computer
raised new opportunities that we now experience through the digital era and the new
tools emerging from it. It extended our minds. Michel Serres also states that Humans
have completely changed since the mid 20th century. Humankind lost its connection
to earth and nature. We do not feel life the same way anymore. Over the world, most
people live in cities and this phenomenon seems far from being stopped [51]. Our creed
is that this statement shows a missing link in mankind approach to the digital era. As
we are losing the connection with nature, we need to reinforce the way we sense our
environment.

We believe that the introduction of sentient requirements could contribute to the
maintenance of the human sovereignty by aligning properties of technologies to the
human needs, by creating this kind of harmony between human beings and technologies.
For instance, the application of sentient requirements to social medias inducing the
FOMO (Fear Of Missing Out) syndrome (discussed in [2]) could decrease the risk of
becoming depressive. Based on infomateriality of [16, 32] and close to the relational
synergy of [17], our point of view is that humanbeings and ICT should co-evolve together
through time. In line with these works, we claim that symbiosis between human beings
and ICT is often foreseen as two opposite sides. This leads us to sentience that we define
as a new kind of harmonious co-existence of human beings and ICT through time.

In our view, the specification of sentient requirements would allow to overcome
this gap. According to [52] detailing a five-point assessment of contributions (with
regards to theory, method, framing, phenomenon, and composition), we position our
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contribution mainly on the phenomenon axis as we deal with a new emerging concept
(sentient requirements) applied to ICT. Sentience becomes a topic in scientific Informa-
tion Technology-related publications. We believe that this term reflects well the concept
of requirements contributing to building an emotional link between human beings and
ICT. Our proposal will contribute also to the method axis, as the sentient requirements
will impact the existing methods of requirements engineering and the whole cycle of IS
engineering.

However, the introduction of sentient requirements will produce many additional,
often new, questions to be solved, as, for example, can ICT and devices be designed to
be sentient, especially when we think about robots and smart Internet of Things? Can we
expect a smarter andmore sustainable lifewith the digital surroundingswe are providing?
The way we embrace the future and the relationship with artificial intelligence-based
technology is different from transhumanism [53] where human beings are extended or
augmented with ICT parts.

5 Conclusion and Future Works

We believe that, using the sentient requirements, we can design a peaceful and sustain-
able digital technology that will help human beings to reach some kind of bliss in the
future. IS and digital technologies are not only a tool that serves the consumer economy;
there are tools that should gracefully help humans, and their environment including ani-
mals and nature to sustain and to enhance. The applications are numerous, we can cite
smart healthcare, smart personal devices, smart home applications, drones, entertain-
ment, cultural heritage, industry 4.0, and all fields covered by augmented, mixed, or, in
general, extended reality (XR), and so on. We believe that researchers and practitioners
who are interested in the design and engineering of IS should take into account the
sentient requirements to design more suitable devices. Sentience is a powerful metaphor
that deconstructs the way IS are designed and used nowadays.

In our short-term research, we will study how sentient requirements could be imple-
mented to provide personalized usage of digital technologies based on machine learning
techniques. In our further research, we intend to experiment sentient requirements with
academics and practitioners working on topics around smart life and robotics.
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Abstract. Predictive business process monitoring increasingly leverages
sophisticated prediction models. Although sophisticated models achieve
consistently higher prediction accuracy than simple models, one major
drawback is their lack of interpretability, which limits their adoption in
practice. We thus see growing interest in explainable predictive busi-
ness process monitoring, which aims to increase the interpretability of
prediction models. Existing solutions focus on giving factual explana-
tions. While factual explanations can be helpful, humans typically do not
ask why a particular prediction was made, but rather why it was made
instead of another prediction, i.e., humans are interested in counterfac-
tual explanations. While research in explainable AI produced several
promising techniques to generate counterfactual explanations, directly
applying them to predictive process monitoring may deliver unrealistic
explanations, because they ignore the underlying process constraints. We
propose LORELEY, a counterfactual explanation technique for predic-
tive process monitoring, which extends LORE, a recent explainable AI
technique. We impose control flow constraints to the explanation gener-
ation process to ensure realistic counterfactual explanations. Moreover,
we extend LORE to enable explaining multi-class classification models.
Experimental results using a real, public dataset indicate that LORE-
LEY can approximate the prediction models with an average fidelity of
97.69% and generate realistic counterfactual explanations.

Keywords: Predictive process monitoring · Counterfactual
explanation · explainable AI

1 Introduction

Predictive business process monitoring forecasts how an ongoing business pro-
cess instance (aka. case) will unfold by utilizing prediction models trained from
historical process data (typically in the form of event logs) [8,15]. One may, e.g.,
predict the remaining time [32], outcome of an ongoing case [29] or the next
activity executed [27].
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Increasingly, sophisticated prediction models are employed for predictive pro-
cess monitoring. These sophisticated models include tree ensembles [29,30] and
deep artificial neural networks [6,19,28]. Compared to simple prediction models,
such as decision trees or linear regression, these sophisticated prediction mod-
els achieve consistently better accuracy in various types of predictive process
monitoring problems [27,28,32].

However, one drawback of these sophisticated prediction models is their lack
of interpretability. Using black-box prediction models without being able to inter-
pret their decisions has potential risks [11,17,22].

To facilitate the interpretability of black-box prediction models, research
under the name of explainable AI is gaining interest [11,17]. Consequently,
explainable AI techniques have started to be applied also in the context of pre-
dictive process monitoring, helping to deliver accurate predictions which can be
interpreted. Existing explainable predictive process monitoring techniques give
explanations for why a particular prediction was made. While factual explana-
tions can be helpful, people typically do not ask why a particular prediction was
made, but rather why it was made instead of another prediction [17,18]. Coun-
terfactual explanations help people to reason on cause-effect or reason-action
relationships between events [4,17].

We introduce loreley, a technique to generate counterfactual explanations
for process predictions. loreley is based on the model-agnostic technique lore
introduced by Guidotti et al. [10]. lore generates explanations using genetic
algorithms. We demonstrate the feasibility of loreley using a real and public
dataset, the BPIC2017 event log. Results indicate that we can reach a fidelity
of the explanations of 97.69%, i.e., loreley can very accurately and faithfully
approximate the local decision boundary of the black-box prediction model. In
addition, loreley generates high-quality explanations, matching the domain
knowledge about the process.

Section 2 gives a discussion of related work. Section 3 provides a detailed prob-
lem statement. Section 4 introduces the loreley technique. Section 5 describes
the setup and Sect. 6 the results of our evaluation. Section 7 discusses current
limitations.

2 Related Work

We structure related work on explainable predictive process monitoring along
with two types of techniques: model-specific and model-agnostic [11,21].

Model-Specific Explanation Techniques. Model-specific techniques are tied
to a specific type of prediction model. One direction of work uses attribute impor-
tance derived from neural networks as an explanation. Weinzierl et al. use layer-
wise relevance propagation to derive attribute importance from LSTMs [34]. Sind-
hgatta et al. use the attention mechanism of LSTMs to extract attribute impor-
tance [25]. Harl et al. apply gated graph neural networks and extract attribute
importance from the softmax layer for each event in a process instance [12].

Another direction of work suggests designing transparent models, which are
interpretable by users and at the same time provide accurate predictions. Breuker
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et al. propose combining process mining and grammatical inference [3]. Their
solution consists of a predictor and an analyzer. While the predictor provides
the predictions using a probabilistic finite automaton, the analyzer provides
visualizations of the predictor. Verenich et al. propose an interpretable way to
predict the remaining cycle time of a process instance by building on a mined
process model [31]. For each activity in the process model, a regression model is
trained to predict its execution time, and for each decision point, a classification
model is trained to predict branching probabilities. Böhmer and Rinderle-Ma
propose sequential prediction rules to predict the temporal behavior and the
next activity of an ongoing case [2].

The above work demonstrates the feasibility and relevance of explainable
predictive process monitoring but focuses on factual explanations only. Our
technique complements this work by generating counterfactual explanations. In
addition, our technique is model-agnostic and thus – compared to the above
work – can generate explanations for any type of prediction model. One benefit
is that the form of explanations remains the same even if the underlying pre-
diction model changes, and thus model-agnostic techniques facilitate evaluating
alternatives among different prediction models before their deployment [21].

Model-Agnostic Explanation Techniques. Model-agnostic techniques can
generate explanations for any type of prediction model. One direction of work
aims to compute attribute importance by querying the prediction model with
randomly generated samples. Many of the techniques leverage the popular tech-
nique lime introduced by Ribeiro et al. [22]. lime generates a perturbation of
samples around the instance to be explained. Then, using the generated sam-
ples and their corresponding black-box predictions, lime trains a locally faithful
model that can approximate the local decision boundary of a prediction model.
Rehse et al. apply lime to a smart production process, where an LSTM is trained
to solve a binary classification problem [20]. Sindhgatta et al. apply lime to inter-
pret the results of eXtreme Gradient Boosting trees applied for outcome-oriented
and time-oriented prediction problems [26]. Rizzi et al. use lime to understand
the weakness of random forest classifiers for outcome-oriented predictions [23].
They find the most frequent attributes that are identified as important by lime
when the classifier makes wrong predictions (false positives and false negatives).
Then, they randomize these attributes to train the model again to neutralize
the effects. Despite its popularity, one concern is that lime’s sampling pro-
cess ignores possible correlations among the input attributes [18] e.g., process
constraints in the case of predictive process monitoring [13]. Thus, unrealistic
synthetic instances might be used to train a local interpretable model, thereby
leading to unrealistic explanations. Another sampling-based approach is followed
by Galanti et al., who use Shapley Values (from game theory) to provide expla-
nations to the users [9]. They visualize explanations as an aggregated heatmap
of attribute importance summarizing all the cases in the test set. Another direc-
tion of work involves Partial Dependence Plots, which are used by Mehdiyev and
Fettke to derive the marginal effects between attributes and predictions from a
neural network [16].
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Again, the above work focuses on factual explanations only. By generating
counterfactual explanations, our technique complements this work.

3 Motivation and Problem Statement

Our technique is based on the lore technique introduced by Guidotti et al. [10].
lore is a local model-agnostic technique that uses genetic algorithms to generate
synthetic data for training decision trees that locally approximate the behavior
of a black-box prediction model. lore uses genetic algorithms to iteratively
generate a set of neighboring input data instances, which are in close proximity
to the instance to be explained.

Using decision trees as the interpretable models offer two main advantages:
First, decision trees are intrinsically interpretable models. Second, explanations
in the form of rules (factual and counterfactual) can be generated from a decision
tree by following the split conditions from the root to the leaf node [10].

These rule-based explanations provide a step forward from simply generating
a single counterfactual data instance as an explanation [33], as rules provide a
higher level of abstraction of the explanation1.

However, directly applying lore to prediction models for predictive process
monitoring faces two problems:

Problem 1. Perturbation-based techniques, like lime and lore, generate ran-
dom samples without considering existing process constraints [13]. Typically,
there are constraints in which order the activities in a business process may be
executed imposed by the control flow. As an example, activity B may only fol-
low after activity A was executed. As a result, such process-constraint-agnostic
perturbation-based techniques face the risk of generating unrealistic instances
that represent process traces that could never happen. In turn, the generated
interpretable models deliver misleading or useless explanations; e.g., the coun-
terfactual explanation may indicate that executing a specific activity B before
A may lead to the desired outcome, while such execution order is not possible.

Problem 2. lore is limited to binary classification. In BPM applications, how-
ever, one very often faces multi-class prediction problems. Examples include
next activity predictions [28], where the classes are the number of activity types
that may occur, and outcome-oriented predictions, where more than two process
outcomes may be predicted [29].

4 Approach

To address the above problems, we introduce the loreley technique, which
offers several enhancements from lore, thereby delivering a specific technique
for generating counterfactual explanations for predictive process monitoring. In
the following, we first briefly explain lore and then introduce loreley.
1 If concrete counterfactual data instances are needed, these can be generated, e.g.,

by randomly sampling concrete values for the attributes that comply with the rules.
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4.1 The LORE Technique as Starting Point

Given a black-box prediction model b, and an input instance to be explained
x, lore provides an explanation for the black-box prediction b(x) = ŷ. lore
consists of two main stages: (1) neighborhood generation, and (2) interpretable
model induction and explanation generation [10].

Stage 1. In this stage, a group of data instances Z is generated using a genetic
algorithm. The goal of the genetic algorithm is to a generate a balanced neigh-
borhood Z = Z= ∪Z�=, where instances z ∈ Z= satisfy b(x) = b(z) and instances
z ∈ Z�= satisfy b(x) �= b(z). To initiate the first generation P0 for the genetic algo-
rithm, Guidotti et al. propose making N copies of x as the initial generation.
Following the initialization step, generation P0 goes through the evolutionary
loop. The loop starts with selecting a group A from Pi with the highest fitness
score according to the fitness function. Then, the crossover operation is applied
to A with a probability of pc. For the crossover operation, two-point crossovers
are used to select two attributes from the parents randomly and swap the selected
attributes to generate the children. The resulting instances and the ones without
crossover are placed in a set B. Then, a proportion of B is mutated with proba-
bility pm. The attributes are randomly replaced by the values generated by the
empirical distribution derived from the data [10]. Finally, The unmutated and
mutated instances become the next generation Pi+1 and go through the next
evolutionary loop. These evolutionary loops are repeated until the user-defined
generation G is reached. The genetic generation process is run for both Z= and
Z�= to form the neighborhood Z of x.

Stage 2. After the neighborhood generation stage, an interpretable model c in
the form of a decision tree classifier is induced to derive explanations for x, the
instance to be explained. Once the decision tree classifier is trained, the factual
rule for the instance to be explained x can be derived by following the split
conditions of the tree from root to the leaf where x belongs. As for the counter-
factual rule, it is defined as the rule derived from the path leading to a different
outcome with the minimum number of violated split conditions (not satisfied by
x) on the path. One advantage of using a decision tree as the interpretable model
c is that both factual and counterfactual explanations in the form of decision
rules are consistent with c by construct [10]. Also, one can tune how detailed
and precise the explanation should be by setting the complexity of the tree (e.g.
max depth, minimum impurity decrease, etc.).

4.2 Preliminaries

Based on [29,32], we define key concepts related to predictive process monitoring:

– Event: An event e is a tuple (a, c, t, (d1, v1), ..., (dn, vn)), where a is the event
class, c is the case id, t is the timestamp, (d1, v1)....(dn, vn), n ≥ 0 are the
name and value of the event attributes.

– Trace: A trace is a sequence σ = 〈e1, e2, ..., em, {(b1, w1), ..., (bs, ws)}〉, ∀i, j ∈
{1, . . . , m}, ei.c = ej .c, which means all events in a trace carry the same case
id. {(b1, w1), ..., (bs, ws)}, s ≥ 0 are the name and value of the case attributes.
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– Event log: An event log is a set of completed traces. L = {σ1, σ2, ..., σg},
where g is the number of traces in the event log.

– Trace prefix: σ|k = 〈e1, e2, ..., ek〉 is the prefix of length k (with 0 < k < m)
of trace σ; e.g., 〈e1, e2, e3, e4〉|2 = 〈e1, e2〉.

4.3 The LORELEY Technique

loreley includes three extensions of lore that jointly address the two problems
as motivated in Sect. 3. A graphical overview of the artifacts and activities of
loreley is shown in Fig. 1. The upper part of the figure depicts how individual
predictions are generated. As this is not the focus of loreley, it is depicted by
dashed lines. The lower part of the figure depicts how explanations are generated
and highlights the extensions from lore in gray. This consists of three main
stages: Stage 0 is an additional stage compared with lore and is responsible
for finding similar prefixes for initialization. Stage 1 generates neighborhood
instances using a modified form of the genetic algorithm from lore. Stage 2
follows lore to train a decision tree for deriving counterfactual explanations.

Fig. 1. Overview of loreley (extensions from lore highlighted in grey)

Initialization with Similar Prefixes. To ensure that mutation possibilities
for the control flow come from real traces, we modify the initialization step of
lore as follows. While lore duplicates the instance to be explained to reach the
target population size for the first generation, loreley selects similar prefixes
in the event log by comparing the edit distance (see below) on the control flow
sequences, thereby incorporating more variation in the first generation. This is
key because the control flow variations in the first generation are used during
the mutation step of the genetic algorithm.

The concept of edit distance was used by [7,14] to group similar traces during
trace bucketing as part of encoding the input data for the prediction model. The
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assumption behind such bucketing is that prefixes with similar control flow are
more likely to have similar behaviors in the future. We follow this reasoning
and adopt the Levenshtein edit distance to find prefixes that are similar to the
instance to be explained (in terms of control flow).

Considering Control Flow Constraints During Crossover and Muta-
tion. During the crossover and mutation steps, loreley considers additional
constraints related to attributes that represent control flow. In many predictive
process monitoring models, the control flow is represented as a combination of
several one-hot encoded categorical attributes or as aggregations (e.g., frequency)
of the control flow attributes [28,29]. Without further constraints, crossover and
mutation would treat each of these encoded attributes independently without
considering the potential constraints implied by the underlying process. As a
result, crossover and mutation would lead to instances that represent unrealistic
control flows.

A B C D E Amount Credit
0 8 1 6 8 1200 87

A B C D E Amount Credit
1 6 8 4 5 600 96

Parent 1

Parent 2

Crossover

A B C D E Amount Credit
1 6 8 4 5 1200 96

A B C D E Amount Credit
0 8 1 6 8 600 87

Child 1

Child 2

Fig. 2. Example for control-flow-aware crossover in loreley

To address this problem, we propose to treat the attributes representing the
control flow as a single attribute in the crossover and mutation steps. Figure 2
shows an example. In the crossover step, the attributes representing the control
flow (encoded as frequency vectors in the example) are combined and swapped
with other bundles of control flow attributes from the other parent to produce
children. In the mutation step, the possible control flow attributes are replaced
by the values randomly drawn from the control flow attributes of the first gen-
eration. By doing so, we ensure that the control flows of the synthetic prefixes
are similar to the instance to be explained x = σ|k (within the user-defined
similarity threshold) and are realistic by construction.

Explaining Multi-class Predictions. We extend lore from binary prediction
to multi-class prediction: The neighborhood becomes Z =

⋃
i∈I Zb(z)=i, where I

is the set of possible predicted outcomes and z are the instances with black-box
prediction b(z) = i, i ∈ I. To generate each Zb(z)=i, the fitness function of lore
is extended to

fitnessxi (z) = 1b(z)=i + (1 − d(x, z)) − 1x=z (1)

where d is a distance function, 1 is an indicator function 1true = 1,1false = 0.
The intuition behind is to find the instance z that is as close as possible to the
instance to be explained x, yet not equivalent, while the corresponding black-box
prediction b(z) should be equal to a predefined outcome, i.e. b(z) = i [10].
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5 Experiment Setup

To facilitate transparency, reproducibility, and replicability, the code of our pro-
totypical implementation, the used dataset as well as our experimental results
are publicly available2.

Research Questions. We aim to answer the following research questions:

RQ1. How faithful are the explanations generated by loreley to the underly-
ing black-box prediction model? We analyze how accurately the interpretable
model c can approximate the local decision boundary of the black-box
model b.
RQ2. How is the quality of loreley’s explanations? We analyze how far the
generated explanations match what would be expected considering domain
knowledge and insights about the process.

Data Set. We use the BPIC2017 event log3, which is widely used in predic-
tive process monitoring research [29,32]. The BPIC2017 event log concerns the
loan application process of a Dutch financial institute and covers 31,509 cases.
The events are structured into three types: events that record Application state
changes, events that record Offer state changes, and Workflow events. The over-
all application process can be decomposed into three stages, receiving applica-
tions, negotiating offers, and validating documents respectively [24]. Each stage
has its corresponding working items (workflow events) and the application state
is updated according to the stages that the application has gone through. At
the end of the process, an application could be successful (A Pending)4 or not
(A Denied). Additionally, an application state A Canceled is set if the customer
neither replied to the call nor sent the missing documents as requested.

Training the Black-Box Prediction Model. We train a black-box prediction
model b, for which we generate explanations. The model b predicts the process
outcome at different prediction points (i.e., prefix lengths). Following [24,29],
we consider the occurrence of the three events, A Pending, A Canceled, and
A Denied as the respective process outcomes.

Fig. 3. AUC by different prefix lengths

We train a two-layer LSTM model, a
widely used black-box prediction model
for predictive process monitoring (e.g.,
see [5,6,28]). We split the event log into
a training set (80% of the traces) and a
testing set (20% of the traces). As we are
not aiming at improving the prediction
accuracy of the black box with loreley,
we did not perform exhaustive hyper-
parameters/structures tuning.
2 https://git.uni-due.de/adi645f/cf4bpm-artifacts.
3 https://doi.org/10.4121/uuid:5f3067df-f10b-45da-b98b-86ae4c7a310b.
4 The assessment is positive, the loan is final and the customer is paid.

https://git.uni-due.de/adi645f/cf4bpm-artifacts
https://doi.org/10.4121/uuid:5f3067df-f10b-45da-b98b-86ae4c7a310b
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Following Teinemaa et al. [29], we measure the prediction accuracy of the
LSTM using the area under the ROC curve (AUC) metric. Figure 3 shows AUC
across different prefix lengths. The overall AUC is 0.857, which is calculated as
the weighted average of the obtained AUC for each prefix length up to 40.

Generating Explanations. As the prediction accuracy of the trained black-box
model from above differs for the different prefix lengths, this allows us to evaluate
loreley in different scenarios. In particular, we can evaluate our technique when
the black-box model delivers low accurate predictions and also when predictions
are getting more and more accurate. As such, we evaluate loreley for prefix
lengths 5, 10, 20, 30, and 40. As shown in Fig. 3, there is a jump in AUC between
prefix lengths 5 and 6. After that, accuracy gets constantly higher. For each prefix
(in the test set) belonging to the aforementioned prefix lengths, we generate an
interpretable model c using loreley. This means we generate a total of 23,426
interpretable models (see Table 1 below).

As parameters for the genetic algorithm, we use the suggested default values
from [10] with some small adjustments. We use default values for crossover and
mutation probabilities, pm = 0.7 and pc = 0.2, but increase the number of
generations G from 10 to 15 due to the highly imbalanced dataset (Pending:
55%, Canceled: 33%, Denied: 12%). The fitness calculation (see Eq. 1) has to
query the black-box model to retrieve the corresponding prediction for every
generated prefix. To keep the experiment computationally tractable, we set a
target population size of 600 for each of the three possible outcomes, resulting
in 1800 prefixes Z to train and evaluate the explanation. The generated prefixes
are split into 80% training set and 20% test set. The interpretable model c (i.e.,
a decision tree) is trained using the training set and evaluated on the test set.

6 Experiment Results

Results for RQ1 (Faithfulness of Explanations). We use the widely used
fidelity metric from explainable AI [10,11,22] to evaluate the faithfulness of
loreley. We evaluate how faithful the interpretable model c and thus the expla-
nations generated from it are to the black-box model b.

Table 1 reports the evaluation results. The average results reported are cal-
culated as weighted average considering the number of prefixes per prefix length
in the test data. Overall, the interpretable model generated by loreley reaches
97.69% Fidelity for all the evaluated prefix lengths on average. Fidelity remains
stable across all prefix lengths with a variance of less than 0.5%, suggesting that
loreley can generate good explanations independent of the accuracy of the
black-box model.

The results show that loreley can approximate the black-box model’s local
decision boundary accurately. This implies that the explanations generated by
loreley can faithfully represent the knowledge learned by the black-box model
within the local decision boundary for the instance to be explained.

Results for RQ2 (Quality of Explanations). To assess the quality of expla-
nations generated by loreley, we look deeper into its explanations. First, we



408 T. Huang et al.

Table 1. Metrics for different prefix lengths

Prefix length Nbr. of prefixes Fidelity

5 6,283 0.9754

10 6,277 0.9735

20 5,338 0.9849

30 3,454 0.9755

40 2,074 0.9730

Total: 23,426 Avg.: 0.9769

examine whether the most important attributes indicated by the explanations
correspond to the domain knowledge. It is expected that the logic learned by
the black box b would reflect a certain degree of domain knowledge as accu-
racy increases along the prefix length. Since involving the process owner of the
BPIC2017 event log was not possible, we compare our results with the findings
of the winners of the BPIC2017 challenge, for which this dataset was published.

Figure 4 shows the top five most frequent attributes for each input length
examined. The most important attributes can be computed from the decision
tree according to the decrease of impurity used to select split points. For every
interpretable model c, the most important attributes are tracked. Then, the
attributes are counted, grouped by the prefix length, and divided by the number
of instances of each prefix length. The result shown in Fig. 4 gives a broader
view regarding what the black box b has learned for different input lengths. As
the figure shows, the most important attribute for prefix lengths 20, 30, and 40
is CreditScore. This corresponds to the findings of the professional group win-
ners [1], where they found CreditScore is among the most important attributes
as a result of the predictive analysis. The other frequent attribute is Applica-
tionType Limit raise and it is the second most frequent important attribute for
prefix length 30 and 40. This corresponds to the findings of the academic group
winners [24], who found that the institute approved a significantly higher fraction
of applications of the type “limit raise” (73.37%) than “new credit” (52.61%). It
is therefore another reasonable predictor used by the black box b. Figure 4 also
shows that the LoanGoal attributes are used by the black-box model quite often
to predict the outcome (especially for prefix lengths 5 and 10) although Loan-
Goal has little influence on the outcome of the case according to the analysis
[24]. However, they could be the most frequent decisive attributes available for
the black box considering prefixes 5 and 10 are still quite early in the process.

Complementing this high-level assessment of explanation quality, we analyze
the explanations generated by loreley for a particular input data of prefix
length 30. The instance to be explained has the following event attributes for
O Create Offer {FirstWithdrawalAmount = 0, NumberOfTerms = 126, Monthly-
Cost = 250, CreditScore = 0, OfferedAmount = 25000, Selected = true, accepted
= false}, and it has the following case attributes {case RequestedAmount =
25000, case LoanGoal = Existing loan take over, case ApplicationType = new
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Prefix length 5
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80.00%

90.00%

100.00%
Prefix length 10 Prefix length 20 Prefix length 30 Prefix length 40

Attributes

Fig. 4. Top five frequent important attribute for different input length

credit}. The corresponding black-box prediction is A Denied. By observing the
control flow of the prefix, one can find that the prefix is at the later stage of the
application process. The application process has gone through application cre-
ation and assessment. An offer is created and the customer has been contacted
a few times to send incomplete files.

For this instance to be explained, loreley generates the interpretable model
c shown in Fig. 5. The Fidelity of c is 0.9343.

CreditScore > 323?

false Case_LoanGoal =
Existing loan takeover ?

A_Pending

Case_LoanGoal = Car?

Case_ApplicationType =
New credit ?

A_Denied

A_Pending

A_Denied

A_Canceled

true

true

true

false

false

false

true

Fig. 5. An example of a generated interpretable model c

The factual rule for the instance to be explained is:

{CreditScore ≤ 323, Case LoanGoal = Existing loan takeover,
Case ApplicationType = New credit} → A Denied

The following are examples of two counterfactual rules (with changes from
the factual rule highlighted in grey):

{CreditScore > 323} → A Pending

{CreditScore ≤ 323, Case LoanGoal = Existing loan takeover,
Case ApplicationType != New credit} → A Pending
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These two counterfactual rules provide the least changes (split conditions
not fulfilled by the data instance to be explained) one has to make to obtain
the desired outcome. Again, the derived explanations match the findings of the
BPIC2017 academic winner [24]: Applications of type “limit raise” or applicants
with higher credit scores indeed have higher acceptance rates (recall that state
A Pending means accepted; see above).

Threats to Validity. Concerning external validity, we used a large, real event
log (BPIC2017) widely used in related work. Still, we only performed our exper-
iments for a single event log and used only one type of black-box prediction
model, which thus limits the generalizability of our findings.

With respect to internal validity, sample-based explanation techniques
(including lime, lore, and loreley) face potential instability due to their
stochastic nature. That is, the generated explanations can be expected not to be
the same when applying the techniques to the same input. As a result, the met-
rics reported above might be different. Examining the stability of the technique
requires significant additional compute resources and time.

7 Limitations

Similarity Threshold Depends on the Encoding of Prefixes. Since the
fitness calculation in Eq. 1, specifically the distance calculation d(x, z), needs
the attribute vectors to be the same length, the similarity threshold depends on
how the prefix is encoded. For example, when using index-based encoding [29],
setting the similarity threshold to 0 may be necessary because the fitness function
cannot compute the distance between two prefixes with different lengths. This
dependency is due to the distance calculation in the fitness function. A way to
avoid this is to map the prefix vectors of different lengths to the same dimensions
for fitness calculation by using dimensionality reduction techniques.

Finding Influential Predictors Based on Control Flow. Another limita-
tion of loreley is that it may not be able to find influential predictors that are
based on control flow. We use edit distance to identify prefixes that have similar
control flow. However, two prefixes with very large edit distance could be very
“similar” based on a process model. Take BPIC2017 as an example, we might
want to explain an instance with only one offer event in the prefix. While [24]
shows that the number of offers is one of the decisive factors to the outcome of
the process, loreley is unlikely to include prefixes with more than one offer
due to the way it calculates similar prefixes. A possible extension of loreley
could be to use the process model to identify similar prefixes instead of using
the edit distance.

8 Conclusion and Outlook

This paper introduced loreley, a counterfactual explanation technique for pro-
cess predictions. loreley extends lore [10] to ensure the explanations conform
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to the underlying process constraints. Experimental results indicate that lore-
ley is able to approximate the prediction models with high fidelity and generate
realistic counterfactual explanations.

As future work, we plan to address the current limitations of the technique.
In addition, we will evaluate loreley with further benchmark datasets and
different black-box prediction models, as well as analyze the stability of the
technique by comparing the difference of explanations generated by different
runs for the same input.
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Abstract. In the Higher Education Sector (HES), we see increasingly Artificial
Intelligent (AI) agents in the form of chatbots or interactive virtual agents indis-
tinguishable from people and a unique example of human-machine interaction
using natural language processing. They are becoming one of the main techno-
logical tools to ensure accreditation and e-learning, while providing better adap-
tive learning. This conceptual paper aims to examine the factors that affect the
intention to use AI agents/chatbots for adaptive learning in HEI from a socio-
materiality perspective taking into consideration the mcdonaldization effect. An
extended UTAUT (Unified Theory of Acceptance and Use of Technology) model
is proposed to be evaluated in the HES context.

Keywords: Higher education sector · Higher education institution · AI agents ·
Chatbots · Sociomateriality ·Macdonaldization · UTAUT

1 Introduction

The higher education sector (HES) has undergone numerous changes and modifications,
as a result of internationalization, students’ mobility [1], quality assurance processes,
accreditation frameworks, and lately the COVID19 pandemic. The mode of delivery in
HES has gradually shifted from conventional face-to-face settings, to distance learning,
e-learning, and hybrid [2].

Henceforth, an urgent need to innovate and to adopt new teaching and evaluation
approaches has emerged, rendering Higher Educational Institutions (HEI) more adap-
tive to the new external environment and to students and teachers needs for learning and
teaching [3]. Indeed, ensuring adaptive learning while seeking accreditation, provided
HEImany opportunities for innovations and for acceleration in novelty and invention [4].
From this perspective, we are witnessing the increased pace of technological transfor-
mation within HEI, particularly the emerging coupling of e-learning technologies with
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Artificial Intelligence (AI) and more specifically AI agents or Chatbots. Quite often,
chatbots are not distinguished from human discussants thanks to advances in AI that
can simulate a conversation or imitate a natural language discussion through messaging
applications, websites, mobile apps, and the telephone [5].

In fact, Chatbots, or interactive virtual agents (also known as interactive agents,
digital assistants, artificial conversation entities, and smart bots) that participate in con-
versational dialogues with humans, are a unique example of human-machine interaction
using natural language processing. They are becoming one of the main technological
tools to ensure accreditation and e-learning, while supporting HEI in providing better
adaptive learning [6].

However, two major concerns are emerging with regards to the above: the first one
is the social impact of such technologies on various HEI stakeholders (students, pro-
fessors, and others). The social impact will be discussed using the Sociomateriality
theory that tries to comprehend the interactions between social and material actors [7],
and to explain the entanglement of human and non-human agents [8]. In our study AI
agents/chatbots represent thematerial part, and their use and impact on HEI stakeholders
represent the social part. The second concern addresses the institutional mcdonaldiza-
tion and rationalization trap caused by the innovation and accreditation trends in HEI.
In fact, for [9], mcdonaldization is the processes of becoming hyper-rationalized where
each activity is being broken down into its component parts, taking into consideration the
four McDonaldization’s concepts: efficiency, calculability, predictability, and improved
control [10]. Mcdonaldization in HEI is associated with rationalization of teaching and
research to serve straightforward ends; as a result, universities are doing the same pro-
cesses, using common technological tools for accreditation and innovation to achieve
mutual objectives for adaptive learning [9]. For [11], academic degrees lost their rela-
tionship to knowledge and education due to the McDonaldization of education, which
solely pushed the credentials needed to attain a certain aim (accreditation).

In such new normal context, and with the adoption of AI agents/chatbots in HES,
we propose to study the factors that affect the intention to use AI agents/chatbots for
adaptive learning in HEI from a sociomateriality perspective taking into consideration
the mcdonaldization effect.

For this purpose, we will start with a brief contextual and theoretical backgrounds.
We will first address an overview about AI, AI agents/chatbots, and the use of these
chatbots inHEI. Then,we shall briefly present a summary review about our core theories:
the adaptive e-learning, the Mcdonalidzation, and the sociomateriality. Then we shall
present our proposed model. Finally, we shall conclude our work with our contributions
and further research.

2 Contextual Background: HEI and AI Agents/Chatbots

Despite, or perhaps because of the tremendous rise of academic research in relation to
intelligent automation (AI andAI agents, etc.), we still don’t have a complete understand-
ing of the implications of its use and impact on our lives [12]. Researchers, consumers,
and architects of information systems have long been captivated by the idea of inter-
acting with a computer as effortlessly as one would with another human [13]. In fact,
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there is a lack of literature on the use of AI agents/chatbots and their impact especially
in the HES. Besides, there is yet a dearth of study on adaptive learning in the HES;
as for the mcdonaldization and sociomateriality theories, they are covered by previous
articles [14, 15], but their link to AI agents/chatbots specifically in HES is rare to find.
Finally, researches covering the use AI agents/chatbots for adaptive learning in HES,
from a mcdonaldization, and sociomteriality perspectives, do not exist at all, implying
that theory-driven research on the factors that affect the usage of these technologies is
still having a lack [12].

We propose to fill these gaps through our article that examines theoretically the
factors that affect the use of AI agents/chatbots in HEI for adaptive learning, based on
the adaptive e-learning, the mcdonaldization, and the sociomateriality theories.

2.1 Artificial Intelligence and AI Agents/Chatbots

The nature of technologies that are recognized as Artificial Intelligence (AI) has changed
over time [16]. For [17], AI is the ability to independently comprehend and learn from
external data in order to attain particular results through flexible adaptation. It is also the
ability of computers to execute human-like cognitive tasks, such as manipulating and
moving objects, sensing, perceiving, problem solving, decision-making, and invention
[18]. The emergence of AI is profoundly affecting our lives, through inventing intelligent
machines, developing innovative services, and improving efficiency across nearly every
aspect of life [19].

The rise of AI-powered digital transformation has become an important driver of
change in various industries [20]. For instance, several AI tools such as evolutionary
algorithms, fuzzy sets, artificial neural networks, and chatbots are being employed in
a variety of organizational functions [21]. With this regards, AI agents/Chatbots or
Virtual Assistants are the new tools that have hit the market, designed to simplify the
interaction between humans and computers. A chatbot is anAI software that can simulate
a conversation (or a chat) with a user or imitate a natural language discussion (or chat)
throughmessaging applications, websites, and mobile apps or through the telephone [5].

Conceptually, the core technical capacity of AI chatbots focuses on virtual conver-
sational agents or avatars that emphasize on synthesizing multimodal signals such as
images, videos, and sounds to mimic human-to-human conversation. The widespread
use of “digital assistants”, the growth of bots on chat platforms, and the integration of
voice control into a wide range of consumer products all demonstrate this (Amazon’s
Alexa, Apple’s Siri, Microsoft’s Cortana, …) [22].

Natural language processing (NLP) techniques have advanced rapidly in recent years,
resulting in AI agents/chatbots that facilitate natural human-computer conversation and
frameworks that allow these techniques to be easily applied. In addition, IntelligentTutor-
ing Systems (ITS) have enormous potential, especially in large-scale distance teaching
institutions, which run modules with thousands of students, where human one-to-one
tutoring is impossible [23].

With this regard, it is interesting to examine if the advancements in AI have a pos-
itive impact on HEI; Indeed, AI agents/chatbots that rely on Deep Learning (DL) to
assist provision of information are being implemented in the HES. These chatbots are
accessible through different digital hubs: websites, mobile and messaging applications,
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SMS, etc. In fact, the COVID-19 pandemic triggered many online applications based
on cloud computing AI, blockchain, big data, and deep learning (DL) [24]. But what
kind of impact these particular features have on the users’ intentions? And what are the
factors that affect the use of these technologies? These are some of the questions that
we study in the sequel.

2.2 Higher Education and the Use of AI Agents/Chatbots

AI applications in education have been increasing in number and have received a lot of
attention recently [23]. In fact, in order to adapt to the new norm of teaching and learn-
ing, the COVID19 pandemic serves as an example for the digital transformations that
were initiated due to the need for social distancing and they are still employed nearing
post pandemic. Moreover, the rise in the use of AI agents/chatbots, and other technolog-
ical tools for online education (language apps, interactive tutoring, video conferencing
platforms, online learning tools…) is impressive [25] in view of the overall demand for
online education that is expected to reach US $350 billion by 2025 [26].

In the context of HEI, the educational use of chatbots is an emerging area of exper-
imentation [22]. AI agents/chatbots can quiz existing knowledge, trigger higher student
engagement with a learning task or support higher-order cognitive activities [27]. When
used within a large group of students, AI agents/chatbots can solve the problem of indi-
vidual student support and contribute to personalized learning [28]. AI agents/chatbots
also facilitate administrative duties for student advising and support while offering the
framework of the learning process, picking and arranging content to match the stu-
dents’ needs and speed, and aiding in learning motivation and functioning as a learning
companion through dialogue and collaboration [29].

Initiation, response, and feedback (IRF) are the aspects that make up the inter-
action between the AI agents/chatbots and the student according to [30]. These AI
agents/chatbots also allow students to connectwith one another; such interaction includes
a discussion component (D), resulting in IDRF [31]. In sum, chatbots in education can
help with queries, administrative and management duties, student mentoring, incen-
tive, student learning assessments, simulations, training specific skills and abilities, and
giving reflection and metacognitive tactics, among other things [28].

Moreover, several studies show that chatbots can support the teaching–learning pro-
cess across a range of subjects with various degrees of success [22]. Indeed, AI in HEI
can promote collaborative learning by supporting adaptive group formation based on
learner models, by facilitating online group interaction or by summarizing discussions
that can be used by a human tutor to guide students towards the aims and objectives
of a course [23], and where Virtual agents can act as teachers, facilitators or students’
peers. In reality, educational leaders were actively engaged in AI adoption discussions
and began to develop organizational structures to assure the successful adoption and
application of AI [32].

The following table shows a comparison between the “Traditional Learning System”
predominantly teacher-centered and the new AI Bot System where the focus is on both
student and tutor [33] (Table 1):
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Table 1. Traditional learning system (teacher centered) vs. AI bot system [33].

3 Theoretical Background

3.1 Adaptive E-Learning

E-learning or online education is changing the way we approach teaching and learning,
where modifications in the way of delivering educations have been fast and transforma-
tional [34]. According to [35], the market of e-learning all over the world will be over
US $ 243 billion in 2022.

In fact, the adaptive e-learning theory is based on individualized education in order
to manage education in an individualized fashion. Adaptive learning is based on features
and information about the student’s learning style to cover primarily sensory preferences
of perceptions (verbal, visual, etc.) and social aspects of the motivation to study [36].
Other factors include affective aspects of themotivation to study, learning tactics, includ-
ing orderliness, the way of processing information, the approach to study, the degree of
self-regulation, the ability to self-manage the study process, the success rate, and other
factors [36]. Teachers and students have had to rapidly adapt to an environment where
traditional face-to-face classroom environments are significantly more challenging [37].

Adaptive e-learning in higher education is based on personalized learning paths
derived from algorithms, course analytics, assessment data, and student feedback, and
can be used to give remediation as well as assist learners in achieving topic mastery
[38]. It allows pupils to use existing knowledge and learn new material faster. It is an
innovative technique of improving student engagement, motivation, and performance
by personalizing the student experience in response to specific student reactions [39]. In
an online environment, what was once very easy to accomplish face to face (F2F) like
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practical demonstrations, becomes quite challenging requiring subject matter experts to
become adept at the use of rapidly evolving learning technologies that are not commonly
used to teach hands-on activities in their field [40].

Because of the constant changes in teaching and learning of the same curriculum that
are conducted in a different manner to suit the needs of each student, HEI, professors,
doctors, educators, and students have all had to adapt to it, forming an adaptive e-learning
phase [36]. Hence, the future of e-learning must be built on principles of openness and
equality with an education in digital competence [22].

Indeed, since the outbreak of the COVID19 pandemic and the astonishing transition
to online education, the usage of innovative tools like AI agents/chatbots has become
critical for e-learning adaptation and survival in the new normal. As a result, there has
been a growing awareness of the potential benefits of adaptability in e-Learning. This is
mostly due to the awareness that traditional methodologies cannot reach the objective
of personalized learning, especially on a “massive” scale [41].

The context of HES is witnessing continuous changes and innovations. For instance,
the COVID19 pandemic led to the shift to e-learning method, where technology was
the major solution to adapt to these changes. New tools, and pool of resources such as
Microsoft teams, Zoom, Google Hangout, AI agents/chatbots were taken into consider-
ation in universities to ensure innovative methods for an adaptive learning to the changes
that are happening in this sector, initiating then innovation never seen before within HEI.

Indeed, the fact of seeking accreditation open doors for innovation through techno-
logical instrumentals or tools such as the use of AI agents/chatbots at universities, and
make us wonder about its impact on the members of the social system in HEI (mainly
educators and students).

3.2 Mcdonaldization Theory

McDonaldization is the tendency for the processes to become hyper-rationalized, with
each activity being broken down into its component parts; it’s entirely based on Max
Weber’s idea of academic legitimacy [9].

[10] analyzes the social processes he characterizes in four important features
as ‘McDonaldization’: efficiency, calculability, predictability, and improved control
through the replacement of human labor with technology, using a neo-weberian per-
spective. He emphasized that McDonaldization is an irreversible process that pervades
most of the modern world, including HEI, to varied degrees. For [9], if we relate these
four concepts to the HES, we can note that ‘Efficiency’ states to reorganizing the univer-
sity to achieve market-defined ‘value’ goals, both financially and in terms of government
funding, and to the student ‘stakeholder’, and the competent ‘production line’ of grad-
uates to meet the continuous changes of needs, or the ‘challenges’ of globalization and
guarantee ‘knowledge transfer’. The ‘predictability’ of the ‘McDonaldization’ route in
higher education, where the rationalization of teaching and research to suit straight-
forwardly economic purposes may be seen. We may see this process of instrumental
planning and rationalization in the rising loss of academic autonomy and bureaucratic
“performance assessment” when we apply the fourth part of Ritzer’s thesis to higher
education critically.
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[42, p. 233], emphasized how the McDonaldization of universities emerges through
adoption of replicated technology to manage processes and to reduce ambiguity. Indeed,
as universities continue to face changes, all HEI attempt to re-skill educators and students
in order to prepare them to adapt to new learning and teachingmethods. In terms of virtual
engagement and creativity, the latest technological tools and practices have the potential
to benefit both staff and students, as well as the whole university, which lead all HEIs’
to be part of the mcdonaldization and rationalization [43].

Thus, the loss of human control in some places and the replacement of human labor
with technology (AI agents in our case), demonstrate that amacdonaldization effect is on
the rise within the HES. Max Weber link the manifestation of such mcdonaldization to
bureaucratic reasoning and thinking within organizations and the structure they impose
on human interaction that leads to an increasingly rational thinking [9].

3.3 Sociomateriality Theory

In organizational contexts, sociomateriality tries to comprehend and explain the inter-
actions between social and material actors [7]. The social is the result of interactions
between people and nonhumans that shape and are shaped by each other [44]. TheMate-
rial refers to everything in our life, according to [45], whether natural or technological,
organic or inorganic. The role of non-humans as an active part of the social debate
has been on the agenda of many scholars [15, 45, 46] who seek to understand social
phenomena as the product of interaction between humans and non-humans.

Beyond understanding the entanglement of human and non-human agents, ways they
might formorganizations, their practices, and changes, sociomateriality is also a valuable
alternative for (re)thinking organizational phenomena [8]. This theory is the outcome of
investigating the social and material components of technology and organization while
assessing how human bodies, spatial arrangements, physical items, and technologies
intertwine with language, interaction, and practices [46]. It provides a fresh approach to
studying technology in the workplace, as it allows researchers to look at both the social
and the material aspects at the same time [47].

Alignment and misalignment of technology’s material properties and social inter-
actions are discussed by [46]. He emphasized the importance of comprehending how
technology is deployed in enterprises while not overlooking the human component. This
theory tries to illuminate the social, which is represented by the various stakeholders
within HEI, and its infrastructure as a sociomaterial assemblage with academic learn-
ing, teaching, institutional goals, architectural intent, technology, personnel, students,
and pedagogic outcomes, constructed by all actors in an active symbiosis of becoming
[48]. Indeed, the Sociomateriality theory emphasizes the use of material change to foster
collaborative and inclusive academic environments, where staff and students can learn,
belong, and grow as members of a scholarly community, with a focus on how individuals
learn in organizations [49].
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[15] emphasizes the significance of comprehending how people and technology
interact in daily life. [47] raise concerns about the separation of the technical from
the social by debating the concept of constitutive entanglement between the social and
the material, which refers to the interaction of human and technological elements in
organizations.

Within the context of e-Learning, a sociomaterial perspective gives the relation
betweenHEI’s stakeholders, especially educators and students (the social), and the use of
technology, particularly AI agents (the material). It also outlines the interaction between
teachers and learners and these technological tools, a new dimension through balanc-
ing any modification to preexisting methods and models to ensure a successful adaptive
learningwithin the continuous changes happening in theHES. It is interesting to examine
what are the factors that affect such use.

4 Factors that Affects the Use of AI Agents/Chatbots for Adaptive
Learning in HES: The Proposed Research Model

Understanding the reasons for rejecting or adopting emerging technologies has become
critical. As a result, technology acceptance concepts, theories, and models expect to
bring the idea of how individuals may accept, understand, and use the latest technology.
[50] proposed the Unified Theory of Acceptance and Use of Technology (UTAUT)
framework to explore and analyze the acceptance of technology and its reasons in infor-
mation systems (IS) research. The UTAUT model has been used in a variety of fields
and cross industry; from interactive whiteboards [51], and mobile health [52], to ERP
software acceptance [53].

[50] developed a unified model that brings together different perspectives on user
acceptance and innovation adoption. Four essential concepts are included, that is,

• “performance expectancy” (one of the main influencing factors towards information
system adoption and use);

• “effort expectancy” (or the degree of easiness and the amount of work involved with
using the technology; individuals are less likely to want to use technology if it is seen
to require more effort);

• “social influence” (or the individual’s perception of how crucial superiors, peers, and
subordinates believe he or her should use the technology), and

• “facilitating conditions” (in terms of computer hardware and software required for the
technology use) are direct predictors of behavioral intention and, ultimately, conduct,
and that gender, age, experience, and voluntariness of usage modify these dimensions

According to many authors [50–52], theses constructs are directly associated with
Behavioral Intentions (BI) which is defined as users’ intention to use the system, and
Use Behavior (UB) (Fig. 1).
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Fig. 1. Basic UTAUT model [50]

Our proposal for the research model is an extension of the Unified Theory of Accep-
tance andUse of Technology (UTAUT) to address the specificities of the use of AI agents
for adaptive learning in higher education institutions. UTAUT has been widely used as a
theoretical lens by academics undertaking empirical investigations of user intention and
behavior in technology adoption research. However, many other factors can be explored
to determine use behavior in HEI from the above-mentioned theoretical perspective. We
propose to add new variables and/or factors that could influence users’ behaviors and
acceptance of technology, and test them within the HES through teachers and students’
behaviors and acceptance of AI agents/chatbots usage.

These factors/variables are security and privacy (of the data collected and the con-
cerns raised), Trust in Technology (or confidence in the AI agents and whether users
are prepared to share and offer their data and information [54], individualized or per-
sonalized education (or tailored learning techniques to meet the students’ specific needs
[55], Perception of equality and fairness, and engagement. Furthermore, we propose to
add two moderators to the existing four; these moderators are: Collaborative Learning
(to enhance learning processes) and Learning Motivation (that accelerate the adoption
process).

Thus, in our context, we propose the following theoretical extended UTAUT
Model, where HEI’s stakeholders (users) acceptance for AI agents/chatbots technology
(adoption of a new technology) within the HES (Fig. 2).
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Fig. 2. Proposed extended UTAUT model

5 Conclusions and Future Developments

In this article, we outlined and examine the factors that affect using AI agents/chatbots
applications in HEI. The main objective of this research was to highlight the factors that
affects the use of AI agents/chatbots for adaptive learning in the higher education sector.
This approach will be ultimately considered as a step closer to the process of using AI
agents in HEI.

In fact, the contributions of this study are threefold; first we contributed to the-
ory by adding one more context to test the UTAUT model in HEI for the usage of
AI agents/chatbots. We contributed to the theory by suggesting additional variables to
the UTAUT through the theoretical perspective we used (sociomateriality and mac-
donaldization). Furthermore, this study advances the literature by offering key insights
for practitioners and scholars interested in studying HEI when it comes to the use of
chatbots for adaptive learning. In fact, we filled a gap in the current literature on the
use of chatbot technology in HEI. Finally, on a practical level, this study gives HES’
professionals important information on the factors that influence the use of chatbots in
HEI.

Upon addressing the theoretical perspectives based on the proposed framework
and proposing hypotheses, we shall carry on with a quantitative methodology and a
hypothetico-deductive approach [56, 57] in order to collect data through a survey and
test the validity of the hypotheses. In fact, the next step will be addressing around
1000 questionnaires to different stakeholders of HEI including academic faculty edu-
cators (professors, doctors, etc.), students, accrediting agencies, vendors and suppliers,
employers, government, alumni, parents, donors, technical administrative body, etc.
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Abstract. Innovation requires a specific management approach and it seems that
emerging technologies are able to provide additional value to innovators for bet-
ter handling the unknown and unpredictable environment in which innovation is
developed. The innovation process is the best known methodological and sys-
tematic way for innovations to be developed and whether artificial intelligence is
already used and how exactly in this process, is the focal point in this study. The
research was motivated by the frequency of innovation’s failure during develop-
ment and the diverse case studies in the literature in which artificial intelligence
has been used to support the successful development outcome. We used a bib-
liometric analysis for sheding the light and bringing more understanding for the
new managerial techniques through artificial intelligence as part of the innovation
management in the last 20 years research. The results of this study are particu-
larly important for innovation managers who are not first adopters and need more
analysis of the application of artificial intelligence, the outcomes, benefits and
disadvantages of this use as part of the innovation development and innovation
process. The paper contributes by summarizing the current research on the topic
and outlines the research agenda for its further evolution.

Keywords: Artificial intelligence · Innovation process · Innovation
management · Project management · Stakeholder management · Technology
management · Innovative projects

1 Introduction

Artificial intelligence (AI) is increasingly involved in various management processes
to make them more effective, both to replace manual or mental human labour and to
intensify the results. Innovation and technology development are widely recognized as
an activity leading to competitiveness and leadership in business, as well as to sustain-
ability and pioneering in public policy, education and the environmental context [1].
AI technology has already been applied in all these areas since the science literature is
full of case studies and analysis from technical [2] managerial [3], and societal perspec-
tive [4]. However, project management and innovation process as managerial horizontal
activities, influencing all sectors and functions of an enterprise, have both being highly
impacted by AI in several contexts and still their nexus is under-researched [5]. This
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study aims to reveal howAI is involved in themanagement of innovation projects and the
innovation process itself. We will go the extra mile after the comprehensive and broad
article of AI and innovationmanagement, which offers a review, framework and research
agenda by Haefner et al. [6] in 2021 by diving deeper to the main tool of developing
innovation – the innovation process.

We conducted a bibliometric analysis to shed light on the achievements on the topic
and to answer these three main research questions (RQ) in order to open the further
development of AI as a participant and supporter of the innovation process.

RQ 1:What are the areas/phases of innovation development process whereAI hasmostly
been used so far?
RQ 2: How is AI used in innovation projects or project management?
RQ 3: What are the trends for further development of applying AI for innovation
development as part of the innovation process?

The research design is based on some common bibliometric methods as these are
recommended for business research by Donthu et al. [7]. For addressing the research
questions and also to gain a one-stop overview and identify some knowledge gaps,
we investigated 83 articles and conference reports which met the inclusion criteria for
consideration in this study. The results are one of the first attempts of raising the bar
on AI as a participant in projects as well as its importance for replacing some of the
sup-phases and activities, which are part of the innovation development and innovation
processes from managerial perspective.

2 Theoretical Background

2.1 Artificial Intelligence in Process Management

Artificial intelligence has already been applied in several contexts to boost and optimize
process management.

2.2 Project Management for Innovation

Over the last decades, the project structure has established itself as an effective tool for
managing complex new activities such as the development of innovations [8]. Innovation
development and innovation processes are usually conducted through project organiza-
tion [9], because the usual uncertainty in which they are processed is easily manageable
through project management [10]. These projects are often called innovation projects
and their identification is not always so evident [11]. For many companies, improving
and increasing innovativeness and the ability to develop innovations is the most substan-
tial factor for growth [12]. Unfortunately, while the value of these projects for companies
is significant and even growing, these kind of projects failure rate is also extremely high
[13].

Project management is the part of the project knowledge that explores the more
optimal and successful management of these initiatives. However, conventional project
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management methods are often insufficient for managing innovation projects [14]. As a
result, project management and innovation development/process are two separate areas
of knowledge and the two streams of research have been relatively isolated from each
other, but still the boundary between these two domains often overlaps and blurs [15].
Notwithstanding, innovation and project management have been identified as cross-
bordered research areas and are often analysed from a single managerial perspective
[16] living in ambivalent environment [17].

2.3 Innovation Process

The innovation process is usually considered as a sequence of activities that lead to an
innovation result, often categorized as a product, process, organizational or marketing
innovation. Rodgers [18] defines innovation development as a process containing solu-
tions, activities, relationships and environmental considerations, as well as their impact
on an object that materializes after identifying a need or problem, has been in the pro-
cess of research and development, and then this is being commercialized. The phases
and structure of the innovation process generally depend on the field of the project, the
science and environmental obstacles, the level of uncertainty [19]. It may also depen-
dent on the actors and contributors involved, the objective or the environment where the
innovation development takes part [20].

3 Research Design

The research design is organized following the main principles of bibliometric analysis
as this method can extract relevant information from a large number of publications and
to elicit the information for answers to the research questions in this study.

3.1 Data Selection

The scope of this research was defined by conducting a Boolean search in the Sco-
pus database for extracting high-quality publications [21] on the matters of innovation
process and artificial intelligence that are mutually discussed and analysed in a single
publication. The formula used was the following:

TITLE-ABS-KEY (“innovation process” AND “artificial intelligence” OR “AI”).
After conducting the search, 83 publicationsmet the search criteria. The details about

the scope are described in Table 1.
The topic of AI in the innovation process has been increasingly researched over the

last 5 years and especially after 2018. The data about 2021 was gathered in the middle
of 2021 which is the reason of the smaller number in this last period. We still decided
to keep the results to cover the topic in its entirety (Fig. 1).

In Fig. 2 are presented countries of origin, keywords and keywords plus of these
83 publications. The larger amount of publications come from Austria and Germany.
Beside the words that used in the search criteria, keywords are also: machine learning,
sustainability, deep learning, big data, problem solving, knowledgemanagement, patents
which reveal the general path of the research in the area of AI I the context of the
innovation process. Deeper insights are analysed in the results’ section of the study.
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Table 1. Data selection and scope for bibliometric analysis

Timespan 2000:2021

Sources (Journals, Books, etc.) 69

Documents 83

Average citations per documents 7.181

References 3245

Article 40

Book chapter 4

Conference paper 39

Authors 246

Fig. 1. Annual scientific production on AI in innovation process

Fig. 2. Countries of origin, keywords and keywords plus of the publications in scope
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3.2 Bibliometric Analysis

Bibliometric analysis was applied as a systematically proven type of research frommany
scholars [22] and is currently considered one of the most effective scientific methods for
understanding the research field from a historical, holistic and interdisciplinary perspec-
tive [23]. Bibliometric analysis facilitates the mapping of the current research as well
as identifies knowledge gaps, streams of research already done, authors information,
and recognizes further research agenda [24]. Bibliometric analysis is effectively used
method to explore the emergence of the domain of digitalization and innovation [25]
and has the ability to monitor the research and forecast future research trends [26].

In this study, we applied the following bibliometric analysis to address the core topic
of digitalization of the firm’s innovation process in the particular field of using AI and
to find insights to answer the research questions:

• Wave analysis – three-plot (countries, sources, keywords, journal labelling)
• Citation analysis
• Keywords analysis
• Top-tier Journals
• Country of research analysis

For the purpose of bibliometric analysis, R software has been used and its package
Biblioshiny in particular.

4 Results and Discussion: Artificial Intelligence in Innovation
Process

The results are based on the selected 83 that met the criteria of the simple Boolean
search in the Scopus database. Looking at the words in titles, only the bigrams show that

Fig. 3. Most relevant words in titles, bigrams



432 Z. Yordanova

innovation system, business models and data analytics are other innovation management
concepts already researched in the context of AI and innovation process. Agricultural
innovation was definitely the field where most of the research took place to render the
innovation process with the means of AI (Fig. 3).

The very same analysis, but in the abstracts of the 83 publications reveal same
trending topics such as business model, innovation systems and agricultural innovation,
but also some new directions of research: model innovation, sustainable development
and multi business. Deeper analysis within the abstracts reveals that in the context of
agricultural innovation, wide topics are the foci of the research such as: smart innovation,
agricultural innovation systems, policy making, innovation framework, etc (Fig. 4).

Fig. 4. Most relevant words – abstracts, bigrams

A three map shows the most spread words in titles in the scoped publications. Beside
the expected words participating in the search criteria, widely used were also: model,
knowledge, systems, design, management, analysis, support, sustainable, technology,
agile, learning (Fig. 5).

The word dynamics method indicates the diversity in the topics over the last three
years. Main reasons for this new comers as hot topics are the adoption of AI within the
innovation process in more industries, firms and teams which supported the researchers
to makemore analysis on the further development of this application. Since AI is rather a
new and expensive technology, the research is still based on study cases mostly (Fig. 6).

We analysed the thematic evolution following the statistical recommendation of the
used softwareR and since the last two yearswere themost intensified in terms of research
on AI in the innovation process, we based the evolution analysis on 2016, 2020 and 2021
(even though 2021 data covered only publications until 06.2021). 33 publications out of
the whole dataset of 83 were published in only year and a half. The thematic evolution
went from radical innovation to data analytics, from AI to deep learning (Fig. 7).

The thematic map, sorting out four groups using the technique proposed by Cobo
et al. [27], is a strategic thematic map, plotting the themes into four quadrants (clusters
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Fig. 5. Three map on titles, unigrams

Fig. 6. Word dynamics growth, author keywords, per year

Fig. 7. Thematic evolution 2016, 2020 and 2021
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of keywords) including Motor, Transversal, Niche, and Peripheral themes according to
their centrality and density rank values along two axes. TheMotor Themes are both well
developed and important for the structuring of the analysed research field [28]: innova-
tion systems, agricultural innovation, intellectual property, AI, innovation management.
Themes in the upper-left quadrant are Niche Themes and they have well developed
internal ties but unimportant external ties which put them into position of being only
marginally important for the field [28]. They have peripheral character in the context of
AI use in the innovation process: accounting information, information system, business
model and model innovation. Themes in the lower-left quadrant are both weakly devel-
oped and marginal. The Emerging Themes (low and left on Fig. 8) have low density
and low centrality, mainly representing either emerging or disappearing themes [28] and
these are: data analytics, design thinking and space technologies. Themes in the lower-
right quadrant are important for the research field but are not developed [28] enough,
they are called as transversal and general, basic themes: innovation process. The thematic
grouping reveals that innovation process in terms of AI use is still under-researched and
the basic topics are still centred only around the innovation process itself, without break-
ing it down to elements, factors or correlations with other management processes. This
thematic grouping analysis shown on Fig. 8 is based on bigrams only to focus on more
hidden and not-obvious patterns in the current research agenda.

Fig. 8. Thematic map – titles, bigrams

Trending topics are proposed by Fig. 9 using unigrams word analysis in titles of the
analysed 83 publications indexed in Scopus. The trending words are arranged in time
periods. An interesting observation brings the insight that in the last two years, the diver-
sity and number of trends have increased and have been more oriented towards the core
of the research topic in this study: innovation process with the use of AI for management
purposes (potentially with using design techniques and innovation systems).

The Conceptual Structure Map, employing the multiple correspondence analysis
(MCA)methodvisualizes the conceptual structure in a two-dimensional plot. Conceptual
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Fig. 9. Trending topics, unigrams in titles

structure is used to understand the topics covered by researchers (so-called research front)
and to identify what are the most important and the most recent issues [29]. There is an
identified nexus between research on innovationmanagement topics such as: smart tools,
innovation systems, factors for dynamics, conditions of the environment. However, the

Fig. 10. Conceptual structure map
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AI use in the innovation process has been analysed also in completely different context
of the managerial, and it is the space technology (Fig. 10).

For further research in the next years when the growing trends of publications and
experimentation of the use of AI in the innovation process will continue to exponen-
tially increase, we recommend a systematic analysis to be conducted in order for some
clear patterns and concrete use to be revealed. In such a systematic analysis, border
publications and out of scope science fields should be extracted and several inclusion
and exclusion criteria should be applied for the purpose of organizing best practices for
managerial purposes.

5 Conclusion

This study provides a bibliometric analysis on the science literature indexed in the Scopus
database for the use and application of AI in the innovation process. The results show
that such a use has predominantly amanagerial context and is still under-researched. The
analysis on 83 publications show some nexus to close concepts that are jointly analysed
by scholars such as: innovation systems, model innovation, data analytics, information
technologies. We started this study with the motivation to address our research questions
and we partially achieved the necessary outcomes and insights to answer them.

RQ 1: The current research has not revealed any proper phases, part of the innovation
process where AI has already been applied and could render the process and make it
optimal. Thus, we call for further research on the question on how AI is incorporated
and designed for the purpose of improving the innovation process with all challenges
which this process is facing.
RQ 2: AI is used in agricultural innovation project and in health innovation according
to the literature. Still, this research focused only on the innovation process and does not
cover AI use in pure project management. However, we can suggest that a knowledge
gap is identified in the AI application for managing innovations since the topic is of a
growing interest and still not sufficient results show clear application path. Following
some research evidence from the literature that more than 50% of the SMEs are non-
innovative [30], we call for further research on the field of the application of AI in the
innovation processes of enterprises in order to boost, provoke and support innovation
when this is not part of the organizational motivation and purpose of the enterprise.
This would be even more relevant in crisis and for measuring the impact assessment in
different industries and performance on a firm level [31].
RQ 3: We identified several knowledge gaps from practical application perspective on
the managerial use of AI in the innovation process. For further development of applying
AI for innovation development as part of the innovation process is essential the process
phases to be clearly identified from theprismof applyingofAI. Fromanother perspective,
AI application is also dependent on data gathered within the innovation process, such
as ideas, selection criteria of ideas, market analysis on innovation potential in different
industries and on diverse markets, customer expectations and innovation diffusion, etc.
As a first step in theAI development formanagerial use in the innovation process, we call
for urgent research on the types and content of data needed in order such first versions
of algorithms to be created and applied.
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Abstract. Heart disease (HD) is one of the utmost serious illnesses that afflict
humanity. The ability to anticipate cardiac illness permits physicians to deliver
better knowledgeable choices about their patient’s wellbeing. Utilizing machine
learning (ML) to minimize and realize the symptoms of cardiac illness is a worth-
while decision. Therefore, this study aims to analyze the effectiveness of some
supervised ML procedures for detecting heart disease in respect to their accu-
racy, precision, f1-score, sensitivity, specificity, and false-positive rate (FPR). The
outcomes, which were obtained using python programming language were com-
pared. The data employed in this investigation came from an open database of the
National Health Service (NHS) heart disease which originated in 2013. Through
the machine learning (ML) technique, a dimensionality reduction technique and
five classifiers were employed and a performance evaluation between the three
classifiers- principal component analysis (PCA), decision tree (DT), random for-
est (RF), and support vector machine (SVM). The NHS database contains 299
observations. The system was evaluated using confusion matrix measures like
accuracy, precision, f1-score, sensitivity (TPR), specificity, and FPR. It is con-
cluded that ML techniques reinforce the true positive rate (TPR) of traditional
regression approaches with a TPR of 98.71% and f-measure value of 68.12%. The
true positives rate which is the same as the sensitivity was used to evaluate the
accuracy of the classifiers and it was deduced that the PCA + DT outperformed
that of the other two with a sensitivity of 98.71% and since the value is on the
high side, this implies that the classifier will be able to accurately detect a patient
with HD in his or her body.
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RF Random Forest
SVM Support Vector Machine
FE Feature extraction
FS Feature Selection
HD Heart Disease
DM Data Mining

1 Introduction

Cardiovascular illnesses are the biggest cause of mortality globally, as reported World
Health Organization (WHO) [1], with 17.9 m persons dying per annum. Obesity, high
blood pressure, hyperglycemia, and excessive saturated fat are all linked to an increased
risk of heart disease [1]. Additionally, the American Heart Association [2] associates an
increase in weight for instance 1–2 kg daily, sleeping difficulties, limb edema, persistent
cough, and a fast heart rate with HD symptoms. Due to the symptoms’ nature being
similar to other diseases or mistaken with indications of age, diagnosis is a challenge for
practitioners. Physicians now have a new chance to enhance patient diagnosis because
of the rise in medical data gathering [3]. Physicians have expanded their use of computer
technology to aid administrative activities in recent years.

Machine learning (ML) is becoming an essential tool in the healthcare sector to
assist with patient diagnosis. ML is a diagnostic technique that is employed once a job is
big and complex to analyze, for instance, converting a healthcare account of events into
knowledge, making epidemic forecasts, or analyzing genetic data [4–6]. Machine learn-
ing methods have been utilized in recent research to detect and forecast various heart
issues. Melillo et al. [7] were instrumental to the development of an automated classifier
for affected roles with congestive heart failure (CHF) that distinguishes between those at
low and high risk. The sensitivity and specificity of the classification and regression tree
(CART) were calculated to be 93.3% and 63.5%, respectively. To discover the optimum
set of characteristics and enhance performance, Al Rahhal et al. [8] developed a deep
neural network (DNN) categorization of electrocardiogram (ECG) data. Guidi et al. [9]
were instrumental to the development of a clinical decision support system (CDSS) for
heart failure (HF) examination. They examined the performance of several ML classifi-
cation techniques, including neural networks (NN), SVM, CART-based fuzzy rules, and
RF. With an accuracy of 87.6%, the CART method and RF achieved the greatest results.
Zhang et al. [10] used natural language processing (NLP) and the rule-based approach
to find an NYHA class for HF from amorphous medical records, with an accuracy of
93.37%. Parthiban et al. [11] investigated an SVMmethod for diagnosing HD in diabetic
individuals, achieving a 94.60% accuracy and accurately predicting characteristics like
age, gore pressure, and gore sugar.

The large dimensionality of the dataset is a significant issue in machine learning
[12]. Because analyzing numerous features takes a lot of retention and results in over-
fitting, weighting attributes, reducing repetitious data, and converting period, increas-
ing the algorithm’s accomplishment [13–17]. Different illnesses of health management,



Assessment of Machine Learning Classifiers for Heart Diseases Discovery 443

gene expression, medical imaging, and the Internet of Things may all be characterized
by a limited number of characteristics. Feature extraction (FE) is used to modify and
simplify data, while feature selection is used to decrease the dataset by eliminating irrel-
evant characteristics [18]. By capturing a large variance, principal component analysis
(PCA) generates new components that contain the most important information of the
characteristics [19].

Therefore, the purpose of this investigation is to liken the effectiveness of five super-
vised ML techniques which include DT, RF, NB, SVM, and KNN for detecting heart
disease. The outcomes, which were obtained using python programming language were
compared. The system was evaluated using confusion matrix measures like accuracy,
precision, f1-score, DR, and FPR.

The remaining part of this article is structured as thus: Sect. 2 presents the literature
review with related works discussed extensively. Section 3 discussed the material and
methods utilized for the implementation of the study. Section 4 presented the results
gotten from the system implementation and the interpretation of the results deduced.
The article was concluded in Sect. 5 with future works suggested.

2 Literature Review

Artificial Intelligence (AI), Data Mining (DM), and ML algorithms and methods have
started to be used in clinical settings in the past three years, including diagnostic radiog-
raphy [20–22], cardiac electrophysiology [23], diabetes [24, 25], dermatology [26, 27],
and psychoanalysis [28, 29]. In 2019, a surge in ML techniques was anticipated in the
medical industry because of their practicality and accessibility as well as the remarkable
outcomes achieved so far.

Prakash et al. published research on heart disease prediction in 2017 that used Opti-
mality Criterion feature selection (OCFS) for prognostication and accurately detecting
HD.On the assumption of selective information, an investigator advances their technique
for choosing a rough feature set (RFS-IE). They evaluate the OCFS with the RFS-IE
in terms of computing time, prognostication quality, and error rate utilizing a variety of
datasets in their research. When compared to other methods, the OCFS technique takes
the least amount of time to execute its process [30].

Seyedamin et al. published research in 2017. They experiment with various machine
learning techniques and evaluated the accuracy of their findings. In this research, sev-
eral machine learning methods were applied to a small data set and the results were
compared. A classifier was created using SVM and a medical heart disease dataset.
The aforementioned methods of Bagging, Boosting, and Stacking was used to enhance
accuracy. MLP outperformed other methods with 84.15% accuracy when the stacking
technique SVM was employed [31].

Nguyen Cong Long et al. published a study in 2015 on illness prediction using the
firefly algorithm. Rough set theory is used to train the classifier. Other classification
methods, such as Naive Bayes and SVM, are compared to the findings. The proposed
approach increases accuracy to 87.2%while reducing convergence speed and processing
time. The study’s limitation is that when there are a significant number of characteristics,
the rough set attribute becomes unmanageable [32].
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Jesmin Nahar, Tasadduq Imama, and Kevin S. Tickle researched in 2012 that com-
pared various classifiers for identifying heart disease. SVM offered promising accuracy
when it comes to improving absolute accuracy as a performance metric. Their article
also discussed automated and motivating feature selection techniques such as MFS and
CFS. In terms of accuracy, both methods have shown to be extremely promising [33].

Jesmin Nahar et al. utilized an association rule mining (RM) classifier to infer major
heart disease factors in 2013. The heart disease dataset was used to conduct a rule
extraction experiment utilizing RM techniques such as predictive, Tertius, and apriori.
The rule is chosen by Predictive Apriori built on its excessive accuracy [34].

H. Hannah Inbarani et al. proposed an innovative feature selection technique for
illness prognostication. Their study was built on hybridization of Particle Swarm Opti-
mization (PSO) and PSO-built Quick-reduct (PSO-QR). The findings of this study indi-
cate that the suggested method outperforms current feature selection (FS) strategies on
a variety of typical medical datasets [35].

Researchers [36] proposed five novel FS approaches on the origin of the performance
impact of G-BLUP and Bayes C techniques. The authors predicted the body mass index
(BMI) and high-density lipoprotein cholesterol (HDL) and it was discovered that guided
FS of SNPs in the G-BLUP provided a versatile and computation efficiency alternative
to Bayes C. The drawback in their research was that once the supervised selection
was employed, predicted performance necessitates a great deal of rigorous assessment,
otherwise results may not be obtained [36].

Sina Tabakhi postulated three FS models which are unsubstantiated, filter, and mul-
tivariate. The author examined an unproven FS method built on ant colony optimization
(ACO). The researcher made a trade-off between the computing period and the rate of
the findings. The UFSACO technique shows an increase in efficiency and efficacy, as
well as an improvement over earlier similar methods [37].

M. Akhil Jabbar et al. presented a study on the classification of HD by utilizing
artificial neural network (ANN) and feature subset selection (FSS). The authors presented
FSS as a technique for reducing dimensionality and input data. This article presented a
classification technique for HD classification that employed ANN and FS. The number
of diagnostic tests required by physicians from patients was decreased when the number
of components was reduced. The data set utilized in this studywas fromAndhra Pradesh,
and the findings indicated that accuracy is improved over older categorization methods.
Furthermore, the findings indicated that this method is more accurate and quicker [38].

Divia Tomar and Sonali Agarwal released a comprehensive article that downplays
the relevance of different data mining methods such as classification, clustering, asso-
ciation, and regression in the field of medicine. They similarly provided an overview
of various methods, as well as their benefits and drawbacks. They also drew attention
to roadblocks and other issues with data mining methods used on medical data. This
article was suggested as a good starting point for learning about the various data mining
methods [39].



Assessment of Machine Learning Classifiers for Heart Diseases Discovery 445

The main contribution in this study are as follows:

• Improving old manual system.
• Detection of heart disease.
• Introduction of PCA feature extraction.
• Improving efficiency and effectiveness.

3 Material and Method

3.1 Dataset

The NHS England dataset Catalogue is a publicly available online resource that is linked
to HD. They’re based on real-world hospital administrative data in England. A sample
population of emergency admissions for HD is included in the simulated extract. The
dataset is available and can be accessed: https://data.england.nhs.uk/dataset?_organizat
ion_limit=0&res_format=CSV.

3.2 Methodology

Feature Extraction
For machine learning concerns, feature extraction is a required step. Feature extraction
discovers newmdimensions froma set of n original dimensions. Thismaybe divided into
two types ofmethods. They are the projection technique for unsupervised learning,which
comprises principal component analysis (PCA), linear discriminate analysis, and others,
and the compression approach for supervised learning, which uses mutual information
and information theory [40].

PCA
PCA was chosen because it produces excellent results when dealing with linked charac-
teristics. We selected PCA since we are dealing with test characteristics for heart disease
diagnosis. It discovers similarities and contrasts between each characteristic by identify-
ing patterns in the data set. It is a strong tool for data analysis. The NHS repository was
used to choose the heart disease data collection. The original data is selected, as well
as the average of the original data. It’s time to calculate the covariance matrix. After
that, the covariance matrix is used to choose the Eigenvectors and Eigenvalues. The
main component of the heart disease data set is selected as the eigenvector having the
greatest Eigenvalue. It demonstrates the strongest link between the data characteristics.
The Eigenvalues are ordered from highest to lowest. The data with the highest level of
relevance is selected, whereas the data with the lowest level of importance is rejected
or deleted. This is done to reduce higher-dimensional data to lower-dimensional data
[41–45].

https://data.england.nhs.uk/dataset?_organization_limit=0&amp;res_format=CSV
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3.3 Proposed System

To identify the appropriate characteristics, a framework is created that is coupled with
feature extraction using PCA. This is accomplished via a step-by-step procedure. The
outliers must first be eliminated. The observed data that varied significantly from the
observed data are referred to as outliers. It’s also known as “noise”. Data noise or attribute
noise are both possible sources of noise. To eliminate outliers, the data is cleaned as the
first stage in the machine learning process. The feature extraction phase is the second
step, in which the PCA is utilized to extract the key feature or the most significant
features. The final stage is to categorize the HD using the five ML classifiers, and then
determine whether or not a person has HD. The system flow diagram for the proposed
system is shown in Fig. 1.

Heart Disease 
Dataset

Preprocessing 
(cleansing)

PCA Feature 
extraction

DT, RF, SVM

Performance 
evaluation

Fig. 1. Proposed System Flow

3.4 Performance Evaluation

The accuracy, sensitivity (detection rate), precision, and f-measure were employed to
assess the performance of the study. The true positives (TP) signify an individual has
been diagnosed of having HD and is having HD present in his body, the true negatives
(TN) signify an individual that was diagnosed as not having HD and was not having
HD, the false positives (FP) signify an individual that was diagnosed as having HD but
was not having HD in his body and false negatives (FN) signifies an individual that was
diagnosed of not having HD and is having HD [46].
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4 Results and Discussion

An NHS HD dataset was obtained from the Kaggle repository, an open-source database.
Irrelevant rows are removed based on a particular need of HD, which is to reduce the
number of characteristics to the fewest that are most relevant for detecting HD, such
as age, sex, and so on. The models were implemented using the Python programming
language. The PCA is then performed, and the output is verified on the weighted dataset
using the five ML classifiers as a subprocess, after which the results are produced. The
results produced are evaluated using confusion matrix (CM) values which were used
to calculate the performance matrices like accuracy, sensitivity, specificity, f-measure,
precision, and false-positive rate. These CM values are shown in Figs. 2, 3, and 4. Table
1 shows the confusion matrix with the actual and predicted values. As it is seen in Table
1 HD binary classification comprises 2 classes: one is a positive class and the other one
is the negative class.

Table 1. Confusion matrix

Predicted HD patient Predicted healthy patient

Actual HD patient TP FN

Actual healthy patient FP TN

Fig. 2. Confusion matrix for classifier PCA+RF
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Fig. 3. Confusion matrix for classifier PCA+SVM

Fig. 4. Confusion matrix for classifier PCA+DF
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Table 2. Performance evaluation for the classifiers

Measures PCA+RF PCA+DT PCA+SVM

Sensitivity 55.86 98.71 60.69

Precision 52.6 52 55

Accuracy 54.18 52.31 56.86

F-measure 54.18 68.12 57.7

Table 3. Performance evaluation with the existing system

Authors Methods Sensitivity

Ayon, Slam, & Hossain [47] DT 96.23

Shamrat, F. J. M., Raihan, M. A., Rahman, A. S., Mahmud, I., & Akter
[48]

DT 98%

Budholiya, K., Shrivastava, S. K., & Sharma, [49] XGBoost 85.71

Proposed method PCA+DT 98.71

4.1 Discussion

The system employed the use of PCA feature extraction and three classification ML
techniques. Table 2 shows the performance evaluation for the three classifiers with PCA
FE and it was discovered that out of the three classifiers, PCA+SVM outperformed the
remaining two in terms of precision and accuracy with 55% and 56.86% respectively,
PCA+DToutperformance the remaining two in terms of sensitivitywhich is the detection
rate of 98.71% and f-measure of 68.12% and this shows that the PCA+DT classifiers are
the bestML technique for the detection of HD in themedical field as it was demonstrated
in this study. Table 3 likewise demonstrate the performance evaluation of the proposed
system with existing ones and it was discovered that the proposed system outperformed
those of the existing systems with a sensitivity of 98.71% over that of Ayon, Slam &
Hossain [47] having 96.23%, Shamrat, Raihan, Rahman, Mahmud & Akter [48] with
98% and Budholiya, K., Shrivastava, S. K., & Sharma, [49] with 85.71%. This shows
that it is recommended that the feature extraction technique be encouraged to be used
with ML techniques to have high sensitivity, accuracy, and precision values to perform
effectively and efficiently.

5 Conclusion and Future Work

The use of PCA to enhance machine learning model detection is suggested in this
article. The classifier aimed to determine whether a patient had heart disease. When
system resources are taken into account, it is impossible to use all of the features.
In this research, we were able to enhance the raw data findings by using the feature
extraction method. Different machine learning methods, such as DT, RF, and SVM, are
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performed separately on an NHS HD dataset using Python, and the results are compared
to determine which ML classifier works best and it was deduced that the best ML in this
study is PCA+DT with a sensitivity or detection rate of 98.71% and an f-measure of
68.12% which are relatively a good system performance. The true positives rate which
is the same as the sensitivity was used to evaluate the accuracy of the classifiers and it
was deduced that the PCA+DT outperformed that of the other two with a sensitivity of
98.71% and since the value is on the high side, this implies that the classifier will be
able to accurately detect a patient with HD in his or her body.

The use of a limited HD dataset that includes the FE method is a drawback of this
research. Because FE performs better with a bigger dataset, the authors suggest using
a larger dataset in the future to get greater accuracy, precision, f1-score, DR, and FPR
results. Deep learning methods for classification may potentially be used in the study.
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based expert system for the diagnosis of diabetes mellitus. In: Antipova, T., Rocha, Á. (eds.)
Information Technology Science, pp. 14–22. Springer, Cham (2018). https://doi.org/10.1007/
978-3-319-74980-8_2

26. Esteva, A., et al.: Dermatologist-level classification of skin cancer with deep neural networks.
Nature 542(7639), 115–118 (2017)

27. Adegun, A.A., Viriri, S., Ogundokun, R.O.: Deep learning approach for medical image
analysis. Comput. Intell. Neurosci. 2021(2021), 6215281 (2021)

28. Al Hanai, T., Ghassemi, M.M., Glass, J.R.: Detecting depression with audio/text sequence
modeling of interviews. In: Interspeech, pp. 1716–1720 (2018)

29. Huang, Y.H., Wei, L.H., Chen, Y.S.: Detection of the prodromal phase of bipolar disorder
from psychological and phonological aspects in social media. arXiv preprint arXiv:1712.
09183 (2017)

30. Long, N.C., Meesad, P., Unger, H.: A highly accurate firefly-based algorithm for heart disease
prediction. Expert Syst. Appl. 42(21), 8221–8231 (2015)

31. Nahar, J., Imam, T., Tickle, K.S., Chen, Y.P.P.: Computational intelligence for heart disease
diagnosis: a medical knowledge-driven approach. Expert Syst. Appl. 40(1), 96–104 (2013)

32. Nahar, J., Imam, T., Tickle, K.S., Chen, Y.P.P.: Association rule mining to detect factors that
contribute to heart disease in males and females. Expert Syst. Appl. 40(4), 1086–1093 (2013)

33. Inbarani, H.H., Azar, A.T., Jothi, G.: Supervised hybrid feature selection based on PSO and
rough sets for medical diagnosis. Comput. Methods Programs Biomed. 113(1), 175–185
(2014)

34. Bermingham, M.L., et al.: Application of high-dimensional feature selection: evaluation for
genomic prediction in man. Sci. Rep. 5(1), 1–12 (2015)

35. Tabakhi, S., Moradi, P., Akhlaghian, F.: An unsupervised feature selection algorithm based
on ant colony optimization. Eng. Appl. Artif. Intell. 32, 112–123 (2014)

https://doi.org/10.1007/978-1-4615-5725-8
http://arxiv.org/abs/1711.05225
http://arxiv.org/abs/1707.01836
https://doi.org/10.1007/978-3-319-74980-8_2
http://arxiv.org/abs/1712.09183


452 R. O. Ogundokun et al.

36. Jabbar, M.A., Deekshatulu, B.L., Chandra, P.: Classification of heart disease using artificial
neural network and feature subset selection. Glob. J. Comput. Sci. Technol. Neural Artif.
Intell. 13(3), 4–8 (2013)

37. Tomar, D., Agarwal, S.: A survey on data mining approaches for healthcare. Int. J. Bio-Sci.
Bio-Technol. 5(5), 241–266 (2013)

38. Hand, D.J.: Principles of data mining. Drug Saf. 30(7), 621–622 (2007)
39. Roiger, R.J.: Data Mining: A Tutorial-Based Primer. Chapman and Hall/CRC, Boco Raton

(2017)
40. Kavitha, R., Kannan, E.: An efficient framework for heart disease classification using feature

extraction and feature selection techniques in data mining. In: 2016 International Conference
on Emerging Trends in Engineering, Technology, and Science (ICETETS), pp. 1–5. IEEE
(2016)

41. www.cs.cmu.edu/afs/cs/academic/class/15385-s12/...slides/lec-18.ppt
42. Tilki, Ö.: PCA-based face recognition: an application, Master’s thesis (2014). www.doc.ic.

ac.uk/~dfg/ProbabilisticInference/IDAPILecture15.pdf
43. Karegowda, A.G., Manjunath, A.S., Jayaram, M.A.: Comparative study of attribute selection

using gain ratio and correlation-based feature selection. Int. J. Inf. Technol. Knowl. Manag.
2(2), 271–277 (2010)

44. www.isical.ac.in/~k.ramachandra/slides/Feature%20Extraction.pptx
45. http://dai.fmph.uniba.sk/courses/ml/sl/pca.pdf
46. Abdulsalam, S., et al.: Performance evaluation of ANOVA andRFE algorithms for classifying

microarray dataset using SVM. In: Themistocleous, M., Papadaki, M., Kamal, M.M. (eds.)
EMCIS 2020. LNBIP, vol. 402, pp. 480–492. Springer, Cham (2020). https://doi.org/10.1007/
978-3-030-63396-7_32

47. Ayon, S.I., Islam, M.M., Hossain, M.R.: Coronary artery heart disease prediction: a
comparative study of computational intelligence techniques. IETE J. Res. 1–20 (2020)

48. Shamrat, F.J.M., Raihan, M.A., Rahman, A.S., Mahmud, I., Akter, R.: An analysis on breast
disease prediction using machine learning approaches. Int. J. Sci. Technol. Res. 9(02), 2450–
2455 (2020)

49. Budholiya,K., Shrivastava, S.K., Sharma,V.:An optimizedXGBoost based diagnostic system
for effective prediction of heart disease. J. King Saud Univ.-Comput. Inf. Sci. (2020)

http://www.cs.cmu.edu/afs/cs/academic/class/15385-s12/...slides/lec-18.ppt
http://www.doc.ic.ac.uk/~dfg/ProbabilisticInference/IDAPILecture15.pdf
http://www.isical.ac.in/~k.ramachandra/slides/Feature%20Extraction.pptx
http://dai.fmph.uniba.sk/courses/ml/sl/pca.pdf
https://doi.org/10.1007/978-3-030-63396-7_32


Digital Transformation Approach to Public
Hospitals Environment: Technology Acceptance
Model for Business Intelligence Applications

Nikolaos Kapetaneas1,2(B) and Fotis Kitsios1,3

1 Department of Applied Informatics, University of Macedonia, Thessaloniki, Greece
nkapetaneas@uom.edu.gr, kitsios@uom.gr

2 Department of Finance, Ministry of Health, 10187 Athens, Greece
3 School of Social Science, Hellenic Open University, Parodos Aristotelous 18, 26335 Patras,

Greece

Abstract. Organizations have implemented business intelligence (BI) applica-
tions to realize a variety of organizational benefits. However, a majority of BI
application implementation projects are unsuccessful. One of the main reasons
for the failure is end user resistance to adopt BI applications that their organi-
zation chose. Therefore, it is important to understand how to facilitate individual
adoption of BI application. This study proposes a technology acceptancemodel for
the systematic evaluation of administrative activities in public hospitals, using the
example of a (BI) software package. The proposed model is based on an expanded
TechnologyAcceptanceModel (TAM) and previous surveys of IT implementation
success factors and reviews of relevant change management variables.

Keywords: Information system success model · Technology acceptance model ·
Business intelligence adoption · Change management- healthcare information
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1 Introduction

Information systems (IS) are a central part of today’s organizational life. Organizations
are making increasing use of the benefits associated with Information Technology (IT)
to improve business processes and organizational efficiency [2, 38, 42, 43]. In particular,
the application of standardized software throughout the organizations, usually involves
significant organizational changes, which have to bemanaged successfully [3]. However,
their use has not grown to a high point and their potential has been underused [4].
The introduction of e-health in hospitals means new and innovative work processes,
where both employees and managers need to know that their work will change radically
compared to today, which means learning, skills development and continuous changes
in working practice.

The BI literature has already highlighted improvements in decision-making based
on the information provided by BI. Furthermore, Bronzo et al. (2013) [5] show that
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business analytics as part of BI have a positive impact on organizational performance
when aligned with process orientation initiatives. The key question then is whether after
the implementation of the BI users really accept, use and reach their full potential. The
business value of BI should therefore be reflected in an improved business process and,
therefore, in an improved business performance [6].

A number of research has been carried out in the past to understand users’ acceptance
of IT [1, 10, 13, 14, 17, 25]. As a result, many different models and theories have been
developed that incorporate a variety of behavioral, social and other control factors to
explain the use of IT [7, 8]. However, the benefits can only be fully exploited where
these promising innovations are fully accepted and adopted [4].

One of the main reasons for failure is the resistance of end-users to use the BI
applications chosen by their organization [9].Aswithmost technology adoption projects,
resistance to the use of the BI application must be overcome in order to realize the
promised benefits of BI applications. Therefore, it is important to understand how to
facilitate the individual adoption of BI applications.

Systematic evaluation of IT acceptance information on factors related to employees’
decisions to adopt new IT technologies. However, few efforts have been made to provide
information to managers to improve their decisions factors and their relationship to spe-
cific management variables could contribute significantly to successful implementation
of standardized software throughout the enterprise. In this respect, organizational sur-
veys, together with their subsequent analysis and data-driven monitoring activities, have
proven to be an effective and useful tool in managing organizational change processes
[15, 16, 18, 41].

While several studies have examined factors influencing organizational adoption of
BI application, factors associated with individual adoption of BI application have not
received much attention. This study attempts to close this literature gap. This study
is mainly based on the external variables covered by the Information Systems success
model proposed by DeLone andMcLean (TAM 1), [12], including system quality, infor-
mation quality and service quality, together with perceived usefulness, perceived ease
of use and intention to use as research dimensions demonstrated by Grublješič & Jaklič
(2015) [1] and Venkatesh & Bala (2008) [7].

In this context, we propose a framework for integrating variables into updated TAM
that are relevant to managing user acceptance when implementing BI software packages.
In addition, this approach will provide a useful tool for guiding management activities
during the implementation of such complex software systems. In addition, a number
of suggested propositions (P) will conducted in line with previous research, that focus
on specific effects of management variables on end-user acceptance factors of standard
software at the public hospitals. Therefore, this research will demonstrate the usefulness
of such an assessment framework in guiding management decisions to increase user
acceptance when implementing a BI system at the workplace.

The acceptance of healthcare employees in future changes is questioned [4, 20, 21]
despite the fact that traditional management and control style is ineffective and does not
meet the need to transform future workplaces [4]. Previous studies have identified a gap
between complex administrative responsibilities and employees who do not accept all
changes for future transformation of the health sector, however healthcare employees
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face complex challenges in both adopting new technology and developing new products
and services [11, 17, 21]. The study will focus on the suggested factors that influence the
acceptance or not of BI and the relationship between people, acceptance of information
systems and work in public hospitals and will explores possible factors that could have
a positive impact on the acceptance of the BI, since public health organizations require
employees to learn and respond more quickly to new challenges. Despite the consensus
on the importance of digital transformation in the workplace in public hospitals, there
is a need for a greater understanding of how employees can accept through work how to
deal with issues related to digital reform and addressing future challenges.

The following is the structure of the paper. Section 2 includes relevant literature in
the area of information system adoption and provide the theoretical foundation of our
research model. The methodology is explained in Sect. 3 and Sect. 4 discusses practical
implications and limitations of our research.

2 Theoretical Background

TAM is the most commonly used and researched model for accepting technology. In this
context, we rely on an extensive model (TAM), to examine the factors that are significant
for individuals to adopt BI applications. Much of the previous research related to the
acceptance of technology focuses on the TAM proposed by Venkatesh & Bala (2008)
[7] and later expanded by Engin, & Gürses (2019) [19], Hsieh & Lai (2020) [20] and
Grublješič & Jaklič (2015) [1].

TAM assumes that the intent to use an IT system depends on two major factors:
the first factor is the perceived utility of a system, which refers to “the degree of in
which a person believes that using a particular system would improve his or her work
performance” (p. 320) [21]. The second factor is perceived ease of use, which refers to
“the extent to which a person believes that using a particular systemwould be effortless”
(p. 320) [21]. TAM also suggests that perceived utility is influenced by perceived ease
of use. Thus, these factors influence the intent to use an IT system, which ultimately
determines actual system usage [21].

Kwak et al. (2012) [34] used TAM in a project-based sector and found that the
support of consultants in the Perceived Usefulness (PU) was negative. They extended
the TAM in terms of implementation projects and internal and external variables of
management support and Pasaoglu (2011) [14] conducted a Turkey-based study using
demographics, knowledge about Enterprise Resource Planning (ERP), organizational
culture, perceived ease of use and actual use of the ERP system. The main findings
showed a positive relation between the research variable and the actual use of ERP.
Moreover, Bach et al. (2016) [10] discuss a framework for investigating the adoption of
business intelligence systems in organizations, from the technology acceptance model
perspective. They propose a research framework based on the technology acceptance
model that is expanded using the concepts of technology driven strategy, information
quality and project management. Furthermore, do Nascimento et al. (2020) [2] were
conducted an ongoing research study focus on supporting a digital transformation gap
found in a public primary healthcare system. They found that the adoption of some
business intelligence technologies require mainly changes on the present behavior, both
from organizations and people, to be implemented successfully.
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The expanded TAM is a key building block of the framework proposed for the assess-
ment of management interventions based on the model. Although TAM provides an
established and well-supported picture of psychological variables affecting user accep-
tance, the model only targets the main determinants of IT use and user intent, but does
not explicitly identify external variables related to the application of IT in the workplace
[22]. Therefore, TAM can be seen as a model that identifies psychological acceptance
variables that mediate the effect between external variables and the actual acceptance
of users. Although many external variables related to user acceptance have been identi-
fied [22, 23, 35], few efforts have been made to integrate specific variable management
at TAM, although these variables are particularly important in guiding the successful
implementation of standardized software throughout the organization [7]. Therefore,
less is known about the applicability of TAM in such complex software packages, espe-
cially in the case of BI systems, and, in addition, which management variables have
an incremental impact on the psychological intermediaries identified by the expanded
TAM.

Many external variableswere previously considered as previous factors ofTAM’s key
belief factors [7] are less important or are only indirectly related to specific management
decisions when implementing company-level standardized software in organizations.
Individual differences, for example, are not directly subject to management decisions
and can only be indirectly influenced through specific interventions, such as training,
information or user support. From a managerial point of view, in order to evaluate and
improve the IT implementation process and its relationship with user acceptance, it
seems reasonable to focus on external variables that are most likely to be subject to
management decisions and interventions. Based on the general research on technology
acceptance in standard software implementations, as well as the broader area of literature
on organizational change, the following section provides a framework for structuring
and integrating important administrative variables in the context of IT implementation
processes in the enlarged TAM.

3 Proposed Theoretical Model

Many factors have been suggested as relevant to the successful management of standard
software implementation processes and user acceptance [16, 24, 25, 37]. Venkatesh
and Bala (2008) [7] listed four categories of determinants of user acceptance: individ-
ual differences (e.g. computer stress), system characteristics (e.g. output quality), social
influences (e.g. image) and accommodative conditions (e.g. organisational support). This
categorization summed up several variables that have been shown to be generally related
to perceived ease of use, perceived usefulness and subjective norms. The proposed cate-
gories provide a useful framework for the general earlier elements of the TAM variables.
However, this categorization of external variables does not specifically focus onmanage-
ment aspects when applying corporate standard software to organizations and includes
categories of variables that are not directly subject to management interventions (e.g.
individual differences). In a different approach, Kwahk and Lee (2008) [37] proposed
computer self-efficacy, organizational commitment and perceived personal competence
as prior factors of perceived ease of use and perceived usefulness.
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Overall, the factors listed by the various authors appear to differ significantly between
the studies, and little effort has been made to provide a systematic categorization of the
management factors associated with the acceptance of IT users in organizations during
the implementation process [35, 36]. A model-based evaluation of managerial variables
will benefit from providing a framework that structures external management variables
in IT implementations related to user acceptance and behavior.

An integrated approach should include central and relevant variables in order to
analyze the strengths and weaknesses of the implementation process against user accep-
tance. Based on assessing the factors of content, process, and context, management can
identify areas for improvement and extract specific measures to optimize them. Figure 1
illustrates the full research model proposed for evaluating management’s activities to
improve user acceptance of BIs software implementations.

Hsieh & Lai (2020) [20] and Grublješič & Jaklič (2015) [1] pointed to relevant
research into the Technology Acceptance Model (TAM) that the quality of information
positively affects the perceived usefulness. That is, when the quality of the information
management system information is accurate, the results and the outputs will be reliable
and could be reused, therefore users believe that the system is capable of providing
correct information and results. The study therefore makes suggested proposition (P) 1
on the basis of the above relevant research.

P1. Information quality has a positive effect on the perceived usefulness of the BI system.
Standard software systems typically incorporate different business functions and pro-
cedures based on a common database [2, 39, 40]. Therefore, the quality of the system
results for a particular user largely depends on the degree of data quality. Exploring the
factors for a successful standard software, Chou et al. (2011) [26] said that when the
quality of service includes timely and reliable information, as well as user convenience,
it positively affects the perceived usefulness. The same was found in the Gefen and Keil
studies (1998) [27], they updated the TAM to be a function of the standard software
framework. The results of their studies show that the quality of services affects not only
user engagement, but also the perceived ease of use of the BIs systems. The following
suggested proposition (P) 2 is therefore formulated:

P2. Services quality is positively related to BI user’s perceived usefulness.
One more important aspect is the system performance quality, which includes system
stability, downtime, and reporting availability, and is defined as system performance.
Wixom and Todd (2005) [28] identified five general quality characteristics for IT sys-
tems: Reliability explains how reliably a system works for the user—flexibility refers to
possible system customizations of user requirements. Integration focuses on the capa-
bilities of the system to collect and process data from different sources. Accessibility
refers to the simplicity of accessing information from the system and extracting it from
the system. Finally, speed indicates how the system responds to user requirements, and
in particular how tasks are performed. End users prefer systems that perform well and
therefore use them more regularly [1].
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P3 Service quality has a positive effect on the perceived ease of use of the BI system.
Chiu and Fang (2005) [29] explored internet users’ behavior and found that system
quality includes design quality, response time, and accessibility. Design quality refers to
the inquiry function of the system and file transfer speed. Online response time means
how soon the response is and how long the response takes. Accessibility refers towhether
the software and hardware of the website are accessible. These have significant impacts
on an IS user’s perceived ease of use. Thus, the following suggested proposition (P) 4
follows:

P4. System quality is positively related to BI user’s perceived ease of use.
Schepers andWetzels (2007) [30] andLee andKim (2009) [31] studied previous research
articles on TAM, and found evidence that user’s perceived ease of use affects perceived
usefulness positively. Based on above results, suggested proposition (P) 5 is presented
as follows:

P5. Perceived ease of use is positively related to BI user’s perceived usefulness.
A number of studies analyzed the association between individual motivation and user
acceptanceof a knowledgemanagement system.The results demonstrate thatwhether the
use of a knowledge management IS can improve users’ work performance, productivity
and efficiencywill affect users’ frequency in using the system. The results showa positive
relationship between perceived usefulness and users’ intention to use. Chiu and Fang
(2005) [29] explored users’ behavior in using internet, and concluded that frequently
updating useful information on a website can affect users’ willingness to use the website.
The study proved the positive relation between perceived usefulness and users’ intention
to use. Hence, this relationship comes as suggested proposition (P) 6 as follows:

P6. Perceived usefulness is positively related to BI user’s intention to use.
Anur and Alwi (2017) [32] explored researches on hospital employees’ use of electronic
case histories, and found the users’ intention to use electronic case historieswere affected
by their feelings about whether they are easier to use than the conventional method. The
study therefore concludes that perceived ease of use has a positive impact on user’s
intention to use. Chen et al. (2008) [33] studied electronic public service, and the results
show that a simplified electronic public service system attracts user to reuse the system.
Thus, this leads us to establish the following suggested proposition (P):

P7. Perceived ease of use is positively related to BI user’s intention to use.

In conclusion the model proposed is following:
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Fig. 1. Proposed research model

4 Conclusions

The purpose of this research is to provide with information about the factors that are
currently most relevant to users’ acceptance of BI across public hospitals. In addition,
the TAM helps to specifically identify the possibilities for improving the planning and
arrangement of administrative activities.

Therefore, it is necessary to discuss the BIs use environment considering not only
technical aspects but also end users’ viewpoints as well as sensitive factors. Despite of
some limitations, it is expected that this study will give meaningful evidence based on
the users’ viewpoints regards the intention to use BI standard software.

Moreover, this research could have major contribution to top management in public
hospitals, to know the current level of usage of BIs, since the study will focus basically in
public hospitals, thus providing new information about the current level of implementa-
tion. In addition, the study could also have practical implications on future planning and
design of BI applications, with regards to major determinants of employee’s adoption
of BIs in public hospitals.

Some of the limitations of this study could be that all data will be collected from the
management administrators work in finance departments in public hospitals. Therefore,
the ability to generalize the findings of this study may be limited. Also, this study will
omit some factors that might be significant to individual’s intention to adopt BI applica-
tions. Future studies could examine other potential factors such as prior BI experience,
individual innovativeness, technical knowledge and social influence.
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Abstract. The appearance of pandemics of various kinds that have shaken the
world and transformed health paradigms has led many organizations and states
to review their health strategies to ensure sustainable assistance to the popula-
tion. Organizations are turning more towards a sustainable digital transformation,
which considersmultiple dimensions, includinghealth. This studypresents a topic-
orientedmapping of a range of conceptual and practice-based efforts and strategies
implemented in the virtual health paradigm. The systematic literature review con-
ducted since the first insights in 1995 reveals the eagerness related to the digital
transformation of health care and the popularization of digital health strategies.
The resolutions of our study will enrich the emerging literature on virtual health
in a wide range of settings.
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systems · Bibliometric

1 Introduction and Related Work

Socio-economic and cultural transitions, and climate change have placed the use of dig-
ital technologies at the center of developmental concerns and paradigm shifts in health
care [1, 2]. The crowding of hospital beds, physical distance and the inability of doc-
tors to provide meticulous follow-up to the growing number of patients have put the
need and importance of telehealth to address global health crises back on the agenda
[3]. At the height of the covid19 crisis, telehealth proved its decisive role in the whole
chain of patient follow-up. Diverse researches highlight the importance of telehealth in a
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multi-contextual way, as it describes new frameworks that amply respond to emergency
situations with better prospects of structural transformation [4]. This exponential trans-
formation therefore poses an urgent need to study new digital approaches associated
with health in order to theorize lessons learned and experiences in various theoretical
anchors [5, 6].

This research aims to present a systematic review of the emerging literature from an
analytical perspective of virtual health care in a global health emergency. We perform a
global review since the first investigations that were conducted in 1995, until 2021. The
presentation of the state of the art of the studied problemaims to drawup a non-exhaustive
typologyof the different theoretical andpractical approaches of virtual health care carried
out showing the evolution over time. In comparison with the literature available since the
beginning of the year 2020, there is a need to highlight the different approaches carried
out in a global health crisis situation following a consolidated and unique research.

After an outline of previous research conducted on the problem studied, we con-
duct a systematic analysis of the impact of virtual health care in a multi-contextual
setting. Subsequently, we present some trends from the emerging literature with asso-
ciated analyses. The concluding section of this research focuses on the theoretical and
practical implications of our research. We also present the conclusions stemming from
our work.

The spread of various diseases and pandemics like covid19 have revealed the use
of tools and techniques associated with virtual health care. They incorporate ubiquitous
patient collaboration. This is the case of the “CIGNA” project [7]. In addition, there is
a project called “SAPHIRE” which allows patients to be monitored from their homes
thanks to a connection of the variousmedical sensors associatedwith the decision support
devices in hospitals [8].Also, research such as that by [9] and [10] have focused onpatient
peer support and health care delivery, respectively.

Another study examined the practicality of using mobile devices as a rescue mission
during an emergency on the road. This novel idea called “My Contact Person” is a
naming convention saved on a mobile device that paved the way for the paramedical
professionals or good Samaritans to link a victim of an accident or people in danger
to their loved ones or connect the victims with an ambulance for first [11]. A good
Samaritans can also make a video call to show the present situation of the victims.
Virtual healthcare is growing and seems to be the future of Medicare care especially
for the rural dwellers where there is abject poverty and lack of infrastructural facilities.
Further, Virtual healthcare is a panacea for Africa and other countries with large crowds
and where hospital beds are not sufficient for the patients that need care.

The ongoing COVID-19 corroborates the expansion of virtual healthcare. Meg,
Vimal, Stacy and Jared [12] confirmed the increase and importance of virtual health
care in the United States as an intervention for COVID-19 social distancing. Also, the
authors mentioned that the inevitability of virtual health care has set the policy mak-
ers thinking on the virtual care services charges in the future. Seeking solution for this
daunting task has stirred the American Medical Association (AMA), Manatt Health, a
legal and consulting firm to come up with a framework that enables accessibility of the
value of digital care [12]. In America, before COVID-19 the virtual health care adop-
tion was extremely low, but the COVID-19 panic has increased the adoption rate. The
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literature synthesized and the existing studies attest to the under-development of virtual
health care.

2 Methodology

To achieve the aims of this research, we leverage on the systematic literature review
methodology known as PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) to gather literature on virtual healthcare research over time in order
to understand the core concepts. The systematic review approach was adopted due to its
ability to essentially summarize evidence relating to efficacy of any domain of discourse
accurately and reliably [13]. The PRISMA statement guidelines were adopted for this
study to select the core themes that pertain to virtual healthcare globally [14].

We used the keyword “virtual healthcare” OR “virtual health” focused on Sco-
pus as our main source of scientific articles for our research goal. The metadata query
results produced 1043 results and was limited to scientific papers in English language,
papers published until 2021 (as of this article’s submission date) and full author informa-
tion available (i.e. excluding book summary prefaces) – making 866 papers. To obtain
research papers relevant to the goal of our study, our exclusion criteria:

• Duplicated articles.
• Articles (abstract, introduction, discussion, and conclusion) irrelevant to the theme of
virtual healthcare or virtual health.

Our inclusion criteria:

• All articles published until 2021 (at the time of submission).
• Cited and uncited articles.
• Abstracts (abstract, introduction, discussion, and conclusion) and titles relevant to the
theme of virtual healthcare or virtual health.

The total number of papers were 865 – 357 reviews, 343 articles, 117 conference
papers, 12 notes, 11 conference reviews, 9 book chapters, 6 editorials, 6 short surveys,
3 letters, and 1 erratum. Figure 1 illustrates the process discussed.

Identification Screening Eligibility Included

Records 
from Scopus  
(N = 1043) 

Records 
Screened
(N=866) 

Records Excluded (e1=177) 

Full-Text Articles 
Assessed for 
Eligibility

Articles used 
for Review
(N= 865) 

Records Excluded (e2=1) 

Fig. 1. Research methodology – data collection and article screening process
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The research follows a thematic analysis approachwhich involves the comprehension
of themes that represent ways of understanding the combined meaning of the text [15].
Thematic analysis aids in identifying patterns within data [16]. The study followed six-
step approach: (a) data familiarization, (b) generating initial codes, (c) theme search, (d)
reviewing themes, (e) defining and naming themes, and (f) reporting [17].

This studymade use of the biblioshiny, aweb based interface built on the bibliometrix
(the open-source scientometrics and bibliometrics research tool) package for R [18].
Results from our data analysis are presented in the next section.

3 Results

The bibliometric analysis conducted generated insightful results that indicates the coun-
try’s scientific production, author’s word growth, thematic map keywords, conceptual
structural map, trends topics and thematic map evolution. This section discusses the six
(6) stages of virtual healthcare transformation based on the academic literature synthe-
sized with Biblioshiny algorithms. The descriptive statistics in Table 1 below shows that
total documents of 842 accounts for 4.65 average years from publication, 8.43 average
citations per documents and 1.53 average citations per year per document. The docu-
ments type consists of article (340), book chapter (9), conference paper (117), editorial
(6), letter (3), note (11), review (350) and short survey (6). Collaborationwise, the single-
authored documents accounts for 82, documents per author 0.25, authors per document
3.96, co-authors per documents 4.63 and the collaboration index 4.29. For document
type, review was predominant and followed by article. Further, co-authorship excelled
the single authorship.

Figure 2 shows how Biblioshiny visualize country scientific production as a world
map. The darkest blue shows the saturation of virtual healthcare paper production and
followed in turn with blue and lighter blue colors. The grey color shows country gaps
of virtual healthcare literature. Southern America tops the list of virtual healthcare lit-
erature and specifically Brazil with 776. Next to South America is Northern America
and United States of America frequency accounts for 470 while Canada records 156.
United Kingdom in Europe has 122, Australia has 77 and China in Asia has 56. Other
countries like Spain records 48, Japan 43, Egypt 40, Italy and Netherlands 35, Sweden
33, Greece 31, Germany 30, Colombia 28, India 25, Portugal 22, Romania 18, France 16,
Finland andMexico 15, Cuba, Ireland, andMalaysia 10, Saudi Arabia, South Africa and
Switzerland 9, Philippines 8, Jordan, Pakistan, Qatar, and Singapore 7, Iran and Turkey
6, Argentina, Denmark, New Zealand and Peru 5, Austria and Chile 4, Belgium, Croa-
tia, Israel, Kenya, Norway, Serbia, South Korea and Uruguay 3, Barbados, Hungary,
Lebanon, Nigeria, Panama, Poland and Sudan 2, Bolivia, Bulgaria, Czech Republic,
Ecuador, Ethiopia, Georgia, Guatemala, Jamaica, Malta, Thailand and Venezuela. The
geographical frequencies of the papers captured in this study is quite interesting. The
papers distribution cut across Southern America, Northern America, Europe, Australia,
Asia, and Africa. The first ten countries in higher ranking are Brazil, USA, Canada, UK,
Australia, China, Spain, Japan, Egypt, and Italy. Confirming the intensity and robustness
of virtual healthcare in Brazil, a recent study reveals concerted 79 telemedicine-related
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Table 1. Virtual healthcare literature descriptive statistics

Description Results

DATA OVERVIEW

Timespan 1995:2021

Sources (Journals, Books, etc.) 537

Documents 842

Average years from publication 4,65

Average citations per documents 8,425

Average citations per year per doc 1,534

References 1

Document types

article 340

book chapter 9

conference paper 117

editorial 6

letter 3

note 11

review 350

short survey 6

Document contents

Keywords plus (ID) 5065

Author’s keywords (DE) 2216

AUTHORS

Authors 3333

Author appearances 3897

Authors of single-authored documents 73

Authors of multi-authored documents 3260

Authors collaboration

Single-authored documents 82

Documents per author 0.253

Authors per document 3.96

Co-Authors per documents 4.63

Collaboration index 4.29
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Fig. 2. Country scientific production

legislations emanates from the Brazil federal government as a combination of laws,
decrees, and ordinances. These legislations are in combination with another 31 regula-
tions from the Federal Councils of Health Professionals [19]. Telemedicine commenced
in Brazil in 2011 and it has survived for one decade. Our bibliometric results show virtual
healthcare research gap in Greenland, Iceland, Russia, Panama, Oman, Yemen, Papua
New Guinea. Apart from Egypt, Sudan, Ethiopia, Nigeria and South Africa, most of
the other African countries have not played a significant role in academic productivity
related to virtual healthcare.

Figure 3 elaborates the Author’s word growth from 2000–2021 and shows different
patterns of growth for ten keywords of systematic review, telemedicine, COVID-19,
Telehealth, Virtual Health, Review, Nursing, Meta-Analysis, Digital Health and Public
Health. Systematic review, Review and Meta-Analysis which indicates secondary study
started evolving in different years. For example, systematic review first appeared in
2014 with 1 frequency and since 2014 it has been growing till date. Within eight years,
it has grown from 1 to 50. Review appearance was earlier in 2010 and within 12 years it
has grown from 1 to 32. For meta-analysis, its growth was a bit slow, and it emerged it
emerged in 2016 and by 2021 it has grown from1 to 25. Telemedicine, Telehealth, Virtual
Health, and Digital Health belongs to the same group and telemedicine and telehealth
pattern of growth was similar. The duo emerged in the same year (2003) and by 2021,
telehealth has grown from 1 to 36 while telemedicine outgrown telehealth with 13 (36
vs 49). For virtual health which is the focus of this study appeared for the first time in
2014 with 1 and by 2021, it has increased to 32. Digital health featured in 2018 and
increased to 18 in 2021. Also, nursing as a keyword growth commenced with 1 in 2011
and reached 26 in 2021 but COVID-19 reflects in virtual healthcare literature in 2020
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Fig. 3. Author word growth

and till date records 45. Finally, Public Health commenced in 2005 and by 2021, it has
grown to 16. Because of COVID-19 disruption, it only reflects in less than two years
but its frequency almost catching up with the keywords that covers 19 years. The word
growth shows the infancy of virtual healthcare research domain. The virtual health is
growing linearly.

Biblioshiny classified the Thematic Map of Keywords in Fig. 4 into four quadrant of
Motor themes in the upper right, Niche themes in the upper left, Peripheral themes in the
lower left andTransversal and basic themes in the lower right. Density divides the vertical
part of the quadrant while Centrality divides the quadrant horizontally. Themotor themes
in the first quadrant plays a central role to the structure of the virtual healthcare research
field and reflect both high centrality and density. Healthcare, artificial intelligence and
Internet were clustered together in motor theme. Brief intervention is the only niche
theme, and it indicates a marginal theme in the field of virtual healthcare. The peripheral
themes clustered virtual health communities and systematic review together. These are
the emerging and declining themes. The systematic literature review and meta-analysis
aremore pronounced than the virtual health communities, socialmedia, and virtual health
record. The last quadrant clustered telemedicine and nursing together. These concepts
of telemedicine are not well developed. Overall, telemedicine has the highest centrality
with 6.08, density of 65.84, centrally ranked 9 and density ranked 2. Healthcare has
the highest density with 127.48, 2.49 centrality, centrally ranked 5 and density ranked
8. Virtual health communities centrally ranked 2 and density ranked 4. Also, nursing
density ranked 1. The metrics of centrality, density, rank centrality and rank density
differs.
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Fig. 4. Thematic map keywords

Fig. 5. Conceptual structure map – correspondence analysis and clustering
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From Fig. 5, the red cluster highlights majority of the keywords which are popular
within the healthcare scope. An evident set of keywords within the red cluster is con-
cepts related to the covid-19 pandemic; revealing the sporadic rise in virtual healthcare
initiatives to support healthcare delivery. The blue cluster (chatbot, artificial intelligence,
and virtual healthcare) culminate in a confirmatory manner to support the assertions of
researchers with respect to the diffusion of artificial intelligence within healthcare to
support decision making. In areas such as pharmaceutical prescriptions, elderly care,
and in communicating with the general populace regarding the covid-19 pandemic, con-
versational AI has been beneficial and will continue to play a vital role in supporting
healthcare delivery [20, 21].

Fig. 6. Trending topics over time (1997–2021)

From Fig. 6, one very key concept to take note of is the topic “human”. This can be
attributed to the shift from technology as a means of solving tasks (i.e. techno-centric)
to technology that contributes to the wellness (physically, socially, and mentally) of
individuals – i.e. human-centric [22–24].

4 Conclusion

The diffusion of modern technology, has played a key role in improving the living and
working conditions of humanity; and is greatly influencing areas such as healthcare.
The future of healthcare delivery is dependent on technology as a support medium for
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decision making. The SARS-COV-2 (Covid-19) pandemic that hit the entire globe in
2020 has revealed the need for healthcare delivery to be heavily invested into as well
as novel techno-centric and human-centric solutions to be developed. Virtual healthcare
is one of such promising technologies. Virtual healthcare is the vehicle through which
healthcare delivery could be accessible to all communities and societies; so long as there
exists affordable platforms for end users.

Our study delved into the world of virtual healthcare by presenting a bibliometric
and thematic study on the state of the art. It was evident that with respect to virtual
healthcare, artificial intelligence and internet health policy will be of great interest in the
coming years in order to protect improve livelihood using data-driven techniques while
not compromising on the privacy of individuals. Another revelation has to do with Brazil
as a leader in the virtual healthcare space and this can be linked with the legal enabling
environment created by the Brazilian Federal Government. This should be a lesson for
emerging economies to adopt.

With respect to theoretical contributions, our study provides a thematic and biblio-
metric overview of virtual healthcare and provides researchers with emerging themes
they could ride on to steer the field forward.With respect to practical contributions, these
facts and figures presented, will be relevant to policymakers, software developers and
investors to know where to target efforts in order to improve human livelihood.

For future research, we recommend researchers to expand the search databases to
sources our study did not cover, as well as languages aside the English language.
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Abstract. Facial treatments, even for aesthetic purposes, often involve unneces-
sary patient risk due to treatment by unexperienced practitioners and/or a lack of
standardized procedures. We develop a software to support and standardize facial
treatments based on knowledge of experts. The prototype utilizesWebGL and 3D-
equipment, but it also focuses affordability tomake itswide-spread usemore likely.
It aims to help in treatment planning along with professional self-development.
In this paper, we describe the underlying problem, a possible medical model as
a solution, the prototype architecture, and how the prototype is utilized in the
treatment process. Finally, we conduct a test of the prototype.

Keywords: 3D-documentation · Treatment support · Non-surgical aesthetical
procedures

1 Introduction

In this paper, we present a prototype for making facial treatment knowledge available
to novice practitioners consisting of a web-based software and low-cost hardware. It
showcases the prototype itself as well as additional validation. We use soft filler tissue
treatment to demonstrate the prototype, since this is often performed by novice clini-
cians. Soft-filler tissue treatments are non-surgical aesthetic interventions in the face,
but nonetheless can involve critical patient risk if done wrong. The prototype focuses
on providing cost-effective 3D-intervention planning and documentation, since other
available, but more expensive hardware likely will not be used by novice practitioners.
The aim is to provide a prototype that enables both knowledge transfer and professional
development. Additionally, in order to address the problems stated in the next section,
the prototype needs to be as accessible as possible in terms of hardware requirements.
The prototype should also be able to validate different treatment models.

The training of practitioners is similar across surgical disciplines; therefore, we
will first address the problems in current training to demonstrate the necessity of our
prototype. In recent years, the number of digital support systems in the medicine sector
increased, but the development is clearly biased towards diagnostic medicine compared
to surgical medicine [1]. Diagnostics provide a better fit for most digital technologies:
A main example is the development of medical AI, where diagnostic AI systems like
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IBM Watson are well-known for condensing information. The AI support allows the
physician to utilize a body of scientific literature beyond a single person’s capacity [2].
Also, all systems lined up for FDA approval are from the diagnostic sector [3]. This
is broadening the gap between surgical and diagnostic medicine. While diagnostics are
continuously improved, the basic access to skilled surgical care is lacking globally [4].
Our prototype should, therefore, contribute to the digital innovations geared towards
surgical treatment with a focus on affordability.

2 Practitioner Training

The gap between diagnostic and surgical practice is not only reflected in the availabil-
ity of digital support systems, but also in the professional training of diagnostic and
surgical clinicians. Professional training for surgeons and adjacent disciplines like plas-
tic treatments relies on Halsted’s apprenticeship model [5]. This approach means that
apprentice surgeons learn to replicate good clinical practice by observing and imitating
experts. There are two shortcomings to this method: The process does not establish a
good framework for further self-improvementwithout the help of additional experts. This
missing framework opens risks for patient safety [6]. Continuous professional develop-
ment requires a framework within which to improve. Another requirement for healthcare
software is to seamlessly integrate into daily routine. If software use adds to the time
needed for a procedure, it will only be used if necessary or mandated [7]. Surgical
medicine in general also sees a trend of more complex techniques, while apprenticeship
periods get shorter [6]. This change has an increased impact on fields like aesthetic
and reconstructive plastic procedures, where procedures are often performed by novices
and/or non-surgeon clinicians. This is sometimes permitted in lifting treatments, where
only needle injections are needed. In Germany, for example, only physicians may con-
duct soft-filler therapieswith substances likeHyaluron. In other countries, being a trained
physician is not a requirement to perform such procedures. Practitioners are often trained
in workshops by companies who sell beauty-treatment products.

The training is related to Halsted’s model [5], since the treatment is usually demon-
strated by an expert and then replicated by the participants. This short training period
has implications for patient health. While an incorrect surgical treatment may have more
dire consequences, faulty needle injections can result in deformation or release of the
filler compound into a vein, which may lead to paralysis or worse [8]. While knowl-
edge management in health care has been long discussed [9], the health care sector is
one of the later adopters of digital knowledge management systems [10]. The health-
care sector in general suffers from missing transfer of the rich scientific knowledge to
clinical practice [11]. Knowledge management increased the differences between diag-
nostical and surgical healthcare: While the diagnostic decision processes were easy to
digitalize, the apprenticeship model [5] proved more difficult to transfer. Still, 3D-data
makes it possible to capture the inputs during surgeries mentioned in the introduction. It
allows to capture the position and shape of every object involved and, if measured over
time, may also collect data on haptic and density due to the speed of deformations. An
important part of knowledge management is also to provide the ability to improve the
knowledge of the clinicians. When teaching by observing, a model for the intervention
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is not strictly needed. Nonetheless, novice clinicians need to respect knowledge from
various sources, e. g., anatomy of bloodstream pathways and bone structures, to perform
a low-risk injection.

3 Medical Model: The MD Codes

As elaborated above, the results of face-lifting interventions depend heavily on the practi-
tioner’s experience andmentor, rather than being similar due to standardized procedures.
This also leads to the development of own treatment techniques by many practitioners,
depending on what seems to produce the most volume in their patients’ faces in the
shortest amount of time. Besides different techniques, the preferred filler substances
may vary, creating another variable. Substances differ in different categories like thick-
ness or evaporation time, which affect treatment results. Furthermore, to be economic,
practitioners try to curtail the injection volume in a way that leaves no residue in a
substance bottle, i. e., they try not to waste any product.

Fig. 1. MD-codes for facial aesthetic treatment in the cheek area [12].

To approach these challenges, de Maio developed a treatment framework called the
MD(MeDical)-codes [12]. The codes condense his own professional experience into a
template for novice clinicians and are an example of transferring tacit to explicit knowl-
edge. The MD-codes were first introduced for approaching and planning treatments in
2015 [13], but they were not sufficiently detailed to be a reliable knowledge base for new
clinicians. They were focussing on providing safe locations for injections when treating
different parts of the face. The codes provide several groups of injection points, with the
intention that one group alters a specific facial feature (see Fig. 1 for examples). These
points are currently the most advanced standard in soft tissue filler therapy and specify
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some of the variables needed for a Hyaluron treatment. As shown in Fig. 1, the points
have different geometries and colours. The geometry indicates the necessary injection
technique while the colour suggests an injection depth, which depends on the bone struc-
ture in the area. An improved system was released in 2021 [14]. The new version of the
codes offers additional specifications and is now comprehensive enough to guide the
complete treatment process. The MD-model [14] consists of two parts, that cover the
complete treatment process. The codes themselves are a set of injection points with each
point being assigned information regarding the treatment, such as needle type, injec-
tion volume, warnings, needle movement during injection and more. Figure 2 shows an
example of the specifications for the tear trough area, which is a vulnerable area between
an eye and a cheek.

Fig. 2. Treatment variables per point [14].

The other part of the model [14] is a number of decision rules. They suggest a set
of injection points based on the current state of the patient’s facial features. Figure 3
shows the decision process for the tear through area outlined in Fig. 2. Since it is a
vulnerable area (see Fig. 4), most decision paths try to avoid direct needle injections.
Therefore, it provides novice clinicians with instructions about both, what exactly to
treat and how to perform a treatment. The rules are presented as decision trees and,
when combined, always aim at a holistic treatment that conceals the effects of aging
[14]. Our prototype uses the MD-model [14] as a basis to enable standardized treatment
procedures. Since the MD-codes are a newmodel based on a single person’s experience,
our prototype will also be used to test and validate them. Additionally, since many
practitioners have developed own techniques due to different teachers, the prototype
should be able to represent individual point sets as well, or a combination of MD-codes
[14] and own techniques. These documentation possibilities should enable practitioners
to have a structured and traceable professional development and provide an alternative
to the apprenticeship model [5]. Here, knowledge management is not applied within an
organization, but across a medical discipline. Inter-organizational knowledge sharing
is beneficial to the patient, especially in the case of individual practitioners who often
cannot develop their own codified knowledge management systems [15].

The MD-codes are applied in non-surgical soft tissue filler based volumization.
Volumization is used to remove aging effects, for example, the shrinking of the skin in
the face. It is intended to restore amore juvenile look. Soft tissue fillers includeHyaluron,
collagen, or autologous fat. They are applied via sharp or dull needles. The treatments
vary in their injection points and point-specific injection depth, filling volume, firmness
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Fig. 3. Decision algorithm [14]

of the used filler, and the injection technique. Techniques vary in the way the needle is
moved during the injection. The treatment variables mentioned above together with a
pre- and post-intervention 3D-scan constitute the data used in our project.

Fig. 4. Example of facial bloodstream and bone features [16].

4 Prototype Architecture

The treatment by non-surgeons mentioned in the introduction leads to the additional
problem that specialized equipment to support a treatment is usually missing. Bet-
ter equipment would allow the practitioner for more accurate planning and ultimately
reduced patient risk. While equipment is commercially available, it is usually too costly
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for non-specialized practitioners to purchase. Therefore, it is also necessary to provide
a technology that is affordable, easy to use, and based on the medical procedure. Using
the example of treatments with soft tissue fillers, we will showcase our current prototype
using WebGL and affordable 3D-scanning equipment. In the following, we will cover
the needed software and hardware and how the prototype is used during a treatment.

4.1 Hardware

The application of 3D-data depends on the equipment: Consumer-level 3D-scanners
may only be suited to capture pre- and post-surgery models, while higher-end scanners
are able to compile 3D-models at a high frame rate and possibly support live opera-
tions. Applicable 3D-scanners range from mobile phones to handheld devices and the
price range is between 200e (for consumer devices) and around 4000e (for profes-
sional models). As stated in the section above, a single pre-treatment scan is enough to
enable treatment support guided by MD-codes. A post-treatment scan is desirable for
documentation purposes. 3D-scanners usually fall within three categories [17]: very pre-
cise industry models, small-model scanners for supplementing 3D-printing and small
webcam-based scanners like Kinect or Intel Realsense. The Intel Realsense camera
series is prized at around 200e. It utilizes IR-based stereo-photogrammetry. Such a
scanner can process 1920×1080 pixels at 40 fps and has a depth resolution between
0.2 and 1.5 mm. The 3D-model only takes a few minutes to be captured providing a
quick and cost-effective solution. Such a system based on a stereo-camera, supported
by IR-sensors, offers the best price-performance ratio [18]. The handheld scanner we
use to demonstrate our prototype is a XYZ-3D-scanner 2.0 (see Fig. 5) that cost 235e.
It represents an Intel Realsense SR300 camera with a handle. The specified scanning
range of 0.3–0.2 m allows an easy scan in a practitioner’s office.

Fig. 5. Handheld 3D-scanning device [19].

4.2 Software

First, the 3D-scan needs to be compiled into a 3D-model. Intel did only provide a rudi-
mentary SDK for their Realsense scanners; therefore, a third-party software needs to be
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used. To keep the flexibility, we utilize the ItSeez3D-scanner suite, which is based on
the Intel SDK. It is compatible to all Realsense camera models and allows to compile
the model either locally or on a web server, which allows for our prototype to be also
run from mobile devices with low processing power. The advancement of WebGL fur-
ther supplements a platform-independent mobile device 3D-software system, since most
modern browsers offer WebGL. For our prototype, we use the WebGL-based Three.js
JavaScript package.With the additional use of HTML5, the prototype provides a respon-
sive design and can be used on whatever device the clinician has available, though big
screens are recommended. Three.js also provides the necessary interfaces to use most
available 3D-imports. The file format is standardized. Three.js is able to import this
standardized file range, be it the classic .obj-Format or the more recent .gltf. Since many
soft tissue filler treatments are executed in small offices, the equipment and software
need to be easy to use and affordable.

5 Usage

In the following,wewill describe how the prototype is used during an aesthetic treatment.
As outlined in the introduction, the prototype needs to be seamlessly incorporated in the
existing workflow. Therefore, it is advantageous that during treatment some time is
usually reserved to document the interventions for legal reasons.

Fig. 6. Treatment process

A short overview of the treatment process is shown in Fig. 6. The clinician first needs
to perform a face scan and load it into the prototype. Then, the practitioner can choose the
relevant MD-codes [14] based on the given aesthetic goal via the decision tree. Figure 3
shows the decision tree for the tear through area, where the rules can either guide to a
set of points (Tt1–3) or further decision trees (Treat cheek/temple first). Based on the



Using 3D-Technology to Support Facial Treatment 481

result, the practitioner receives a suggestion of points including treatment variables like
technique or needle type. For precise documentation, each point represented in themodel
[14] can be dragged to its injection point on the scanned face. If the clinician deviates
from suggested values for treatment variables, those changes can also be documented.
Additionally, to be able to represent individual techniques, practitioners can add their
own injection points along with other data. An example of this is shown in Fig. 7: On the
top left are the data values applicable for injection points (one field per point, the size is
increased for better screenshot readability). The point itself is placed as a red 3D-line on
the left cheek area of the patient scan in the middle. Finally, on the top right, a menu is
available to let the practitioner add individual points or point groups as well as change
the camera perspective and scan orientation. The position change of a single vertex
depends on several factors: The volume and injection vectors of each injection point,
the interaction between each injection point and below-surface resistance like fat tissue
and bones, individual attributes like skin tightness, and time since injection (because the
water part evaporates in a soft tissue filler). While the prototype currently is not able to
simulate the changes, a structured documentation will enable practitioners to trace their
work andbetter predict future results. To accomplish this, a second scan is performedafter
the treatment. A comparison of the documentation enables the practitioner to evaluate
his work after the treatment.

Fig. 7. Example screenshot with individual injection point.

6 Prototype Features

The design represents the priorities set in the sections above. The prototype is browser-
based and, therefore, a setup-free application. To run, it needs a web server, which
may be online or local and it is available as open-source software, like XAMPP. The
Three.js API is used to import and export 3D-face models, while standard HTML5
interfaces are utilized to input additional data like patient name and age. A WebGL-
enabled browser is common standard on most modern devices (e. g., Chrome, Firefox).
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HTML5 LocalStorage API offers the persistent short-term database. The LocalStorage
key-value-pairs are used to store the necessary data as JSON-strings. Since LocalStorage
is browser-based and domain-specific, it is immediately available online and local.

The browser-based architecture does not require deeper IT-knowledge from practi-
tioners and contributes to making the software more accessible. Even low-cost desktops
can offer the required browser. The suggested third-party compilation tool, ItSeez3D-
Scanner, is available as an app for mobile devices or desktops.WebGL in Three.js allows
multiple data types for 3D-model import, then uses them in the buffer geometry format.
Buffer geometry stores vertices as a single list of coordinate values, which allows for bet-
ter performance. 3D-models may also be exported in the Standard Tesselation Language
(STL) format which is the IEEE-recommended format to use for medical 3D-surface
imaging due to its usability [20]. MD-code injection point sets are represented as 3D-
lines in the model. They are aligned towards the centre of the face and can be adjusted in
all but the y layer, enabling the practitioner to precisely set the injection point. Each line is
linked to a set of injection point attributes shown in Figs. 2 and 7. The initial suggestions
are based onMD-codes, but may be adjusted. The suggestions also produce alerts if they
are too close to sensitive underlying parts of the face, like blood streams. An attribute
influencing the documentation process is the degree of hardness of the used product. It
determines howmuch the facial structure changes during the week after the injection due
to the vaporizing water part. Therefore, another scan may be taken after the vaporization
process finishes.While the initial suggestions are based on deMaio’s clinical experience
[14], individual adjustment allows practitioners to refine the model with own techniques.
The results may then be compared at conferences and further develop the model. The
changes by individual users are necessary, since some treatments are highly individual.
Still, this option should only be utilized by more experienced practitioners.

The precise position and the injected volume on the other hand are expected to
be changed by the practitioner, since those depend on each individual patient’s face.
Additionally, the points in MD-codes each cover a small area in which to inject, as
shown in Fig. 1. This renders these two attributes to be the best opportunities for the
clinician’s self-improvement and professional development. Therefore, the prototype
offers additional data to support these decisions. It allows for comparisons with results
of previous cases and between pre- and post-treatment scans. To reduce the impact of
language barriers and preparation time,MD-codes contain several visual cues to indicate
the treatment specifics at each point. The prototype uses a similar visual representation
of main point attributes on the 3D-model: line diameter correlates to the injected volume
of hyaluronic acid, its colour represents injection depth, and a hazard triangle indicates
an injection point close to an artery. This is useful during the treatment itself, since the
practitioner can quickly access necessary information when preparing the next syringe.
It also facilitates the comparison of different treatments.

To obtain the decision support data mentioned above, the prototype needs to respect
several system restrictions. The supporting data includes measurements of depth and
volume change in the face. The prototype cannot be effectively calibrated from the
start, since it is designed to work with any scanner the practitioner has available. This
may also result in a low mesh resolution of the 3D-model. Still, to enable professional
self-improvement, a transparent relationship between face measurements and injection
volume is needed. The implemented solution is as follows: Each injection point is a
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line anchored in a plane parallel towards the scanned face. Each line is defined by two
points in the coordinate system, one point on the surface of the face model to anchor the
alignment and one outside point on the plane to define the injection point. To standardize
imported models from different scanners, imports are first scaled and rotated to fit an
uncalibrated baseline face, upon which the overlays are projected. Then, the distance
from each outer line point towards the scanned face model is measured. To account
for low-mesh scans, the measurement is done as a raycast towards the closest point
on the face model. The closest point is identified by using the ICP [21] algorithm to
match each point on the line to each point of the face model. As a result, the clinician
receives an information about the fold depth at the injection point. He further receives
information about facial symmetry, since the distances are calculated on both sides. The
injection volume can then be adjusted accordingly. If the clinician did the same point set
treatment in the past, the distance and volume values of past treatments may be looked up
as well. The same distance calculation is then performed for both post-treatment scans.
Therefore, the clinician gets the initial fold depth, applied volume of hyaluronic acid
and the post-treatment and post-evaporation change per injection point. In total, each
treatment is documented as a series of up to three 3D-face models, each with the point
set overlay according to the applied treatment and connected relational data regarding
the different attributes of the injection points as well as general data like the patient’s
age.

7 Prototype Test

To validate our prototype, we performed a test procedure with a patient in need of a full
facial lift. As outlined above, the test has two objectives:

1. The prototype should provide the guidance necessary to perform a treatment.
2. The prototype should perform the task sufficiently well with low-cost equipment.

7.1 Test Conditions

The software was tested with a treatment procedure performed by an experienced der-
matologist, who often performs soft-tissue filler treatments. The patient received a full
facial lift. 3D-scanning was performed before and after the treatment, with a series of
three different postures at each point. The three postures included a frontal image with
level head, head tilted up 45° and head tilted up 45° while smiling. The last one is used
to accentuate the treatment improvements. Below, we will show the criteria and results
of the two testing procedures.

7.2 Medical Model

To test the medical model [14], the MD-codes, we assess its suggestions against the
assessments of an experienced practitioner in the testing procedure. Table 1 shows the
properties suggested by de Maio as well as the properties used by the practitioner. A
before-and-after 3D-scan is shown in Fig. 8.
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Table 1. Testing of the MD-codes

Injection Depth Volume Needle

De Maio Used De Maio Used De Maio Used

Ck1 D D 0.3 0.2 N N

CK2 D D 0.2 0.2 N N

Ck3 D S 0.3 0.1 N N

T1 D D 0.5 0.1 N C

T2 D D 0.5 0.15 N C

Tt1 D S 0.2 0.05 C C

Tt2 D S 0.2 0.05 C C

Tt3 D S 0.2 0.05 C C

NL D S 0.3 0.4 N C

Jw1 D D 0.5 0.2 N N

Jw2 S S 0.5 0.3 C C

Jw3 S S 1 0.2 C C

Jw4 S D 0.5 0.1 C N

ML S 0.2 C

W S 0.5 C

MI S 0.2 C

D = Deep (Supraperiosteal), S = Subcutaneous, C = Cannula, N = Needle, Volume is
measured in mL

The suggested and performed treatment show several differences. The practitioner
added three own injection points not covered by the medical model. Concerning the
injection point properties, the DeMaio-model uses a bigger share of deep injections and
much more material in several points [14]. Even considering the additional injection
points, the practitioner only used 3 mL Hyaluron, while MD-codes suggested 4,9 mL
for the same treatment [14]. The material is sold in bottles of 1 mL priced at around 300
e each, therefore the MD-code treatment is about 600e more expensive in materials.

7.3 3D-Technology

The second objective tests the hardware performance. To successfully support the treat-
ments, the scanned 3D-models need to be precise enough to represent the correct facial
details.
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Table 2. Data of the treatment scans shown in Fig. 8

Vertices Triangles Time to compute

Pre-treatment 24876 49181 18 s

Post-treatment 25109 49820 19 s

An important aspect, as mentioned above, is the seamless and fast integration of
the software into the standardized procedures. Computing time was measured on an
Intel i7-8550U CPU at 1.8 GHz. As shown in Table 2, the scanner provides a consistent
performance. A big advantage of commercial-grade scanners is their scanning speed.
The utilized Realsense Setup requires to walk around the patient and the patient needs
to remain motionless during this process. Motion will lead to distortion as visible in the
shoulders area in Fig. 8. The scanning time was reduced by only scanning the frontal
face instead of the full bust, but still around 20 s were needed for each scan.

Fig. 8. Treatment scans. Pre-treatment (left) and post-treatment (right), level-head posture

7.4 Discussion

The experiment was done to test two objectives. In the medical part, we tested if the
software and MD-codes could provide the necessary guidance for a treatment. When
utilized by an experienced practitioner, several differences were found. As mentioned
above, practitioners often use their own point sets, and in our test treatment, the practi-
tioner also diverged from the DeMaio model [14]. The option of free setting of points in
the prototype allows to track these individual sets. Therefore, a novice could stay within
the De Maio model [14] using the prototype, while experienced practitioners could also
use our system to document their more individual treatments. The MD-codes also sug-
gested the use of more material. As visible in Fig. 8, a change in cheek volume was
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achieved by the practitioner with three fifths of the suggested material. Since this lowers
the material cost per treatment, less material use is desirable for most practitioners and
patients. Novices can at first use the guiding frame of the MD-codes and then compare
their results in the 3D-documentation of the prototype and gradually lower the amount
of material used.

In the technical part, we tested if the low-cost equipment was able to perform the task
sufficiently well. As the Figs. 8 and 7 show, the model textures are partially distorted in
the right part of the face. This may either be due to the dim light or to patient movement
during the scanningphase.Apart from that, the vertex resolution candisplay the change in
volume, and a processing time of 18 s on an averagemodern processor seems acceptable.

8 Conclusion

We introduced a web-based software prototype to plan and document soft-tissue filler
treatments with 3D-models. The prototype implements a medical model to standard-
ize the treatment and reduce patient risk. The implication for practise is that unexpe-
rienced practitioners using guidance by MD-codes, our software, and relatively cheap
3D-cameras can perform good and safe face treatments. Another implication is that there
is less need for an experienced practitioner to execute the apprenticeship learning model.
It is possible to transfer the necessary knowledge via recommendations by an expert and
with digital systems. This is also of theoretical interest because it changes the transfer of
knowledge. Besides codification, which is typically used in diagnostic medicine, photos
(scans) and 3D-treatment documentation present another transfer option.

Our test showed that the prototype can fulfil its intended functions, but still needs
some improvement, mainly on the medical side. The MD-codes can serve as a guiding
framework for novices, but the differences in the test between suggested and performed
treatment show the need for a more refined model, which we will discuss below.

9 Future work

Asmentioned in Sect. 5, the prototype currently can neither simulate the precise changes
that will occur due to an injection, nor can it automatically generate a complete sugges-
tion for treatment. The position change of a single vertex depends on several factors: The
volume and injection vectors of each injection point, the interaction between each injec-
tion point, and below-surface resistance like fat tissue and bones, individual attributes
like skin tightness and time since injection. Therefore, a future version of the software
may collect this data and use it in a machine-learning process to predict the changes.
A complete suggestion for injections is also dependent on beauty standards, which are
subjective at the individual patient level. While several attempts have been made to
develop an objective measure (e. g., the golden ratio), the measures were not repro-
ducible in experimental studies [22]. However, since MD-codes provide standardized
injection volumes [14], they may be viewed as another attempt to standardize beauty
procedures. Hyaluron enables this by being a flexible soft-tissue filler that can adapt
to different faces. Therefore, the documented results of the treatments should be tested
against beauty standards in future studies. This may enable the software to produce
automatic suggestions in accordance with most conceptions of beauty.
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Abstract. The literature lacks evidence on the acceptability of AI conversational
agents (chatbots) and the motivations for their adoption in healthcare industry.
This paper aims to examine the acceptance of these chatbots based on the UTAUT
model in Online Health Communities (OHCs) and to explore what kind of impact
these particular features have on the users’ intentions, and the actual use of these
communities. Based on a quantitative methodology approach, we rely on the
UTAUT model to study OHCs users’ behavior and intentions towards such AI
conversational agents/chatbots. The study shows that the UTAUT has proved to
be a strong and reliable model for evaluating the adoption and application of AI
conversational agents (chatbots) in OHCs. A questionnaire was employed to col-
lect data, and respondents are chosen using the cluster sampling approach. On a
7 Likert scale, respondents were asked to select which choice best suited their
reaction to any of the topics presented. A total of 632 answers from 62 countries
were received, with 443 of them being complete. Many tests were used to exam-
ine the data such as the bivariate and multivariate analysis. Since the returned
p-value for most of the hypotheses tested was 0.05, the majority of the hypotheses
tested were accepted. Findings showed the interrelations between AI conversa-
tional agents/chatbots and OHCs on users’ Behavioral Intention (BI). The main
constructs of the UTAUT model (Performance Expectancy, Effort Expectancy,
Social Influence, and Facilitating Conditions) had a significant impact on the par-
ticipants’ BI and Usage Behavior (UB) for AI conversational agents/chatbots in
OHCs. As for moderators, gender and age had no effect on BI and UB. Under-
standing the main factors that have a significant impact on users’ intentions to use
chatbots in OHCs determines the significance of those results.
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1 Introduction

Healthcare undergoes a continuous transformation and faces many challenges; incidents
of miscommunication between health professionals and friends or family of patients,
misinformed patient about health-related issues on social media platforms, without for-
getting the upheaval caused by the recent COVID-19 pandemic. In fact, healthcare
providers usually need lots of time to address such challenges on their own and surely
better coordination and communication between all healthcare stakeholders (patients,
practitioners, patients’ family or friends…)would positively contribute to the all involved
stakeholders’ experience.

With this regard, the advancements inArtificial Intelligence (AI) are expected to have
a positive impact on the healthcare industry, whereas the informational requirements and
the need for online health communication is intensified [1]. Indeed, AI conversational
agents orChatbots are considered a promising development to that respect. Chatbots are a
class ofAI applications that rely onDeepLearning (DL) to assist provisionof information
[2], gather information or perform routine tasks and are being implemented in the Online
Health Communities (OHCs) as an alternative means to provide information instead of
human healthcare personnel [3]. Chatbots are accessible through different digital hubs:
websites, mobile and messaging applications, SMS, etc. It is estimated that there will be
an increase in the deployment of chatbots in the health sector in the future. However, a
number of questions in relation to the intentions to use health-related AI conversational
agents is not fully exploited in the literature.

In view of the above, the aim of this research is to examine the intention of using
health chatbots applications in OHCs and to explore what kind of impact these particular
features have on the users’ intentions, and the actual/potential use of these communities.
The focus of the article is therefore to study such intention of use and its impact on
users’ behavior in OHCs through one of the most used models (UTAUT) that analyzes
the behavioral intention to adopt any system related to technology [4].

For this purpose, we will first sum up the related literature covering OHCs and AI
agents/chatbots. Then we shall present the UTAUT model with the related technology
acceptance studies applied in health organizations and the proposed model and hypothe-
ses to be tested. Afterwards, we will briefly explain the methodology used and present
our results through a proper discussion of the findings. Finally, we shall conclude our
work with our contributions, managerial implications, and limitations.

2 Contextual Background: OHCs AI Agents/Chatbots

Online health communities (OHCs) - a special case of virtual communities - offer oppor-
tunities to patients, friends or family to post and explain their concerns, ask questions,
receive feedback, or share their experiences. Users/patients can choose a physician and
interact only with him/her to protect their privacy [5].
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OHCs’ positioning is reinforced through the adoption of AI and DL techniques.
As digital health innovation continues to improve, it has initiated changes in providing
care by changing the doctor-patient relationship with shared decision-making, commu-
nication, health management, and cost-effectiveness [6]. OHCs have three diversions
based on the users’ perspective: i) an OHC could aim healthcare subjects through dis-
cussion forums and sharing ideas and experiences; ii) address patients and physicians
for exchange of support and information; or iii) designed only for physicians in order to
share their professional knowledge and experiences.

The integration of heterogeneous systems is crucial for enterprise preparedness dur-
ing a crisis [7]. The COVID-19 pandemic promoted healthcare delivery solutions and
healthcare apps based on blockchain and AI [8]. The outcome of digitalization produces
benefits for the healthcare systems and electronicmedical test records improve the access
to the health records both for patients and health practitioners [9]. DL algorithms is capa-
ble of feature extraction with no human interaction. It exploits a structure imitating a
human’s neuronal structure of the brain [10].

Within the same context of OHCs, chatbots are AI applications based on DL able
to interact and converse with a human through text, voice, and animation [11]; they are
software applications created to reproduce and imitate human interaction and commu-
nication through or into speech or text [12]. In the context of healthcare, personalized
health and therapy information are being provided by chatbots or healthbots to provide
support to patients by suggesting diagnoses and treatments based on patient indications
[13].

Interactive conversational agents, digital assistants, artificial conversation entities,
and smart bots are also defined as chatbots. These chatbots are consideredmore attractive
and user-friendly. They provide users with an efficient and comfortable communication
by offering accurate information and assistance to their questions and problems [14].

Limitation in healthcare resources such asmedical professionals and facilities usually
impedes people living in remote areas from receiving professional medical advice and
having access to real-time and efficient health care services [15]. Thus, patients generally
opt for other options [16]. In fact, some of the motivations for using chatbots include
the novelty of such interaction, social factors and entertainment, but most importantly
efficiency. In a business context, these applications became commonly used because
they minimize service costs and can deal with several consumers at the same time [14].

Forty-one different chatbots have been used for different purposes in mental health.
Mental disorders, stress, depression, and acrophobia couldbemanagedbyusing chatbots,
and this ideawas proven by twelve studies that demonstrated the efficiency of automation
and use of chatbots [17].

Finally, theCOVID-19 has had the largest impact on technological advancements and
acceptance. In the next section we shall introduce the UTAUT model and our research
methodology.
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3 The Impact of AI Agents/Chatbots on OHCs’ Users

3.1 The Proposed UTAUT Model and Our Main Hypotheses

Understanding the reasons for rejecting or adopting each new technology has become
critical. As a result, technology acceptance concepts, theories, and models expect to
bring the idea of how individuals may accept, understand, and use the latest technology.
Venkatesh [4] proposed the Unified Theory of Acceptance and Use of Technology
(UTAUT) framework to explore and analyze the acceptance of technology and its reasons
in information systems (IS) research; it is one of the most widely used technology
acceptance frameworks that investigates and explains the intention to use technology in
organizational contexts [4].

In fact, the UTAUT model has been used in a variety of fields including near-field
communication technologies [18], interactive whiteboards [19], e-health [20], and ERP
software acceptance [21], and home telehealth services [22].Many factors influence peo-
ple’s decision-making process in relation to the adoption of new technologies. Research
has been presented in various contexts [4, 23]. To the best of authors’ knowledge there
is limited research on this research area.

The UTAUT model presents four independent constructs: Performance Expectancy
(PE), Effort Expectancy (EE), Social Influence (SI), andFacilitatingConditions (FC) that
predict technology acceptance. According to many authors [4, 18–20], these constructs
are directly associatedwithBehavioral Intentions (BI)which is defined as users’ intention
to use the system, and Use Behavior (UB). User demographics such as gender and age
have been conceptualized as moderators in the UTAUT framework [24].

In our article we shall study the impact of these constructs on the level of the accep-
tance of health AI agents/chatbots in OHCs through the UTAUT model [4]. The choice
of this model is explained by the fact that it provides a comprehensive synthesis of users’
intentions to adopt new technologies. The following table will present the basic UTAUT
model including the interrelations between the six main constructs and two moderators
(Gender and Age) (Fig. 1).

Fig. 1. Basic UTAUT model. Source [4]
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The following table will present the variables and moderators of the UTAUT model
(Table 1).

Table 1. Presentation of UTAUT main constructs

Variables/Moderators Description [4]

PE The degree to which a person believes that using the system would improve job
performance. The acceptance framework has been utilized in various studies to
explain end-users’ BIs for adopting new technologies in the healthcare business
[25]

EE The level of ease in relation with the use of the system. It comprises three variables:
complexity, ease of use, and perceived ease of use. EE is seen in the context of the
health industry as the perceived level of ease in adopting a healthcare system

SI The degree to which a person believes that other people believe he or she should
adopt the new system. Along with increased support from friends, volunteers, and
family, E-Health applications are viewed as a valuable instrument for achieving the
technology use [26]

FC The degree to which a person believes that an organizational and technological
infrastructure has been developed to support the system’s use. FC is also presented
as the perception that resources will be available to complete the task [27]

BI BI relates to how people intend to use technology in the future

Gender One of the main moderating variables in the UTAUT. Guo [28] investigated the
moderating role of gender in the adoption of mobile social networking sites and to
recognize gender differences

Age Age is identified as a moderator on BI and technology use. In the adoption of IS,
the impact of PE on BI has been shown to be larger for males than females

The following table will also present the main hypotheses adopted for the use of
chatbots in OHCs (Table 2).

Table 2. Table of hypotheses

Hypothesis

H1. PE posits a positive relationship towards BI to use platforms/chatbots in OHCs

H2. EE posits a positive relationship towards BI to use platforms/chatbots in OHCs

H3. SI posits a positive relationship towards BI to use platforms/chatbots in OHCs

H4. FC will have a significant effect on BI to use platforms/chatbots in OHCs

H5. BI posits a positive relationship towards UB

H1a, H1b, H1c and H1d: Gender will moderate the relationship between PE, EE, SI, and FC respectively,
to use chatbots in OHCs

H2a, H2b, H2c and H2d: Age will moderate the relationship between PE, EE, SI, and FC respectively, to
use chatbots in OHCs
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3.2 Research Methodology

As a philosophy, positivism complies to the view that only “factual” knowledge collected
through observation, including measurements, is trustworthy [29–31]; the researchers
are working with precise frameworks or models (the UTAUT) while presuming that
these frameworks or models are solid and sustainable [32], with a philosophical realism
adhering to the hypothetico-deductive approach. Indeed, after addressing the theoretical
perspectives based on the UTAUT framework and after proposing the hypotheses, the
survey is generated to collect data and test the validity of the hypotheses. In fact, it is
noted by IS publications that most of IS researches are positivistic [32], and most of the
quantitative researches in IS used hypothetico-deductive approach [33].

Statistical analysis was performed using IBM SPSS version 25. In fact, a descriptive
analysis was enrolled, and the variables were presented as per their type. All the scores
followed a Likert scale from 1 to 7 (from 1 “strongly disagree” to 7 “strongly agree”).
Reliability test was done for each score in order to validate the score (Cronbach alpha
value was higher than 0.7 for all the scores).

Bivariate analysiswas enrolled in order to test the correlation betweenUTAUTscores
(PE, EE, SI, FC, BI, and UB) and the variables considered as moderators (gender, age).
In the bivariate settings we used Student t-test and ANOVA test. Linear regression test
was used to test the correlation between UTAUT scores and BI and between BI and UB.
Furthermore, a multivariate analysis was enrolled in order to test the factors affecting
BI. A statistically significant correlation was set at 5% (p-value less than 0.05).

Our statistical analysis was performed on a convenience sample of 443 participants
(OHCs members). A total of 632 responses have been received of which 443 were com-
plete. The completion rate is about 70% and the responses came from 62 countries. The
data collection started on March 15th, 2021 and lasted until April 25th, 2021 for a total
duration of 40 days.

4 Results, Findings and Discussion

This part presents the statistical analysis performed on the complete sample; based on the
results, we shall analyse the hypotheses and the correlations between themain constructs
of UTAUT model with BI and UB with a proper discussion; then, we will address the
analysis of the main moderators defined by Venkatesh [4].

Participants were almost evenly distributed: 49% females and 46%males (Appendix
A). Themean agewas 34.3 (minimum18 -maximum68 years). However, one interesting
finding was recorded that out of the 443 participants, 57.8% had limited experience in
the use of Chatbots and/or online communities, and only 3.6% considered themselves
experts in the use of chatbots in OHCs (Appendix B); These low experience levels that
there is too much to do regarding this matter; this finding will be further emphasized in
the managerial implication part.

The impact of the UTAUT variables was tested; all four variables were supported in
the multivariate analysis. The study findings matched most of the hypothesized interre-
lations with UTAUT variables (H1, H2, H3, H4, and H5). Through linear regression, the
findings showed that the variables of the conceptual model have a positive correlation
on the BI to use chatbots in OHCs (PE: p = 0.000, EE: p = 0.001, SI: p = 0.000, and
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FC: p = 0.001). These variables were considered as very important in determining the
acceptance of using technology in the healthcare context through various researchers
[34, 35].

The following Tables 3 and 4 are showing the multivariate analysis of the main
UTAUT constructs and their correlations with BI, and the representation of the main
UTAUT score categories (Table 5).

Table 3. Multivariate analysis of UTAUT main constructs

Unstandardized 
Coefficients

Standardized 
Coefficients t P.value

Study 
population B Std. Error Beta

(Constant) 1.872 0.930 2.014 0.045
PE 0.292 0.036 0.341 8.019 0.000
SI 0.126 0.026 0.235 4.867 0.000
FC 0.118 0.036 0.165 3.249 0.001
EE 0.130 0.040 0.139 3.210 0.001

Dependent variable : BI

Table 4. Representation of UTAUT score categories

UTAUT constructs Representation and score categories (%)

Poor Good Very good

PE 60.9 26.9 12.2

EE 38.8 31.4 29.8

SI 83.1 8.8 8.1

FC 58 28 14

BI 56.9 21.9 21.2

UB 93.2 3.8 2.9

Regarding PE (a 5-item scale with a mean of 21.6 ± 7.23 over 35, and a median
of 23 with a minimum of 5 and a maximum of 35) (Appendix C), participants almost
agree that using chatbots enhances productivity and facilitates the accomplishment of
tasks more quickly. Having 60.9% in the poor area means that a great potential exists
to enhance the awareness and promote the use of these technologies. So, PE is very
important to the use of online platforms. In fact, users are always interested to enhance
their performance through the use of these technologies. Accordingly, this variable is
considered as one of the strongest one on BI [4, 34, 36].

According to regression analysis, PE is positively correlated to BI (p< 0.001) to use
chatbots in OHCs. From a user perception, this finding confirms that using the system
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will enhance performance, attitude, and intention to use the system in the healthcare
context [4, 37]. It also confirms previous literature that showed PE as a strong predictor
of BI to adopt healthcare technology [22, 38]. In summary, when PE increase, BI increase
and the null hypothesis is rejected. In other words, when users or patients find that the use
of chatbots/OHCs increases their productivity and enhances their health, they increase
their intentions to use them.

Regarding EE (a 5-item scale with a mean of 25.46 ± 6.61 over 35, and a median
of 26, with a minimum of 5 and a maximum of 35), participants highly agree that the
process of learning and becoming familiar in using Chatbots is easy for them. Having
61.2% in the Good and Very Good area means that the users are already considering that
EE is highly important to use these technologies. EE is considered as a crucial step to the
use of these online platforms. According to regression analysis, EE (H2) is significantly
correlated to BI (p = 0.001) as in many other researchers [35, 39, 40]. It implies that
the ease of using chatbots in the healthcare field is more likely to have an impact on the
perception of BI [19]. This finding confirms [41], that EE has a positive impact on the
BIs of patients interacting with physicians in OHCs.

In summary, when users’ or patients find that the use of chatbots in OHCs is easy,
they will increase their intentions to use them.

As for SI (a 7-item scale with a mean of 22.88 ± 11.52 over 49, and median of
22 with a minimum of 7 and a maximum of 49), participants highly disagree that the
majority of friends or colleagues surrounding them use or believe that they should use
chatbots. Having 83.1% in the poor area means that the users are already considering
that SI is not affecting them to use these technologies. In fact, a statistically significant
and positive correlation was found between SI (H3) and BI in the regression analysis
(p < 0.001). Although health is always a personal thing but patients are not experts.
So, their BI and UB in OHCs are influenced by their social relationships mainly other
patients in the family, friends or even family members nurse, doctors, technician etc.
[34, 35, 40].

In other words, when users’ friends, family, and colleagues (who matter), propose
to users that they should use chatbots in OHCs, the users increase their intentions to use
OHCs.

Finally for FC (a 4-item scale with a mean of 18.67 ± 4.61 over 28, and a median
of 19 with a minimum of 4 and a maximum of 28), participants highly agree that they
have the necessary resources (laptops, smartphones, etc.) to use chatbots for getting
support on all levels. Also, they highly agree that they have the necessary knowledge to
use chatbots for getting support on all levels. Having 42% in the Good and Very Good
areas means that the users are already considering that FC is highly important to use
these technologies. Also, having 58% in the poor area means that this factor is highly
important to increase the BI.

Regarding FC (H4), a statistically significant and positive correlation was found
between FC and BI in the regression analysis (p = 0.001). The literature confirmed as
per the findings of this study that FC has a significant influence on BI [40]. According
to [39], the BI to adopt this tool is related to the specific devices that sometimes need
technical support more than other ones. In other words, having laptops, smartphones and
the necessary knowledge and experts available for assistance, increase the users’ BI to
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use chatbots in OHCs. When users receive more FCs to use chatbots, they will increase
their intentions to use them.

The following table is showing the significant correlation between BI and UB. It
highlights that UB is positively correlated with BI (p < 0.001), and UB will increase
with the increasing of BI (B = 0.514).

As forBI (a 4-itemscale,with ameanof 17.88±6.19over 28, and amedianof 18with
a minimum of 4 and a maximum of 28), participants agree that they are planning to use
chatbots in OHCs in the future, provided that they have access to these online platforms.
However, 56.9%, of participants are located in the poor area, highlighting the need to
understand the motivations and discover the opportunities to increase the acceptance of
using chatbots in OHCs. Regarding H5, a statistically significant correlation was found
between BI and UB in the linear regression (p < 0.001). This finding is associated
with the findings of the literature review that found all variables having a significant
correlation [41].

Additionally, the categorization of answers in this study showed that almost 45% of
responders currently do not consider that becoming familiar with the use of chatbots is
easy for them. Hence, having this significant correlation between BI and UB is a great
potential to get people more involved into employing this technology.

Finally, for UB (a 3-item scale with a mean of 10.84± 3.48 over 21, and a median of
11 with a minimum of 3 and a maximum of 21), participants do not agree that they are
currently or frequently using chatbots in OHCs. It is indicative that 93.2% are located
in the poor area. Further researches are required to understand the factors and examine
opportunities that lead to UB.

To conclude, oncewe have a significant correlation between BI andUB, the variables
that had a direct significant correlation on BI should have an indirect correlation with
UB (Table 5). So, once participants are having the intention to use chatbots in OHCs,
it will not be hard to convince them using these applications. Multiple strategies must
be defined and aligned with the independent variables that had a direct impact on BI. In
other words, when users’ have more intention in using chatbots in OHCs, they use them
more frequently.

Henceforth the 5 main hypotheses (H1, H2, H3, H4 and H5) were validated.
Finally, a detailed analysis was conducted about the role of UTAUT moderators in

the use of chatbots in OHCs. In fact, Venkatesh [4] included many moderators in the
UTAUT framework such as gender and age. So, we analyzed all the related hypotheses.

In general, the factor gender didnot showany significant correlationwith independent
variables in this study (ANOVA Test). The chosen sample is in fact more familiar with

Table 5. Correlation between BI and UB

Unstandardized 
Coefficients

Standardized 
Coefficients t P.value

B Std. Error Beta
(Constant) 5.675 0.435 13.046 0.000

Behavioral Intention 0.289 0.023 0.514 12.570 0.000
Dependent Variable: Use Behavior



Online Health Communities: The Impact of AI Conversational Agents on Users 497

technology. The same analysis was applied for the age moderator. The findings do not
correlate with the literature. In other terms, age does not have any impact on the use
of chatbots in OHCs. In the bivariate analysis, a statistically non-significant correlation
was found between Age and PE, EE, SI, FC and UB. Other researchers identified that
the age is the most significant moderator in the healthcare context due to the fact that
older patients may have some challenges when using technology [20, 22].

As mentioned before, the participants are already technology users’; their age does
not increase or decrease their intentions to use chatbots in OHCs.

5 Contributions, Conclusion, Limitations and Future Research

In this article, we tried to highlight and examine the intention of using health AI
agents/chatbots applications through the UTAUTmodel in OHCs. Based on the UTAUT
framework, the technology use experience of OHCs members was showed through the
intention of using AI conversational agents/chatbots in OHCs. BI and UB are highly
correlated with the main constructs of UTAUT and play a major role in affecting the
relationship between the variables and BIs of the participants.

The study showed that when PE, EE, SI, and FC increase, BI will increase. In other
terms, when productivity is enhanced, the users will increase their intentions to use
chatbots in OHCs. Also, these applications must be user friendly as it will increase
participants BIs to use them. Apparently, family members, friends and colleagues have
a major impact on the intentions of our participants. When the participants are well
equipped with technology, they certainly increase their BIs to use these applications.

The contribution of this study is twofold; first we contributed to theory by adding
one more context to test the UTAUTmodel in OHCs for the usage of AI agents/chatbots.
By testing the UTAUT model, this study has answered the demand for further research
and empirical studies on intelligent automation in the healthcare industry. It also fills a
gap in the current literature on the use of chatbot technology in healthcare. The UTAUT
has once again proven to be a strong and reliable model for evaluating the adoption
and application of new technology, since the findings revealed a better understanding
of users’ acceptability and readiness to use chatbots in OHCs. Therefore, this study
advances the literature by offering key insights for practitioners and scholars interested
in studying patients’ behavior when it comes to the use of chatbots in OHCs.

Another contribution of this study is important information on the factors influencing
the use of chatbots inOHCs. Technology developers should ensure that chatbots inOHCs
interact in a variety of languages, providing customers with a user-friendly interface.
The practitioners must ensure that chatbots do not cause any technology-related anxiety.
Designers must create user-friendly chatbots in order to reduce patients’ concerns about
technology.

Patients can also use health chatbots to connect directly with physicians for diagnosis
or treatment support by talking or texting smart algorithms as the first point of contact
for primary care in the future. Physicians, nurses, or any other medical experts may
be revealed from answering every single health question, including FAQ; instead, they
will look to chatbots first. If the little medical assistant is unable to reply to the issues
mentioned, the casewill be transferred to a real-life doctor.Chatbot providersmust ensure
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distinct and distinctive service features to meet the patients’ needs and encourage patient
usage. As for healthcare practitioners, chatbots must be developed with customization
and personalization provisions based on the needs of patients in order for patients to feel
at ease when using chatbots for health purposes.

Finally, although the literature review indicates that the UTAUT model is robust
and has been validated in the literature, there are some intrinsic limitations need to be
acknowledged; For instance, the intention-behavior gap and the external factors influence
as identified by [42], should be taken into consideration in future studies. Furthermore,
it is believed that other variables such as trust and FOTA, and other moderators such as
technology experience, educational level, occupation, culture, and geographical zone,
should be added to the UTAUT model in order to be tested in future studies and other
contexts.

Finally, our research shows a methodological limit in terms of the generalization
of the results; in fact, this research was carried out over a set length of time, therefore
there is a need for a longitudinal evaluation in future research to guarantee UB. To
conclude future research should explore the ethical principles and practical implications
of chatbots, as well as the cultural and the regional impact on BI and UB.

Appendixes

Appendix A: Demographic Characteristics of the Study Population
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Appendix B: Experience Related to the Use of Chatbots in OHCs

Appendix C: Descriptive Analysis of UTAUT Main Constructs
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Abstract. We provide actionable guidance to organizations needing to comply
with the European General Data Protection Regulation (GDPR). We use a data
processing pipeline – Data collection, Data protection, and Data operations – to
structure the discussion around regulation requirements (with references to specific
articles and recitals), socio-technical challenges, and applicable security best prac-
tices and techniques. Ensuring compliance is critical since fines for infringements
can mount up to 4% of the total worldwide annual turnover of the organization in
the preceding financial year.
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1 Introduction

The European General Data Protection Regulation (GDPR) [29] superseded the Data
Protection Directive (95/46/EC) [10], reinforcing data protection as a fundamental right
of citizens. Introduced in 2016 and enforced since 25 May 2018, it had a significant
impact on organizations around the world, since it applies in any geography as long as
personal data of European citizens is processed. Additionally, fines for infringement are
steep, at up to 4% of the organization’s worldwide annual turnover.

In a nutshell, to be compliant, organizations need to [30]: obtain informed consent
for personal data collection, timely inform of data breaches, provide users with access
to their personal data and its uses, erase personal data of users at their request, provide
users with a copy of their personal data to port to another organization, ensure that
privacy is built-in by design and that proper security protocols are in place from the
onset, eventually appoint independent data protection officers.

GDPR gives organizations leeway on how to comply, partly because it aims to be
technologically neutral [15], but this stance has the side-effect of making it harder for
organizations trying to define implementation roadmaps [32].

For our guidance, we start by extrapolating, from the set of operations defined in its
Art. 4 [15], a data processing pipeline that needs to be established for compliance: Data
collection, Data protection, and Data operations. See Fig. 1.
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Fig. 1. A data processing pipeline extrapolated from Art. 4 of GDPR

As we move along the pipeline, we reference the relevant regulation articles and
recitals (reasons for the adoption of the articles), all of which can be conveniently
consulted on-line [15].

Remaining concerns, including the management of processing by external entities
(Art. 8), are out of scope.

The remainder of the paper is structured as follows: In Sect. 2, we provide some
common ground. Sections 3, 4, and 5, explore the data processing pipeline, namely Data
Collection, Data Protection, and Data Operations, respectively. We present conclusions
in Sect. 6.

2 Common Ground

Before discussing the practical aspects of GDPR compliance, we provide some
background on the regulation and the challenges in addressing it.

2.1 Causes and Goals

To ensure alignment with GDPR, and given the lack of guidance mentioned earlier, it
is important to understand the motivations behind the introduction of the regulation,
particularly what needed to be changed and why. The Recitals of the regulation are
especially useful, setting out “the reasons for the contents” of the articles [28].

First and foremost, data protection is established as a fundamental right (Recital 1),
which this regulation aims to strengthen (Recital 2), in the face of the challenges brought
from the current scale of data processing (Recital 6). Moreover, we can definitely see
how much the digital landscape has changed in recent years – how ubiquitous it is in our
daily lives, and how intrusive it can be. Strong enforcement of this fundamental right is
deemed necessary to return the control of personal data to the citizens (Recital 7).

Thoughmany of GDPR’s underlying ideas were already present in the previous Data
Protection Directive, this latter had to be transposed into national law and interpreted
and enforced by each Member State. This situation led to fragmentation (Recital 9),
which GDPR aims to fix by assuming the form of regulation, ensuring “Consistent and
homogenous application of the rules” (Recital 10).

In essence, GDPR emerges due to the changing digital landscape, which was inad-
equately controlled by existing legislation and led to subjects losing control over their
own data.
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2.2 Relevance and Difficulties

Apragmatic reason for the relevance of GDPR for organizations lies in its active enforce-
ment, which is accompanied by fines that are now calculated as a percentage of the yearly
turnover (Art. 48) and issued by the Member States’ independent Supervisory Authority
(Art. 51), taking into account mitigating and aggravating factors (Art. 48; Recital 148)
[4]. Consequently, larger organizations should no longer feel comfortable accepting the
fines. Criminal penalties can also ensue, brought by the Member States (Recital 149),
as can the compensation for damages (Art. 82; Recital 146).

Despite these incentives to compliance, reinforced by the good public image which
it conveys [32], cases of non-compliance are still common, more than one year after
the end transitional period. The complexity of the process may result from the lack of
guidelines, and the amount of restructuring an organization may need to undergo [32].
It is well-known that security should be designed early on into a system, to avoid the
risk of considerable refactoring later on to accommodate it. In a similar vein, once data
on a user is collected, it may end up spread over many of the organization’s services and
supporting systems, for uses which may not be entirely controlled. This situation raises
considerable challenges when trying to add data protection measures after the fact, and
when trying to provide users with accounts of how their data is used (Art. 15).

3 Data Collection

Sound data collection practices are fundamental to achieve GDPR compliance, as its cor-
rect implementation is what determines the legality (Art. 6) of all subsequent processing
operations as defined in (Art. 4).

To collect personal data, i.e., data related to an identifiable natural person (Article 4),
the organization needs their explicit consent (Art. 6; Recital 40), whereby they are made
aware of “risks, rules, safeguards and rights” (Recital 39). Furthermore, the controller
is held accountable for the processing requirements enumerated in Article 5, namely
the key ‘purpose limitation’ and ‘data minimization,’ meaning that processing should
be limited to the specific purposes, and be done solely on the necessary personal data,
to which the data subject gave explicit consent for (Article 6).

Consent is a problematic topic. GDPR requires (Art. 4) that it must be “freely given,
specific, informed and unambiguous,” and Art. 7 enumerates conditions, including how
to present it. However, in practice, we often see it implemented using annoying pop-
ups with pre-ticked boxes, or in forms that force individual disabling of hundreds of
advertisers, which runs counter the spirit of Recital 32.

Themalicious intent of such default settings, predicated on users not caring to change
them, is discussed in [2], as are the ‘capture errors’ caused by intending to close pop-ups
but inadvertently accepting their policy. Specifically, for GDPR, in [33], the authors
describe the effect that nudging can have, whereby small changes to a consent notice
led to different user behavior.

These cases highlight the need for precise requirements on how to obtain free and
informed consent, which the regulation does not provide, leading to abuses. Fines issued
for inadequate consent requests are few and far between [14], diminishing what was
supposed to be a significant incentive for compliance.
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This situation raises the question of what informed consent is. Should organizations
guarantee that the user reads the whole privacy agreement? For most, this would be
unfeasible. Given the high abandonment rate during initial web page screening [18],
organizations need to capture the user’s attention quickly. Cookie banners used by cookie
consent libraries are less obtrusive, but the majority do not meet GDPR requirements
[9].

The situation gets worse because many users are not concerned with privacy issues
[19, 24], as their level of exposure on social media attests [7]. Causes may include
the reduced attention given to privacy until recently, leading to mistakes for cognitive
reasons [2], either for lack of knowledge or disregard.

Automatic data collection upon visiting a site (such as the IP address and location) is
another source of concern. On the one hand “merely proceeding with a service cannot be
regarded as an active indication of choice” (Art. 29 of [5]); on the other hand, location
data is explicitly stated as an example of personal data (Art. 4), and IP addresses can
similarly identify a person (Recital 30).

4 Data Protection

Having decided what data to collect and to what purposes, the next step is to ensure
adequate protection. The regulation addresses the so-called ‘CIA triad’ (confidentiality,
integrity, and availability). The former two properties, concerned with preventing unau-
thorized disclosure and modification [34], are the subject of Art. 5, while availability
takes second place in the eyes of the regulation (Art. 32). This prioritization is essen-
tial since the goals of availability are often orthogonal with those of confidentiality and
integrity [37].

4.1 Security by Design

Security needs to be designed into a system from early on, since retrofitting it becomes
significantly more expensive [25]. A critical step is to rigorously define the security
requirements, using one of several existing methods [12]. Next, the implementation
should followbest practices, such as the thorough, yet technologically agnostic, ‘OWASP
Secure Coding Practices’ [25].

Sadly, companies frequently favour more features and performance over security,
which is usually only considered after a significant incident, as shown by the Zoom
videoconference debacle during the COVID pandemic [36].

The system should also be thoroughly tested for vulnerabilities, preferably using
both approaches: white-box (e.g., inspections and code reviews) and black-box (e.g.,
automated tools and red teams). Alas, no systemwill be completely secure, as the regular
identification of 0-day vulnerabilities demonstrates. To mitigate this, organizations can
offer bug bounty programs as a way to crowdsource the discovery of vulnerabilities, to
discourage hackers’ participation in existing black markets [13].

Defense in depth is also essential, meaning that multiple layers of protection should
be deployed to prevent the failure of one compromising the entire system [3]. However,
we often see cases where a single mechanism is employed, leading to a false sense
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of security. A prime example if the use of HTTPS in web services, which, without
additional input processing, is useless to counter SQL injection attacks that are capable
of compromising the entire database.

4.2 Pseudonymization

Pseudonymization is one of the few technical measures specifically mentioned in GDPR
(Art. 25; Art 32; Recital 28). It aims to de-identify personal data, making it no longer
attributable to a data subject (Art. 4). However, this is more complex than merely remov-
ing unique identifiers [22] (e.g., national ID) since the combination of other less sensitive
attributes (quasi-identifiers) can often still be used to identify a subject. For instance, [31]
found that 87% of the US population was uniquely identified through the combination
of their gender, date of birth, and zip code prefix.

Different privacy models exist to achieve pseudonymization. They are based on
several sanitizing operations [20]: generalization, suppression (removal of values), anat-
omization (de-association of attributes by separation), and perturbation (alteration of
values). These methods include:

• K-anonymity [31], one of the most well-known methods. It ensures that each such
quasi-identifier combination occurs in at least k records [22]. As such, each record
is indistinguishable from at least k-1 others [20] (making the dataset, in theory, pub-
lishable with a high value of k). However, this does not take into account sensitive
values (non-identifying, but whose confidentiality is critical) and their distribution, so
extensions with additional constraints were created [20].

• Differential privacy is particularly interesting, given the prevalence of data mining
for knowledge extraction from datasets. The idea is that a single record does not
considerably affect (based on a parameter ∈) the output of some processing operation
[20]. That is, we are concerned with sharing results of processing, instead of the
dataset itself, without inadvertently disclosing data about a specific record.

Several tools exist to apply such models, and as is often the case when considering
security, we should always look for existing, validated, implementations (i.e., avoid cod-
ing from scratch). An example is the ‘ARXDataAnonymizationTool’ [27], which allows
configuring and applying several privacy models and then analyzing the re-identification
risk.

4.3 Encryption

GDPR mentions encryption alongside pseudonymization (Art. 32). Encrypting col-
lected personal data significantly reduces the risk of unauthorized disclosure, while
also enabling the use of integrity checking mechanisms (e.g., by appending the hash
when encrypting). Of course, there are other aspects to consider:

First, datamust be encrypted both in transit (commonly donewithHTTPS) andwhile
stored in the system. The latter is not as usual [8], once again, because of a false sense
of security about the system perimeter. Nevertheless, it is critical to prevent insiders or
those who manage to penetrate the system from disclosing the data [8].
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Second, the encryption algorithm’s choice is paramount, since discovered weak-
nesses can render them obsolete, as can the mere increase in computational power that
may enable brute force attacks (i.e., trying all possible key combinations to decrypt the
original text). Furthermore, public and standardized algorithms should be preferred since
these are subject to extreme scrutiny. On the contrary, practical attacks are usually found
for algorithms with closed designs, like the COMP128 used for mobile communications
[8]. There are techniques to work with encrypted data:

• Homomorphic encryption that enables the manipulation of encrypted data as if it were
not. This technique is particularly useful to leverage the computational power of the
cloud while preserving confidentiality [21]. There is, however, a severe efficiency
penalty [17].

• Trusted execution environments, “hardware-assisted devices robust against attacks”
[17] and tamper-proof, that protect loaded data. An example is Intel Software Guard
Extensions, available with all recent Intel processors. Performance is higher than that
of the homomorphic encryption, but memory is limited to 90MB [17].

These two approaches provide very high levels of security, but their drawbacks mean
that they must be applied selectively, especially when using highly sensitive data, such
as medical (Art. 9).

4.4 Measuring Security

Having a metric for system security would be useful. It would enable comparisons of
as-is and to-be scenarios, namely in the degree of improvement of changes. Ideally, it
would also indicate the level of compliance with GDPR. However, given the constant
identification of vulnerabilities and ways to explore them in increasingly complex IT
systems, any such metric would likely be inadequate. As Bellovin argues [6], “We need
layers of assured strength, but we don’t have them.”

An alternative is using the effort put on securing the system as a proxy for that metric.
The latter is the fundamental idea underlying trust-based benchmarking [23], and since
GDPR is non-prescriptive, it seems an appropriate approach, especially given the need
to “demonstrate that processing is performed in accordance with this Regulation” (Art.
24).

4.5 Data Breaches

The eventuality of a data breach needs to be considered, since perfect security is unattain-
able. Human and technical attack vectors change constantly, and systems are designed
with pragmatic trade-offs (e.g., in terms of cost or usability). Consequently, we need to
be able to detect security incidents and mitigate their effects.

System logging is extremely useful for the detection of abnormal behavior, i.e., unau-
thorized data accesses that compromise confidentiality. Meanwhile, integrity checkers,
like AIDE [1], use cryptographic hashes to detect modifications to data that should not be
altered. Once again, choosing secure algorithms is essential; many cryptographic hash
functions have been made obsolete.
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Adequate encryption can be effective for mitigating breaches, since data should be
useless to anyone who does not hold the key.

When a data breach is detected, GDPR requires that supervisory authority be notified
within 72 h (Art. 33), unless it is unlikely to result in a risk to the rights and freedoms of
natural persons (e.g., the data was encrypted). In case of risk, the affected subjects (e.g.,
users whose data was exposed) should also be notified (Art. 34).

5 Data Operations

GDPRmandates keeping records of all data processing activities when “is likely to result
in a risk to the rights and freedoms of data subjects” or when the organization has more
than 250 employees (Art. 30). Additionally, processesmust be in place to handle requests
from users exercising the rights of access and portability and the rights to rectification
and erasure (Art.12), which we examine next.

5.1 Rights of Access and Portability

The right of access is essential in the context of GDPR. It enables users to find out which
personal data an entity holds on them (Art. 15) and to what purpose. Building on that,
the right to data portability (Art. 20), enables the users to obtain a copy of their personal
data from an entity in such a way that is transferable to another, namely in a “commonly
used and machine-readable format” (Art. 20). The goal is to prevent lock-in effects,
mainly when market concentration is high [16], since “Switching costs are negatively
correlated with data portability” [11].

Strong authentication is essential to support data portability and should not be unduly
compromised in favor of availability. Confidentiality (e.g., by not risking unauthorized
disclosure) takes precedence over availability. As discussed in Sect. 4, the ‘CIA triad’
of security properties may conflict, and priorities must be set [37].

5.2 Rights to Rectification and Erasure

GDPR calls for personal data to be accurate and up to date (Art. 5), leading to the right
to rectification (Art. 16). Similarly, the right to be forgotten addresses the cases when the
data is no longer needed for its original purposes or consent has been withdrawn (Art.
17).

On the one hand, the ease of storing and accessing digital data compromises our
“ability to forget” [26]; but on the other hand, merely erasing a piece of data may not
be the adequate procedure, since it can compromise of the integrity of a database or the
ability to complywith other legal and fiscal regulations. Thus, it is essential to understand
the lifetime of the collected data and how exactly it is stored.

Equally relevant are issues that arise from the use of artificial intelligence that
learns from collected data and later applies those learning to new data [35]. This raises
significant research questions, such as, for example, [35]:

• “How can we ensure a balance between the Right to Be Forgotten and a machine
learning model’s need to remember information used to train it?”, or
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• “Can artificial intelligence models be created that ‘learn’ from new data without
storing personal information that could be used in a Right to Be Forgotten request?”.

Finally, it is essential to ensure that ‘erased’ data was not backed-up or that existing
backups are also deleted, which raises additional technical challenges.

6 Conclusion

We provided guidance for organizations needing to comply with GDPR. Using a data
processing pipeline extrapolated from the set of operations defined in the regulation, we
referenced the relevant recitals and articles (using a convenient online source), discussed
sociotechnical challenges for compliance, and presented adequate security best practices
and techniques, supported on relevant literature.

The rather ambitious scope required some tradeoffs between breadth and depth.
Nevertheless, this contextualization, with the inclusion of diverse security techniques
and practices, should prove useful reading to those seeking to achieve compliance and
may serve as a starting point for more specialized work regarding some aspects.

Future work can also address explicitly out-of-scope concerns, including the man-
agement of data processing by external entities (Art. 8). Finally, additional insights may
emerge from the reports that the European Commission must submit to the European
Parliament and the Council on the evaluation and review of GDPR. The most recent was
due by the end of May 2020 (Art. 97).
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Abstract. As financial services and operations expand, financial fraud is on the
rise. Despite the use of preventative and security measures to reduce monetary
fraud, criminals are constantly acquiring and developing new ways to circumvent
fraud detection systems, posing a challenge to quantitative methods and predictive
approaches. As a result, newmethodologiesmust be researched and tested to lever-
age the insights gained from the study to assist further incorrect fraud forecasting
and the establishment of fraud discovery schemes with extra measures to allevi-
ate distrustful events. Naïve Bayes (NB) is a significant Machine Learning (ML)
classifier that is not yet explored in the literature, unlike the use of common ML
techniques like Decision Tree (DT), Random Forest (RF), Artificial Neural Net-
work (ANN), and the likes. This paper, therefore, explores the use of a technique
yet to be employed for credit card fraud detection (CCFD) namely Naïve Bayes.
The classifier was compared using a confusion matrix for performance matrices
like accuracy, precision, recall, f-measure, and ROC-AUC. It was discovered that
NB outperformed most of the ML classifiers employed in state-of-the-art com-
pared with an accuracy of 97.99%, recall of 98.02%, the precision of 99.97%,
f-measure 98.98%, and FPR of 0.1971.
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TP True Positive
TN True Negative
FP False Positive
FN False Negative
FL Fuzzy Logic
LR Logistic Regression
DM Data Mining

1 Background and Related Works

Every year, fraudulent transactions cost the financial sector billions of dollars, and pre-
venting these deficits introduces continuous disputes for data analysis [1–9]. In 2017,
fraud losses resulting from car loans are expected to reach about $4–6 billion [10].
According to Bloomberg [11], approximately 1% of US auto mortgage usage consists
of some kind of deception, and this number is on its way to surpassing mortgage scams.
Given the significant rise in the numbers, which skyrocketed to about $2–4 billion in
2015, PointPredictive [10] contends in support of the problem’s importance and effect.
In general, fraud occurs in a variety of private and governmental organizations, as well as
in many areas of the economy. Credit cards, healthcare insurance, telecommunications,
internet transactions, and vehicle insurance are among the five major sectors that are
vulnerable to fraud, according to Abdallah, Maarof, and Zainal [12]. Banking and fiscal
facilities, government and public management, and manufacturing businesses are the
sectors most vulnerable to fraud occurrences, as stated in the ACFE’s Statement to the
Countries [13]. The authors also point out that document creation and modification were
the most commonmethods of concealing. It was similarly discovered that the extended a
fraud goes undiscovered, the more money the organization loses. Because of the nature
of their business, financial institutions are especially vulnerable to fraud. As a result, it
is critical for these institutions to not only identify but also mitigate such occurrences.
Every time a scam occurs, it results in a loss. As a result, banks and other organizations at
risk of fraud are always on the lookout for efficient fraud prediction techniques. Financial
fraud has been combated through a variety of ways, among them are decision trees (DT)
[14–16], neural networks (NN) [17–19], self-organizing maps [20], signal processing
on graphs [21]. As a result, numerous researchers have looked at various techniques
and compared their predictive abilities. Adewumi and Akinyelu [22] provided a review
on machine learning (ML) and nature-inspired methods for CCFD that summarized the
accuracy of various techniques. Support Vector Machine (SVM) is one of the utmost
widely employed methods for detecting monetary scams, although it has been surpassed
by DT, according to Adewumi and Akinyelu [22]. Sahin and Duman [18] obtained accu-
racy in the range of 83.02% and 94.76% using hybrid methods built on SVM and DT. Lu
and Ju [23] obtained an accuracy of 91.28% while utilizing Imbalanced Class Weight
SVM (ICW-SVM) on certain datasets, demonstrating that ICW-SVM beat the decision
tree technique for these datasets. Thabtah, Hammoud, Kamalov, and Gonsalves [24]
conducted tests using a variety of datasets to investigate the relationship among class
unevenness and accuracy, finding that the relationship is convex. Kirkos et al. [14] com-
pared the effectiveness of three datamining (DM) techniques in identifying fake financial
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statements. The classification accuracy of a Bayesian belief network beat 2 alternative
methods built on DT and NN. When both performance measures and profitability were
taken into consideration, Mahmoudi and Duman [25] used linear Fisher discriminant
analysis in a CCFD method, which accomplished exceptionally than alternative meth-
ods evaluated. Carneiro et al. [26], on the other hand, examined 3 supervised approaches:
logistic regression (LR), Random Forest (RF), and SVM. The RF method outperformed
the other two models in terms of performance. Van Vlasselaer et al. [27] reported the use
of a network-based method to identify deceitful credit card (CC) dealings in electronic
shops, while Baesens et al. [28] investigated these transactions further using analytical
tools. The outcomes of three models were also benchmarked: LR, NN, and RF. The RF
technique accomplished better than the other 2 in terms of prediction accuracy. To iden-
tify social security fraud,VanVlasselaer et al. [27] used a network-builtmethod.Bahnsen
et al. [1] looked at customer behavior characteristics and found that adding these vari-
ables would increase prediction performance substantially. They also presented a novel
technique for estimating if the period of an innovative business is within the sureness
interlude of prior business dealings timings based on the von Mises distribution. Fur-
thermore, it was discovered that using the suggested strategy results in greater savings.
These authors evaluated several procedures, for instance, LR, DT, RF with and without
Bayes minimal risk threshold and cost-conscious procedures, cost-conscious LR, and
ultimately the conscious DT, using various sets of characteristics.

Dal Pozzolo et al. [29] compared several procedures and modeling methods (RF,
NN, and SVM) to determine the unsurpassed method and the most suitable model per-
formance metric. They stated that detecting fraud is a very unbalanced issue. As a result,
standard categorization methods ought not to be used. As an alternative, they recom-
mended concentrating on instances with an extreme likelihood of being deceitful. They
argue that prioritizing such dealings is extra important than concentrating on their cat-
egorization accuracy. Artificial neural networks (ANN) beat LR in an investigation by
Sahin and Duman [18]. Random Forests beat other classification techniques including
SVM, LR, and K-nearest neighbor (KNN) in research by Whitrow et al. [19]. Both of
these are focused on detecting CCF. To develop CCFD models, Sahin et al. [15] used a
cost-conscious DT method. Traditional methods for instance DT, ANN, and SVM were
surpassed by their suggested methodology. In research by Bhattacharyya et al. [2], the
performance of LR, SVM, and RF in identifying deceitfulness in CC businesses was
examined. The RF technique was demonstrated to be the utmost success. Transaction
aggregation has been used by several researchers to identify CCF [8, 19, 30, 31]. Trans-
action aggregationwas shown to be a stronger fraud forecaster than the discrete operation
or communicative methods in these experiments. This method is considered to be espe-
cially effective when using the RF Method as a classifier. Lim et al. [31] utilized the
conditional weighted transaction aggregation approach to improve themethod employed
by Whitrow et al. [19]. In contrast to previous approaches, the suggested one was deter-
mined to be successful. They also found that aggregation-based approaches outperform
business-level or other business-built aggregation approaches. Jha et al. [8] corroborated
similar results, demonstrating that using a transaction aggregation approach may help
detect fraudulent credit card transactions. Correspondingly, Hartmann-Wendels et al.
[19] looked at the use of transaction aggregation in the detection of CCF. The authors
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discovered that demographic and socio-economic factors are important drivers in pre-
dicting fraudulent occurrences using data supplied by aGerman bank that solely operates
online. Carcillo et al. [32] demonstrated how to deal with big data (BD) in monetary
deceitful discovery for CC dealings, culminating in the Scalable Real-Time Fraud Finder
(SCARFF), which integrates BD technologies withML techniques. It had better bemen-
tioned that due to data availability issues, deceitful data analysis is not as prevalent in
monetary data examination. In addition, the quantity of deceitful instances in the dataset
is much smaller than the number of non-deceitful instances [17, 26, 29] investigated
deep learning (DL) NN for detecting fraudulent credit card usage, whereas Wang and
Xu [33] combined DL with text analysis for auto insurance fraud discovery. To solve
class imbalance,Wong et al. [34] presented 2 cost-conscious DL techniques, which were
evaluated on business province datasets. Dal Pozzolo et al. [5] used a real-world data
stream of more than 75 million dealings allowed for more than 3 years to show the effect
of three characteristics on CCF data examination. Kim et al. [35] investigated an amal-
gam ensemble and DL method for CCFD, allowing them to evaluate the two methods
and find that the deep learning approach performed the best.

As the preceding discussion demonstrates, detecting and preventing financial fraud
is a difficult issue for a variety of reasons, and no one solution will work for all types of
financial fraud. The motivation of these studies is that after many previous works have
been surveyed Naïve Bayes ML classifiers have not been employed for the detection of
credit card fraud. Therefore, this study intends to use the Naïve Baye ML classification
technique for the detection of fraud in credit card transactions.

The main aim of this study is to recognize fraudulent transactions by employing
CCF. To achieve this, the system is obligatory to classify fraudulent and non-fraudulent
transactions. Themain intention of the study is tomake a fraud discovery process efficient
and effective within aminimal time delivering high accuracy and true positive rate (TPR)
based on classification algorithms.

The paper is subdivided into three remaining sections: Sect. 1 presents the literature
review currently available in the discussed field. Section 2 details the material and meth-
ods used for the execution of the projected model. Section 3 explains the results gathered
from the execution of the model and the discussion of the result. Section 4 provides the
conclusion and future work that can be deployed in the impending period.

2 Materials and Method

2.1 Dataset

The dataset employed for the implementation of this system comprises 284, 807 credit
card dealings made by the owners in Europe in September 2013. 492 out of the datasets
were fraudulent which is referred to as the positive class and 284, 315 of the datasets
were legitimate. Table 1 displays the summary of the datasets employed for the system
implementation.

2.2 Machine Learning (ML)

We can determine whether an impending transaction is fraudulent or legitimate using
a fraud detection module that uses ML and deep learning. Because of its numerous
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Table 1. Summary of datasets

Total
transactions

Legitimate
transaction

Fraudulent
transaction

Number of
features

Link

284, 807 284, 315 492 31 https://www.kaggle.
com/rahulmakwana/
creditcard-fruad-det
ection

utilizations and low-time usage, ML is the most popular and widely utilized technology.
ML is a field of computer science that deals with algorithms that allow computers to
learn and improve without having to be explicitly programmed. Machine learning can
be used in a variety of fields. For instance, medical, diagnosis, and regression. ML is a
combination of process and statistical models that allows a computer to accomplish a
task without having to hard code it. A model is developed using training data and then
tested on the trained model.

2.3 Naïve Bayes

Naive Bayes is a statistical approach based on Bayesian theory that makes decisions
based on the greatest likelihood. Bayesian probability estimates probabilities that are
unknown using known values. Uncertain statements are subjected to logic and past
knowledge in this method. The conditional independence assumption is used in this
strategy to ensure that the data features are independent of one another [36, 43]. The
naive Bayes classifier makes use of the conditional probabilities (1) and (2) of the fraud
and non-fraud classes.

P(fk/ci) = P(fk/ci) ∗ P(ci)

P(fk)
(1)

P(fk/ci) =
∏n

i=1
P(fk/ci), k = 1, 2, . . . , n (2)

Where n is the extreme sum of features, P(fk/ci) is the possibility of creating feature
value fk assumed class ci, P(ci/fk) is the possibility of feature value fk being in class ci,
P(ci) and P(fk) are the possibility of incidence of class ci, and the possibility of feature
value fk happening correspondingly. The succeeding classification rules are employed
by the classifiers to accomplish binary classification.

The classification isC2 ifP(c1/fk) > P(c2/fk) (3)

The classification isC2 ifP(c1/fk) > P(c2/fk) (4)

https://www.kaggle.com/rahulmakwana/creditcard-fruad-detection
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2.4 Proposed Method

Naïve Bayes (NB) is the ML classification algorithm employed in this study. The credit
card fraud (CCF) dataset was inputted into the system after which preprocessing such
as cleansing, training phase was performed on the data. The 30% of the cleansed and
trained dataset was passed into the NB classifier for classification. The results gotten
from the classified dataset were then evaluated using the confusion matrix values for
system performance and the percentage for accuracy, precision, sensitivity, f-measure,
and ROCwere gotten and compared with existing systems. Figure 1 shows the proposed
CCFD system flow diagram.

Fig. 1. CCFD flow diagram

2.5 Performance Evaluation

To appraise the performance of the system, dissimilar measures were employed. Using
the accuracy metric alone will not be accurate to measure the performance of the system
once the dataset employed was extremely imbalanced. The confusion matrix consists of
four outputs as shown in Table 2. AUC measures how well predictions are ranked rather
than their absolute values. It also measures the quality of the model’s predictions. The
output of the confusion matrix are as follows [41]:

1. True Positive (TP): This refers to the sum of CCF dealings that are classified as
fraudulent and are fraudulent.

2. True Negative (TN): This refers to the sum of fraudulent dealing that is classified as
not fraudulent and was not a fraudulent transaction.

3. False Positive (FP): These are genuine transactions that are wrongly classified as
fraud
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4. False Negative (FN): These are fraud transactions but are wrongly classified as
genuine transactions.

Table 2. Confusion matrix

Fraudulent Legitimate

Fraudulent set TP FN

Legitimate set FP TN

3 Result and Discussions

Different criteria for algorithm comparison have been used to evaluate which algorithm
is best suited for the challenge of identifying fraud transactions. Accuracy, recall, f-
measure, precision, and false-positive rate are the most commonly used metrics for
determining the results of machine learning algorithms (FPR) [37, 40]. A Confusion
matrix can be used to calculate all of the above-described metrics. According to these
metrics, the performance of a suggested model was evaluated [39, 42]. The CCF dataset
was used to test the models. The dataset’s training ratio was 70%, with the testing set
accounting for 30% of the total dataset.

Fig. 2. NB confusion matrix
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Figure 2 shows the confusion matrix computed during implementation for the NB
classifier and it is demonstrated that the classifier has a TP value of 84000, TN value of
110, FP value of 27, and FN value of 1700. Figure 3 shows the ROC of the classifier and
it is deduced that the classifier has an AUC value of 0.95.

Fig. 3. NB ROC graph

3.1 Discussion

The system was evaluated using the confusion matrix value to compute the measures
like accuracy, recall, precision, f-measure, FPR, and AUC used for the performance
analysis. AUC is an effective way of summarizing the overall detection accuracy of the
system. Generally, an AUC of 0.5 recommends no discernment, 0.7 to 0.8 is considered
satisfactory, 0.8 to 0.9 is measured good and more than 0.9 is measured exceptional [38],
therefore our proposed system has an AUC of 0.95 as seen in Fig. 3 makes the system
an outstanding one. The performance metrics values are shown in Table 4 and when
the proposed system NB was compared with existing systems, it was deduced that it
outperformed with an accuracy of 97.99%, recall of 98.02%, the precision of 99.97%,
f-measure 98.98%, and FPR of 0.1971. Table 5 shows the comparison of the systemwith
existing ones.
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Table 4. Performance evaluation of the proposed system

Measures DT (%)

Accuracy 97.99

Precision 99.97

Recall 98.02

F1-measure 98.98

FPR 0.1971

AUC 0.95

Table 5. Comparative analysis with state-of-the-art

Authors Algorithm AUC (%) Accuracy 
(%)

Precision 
(%)

f-
measure 
(%)

Taha, & 
Malebary [41]

(OLightGBM 92.88 98.40 97.34 56.95

Rtayli, N., & 
Enneya [42]

RFE+HPO 81 99 95 N/A

Rai, A. K., & 
Dwivedi [43]

AE N/A 97 5.3 10

Proposed Sys-
tem

NB 95 97.99 99.97 98.98

4 Conclusion and Future Research Direction

Companies are now focusing their efforts on marketing their products on websites and
mobile applications, thanks to the ever-growing industry of online advertising. As a
result, fraudulent transactions have become increasingly prevalent in recent years. By
classifyingCCF into legitimate and fraudulent transactions,machine learning techniques
have been effective and efficient. We propose the Naïve Bayes machine learning classi-
fication model for the detection of credit card fraud. The result gotten demonstrated the
proposed system outperformed existing ones that have used traditional ML-like SVM,
RF, DT, ANN, and the likes with an accuracy of 97.99%, recall of 98.02%, the precision
of 99.97%, f-measure 98.98%, and FPR of 0.1971.
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Abstract. South African institutions of higher education suffered serious disrup-
tions during the COVID-19 pandemic which, resulted in migrating most teaching
and learning activities to various online platforms, of whichmany depended on the
open web. This has the potential to expose lecturers and students to cyber security
threats and risks. As such cyber security awareness (CSA) becomes important.
This study investigated the CSA among preservice teachers pursuing a Bachelor
of Education studies in Further Education and Training (FET) at a university in
Cape Town, South Africa. The purpose of the study was to gain an insight into
CSA among preservice teachers who had been using digital technologies to sup-
port learning during the COVID-19 pandemic. An electronic questionnaire was
administered to a random sample of 300 preservice teachers. The findings show
that preservice teachers were limited in their awareness of cyber security threats
and risks likely to affect their use of various digital technologies for remote learn-
ing. Furthermore, preservice teachers implemented basic strategies to mitigate
basic cyber security threats and attacks. These basic strategies were found not
to be sufficient for advanced attacks. The study concluded that lack of proper
CSA and knowledge among preservice teachers presented them with challenges
in solving threat attacks associated with denial-of-service (DoS), data theft and
phishing when using personal digital devices.

1 Introduction

The effects of COVID-19 on South African education cannot be overemphasised. With-
out immediate solutions to curb the spread of the disease, the South African institutions
of higher education resorted to online remote teaching and learning using various digital
technologies readily available to students [1, 2]. Online remote teaching remains an ad
hoc solution to the COVID-19 lockdown restrictions, alongside other measures such as
a restricted number of people per gathering and social distancing that prevent face-to-
face (f2f) classes. Migrating educational activities to different digital platforms on the
open web and accessing them using unmanned digital devices can expose lecturers and
students to cyber security threats and risks that can have negative effects on the use of
these platforms. Unmanned devices refer to unsecured personal devices not registered
on the university network which has protocols for protection against cyber-attacks. The
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student population in South African universities is diverse, that is, from different social-
economic backgrounds and digital divide, with varying levels of CSA. Mistakes due to
cyber security ignorance by students can lead to serious security breaches to university
online services aswell as to the information stored on students’ devices. Unlike some stu-
dents pursuing different degree programmes, preservice teachers continue using digital
technologies with learners in schools who need evenmore protection from cyber security
threats and risks. In this context, CSA among preservice teachers becomes important
for safe use of digital technologies in teaching and learning as well as personal use at
home, outside the university firewall protection.

Universities usually protect their information systems by deploying advanced secu-
rity technologies and training information technology (IT) security professionals but
pay little attention to the CSA of the actual users of the information systems and online
platforms [3, 4]. Universities tend to have cyber security policies and strategies that may
be difficult for students who have little information security knowledge [5, 6]. A study
conducted by [5] reports that lack of information security knowledge among most ICTs
end-users was due to inadequate CSA. Similarly, a study conducted with students in
higher education by [7] reveals that the cyber security behaviour of the participants was
not satisfactory because most of the threats faced could have been eliminated if they
were aware of such threats. According to [8], most university lecturers lack Information
and Communication Technology (ICT) knowledge to assist students in cyber safety.
Online teaching and learning require safe cyberspace to safeguard the quality of the
education offered on uncoordinated digital platforms. The vulnerabilities and security
of the preservice teacher’s digital devices are not known to the university IT security
departments. This further renders preservice teachers vulnerable to cyber-attacks when
accessing online learning material through their unsecure devices. Given the increased
cyber security breaches reported locally and globally, it is essential to have insights
into how pre-service teachers understand and protect themselves from cyber security
threats and risks when using digital technologies for learning and personal purposes [9].
University management should be aware of the cyber security threats and risks to the
university and and those likely to be experienced by students in order to put in place
appropriate intervention strategies to protect these users. According to [10], the lack of
CSA among digital technology users represents a serious problem tomany organisations
and this should be properly assessed as part of the organisation’s overall security man-
agement and assessment strategy. This study intends to contribute to CSA awareness
and knowledge among preservice teachers through these research questions:

1. What is preservice teachers’ level of CSA?
2. What cyber security threats and risks are preservice teachers familiar with?
3. How do preservice teachers deal with cyber security threats and risks when using

digital technologies?
4. How do cyber security threats and risks affect the use of digital technologies among

preservice teachers?

This article is organised into the following major sections: Related literature;
Methods; Results and findings; Discussions and Conclusions.
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2 Related Literature

Cyber security awareness is a well-documented subject but its practicality remains elu-
sive in educational circleswhere there is a rapid increase in the use of digital technologies
for teaching and learning [9, 11]. Much of the literature on the use of digital technolo-
gies in teaching and learning has underplayed the importance of CSA for the safe use of
technology in virtual learning environments (VLEs). In this section, basic concepts are
explained and detailed analysis and evaluation of existing literature on CSA is made.

2.1 Cyber Security

The ISO [12] defines cyber security as the preservation of the confidentiality, integrity
and availability of information in cyberspace. Von Solms and Van Niekerk [13], view
cyber security as the protection of cyberspace itself, of the tangible or intangible tech-
nologies that support the cyberspace, of electronic information, and the users in their
personal, societal and national capacities. The European Union Agency for Network
and Information Security [14] refers to cyber security as the collection of tools, poli-
cies, security concepts, security safeguards, guidelines, risk management approaches,
actions, training, best practices, assurance and technologies that can be used to protect
the cyber environment and organisation and user’s assets. In addition to the protection of
the infrastructure and information assets, the definitions show that cyber security extends
to the protection of the people who use the information assets as well. Another impor-
tant aspect of CSA is privacy, the degree to which students believe that online digital
technologies are safe and protects their sensitive information [15]. As such the use of
various digital devices to access the internet can lead to security and privacy breaches of
personal data stored on devices that are viewed by unauthorised persons, tempered with
or even deleted [16]. Therefore, the major purpose of cyber security has to do with the
protection of an organisation or person connected to the internet against cyber threats
and risks. Universities, which provide services via the web have to put in effort and
commitment to mitigate cyber security given the risk of students being exposed to cyber
threats. During the COVID-19 pandemic, device owners were expected to put security
measures in place to ensure that their personal information is secure. This implies that
preservice teachers need to be actively involved in the protection and appropriate use
of their digital devices. To attain this feat, cyber security knowledge is essential among
preservice teachers.

2.2 What is Cyber Security Awareness?

Awareness comprises knowledge, self-perception of skills, actual skills and behaviour,
and attitudes, and their interrelationship [9]. Kim [17] refers to CSA as to how much
end-users know about the cyber security threats their networks face and the risks they
introduce. In this regard, CSA is a measure of the degree of understanding of users about
the importance of information security and their responsibilities and actions to exercise
sufficient levels of information security control to protect the data and networks of their
organisation [18]. Cyber security awareness among university students is important
in that it can cater for both knowledge and skills needed to protect the university and
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personal information assets. Literature shows that essential knowledge and skills of using
different digital technologies in accessing online information and applications lag among
users in different education institutions despite different CSA training provided [19].
This is compounded by limited knowledge of existing tools that can be used to protect
against cyber threats among end-users in universities [20, 22]. Large organisations such
as universities are reliant on online systems which are easily targeted by cyber threats
and criminals who utilise any inherent vulnerabilities [23]. Users ignorant of cyber
security risks and with potential irresponsible behaviour in using digital technologies
for educational and personal purposes increases the surface attack for cybercriminals
[24].

Although CSA has long been regarded as an essential defence aspect in the protec-
tion of information systems, devices and their users [9], large organisations may lack the
capacity to provide adequate CSA training to their workforce and other end-users [25].
Universities are not an exception to this, because they tend to have large populations of
online platform users with students being the most vulnerable group. This becomes even
more difficult with a large population of students accessing online learning material dur-
ing the COVID-19 pandemic using their own devices which may not be secure, thereby
leading to data security and privacy breaches in the devices they use [16]. Abawajy [20]
posits that a considerable proportion of cyber security breaches are due to inside users
of the system due to ignorance or careless behaviours such as sharing passwords and
opening unknown e-mails and attachments. For universities, this includes students being
among users who are most vulnerable to cyber-attacks due to lack of CSA evident in
their careless and reckless use of digital technologies which they spendmost of their time
on [26]. When students utilise different online services, their activities can potentially
act as a weakness to threats such as hackers and malware and can endanger information
assets they access. To curb the risks to information assets and protect students from
cyber-attacks, CSA becomes important.

2.3 The Need for Cyber Awareness Among Preservice Teachers

Online remote learning during the COVID-19 pandemic has a host of conundrums that
require immediate and long-lasting solutions [27].Whilemost of the online remote learn-
ing meant to deal with education delivery issues at South African institutions of higher
education seem to be ad hoc, the cyber security threats and risks associated with the use
of web-based technologies can have devastating effects. Such consequential effects can
reverse the novel idea of migrating learning activities to online platforms. Literature has
highlighted that developing countries experience a wide digital divide and university
students in these countries may be compelled to use available digital device capable of
connecting to the Internet [2]. The shortage of secured digital technologies provided
by universities and limited knowledge to safely use digital technologies exacerbate the
possibility of cyber security attacks and this highlights the urgent need for CSA among
students [28, 29]. A 2017 Data Breach Investigations Report by [30] shows that approxi-
mately 90%of cyber-attackswere due to human error and this implies thatmistakesmade
on digital technologies by users can initiate and intensify the risk of cyber-crime and the
damage it poses to various organisations. Technology-based information security solu-
tions alone can hardly provide the complete security needed to defend an organisation
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or personal electronic information assets from cyber threats [9, 21]. Relying on system
users and the decisions theymake can assist organisations to avoid a false sense of strong
protection by technology-based security systems against cyber-attacks. For universities,
it makes sense that lecturers and students who use online digital technologies be cyber
security aware so that they understand cyber threats, the potential impact cyber-attacks
can have on business activities; the steps needed to reduce risks as well as preventing
cyber-crime infiltrating their online workspace [9, 30].

The rise in cyber security breaches and cyber-crimes and the means being used to
commit the crimes necessitates that organisations involve collaboration between all end-
users and the IT security departments to curb the risks involved [24, 31]. This implies
that cyber security should not be the sole responsibility of IT security departments. The
disadvantage of having online systems users who are not CSA is that they fail to report
cyber threats, but continue with activities that make their cyberspace vulnerable [31, 32].
Some authors emphasise the importance of communication and collaboration of all cyber
security functions and practices with users across the organisation [32]. A strong CSA
campaign among users in various departments is essential and this should be speared by
IT security specialists and heads of departments of different units that depend on online
systems.

A poor university culture on student mobility has the potential of creating secu-
rity vulnerabilities that can be exploited by malicious internal and external users [21,
33]. According to [34], end-users of digital technologies are an essential part of any
organisation because they can contribute to cyber security or cyber insecurity in several
ways, and this makes it imperative for the development of cyber security-aware users.
By allowing students to use unmanned mobile devices on university networks and the
open web, might make traditional security measures ineffective [9, 35]. Providing CSA
to a large population of employees and end-users is a very big challenge for universities.

The over-reliance on mobile devices has become an issue prevalent among young
people who aspire to be connected yet seem not to be worried about using the security
settings on these devices to counter cyber security threats and risks [36, 37]. Studies
show that most students are not aware of the fact that poorly secured mobile devices
can easily be breached resulting in data and information theft [36, 38, 39]. University
students using unmanned mobile devices for online remote learning need to be vigilant
of the potential cyber-attacks targeting educational institutions [40]. These unmanned
devices accessing the networks on and off-campus can be used by hackers commit-
ting cybercrimes such as stealing important personal and financial data from university
databases [9, 40]. Literature shows that students who are CSA are likely to be cautious
in their use digital technologies [6, 41]. However, to achieve, this feat, universities need
to put in place proper CSA for all end-users such as students. Aldawood and Skinner [5]
affirm that CSA is an effective method of dealing with cyber threats because people are
potential victims of cybercriminals. This suggest that CSA programmes are needed to
develop a positive information security culture among end-users such as students [42].

2.4 Common Cyber Security Threats that May Target University Students

Several cyber security threats and attacks prevalent in public organisations such as uni-
versities and colleges resulting from lack of, or, poor CSA have been documented [24].
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Most of the cyber-attacks apply social engineering techniques in which the criminals
persistently use tricks in luring the unsuspecting victims to divulge important personal
information needed to commit cybercrimes. Dlamini and Modise [43] posit that a host
of social engineering techniques are prevalent cyber security attacks and threats among
SouthAfrican communities. These include phishing, identity theft, andmoney fraudulent
activities, adware, botnet, hacking, hoax email, keylogging, malware, spam spyware and
Trojan Virus. Besides social engineering techniques, cyber-attacks can occur in the form
of cyberbullying, cyberstalking, data theft and ransomware [10, 17, 44]. According to
[11] phishing attacks are the most widespread form of attack vectors that cybercriminals
successfully use on university networks, financial systems and databases. Cybercrim-
inals target users to steal information they can sell, use to commit frauds or monetise
in an alternative manner [10, 11, 45]. While these cyber-attacks can be widespread to
digital technologies, this study is confined to university students particularly preservice
teachers, who on completion of their studies continue using digital technologies with
learners and other members of the society.

A study by [46] reports cyberbullying as a prevalent cyber-attack among preservice
teachers in American and Australian institutions of higher education. Cyberbullying is
reported to have a direct and indirect social and emotional impact on individuals and
these may affect how preservice teachers operate within and outside classrooms [47].
Online sexual harassment is another form of cyber-attack associated with the misuse of
digital technologies intended for educational use [48].

2.5 Current Practices of Cyber Security Awareness and Challenges

Currently, there is limited literature on CSA targeting students in South African univer-
sities particularly preservice teachers who assume more responsibilities with learners
who use digital technologies for educational purposes. There is overwhelming evidence
that the behaviour of digital technology users is essential in reducing or increasing infor-
mation security breaches [49, 50]. Some studies allude to the lack of CSA among digital
technology users as the main contributing factor that can increases cyber security risks
[9, 35, 51]. This has seen a rise in the studies and effort in remedying user behaviour to
reduce cyber breaches by increasing CSA among different groups of users in an organi-
sation [50, 52]. Much of the efforts implemented target university employees including
lecturers and support staff. According to [53] most of the CSA initiatives in South Africa
are delivered through independent and uncoordinated means in which institutions are
responsible for security awareness training depending on their specific objectives and
focus areas.

CSA campaigns are the most commonly used method in many organisations [54].
These usually take the form of workshop presentations, newsflash through organisa-
tional emails and training. These methods are meant to change the behaviour of online
application users for the better when they become aware of cyber security risks posed
by hackers and malware [32, 55]. Some of the existing CSA methods have been criti-
cised for boredom on intended audiences because they are either police statements or
workshops that require participants to watch videos and then were asked to answer a few
multiple-choice questions to pass the security training [56]. This has raised concerns in
that the intended audience does not pay enough attention to the content of the video
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because they want to complete the training or workshops in the shortest possible time
[56].

Bada, Sasse and Nurse [54] posit that changing security behaviour requires more
than disseminating knowledge about risks and precaution measures and should involve a
general understanding of how preventive technologies are used and whether individuals
are capable of using them. Ismail [32] suggests that organisations must engage with
staff and other users of online systems and induct them into cyber security culture
instead of using superficial presentations. This can empower and encourage users on the
need to report any suspicious online activities on their or enterprise device, emails and
applications. According to [10] and [57], online system users need to be familiar with the
measures put in place by their organisations to protect them when under cyber-attacks
or even if they make mistakes.

3 Methods

The study employed a descriptive survey strategy in which an online Google form ques-
tionnaire was used to collect data from a simple random sample of preservice teachers.
The context was their use of digital technologies for online remote learning. The online
survey questionnaire was designed following techniques used in previous studies [9, 58].
The items used in the questionnaire design were sourced from different studies on CSA
such as [3, 9] and [35]. This was intended to reduce potential common method variance,
a major source of biases and errors in surveys [59, 60]. The design of the questionnaire,
therefore involved, determining the types of data needed to answer research questions,
categorising the items under important research questions, deciding the form of response
and layout of the questionnaire [58, 61].

The major form of response for the questionnaire was a 5-point Likert scale in which
respondents indicated their honest opinion about cyber security knowledge, attitude,
strategies used and effects on remote online learning. Content validation of the ques-
tionnaire was done by three cyber security specialists from local universities. All items
sourcing technical knowledge and skills were deleted from the questionnaire. The online
questionnairewas then pilotedwith 21 first-year preservice teachers in the Infant Teacher
Programme. The reliability test for the questionnaire based on the Cronbach’s Alpha was
0.919, indicating a very high closeness of items used in the instrument. The question-
naire was edited for grammar and validated to avoid skipping questions. Permission to
conduct the study was obtained from the Faculty Ethics Committee Reference Number:
EFEC1–6/2020. Respondents, complete the informed consent form to acknolwdge their
particpation in the study as being voluntary. Respondents made aware that they were
free to withdraw from the study whenever they wanted. Informed consent to publish the
study was also sort from respondents prior to data collection.

3.1 Research Participants

The population comprised 1204 students in the FET department. The sample size n,
was computed using the formula n = N

1+N(e)2
as 300 and was increased by 10% to 330
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respondents (see Table 1). A simple random sample was obtained using student regis-
tration numbers drawn randomly from the four cohorts of registered students, namely
first to fourth year. The link to the online questionnaire questionnaire was sent to each
of the respondent.

Table 1. Population and sample size

Year level Number of students Percentage No of respondents

1st 347 28.8 95

2nd 289 24.0 79

3rd 303 25.2 83

4th 265 22.0 73

Total 1204 100 330

3.2 Data Collection and Analysis Procedures

The online questionnaire was further discussed among the researchers for final refine-
ment before it was distributed to the respondents through WhatsApp and e-mail groups.
Data were available from the responses populated in the Google Sheet linked to the form.
The data was downloaded as an Excel spreadsheet, and further cleansed and coded. Data
was imported into Statistical Package for Social Sciences (SPSS) Version 27 and then
analysed quantitatively, to produce frequency charts, tables and descriptive statistics.

3.3 Ethical Consideration

An ethical clearance certificate was obtained from the Faculty Research Committee.
Each respondent was asked to complete an informed consent form to indicate voluntary
participation in the study.

4 Results

Quantitative data analysis was done using SPSS Version 27. Results are presented as
simple distribution tables and charts as well as descriptive statistics. Interpretations are
provided for each set of results presented.

4.1 Demographic Information

The response rate was 91% (300) of the 330 respondents sampled. Of the three hundred
preservice teachers who completed the questionnaire, 65.7% were female and 34.3%
male. The distribution of the respondents according to level of study is shown in Fig. 1.
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Fig. 1. Distribution of respondents by the level of studies

Fig. 2. Distribution of respondents by age range

The respondents were fairly distributed among their level of study providing a
sample with good representativeness of the student population in the department. The
distribution of the sample by age range is depicted in Fig. 2.

The results in Fig. 2 show that most of the respondents, 90% were aged between 16
and 25 years with 21 o 25 years accounting for the majority.

The results in Fig. 3 show that smartphones (53.7%) and laptops (41.7%) were
preferred devices for accessing online learningmaterial to desktop computers and tablets.

Fig. 3. Devices used by preservice teachers to access online learning material
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The use of mobile devices by the majority of the respondents could have a security
implication and this required more security awareness among the users.

The experience of respondents in the use of devices for personal and educational
purposes was important in this study. The results are shown in Fig. 4.

Fig. 4. Distribution of respondents by experience in using electronic devices for educational
purposes

Respondents’ experiences in the use of devices to access online learning material
range from less than a year to more than six years. The results show that more than
60% of the respondents had experience of at least 2 years of using digital devices for
educational purposes. Respondents with experience up to 4 years started using devices
at the university while those with 4 years and above could have started before coming
to university.

It was important for this study to solicit information on the Internet access from
the sample as this has cyber security risks bearing among the student population during
remote learning, see Fig. 5.

Fig. 5. Internet access for accessing remote learning material

The results indicate that most (53%) of the respondents accessed the Internet from
their smartphones, 25% from router Wi-Fi at home and only 20% used the university
internet facility. It can be deduced from these results that most of the preservice teachers
could have been using unsecured internet access and could have been exposed to cyber
threats.
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The study went on to solicit information on the most frequently used platforms by
rating each platform on a 5-Likert scale (Every day= 5, twice a week= 4, once a week
3, once a month = 2 and never used 1).

Table 2. Means scores for online platforms used by preservice teachers

Platforms used N Minimum Maximum Mean Std. Dev

WhatsApp 300 3 5 4.98 0.18

University emails 300 1 5 4.23 0.97

Facebook 300 1 5 4.22 1.30

University web site 300 1 5 4.03 1.13

YouTube 300 1 5 3.93 1.06

Ordinary emails 300 1 5 3.86 1.15

Open Websites 300 1 5 3.81 1.30

Instagram 300 1 5 3.47 1.49

FB Messenger 300 1 5 3.37 1.51

Blogs 300 1 5 2.64 1.22

Twitter 300 1 5 2.50 1.39

LinkedIn 300 1 5 2.18 1.17

The results in Table 2 show themean scores and standard deviations on the frequency
of use of different platforms for educational and personal purposes. The mean ± SD
score of 4.98 ± 0.18 shows that most of the respondents used WhatsApp daily. This
was followed by university emails, Facebook and University websites which were used
at least twice a week (mean scores between 4.03 ± 1.13 and 4.23 ± 0.97)). The rest
of the platforms were used at most once a week except LinkedIn which was used once
a month. These results confirm that preservice teachers were likely to be exposed to
cyber threats associated with most of the platforms they used particularly when accessed
in unprotected networks outside the university firewalls. Using own devices to access
learning material during remote learning required a certain level of CSA for preservice
teachers to work safely on the web.

Respondents were asked to rate their cyber security knowledge and CSA using a
5-point Likert scale with 5 being excellent and 1 being very poor. The results for the
ratings are shown in Figs. 6.

The results show that most of the respondents (74% to 78%) perceived their CSA
and knowledge as fairly good and good. This was confirmed by close mean scores of
3.54 and 3.53 with close standard deviants of 0.88 and 0.92 respectively. The Spearman
correlation coefficient of 0.836 at a p-value of 0.00 showed a significant association
of perceived security awareness and perceived cyber security knowledge among the
respondents. There was a weak correlation between educational level and perceived
cyber security knowledge r= 0.126, p= 0.030; and also between educational level and
CSA r= 0.130, 0.024). These results show that preservice teachers regarded themselves
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Fig. 6. Perceived cyber security knowledge and awareness

as being vigilant to cyber security threats based on the basic cyber security knowledge
they have.

4.2 Actual Cyber Security Awareness Among Preservice Teachers

To determine the actual CSA, we asked respondents to indicate the extent to which
they agreed or disagreed on what CSA meant for a preservice teacher who uses digital
technologies to access online learning material. Thirteen statements to measure actual
CSA were provided for rating on a 5-point Likert scale, strongly agree (5) to strongly
disagree (1). The results for themean rating presented in Table 3 are ranked in descending
order.

The results show that actual cyber security awarness in the sample was generally
lower than the perceived CSA. The mean scores for fewer variables were above 3.0
indicate that respondents lack basic security awareness in terms of what should be
trusted concerning the use of devices and the responsibilities of security issues when
using online digital technologies. For example, most of the respondents trusted friends
with their unprotected devices because they believed that they will not be attacked,
thought that the security and and privacy of their data was the responsibility of IT
security specialists. Because of that, respondents tended to use weak passwords they
can easily remember mean SD (2.80 + 1.7). However, some of the respondents were
aware of that their devices could be attackedwhen accessing online educational material.
Overall, the results show that actual CSA was lower than that of the perceived CSA as
indicated by close to 51% of the respondents who professed ignorance in most of the
basic security items asked. The respondents’ actual CSAwas unambiguously in contrast
to their perceived CSA. A mean score of 3.02 ± 0.78 indicated an agreement among
respondents that the actual CSA was lower than the perceived one, which was fairly
good to good (mean = 3.54 ± 0.88).

4.3 Knowledge of Cyber Security Threats and Risks Among Preservice Teachers
Using Online Digital Technologies

Cyber security knowledge about threats and risks plays an important role for preservice
teachers for the safe use of various digital devices to access online educational materials
during remote learning. To measure actual cyber security knowledge, respondents were
asked to indicate their knowledge about common threats, attacks and risks based on a
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Table 3. Ratings on actual cyber security awareness among respondents

Descriptive Statistics on actua + B2:G17l cyber security awareness (n = 300)

Statement N Minimum Maximum Mean Std. Dev

My friends will not send me anything
malicious or scams through email

300 1 5 3.88 1.08

I will not be attacked by cyber threats because
my device is well protected

300 1 5 3.25 1.14

I trust all my friends I lend my devices that
they will use them safely

300 1 5 2.84 1.24

Cyber security is the sole responsibility of IT
specialist

300 1 5 2.83 1.25

It is too difficult to remember difficult
passwords; therefore, I use my name or
something easy to remember

300 1 5 2.80 1.47

It is a good practice to download movies and
TV series because the companies that make
them are rich and I really cannot afford it (I am
a student)

300 1 5 2.73 1.28

Updating my security software on my device is
time consuming annoying and uses up my data
bundle

300 1 5 2.72 1.27

Cyber criminals will not attack my device
because it is used for educational purposes only

300 1 5 2.63 1.22

Cyber security issues are for IT specialists and
NOT for simple digital technologies users such
as preservice teachers

300 1 5 2.48 1.20

The security settings and tools slow me down
and are pesky I turn them off or disable them

300 1 5 2.47 1.21

It is a waste of time to change passwords
because you can still get hacked

300 1 5 2.47 1.28

If I pirate software I will not get updates and
security patches but I don’t need (updates and
patches)

300 1 5 2.40 1.15

Posting pictures and bad messages online
about my college students makes it anonymous
and is much better than saying it to their face

300 1 5 1.96 1.15
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5-point Likert scale. The results for ratings, means and standard deviations are shown
in Table 4.

The respondents rated their knowledge differently in most of the items provided. The
knowledge for spam emails, smishing, identity theft and cyberbullying varied between
moderate and good as indicated by 51% to 61.4% of the respondents. This was also
confirmed by mean scores between 3.3 and 3.6. However, 21% to 32%, indicated that
poor knowledge or complete lack of knowledge of cyber security posed by spam emails,
smishing, identity theft and cyberbullying among preservice teachers. The knowledge
about certain cyber security threats and attacks such as identity theft, vishing, phishing,
hacking, unauthorised installation of software and malware attacks become moderate
as the percentage of respondents with poor knowledge increase. The mean decreased
appreciably from 3.1 to 2.9. A considerable percentage (23 to 37%) of respondents was
had poor or no knowledge of most of the common cyber security threats and risks they
were likely to fall victim to.

Table 4. Knowledge of cyber security threats and risks among preservice teacher

% Rating on knowledge of cyber threats, attacks or risks (n = 300)

Knowledge cyber threats,
risks or attack

Very good
knowledge

Good
knowledge

Moderate
knowledge

Poor
knowledge

No
knowledge
at all

Mean Std.
Devi

Spams e-mails - messages
in your inbox you did not
ask for from senders you do
not know

36.7 24.7 15.1 10.2 13.3 3.6 1.41

Smishing – cyber attack
using misleading text
messages (SMS) or email to
deceive you eg SMS
purporting that you won a
competition and ask you to
claim your prize

35.0 24.3 13.0 18.7 9.0 3.5 1.50

Identify theft – requests
made to confirm banking
details or SIM number used
to steal money from your
bank account

28.3 24.7 15.3 21.4 10.3 3.3 1.50

Cyberbullying - chain
letters, negative, harmful,
false, or mean content about
someone else shared on
your email or shared on
WhatsApp or SMS

30.0 21.0 17.0 11.3 20.7 3.3 1.51

(continued)
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Table 4. (continued)

% Rating on knowledge of cyber threats, attacks or risks (n = 300)

Knowledge cyber threats,
risks or attack

Very good
knowledge

Good
knowledge

Moderate
knowledge

Poor
knowledge

No
knowledge
at all

Mean Std.
Devi

Password theft - being
tricked into revealing your
passwords on false pretence

23.3 23.0 18.7 23.3 11.7 3.1 1.49

Vishing - fraud where a
fraudster convinced you to
provide critical information
such as banking details over
the phone

21.7 26.7 17.0 25.3 9.3 3.1 1.50

Unauthorised installation
of software on your device

18.0 22.3 24.0 23.7 12.0 3.0 1.42

Phishing - being tricked to
volunteer information by
the victim into opening an
email, instant message, or
text message to a fraudster
who pretends to be a trusted
entity

18.3 25.7 18.7 10.3 27.0 3.0 1.48

Hacking – Someone
stealing information from
your devices or preventing
you from accessing the
information on devices or
emails

17.3 26.0 19.3 10.4 27.0 3.0 1.46

Deletion of content from
your device without your
knowledge

18.7 21.7 20.7 24.2 14.7 3.0 1.45

Malware attack - stealing
of data and damaging or
destroying applications on a
device by cybercriminals
using intrusive malicious
software

18.3 19.7 21.4 28.3 12.3 2.9 1.48
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4.4 Strategies Used to Deal with Cyber Security Threats and Risks When Using
Digital Technologies

Strategies used by preservice teachers to deal with cyber security threats and risks were
investigated by asking respondents to indicate their tendency of performing certain
security activities when working online with their digital devices. Table 5 shows the
results.

Table 5. Ratings on possible strategies used to counter cyber security threats and risks

Ratings on the frequency of use of each strategy

Possible strategy used
to deal with cyber
threats and risks

Always Often Sometimes Rarely Never Mean Std. Dev

I always lock my
devices with a strong
password to protect
them when not in use

69.0 19.0 9.0 2.7 0.3 4.54 0.79

I ensure that sensitive
data is protected on my
mobile devices

59.3 26.3 11.3 2.3 0.8 4.41 0.83

I update software on
my devices

57.0 25.0 13.0 2.7 2.3 4.32 0.96

I physically secure my
mobile devices

54.7 23.3 15.7 3.3 3.0 4.23 1.03

I avoid malicious web
sites

52.3 27.3 13.7 4.4 2.3 4.23 1.00

I only access trusted,
reputable sites when
browsing or
downloading from the
Internet

50.0 29.3 15.0 5.0 0.7 4.23 0.93

I disconnect my
devices from the
network/ internet when
suspicious activities
occur

54.0 22.3 16.0 4.7 3.0 4.20 1.06

(continued)
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Table 5. (continued)

Ratings on the frequency of use of each strategy

Possible strategy used
to deal with cyber
threats and risks

Always Often Sometimes Rarely Never Mean Std. Dev

I delete all suspicious
emails without
opening

50.0 21.7 19.3 5.7 3.3 4.09 1.10

I use antivirus software
on my devices

48.0 28.0 13.3 4.7 6.0 4.07 1.16

I back up all my data
on my devices
regularly

40.0 23.3 19.3 10.3 7.1 4.05 1.11

I log-off from all
online applications

45.0 25.3 22.1 4.3 3.3 4.04 1.07

I abide by all
license/copyright laws
when downloading
software

39.7 28.0 23.0 6.7 2.6 3.95 1.07

I update any protection
software on my device
every 3 or 6 months

45.7 29.0 13.3 8.7 3.3 3.79 1.26

I read software security
policy agreements
before downloading
them on my device

36.3 23.7 24.7 9.6 5.7 3.75 1.20

I use filters on my
devices to block
websites that may
present security threats

27.0 30.0 21.0 10.7 11.3 3.51 1.30

I use pop-up blockers
on my devices

28.3 23.7 21.7 11.7 14.6 3.39 1.39
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The results show that all possible strategies with a mean greater than 4 were always
or often used to curb potential cyber security threats, risks and attacks as indicated by
70% of the respondents. Notably, most respondents 54% to 69% confirmed that they
always used the stated strategies to prevent unauthorised access to their devices and
data by using passwords. Furthermore, results show that respondents always updated
software on their devices, and also avoided malicious websites. These results confirm
that most of the preservice teachers took precautionary measures to protect their devices
from potential cyber security threats. However, strategies involving logging off from
devices or platforms, abiding with licence and copyright requirements, use of pop-up
blockers were not as popular as the other strategies considering that these were used by
less than 50% of the respondents. Overall, the mean score for the strategies was 4.08 and
a standard deviation of 0.803, indicating that respondents often used some strategies to
protect themselves and devices against cyber security threats, attacks and risks. A Chi-
square test reveals a significant dependency of strategies used on the knowledge about
cyber security threats (X2 = 32.657; df= 12; N= 300; p= 00). Individual students with
good cyber security knowledge were more likely to use recommended strategies than
those who have limited knowledge. The Chi-test also revealed a significant association
of strategies used to deal with cyber security threats and CSA of preservice teachers (X2

= 23.863; df = 12; N = 300; p = 0.021).

4.5 Impact of Cyber Security Awareness on the Use of Digital Technologies
for Remote Learning

Cyber security threats and risks can bring about educational challenges for students
accessing learningmaterial over different learning platforms using their devices at home.
Respondents were asked to indicate how cyber security threats and risks had impacted
their use of digital technologies for remote learning based on a 5-point Likert scale
from Severe impact = 5 to no impact = 1. The results in Table 6 show the frequency
distribution and mean scores of the ratings of the selected statements.

The results depicted in Table 6 show that cyber security and risks were negatively
impacting preservice teachers in using digital technologies for remote learning. This
is evidenced by mean scores above 3.0 and more than 62% of the respondents who
indicate having experiencedmoderate to severe impact of the cyber security threats when
attempting to use digital technologies for remote online learning during the COVID-19
pandemic era. The most impacts were due to fear of being exposed to cyber security
threats when accessing online platforms and loss of important educational information
from devices being used. This resulted in pre-service teachers being reluctant to use their
owndevices for remote learning outside the university firewalls. Furthermore,most of the
preservice teachers, 62%, seem to be unable to stop unauthorised installation of harmful
third-party software which courses denial-of-service, particularly during synchronous
virtual classes. These results highlight the dilemmas faced by students with limited CSA
in using digital technologies for remote learning provisioned over the web.
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Table 6. Possible impact of cyber security threats and risks on the use of digital technologies

Ratings on the impact of cyber threats
and risks on remote learning (n = 300)

Statement Severe Major Moderate Minor None Mean Std. Dev

Fear of being exposed to cyber
threats when accessing online
educational platforms

32.0 28.3 16.0 13.7 10.0 3.91 1.12

Loss of important educational
information from my device due
to unknown reasons

23.3 20.3 35.7 12.0 8.7 3.78 1.14

Reluctance to use my devices to
access online educational
material due to fear of
cyber-attacks I hear about

23.3 36.0 26.1 10.3 4.3 3.71 1.21

An application that was
installed unknowingly slow my
device in opening online
learning material

18.0 23.2 29.5 18.0 11.3 3.64 1.25

Many applications opening on
my device prevented me from
attending virtual classes

13.3 23.7 31.0 18.3 13.7 3.53 1.28

A malware I cannot remove
from my device prevents me
from accessing the web for
research purposes

10.3 20.3 32.7 22.7 14.0 3.34 1.33

5 Discussion of Findings

The findings are briefly discussed to answer the four research questions posed in the
introduction of the article.

5.1 What is the Level of Cyber Security Awareness Among Preservice Teachers?

The level of actual CSAwas fairly good as indicated by less than 50% of the respondents
but generally lower than expected CSA. This was consistent with previous studies [3, 9,
35] that report low CSA among students in institutions of higher learning.

5.2 What are Cyber Security Threats and Risks that Preservice Teachers are
Familiar With?

This study found that preservice teachers were considerably aware of a common number
of cyber security threats and risks that could affect the use of digital technologies for
remote learning purposes during the COVID-19 pandemic era. A study by [10] empha-
sises the importance of university students being aware of different cyber security threats
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that cant target them when using digital technologies. Preservice teachers understood
cyber security threats in the same context as the daily risks and attacks likely faced par-
ticularly cyberbullying, hacking, spamming, phishing and vishing and data theft. The
effects of such risks are emphasised primarily outside educational contexts [20, 35] and
taken for granted that even university students are familiar with these risks. This study
found that preservice teachers were not aware that their devices could be used to target
university networks by attackers.

5.3 How do Preservice Teachers Deal with Cyber Security Threats and Risks
When using Digital Technologies?

Although there is a plethora of literature on how individuals can protect themselves
against cyberattacks, there is scarce literature referring to preservice teachers [9, 62].
Surveyed preservice teacherswere convinced that passwords protectionwas the best way
to protect their devices from cyberattacks a recommended practice in several literature
sources [10, 20]. Although most preservice teachers (60%) used plausible strategies to
deal with potential cyber threats, attacks and risks, a considerable percentage (up to
40%) remained in dire danger of being attacked as they sometimes, rarely or did not
take any step to protect their devices. According to [63], the COVID-19 pandemic which
has shifted most f2f activities to remote online work has changed the opportunities of
cybercriminals focusing on the digital tools and platforms used, and this needed users
to use other strategies to counter the malicious activities. The author further suggests
that users be critical of requests for information by verifying the sources and updating
security controls on devices and software. Some of the strategies confirmed by preservice
teachers in this study were consistent with those practised elsewhere.

5.4 How do Cyber Security Threats and Risks Affect The Use of Digital
Technologies among Preservice Teachers?

The impact of cyber security attacks and risks experienced by preservice teachers in
the use of digital technologies to access educational material during remote learning
was mostly moderate to severe. A study by [64] reports that COVID-19 has impacted
online distance learning due to the spread of cyber-attacks including DoS, spoofing and
phishing which resulted in the frustration of students. DoS can prevent students access to
information or performing important educational tasks made available on various learn-
ing platforms. With little assistance from the IT security departments to solve various
cyber security challenges, students’ educational progress with remote learning became
a nightmare. Similar effects of cyber threats are reported in other literature sources, for
example, [65] posits that institutions of higher education cannot defend all users of their
systems off-campus. This has a bearing particularly on a group of users who barely have
cyber security knowledge. During the COVID pandemic, preservice teachers spendmost
of the time learning on their own and any cyber security challenges they face severely
retard their educational progress.
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6 Conclusions, Limitations and Recommendations

From the findings in this study, we conclude that preservice teachers have a fairly good
basic CSA which can be useful in mitigating basic cyber security attacks. The use of
passwords on smartphones when not in use is highly practice highly, but the changing
of such passwords is rarely done. However, this basic security awareness is not enough
for threats and attacks experienced during remote learning. DoS and poor data confi-
dentiality were prevalent cyber security issues that preservice teachers were unable to
tackle. Without support from the IT security department, preservice teachers remain
marginalised and vulnerable to advanced cyber security attacks and risks. This study
recommends that, to raise cyber awareness, basic cyber security be taught formally and
as a compulsory component of computers in education.
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Abstract. The COVID-19 pandemic and the proliferation of online learning have
made preventing unethical behaviors an additional task for many teachers. This
article investigates the specificity of unethical behavior in online learning and for-
mulates proposals for actions to eliminate this phenomenon. The authors assume
that the Internet, as a tool for finding information and communication, enables
students to engage in unethical behavior, especially at the stage of assessing the
acquired knowledge. The article presents a spectrum of unethical behaviors in
online learning carried out via electronic media. The historical perspective of the
development of online education in connection with the development of the Inter-
net is presented. The research was carried out using the method of a designed
survey among full-time and part-time undergraduate and graduate students of
selected universities in northern Poland. A set of ten most common unethical
behaviors is determined, then the frequency of their occurrence is examined, and
the relationships between them are defined. The article ends with the classification
of students’ unethical behaviors in online learning, proposed on the basis of the
conducted research.

Keywords: Online learning · Unethical behavior · COVID-19 pandemic

1 Introduction

There are numerous definitions of e-learning in the literature. The term “online learning”
appeared in the late 1980s. It is defined by Nichols as part of the e-learning process with
education fully provided through the Web, without any physical learning materials and
face-to-face contact [23].

E-learning is a broader term that generally means the use of various online techno-
logical tools for educational purposes. The terms “online learning” and “e-learning” are
sometimes used interchangeably. For the purpose of this article, it has been decided to
use only the term “online learning”.

The aim of the article is to formulate a classification of students’ unethical behaviors
during online education. The authors intend to answer three main research questions:
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RQ1: How many distinct factors of unethical students’ behavior could be formed?
RQ2: What logical connections could be found between items in each of the selected
factors?
RQ3: What practical implications for education could such a classification have?

The hypothesis was formulated as follows: classification of students’ unethical
behaviors during online education can be formulated based on the factors selected in
the statistical analysis of the survey results. There are many classifications of unethical
behavior in online learning proposed, based on theoretical considerations. The research
gap is the lack of systematization of unethical behavior of students, based on empirical
research.

The article starts with a description of online learning evolution. Then a literature
review on the subject of students’ unethical behavior is presented. The research part
includes presenting the results of a survey on the frequency of selected unethical activ-
ities, analysis of the obtained data with the use of statistical tools and identification
of categories of unethical student behaviors. The article closes with a discussion of
results, justification of the qualitative relationships between the categorized behaviors,
and suggestions of prevention methods for further online education.

1.1 Research Background

The education systems in Europe have been changed due to the COVID-19 pandemic
in a very short time. According to a report published by the International Association of
Universities [25], nearly 90% of Higher Education Institutions were teaching in online
or blended (mixed) models. Even though online learning is known and practiced for
more than 20 years, it has never been used on a large scale before. Commonly, students
could choose some online courses at university, but most courses were in a traditional,
on-site model.

There were high hopes for online learning at the end of the 20th century. The 1998
Delphi-II study published by theFederalMinistry ofEducation andResearch inGermany
[29] presented a vision in which the education online system until 2020 will be prevalent
globally. All levels of education were supposed to incorporate online learning as a
standard mode of study (2005), and digital (virtual) universities (2010) were expected
to be a norm.

Contrary to fears that online learning will result in less involvement of students and,
consequently, difficulties in teaching and acquiring knowledge, many studies show that
online education can be effective. One research shows that students were responsible
for 85–90% of the exchanged messages during the online courses, which is even higher
indicative than on-site learning [10]. Other studies have found that students communicate
and exchange new ideas more often in online classes [28]. It is worth noting that online
learning allows overcoming some individuals’ dominance, allowing others to join the
discussion, which may explain the increase in overall student activity (the number of
messages exchanged).

One of the world’s first universities to offer online courses was the New Jersey
Institute of Technology in the USA. For this purpose, the University applied the “Virtual
Classroom” software, the prototype released between 1985 and 1987 [12]. Even though
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it was a practical and exclusive solution, it did not draw much attention. The Internet
did not become popular until 1995. However, just eight years later, over 1.6 million
students in the USA participated in at least one online course, and 500,000 graduated
from online universities [2]. This growth in online education is closely related to the
change in Internet access in society.

In 2015, the number of Internet users exceeded 3.22 billion. According to
Statista.com, in 2020, there were 4.66 billion users connected to the Internet (which
corresponds to 59% of the entire world population) [31]. According to the OECD report,
the percentage of digitalization and Internet use in developed countries is the highest in
the 16–24 age group (97%) and the lowest in the 55–74 age group (67%) [13].

In its report [7], the Federal Communications Commission draws attention to the fact
that faster Internet connection is closely correlated with extended online activity. Since
1997 the speed of available Internet connections has doubled every four years. Research
from 2016 shows that people from OECD countries aged between 14–24 spent more
than 4 h a day using the Internet, whereas, in the Netherlands, the declared amount of
time exceeded 6 h [24].

From the education’s point of view, it is crucial to change the Internet’s perception
in its entire system. There is a strong correlation between education level, measured as
the average number of years of school completed by people over 15 in a given society,
and the rate of access to the Internet [5].

Despite the drastic development and the removal of many technical barriers, the wide
adaptation of online learning has slowed down. Research suggests that teachers did not
have any major concerns about the quality of online education (only 8% expected it to be
lower), the majority was ready to conduct online classes (although over 37% declared no
experience in online teaching at all), and as many as 20% of respondents expected that
more than 80% of students would learn completely online in 2013 [18]. However, many
teachers were still forced to maintain their classes in on-site conditions, which resulted
in a reluctance to prepare additional materials or rework current ones for online courses.
Teachers also reported the lack of support from universities (e.g. providing training) as a
reason for their resistance [3, 17]. Nelson and Thompson [22] add the unclear accounting
of teaching time, rewards, additional burden, or the cost and availability of computer
hardware as the main barriers to this teaching model. The above doubts and obstacles
resulted in the withdrawal of most universities from the extensive implementation of
online learning until schools’ forced closure due to the COVID-19 pandemic.

This situation entailed the necessity to use different tools than before and the modifi-
cation of teaching materials. The new condition also required a change in behaviors and
habits. While the teacher and the students are in different locations, the control becomes
hard. The lack of control and proctoringmay trigger inappropriate or unethical behaviors
that students would otherwise not commit.

2 Literature Review

Public media was the first to report students’ unethical behavior in online learning
during the COVID-19 pandemic. One of the first articles published on this topic was
a text by Appiah [26] in The New York Times Magazine. The author analyzed the
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research conducted by The International Center for Academic Integrity and signaled a
possibility of a quick escalation of students’ unethical behavior in online learning during
the pandemic. Another research carried out by Academic Integrity In the Age of Online
Learning [1] surveyed 789 teachers on academic integrity. 93% of respondents said that
students cheat more often online than in the traditional educational environment. It is
also worth mentioning the work of Lederman [14], who previously analyzed reports on
unethical student behavior, but did not try to comprehensively systematize them.

A search for academic articles with the keywords “unethical student behavior” at
ResearchGate (RG) and Google Scholar (GS) resulted in 63,200 articles on GS alone.
To narrow down results to the topic of this study, a further search was made with a subset
of keywords: online, student, unethical, behavior. This resulted in 41,000 hits at GS but
overall convergence with the topic was still not satisfactory. Finally, upon adding two
more keywords: COVID-19 and pandemic, ten publications broadly related to search
results have been found (RG) and one was fully matched [6].

Fask, Englander andWang [9] research of exams taken ‘on-site’ (in a fully controlled
environment) and online (unable to be controlled) was focused on the difference in
unethical behavior frequency. They proved that students from the online group had had
14% better results on average, which they consider an indicator of unethical behavior.

Bilen andMatros [6] analyzed the degree of volatility in dishonesty during an online
exam conducted under control (webcam) or non-controlled conditions. The research
method was a comparative analysis of the time needed to complete each question in both
groups. Researchers found more cheating attempts in the uncontrolled group, signified
by the shorter time to complete questions. An article concludes that students have a
substantial benefit from a camera-controlled exam, which allows them to prove their
innocence, when accused of cheating. In the article, the researchers find that dishonesty
is more common when exam results are more significant – negative result means serious
consequences (e.g.: to retake a year), positive has much more substantial impact on an
ongoing evaluation. The research was done on exams only; other forms of students’
activity (lectures, classes, projects) were not studied.

Another research was done by Hebebci, Beritz and Alan [11] on Turkish students
in different study levels. Researchers tested 530 students in terms of unethical behavior
during online learning. The initial hypothesis was the correlation between the tendency
to cheat and gender, education level, or knowledge of ethics. Authors proved that male
students are involved in unethical behavior in online learning more often than female
students. The authors explain that both genders have different roles in society, and
different expectations are made for both. Additionally, men spend more time online
(they are more digitally proficient). The authors do not find any difference between
groups based on the study level or an ethical course passed earlier.

In another article about students’ dishonesty in online learning, Jones [15] used a
survey with ten questions as a method of research. However, she was interested only in
plagiarism.Details about plagiarism in high schools can be found in Josephson Institute’s
2012 report card onTheEthics ofAmericanYouth [16]. In Jones’s study, 92%of students
know somebody who plagiarized at least once. Although 59% of students confessed that
their plagiarism was entirely intentional, 41% declared they never plagiarized. Jones
defined different reasons for plagiarism in the tested group, e.g. lack of information or
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unclear instructions, a subject beyond an area of student’s interest or a general learning
overload. Shedescribedhowstudentsmake a self-excuse; they say “everybodydoes it and
nobody is punished” or “nobody cares about plagiarism”. Surprisingly, many students
classified plagiarism as ethically neutral. In conclusions, she describes ten strategies
aimed to strengthen pro-ethical behavior.

Arefeen, Mohyuddin and Khan [4] studied the students’ unethical behavior at the
University of Bangladesh. They searched for the relationship between participation in an
ethics course and students’ and graduates’ unethical behavior. Based on the conducted
research, they concluded that it is essential to shape students’ ethical behavior through
ethics courses at all stages of education, particularly in situations like the COVID-19
pandemic. Theywarn that the acquisition and consolidation of unethical behaviors during
the study years may result in such behaviors being exhibited later in professional life.
They describe the implications of unethical behavior for university and professional life
but do not propose a comprehensive division based on obtained results.

The main goal of the research conducted by Bylieva, Lobatyuk, Tolpygin, and
Rubtsova [8] was to formulate methods of preventing academic dishonesty, divided
on the basis of theoretical analyzes into three sets: cheating, plagiarism and collusion.
The researchers examined fifty examples of unethical behavior from different countries
and education systems. They concluded that teachers could not entirely avoid students’
unethical behavior in online learning by implementing only technical solutions. They
recognized tasks that require creative thinking as themost effectivemethod of preventing
academic dishonesty in online education.

Watson and Sottile [27] investigated whether students cheat more often in online
classes than in traditional classrooms, then whether gender and year of study impact
the frequency of cheating. The researchers conducted surveys on 635 students, and the
results were analyzed using t-tests and ANOVA. They identified undesirable behaviors
that occur more frequently in online education, e.g., giving answers to other students
and using instant messaging to consult. Watson and Sottile [27] showed that women
admit cheating more often in an online course and are more likely to receive help during
the exam. Researchers have shown that year of study is essential in the frequency of
unethical behavior, as younger age groups perpetuate more cheaters.

King and Guyette [19] studied the opinions of management students about online
exam behavior. They determined and compared the scope of cheating committed in
online and traditional classes. A sample of 121 undergraduate students showed that
students feel more liberal in their behavior when the online examiner does not establish
precise rules for taking the exam. In the students’ opinion, behaviors thatwere considered
ethically acceptable during the online examination were: using the textbook, own notes
and printed sources (e.g. articles, abstracts). The behaviors that most of the respondents
considered inappropriate (unethical) were: sending exam answers to other students,
obtaining examquestions, asking another person to take an exam for them.No significant
gender differences were found in the attitudes examined.

Lau and Yuen [20] investigated the unethical behavior of high school students. They
defined three groups of such activities. These are unauthorized acts (copying, hack-
ing, piracy), internet stickiness (internet addiction), and plagiarism (unauthorized use
of materials). Each of the three groups has been defined through several dimensions
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(variables). However, the classification was not based on empirical research results,
and the only basis was theoretical considerations. Besides, the proposed classification
goes beyond unethical behavior, extending the scope of analysis to include other online
behaviors, e.g. excessive use of the Internet. The authors prove that male students tend to
be more unethical than female students. Also, students from low socioeconomic status
families are more likely to be dishonest than students from high-status families.

According to Malgwi and Rakovski [21], cheating is the result of three factors,
known as the triangle of academic dishonesty: pressure (e.g. creating an atmosphere of
competition), opportunities (e.g. availability of cheat sheets) and rationalization (e.g.
other students are also cheating). The opportunity factor is particularly problematic in
online settings due to the limited control of lecturers over students. King, Guyette, and
Piotrowski [19] showed that 73.6% of students consider online conditions as creating
more opportunities for cheating. In a study by Witherspoon, Maldonado and Lacey [30]
80% of respondents admitted to cheating during the exam when the opportunity arose.

The presented literature review shows the lack of a classification of unethical stu-
dents’ behavior in online learning based on empirical results, which would consider the
scale of this phenomenon during the COVID-19 pandemic. Researchers mainly focused
on identifying unethical behaviors, identifying their causes, building the characteristics
of people perpetrating them and formulating proposals for preventive actions. Therefore,
the authors of this article believe that it is necessary to classify unethical behavior on
the basis of empirical data and propose practical methods to prevent unethical behavior
in online learning.

3 Methodology

3.1 Research Design

To identify the most common unethical behaviors while learning online, a survey was
conducted as it was the most convenient method under COVID-19 conditions. Surveys
do not generate high costs and enable researchers to access a large sample needed for
statistical analyzes. In order to reduce the obtained data, an exploratory factor analysis
was used. The reason for using that method was the lack of a statistically confirmed clas-
sification of unethical behavior in previous studies. This is the first study to statistically
analyze the relationship between unethical behaviors in online learning.

3.2 Sample

The study was conducted on a group of students from selected universities in northern
Poland. Out of 369 responses, 365 comprised the main sample, and 4 were eliminated
from the analysis due to missing data. 56.9% of the respondents were women, 41.9%
were men. The mean age in the sample was 22.44 years, with a standard deviation of
4.55 years (see Table 1).
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Table 1. Sample statistics

Number (percent)

Course of study Economics 44 (13.1%)

International Economic Relations 41 (12.2%)

Tourism Management Studies 2 (0.6%)

Management 248 (74.0%)

Cycle of study I cycle – bachelor 248 (74.0%)

II cycle – master 86 (25.7%)

III cycle - doctoral 1 (0.3%)

Year of study First 226 (67.5%)

Second 37 (11.0%)

Third 71 (21.2%)

Fourth 1 (0.35)

Residence City 167 (49.9%)

Town 90 (26.9%)

Village 78 (23.3%)

3.3 Instrument

Before conducting the in-depth interview, the authors of this paper used brainstorming to
make a list of questions. Sixteen neutral open-ended questions were formulated to iden-
tify unethical student behaviors during remote teaching. An in-depth interview scenario
was developed, and the research location (a social room) was planned.

Experts in the field of online learningwere selected as respondents. These individuals
were identified based on the maxima of two variables: the number of publications in the
field of online learning registered in the library database of the University of Gdansk
and the amount of experience in teaching measured by the activity in the Moodle LMS
(https://mdl.ug.edu.pl/). A ranking was performed, and seven persons were selected.
Five respondents agreed to participate in the research. Interviews were conducted in
January 2021. Based on answers a 10-item questionnaire was designed.

It contained descriptions of behaviors most often indicated by experts as unethical
in online learning (see Table 2). Responses were scored on a 5-point Likert scale, with
the higher values indicating the higher frequency of student’s behavior (see Table 2).
The questionnaire was verified in a pilot study (N = 71) and demonstrated satisfactory
reliability (Cronbach’s α = 0.75). No items have been deleted.

3.4 Procedure

The primary study was conducted online using Microsoft Forms. The questionnaire was
administered to students during online classes. Participation in the survey was voluntary
and anonymous.

https://mdl.ug.edu.pl/
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4 Results

4.1 Descriptive Statistics

The results of the study are presented in Table 2. The most common unethical behaviors
are: lack of students’ engagement in an online class (1) (M= 3.05, SD= 0.96) and the use
of prohibited materials during an exam (10) (M= 2.54, SD= 1.29). The least common
behaviors are: simulating activity during a class (5), hacking an exam (6), enabling an
unauthorized person to participate in a class (7), activities disrupting the course of a
class (8) and giving login details to another person in order to participate in an exam for
a student (9). The means for the remaining behaviors are: simulating technical problems
(2) (M= 1.58, SD= 0.839), recording classes without the consent of the teacher (3) (M
= 1.85, SD= 1.06) and providing exam’s content to other people/groups (4) (M= 1.64,
SD = 1.05). The mean for the entire questionnaire is 1.62, with a standard deviation of
0.44.

Table 2. Questionnaire items with percentage of answers

No How often during
online classes did
you act as follows:

Never Occasionally Moderately Frequently Always

1 Lack of
engagement.
Logging into a
class and then lack
of the required
activity (e.g. being
away from a
hardware device,
using social media,
carrying out other
activities)

11
(3.3%)

94 (28.1%) 116 (34.6%) 94 (28.1%) 20 (6%)

2 Simulating
technical problems
in order to not
perform the
required activity
(e.g.
missing/damaged
microphone,
turned off
cameras,
inefficient internet
connection)

203
(60.6%)

81 (24.2%) 41 (12.2%) 8 (2.4%) 2 (0.6%)

(continued)
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Table 2. (continued)

No How often during
online classes did
you act as follows:

Never Occasionally Moderately Frequently Always

3 Recording a class
without the
teacher’s consent
(e.g. recording,
taking
screenshots)

168
(50.1%)

91 (27.2%) 41 (12.2%) 28 (8.4%) 7 (2.1%)

4 Providing exam
content to other
people/groups
without teacher’s
consent

223
(66.6%)

45 (13.4%) 39 (11.6%) 20 (6.0%) 8 (2.4%)

5 Simulating activity
during a class (e.g.
using OBS -
virtual camera
software)

315
(94.0%)

13 (3.9%) 3 (0.9%) 1 (0.3%) 3 (0.9%)

6 Hacking an exam
(e.g. gaining
access to correct
answers, extending
test duration)

315
(94.0%)

11 (3.3%) 5 (1.5%) 2 (0.6%) 2 (0.6%)

7 Enabling an
unauthorized
person to
participate in a
class (e.g.
disseminating a
link to the class)

316
(94.3%)

12 (3.6%) 1 (0.3%) 1 (0.3%) 5 (1.5%)

8 Activities
disrupting the
course of a class
(e.g. not muting
the microphone on
purpose, taking
control over the
presentation,
performing the
so-called raids,
conducting off
topic
conversations with
other participants)

315
(94.0%)

11 (3.3%) 6 (1.8%) 2 (0.6%) 1 (0.3%)

(continued)
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Table 2. (continued)

No How often during
online classes did
you act as follows:

Never Occasionally Moderately Frequently Always

9 Giving login
details to another
person in order to
enable them to
participate in an
exam

316
(94.3%)

9 (2.7%) 4 (1.2%) 4 (1.2%) 2 (0.6%)

10 Using prohibited
materials during
an exam and
cheating (e.g.
using open book,
using cheat sheets,
using Internet
search results,
consultations with
other people,
group work)

95
(28.4%)

75 (22.4%) 81 (24.2%) 54 (16.1%) 30
(9.0%)

4.2 Factor Analysis

To reduce data obtained from the responses, exploratory factor analysis was used (EFA
with Oblimin Rotation and Kaiser Normalization, using SPSS). Factor loadings equal
to or greater than 0.5 were considered sufficient for extraction. Three hidden factors
of unethical behavior during online learning were extracted (see Table 3). The KMO
sample adequacy measure showed an acceptable correlation at the level of 0.8, and the
Bartlett sphericity test is statistically significant (χˆ2 (df = 45) = 1121.657, p<0.001).
The extracted factors explain 64.77% of the variance.

Reliability analysis for the entire test showed adequate internal reliability with Cron-
bach’s α equal to 0.715. Internal reliability for each factor, measured by Cronbach’s α,
showed good reliability for factor 1 (α = 0.867) and acceptable reliability for factor 2
(α = 0.672). Factor 3 (α = 0.472) obtained the lowest reliability.
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Table 3. Factor loadings

No How often during online classes did you act as follows: Factor 1 Factor 2 Factor 3

1 Lack of engagement. Logging into a class and then lack of
the required activity (e.g. being away from a hardware
device, using social media, carrying out other activities)

−0.070 0.037 0.838

2 Simulating technical problems in order to not perform the
required activity (e.g. missing/damaged microphone, turned
off cameras, inefficient internet connection)

0.111 −0.017 0.754

3 Recording a class without the teacher’s consent (e.g.
recording, taking screenshots)

−0.010 0.762 −0.060

4 Providing exam content to other people/groups without
teacher’s consent

0.117 0.842 −0.059

5 Simulating activity during a class (e.g. using OBS - virtual
camera software)

0.799 −0.006 0.026

6 Hacking an exam (e.g. gaining access to correct answers,
extending test duration)

0.792 0.750 −0.025

7 Enabling an unauthorized person to participate in a class
(e.g. disseminating a link to the class)

0.882 −0.031 0.097

8 Activities disrupting the course of a class (e.g. not muting
the microphone on purpose, taking control over the
presentation, performing the so-called raids, conducting off
topic conversations with other participants)

0.817 −0.008 −0.053

9 Giving login details to another person in order to enable
them to participate in an exam

0.732 −0.008 0.004

10 Using prohibited materials during an exam and cheating
(e.g. using open book, using cheat sheets, using Internet
search results, consultations with other people, group work)

−0.085 0.714 0.180

5 Discussion

5.1 Discussion of Result

The obtained results suggest that the most common behaviors are lack of engagement
(1), the use of prohibited materials during exams (10) and recording a class without the
teacher’s consent (3). These behaviors are relatively easy to conduct, and the probability
of their detection is low. Some of these behaviors may also be considered appropriate or
somewhat acceptable, which further contributes to their frequency. For example, in the
study by King, Guyette and Piotrowski [19], using an open book during an online exam
was endorsed by the vast majority of respondents as appropriate behavior.

The least commonbehaviors, usedonly by a small number of students, are: simulating
activity (5), hacking (6), enabling an unauthorized person to participate in a class (7),
activities disrupting a class (8) and giving login details to another person in order to
participate in an exam. (9). The first two behaviors require preparation and knowledge
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of computer science, so they are naturally difficult to carry out. Behaviors 7 and 8
are harmful to other students participating in the classes and are easy to detect. Besides,
behaviors 6 and9may incur certain expenses, for example: purchasing ahackingprogram
or paying the person who will write the exam for the student. The above factors may
contribute to the low frequency of these behaviors.

Various classifications of unethical behavior in online learning have been proposed
in the literature, e.g. Lau, Yuen [20] or Bylieva, Lobatyuk, Tolpygin, Rubtsova [8].
However, researchers have only suggested classifications based on logical implications
without applying statistical methods. As is shown in our research, such classification
is possible using exploratory factor analysis (See Table 3). Based on extracted factors,
three categories of unethical behaviors are proposed and named. The first category is
called: Hacking and spoofing (5) (6) (7) (8) (9), the second category: Dishonest use of
materials (3) (4) (10) and the third category: False presence (1) (2).

Category 1 (Hacking and spoofing), based on factor 1, includes only unethical behav-
ior characterized by a very low incidence in online learning (M= 1.11, SD= 0.40). Cat-
egory 2 (Dishonest use of materials), based on factor 2, comprises behaviors designed
to unfairly increase the quiz/exam grade and are relatively easy to undertake. These
behaviors are rare (M = 2.01, SD = 0.89) but present in online learning and may result
in obtaining non-representative grades by students who undertake them. Factor items
also strongly correlate with each other, whichmay suggest that these behaviors co-occur.
Category 3 (False presence), based on factor 3, consists of the most common behaviors
(M = 2.317, SD = 0.731). It explains the smallest percentage of the variance (10.31%)
and Cronbach’s α equal to 0.472. Despite mentioned weaknesses, category 3 has a strong
logical explanation and remains a subject for further analysis.

5.2 Discussion of Classification

Hacking and spoofing contain behaviors that require above-average computer skills
(5) (6) (7) as well as enabling the participation of unauthorized persons in classes or
exams (8) (9). The relationships within this category indicate that students proficient
at hacking combine unethical behavior with activities enabling unauthorized people to
participate in classes/exams. It proves that hackers do not care about authorizing their
Internet activities (spoofing/anonymity is a significant feature of their online behavior)
and enables other Internet users to perform spoofing processes. Prevention methods for
this group of unethical behaviors should primarily concern technical security. Good pro-
tection against hacking (e.g. use of programs dedicated to online learning) and ensuring
that only fully authorized people can access classes or exams (e.g. only students with
university domain email) can effectively limit the behaviors classified to this group.

Dishonest use of materials is a group of behaviors consisting of cheating (10),
stealing the content of classes/presentations/exams (3) and making them available to
interested people (4). This relationship indicates that students, who use prohibited
materials (e.g. cheat sheets, Internet search results) during the evaluation stage, are
also more likely to register the content of a class without the teacher’s consent and
spread it among other students. It proves that cheating is connected with the desire to
popularize unethical behavior. A student who engages in academic dishonesty, cheats
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and records lectures will most likely popularize unethical behavior among other stu-
dents, probably because of a need to self-justify their actions. If this happens frequently
enough, it may create social proof for this kind of behavior, and students may rational-
ize their actions. Prevention methods should rely significantly on technical support in
the form of safeguard/proctoring programs preventing the acquisition of the content of
classes/credits/exams and social engineering techniques that demotivate students from
undertaking unethical behavior (e.g. moral codes).

False presence includes behavior such as lack of engagement in online classes
(1) and possible simulation of technical problems to avoid the required activity (2).
A student, whom a teacher calls out, may simulate various problems (e.g. microphone
malfunction or internet disconnection) to avoid engagement. Prevention methods should
revolve around social engineering techniques (e.g. providing a restricted time frame for
the answer) and class organization (e.g. relying on group work, interactive presentation,
active vs passive learning model).

5.3 Additional Findings

The last part of the statistical analysis concerns whether gender and age impact the
frequency of unethical behavior. Mann-Whitney U test was used to determine the sig-
nificance of a difference in the frequency of unethical behavior between women and
men. No significant difference was found (Z= 1.102, p= 0.270). Similarly, the analysis
of the two most differentiating items: lack of engagement (1) and the use of prohibited
materials during exams (10), did not show any significant differences in the answers of
women and men (χˆ2 (df= 4)= 3.873, p= 0.423 for item 1 and χˆ2 (df= 4)= 8.425,
p= 0.077 for item 10). Age correlates with the frequency of unethical behavior only for
the first item (r = − 0.184, p = 0.001). It means that the older the respondent, the less
frequently he/she disengages in classes. However, it should be noted that the obtained
correlation is very weak, and the age variance in the studied group is not too high (M =
22.44, SD = 4,55).

6 Limitations

The presented study possesses a few limitations and generalization of the results should
be made with caution. A survey design relies solely on students’ evaluation of their
behavior during online learning. No methods have been used to directly and objectively
measure the prevalence of unethical behavior. Additionally, the presented research is
limited by geographical and cultural constraints. Only Polish students participating in
online courses at universities from northern Poland have been surveyed. The geographi-
cal location of the universities does not determine the location of study in online educa-
tion, however, most of the surveyed students began their education before the COVID-19
pandemic and expected a stationary education.During the data analysis, the authors iden-
tified a problem with the reliability of factor 3, which is below the critical value of α =
0.6. However, according to the authors, factor 3 has significant practical implications,
and therefore its analysis is justified.
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7 Conclusions and Further Research

Oneof the consequences of theCOVID-19pandemic has been the rapid increase of online
learning. And as many studies have shown, online education is positively correlated
with various unethical behaviors. It is proposed in this research that unethical behaviors
can be classified using exploratory factor analysis into three distinct categories. These
categories can help educators better understand academic dishonesty, identify unethical
behaviors and plan efficient preventive actions against them.

As far as the behavior classified as hacking and spoofing is concerned, preventive
measures can be taken by individual teachers, but first and foremost this is an area
for the university authorities. University managers should order the implementation of
software and hardware security solutions and instruct the IT department to watch over
their functioning. Tested and updated system solutions covering the entire organization
certainly have a chance to be one of the key elements eliminating the occurrence of
unethical behavior. Activities grouped under Dishonest use of materials require preven-
tive action in two areas. The first is the technical area, the scope of which is similar
to preventive actions from the Hacking and spoofing group. The second area, on the
other hand, requires actions demotivating the occurrence of unethical behavior by, for
example, formulating and publishing legal regulations specifying the rules of using edu-
cational content. These rules should respect copyright, considering open access and
public domain regulations. The proposed preventive measures should be designed and
implemented by the university authorities which will oblige all students to respect them
by, for example, obligatory signing of the regulations. Preventive actions against the
unethical activities grouped under False presence should be implemented primarily by
the teachers teaching online. These actions should include actions to demotivate the
occurrence of unethical behavior and to stimulate individual student activity.

The authors intend to expand further research by conducting comparative analysis
of students’ unethical behaviors from different geographic locations and cultural back-
grounds (Europe and North America). Further research should aim to design a catalog of
preventive measures reducing the possibility of undesirable behavior in online learning.
To conclude, the analyzed research area has significant exploratory potential. Therefore,
it is advisable to continue and deepen the understanding of the outlined problem.
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Abstract. Cybersecurity has been identified as a major challenge confronting
the digital world, neglecting cybersecurity techniques during software design and
development increases the risk of malicious attacks. Thus, there is a need to make
security an integral part of the agile information system development process. In
this exploratory study, we empirically explore the agile security practices adopted
by software developers and security professionals. Data was collected by conduct-
ing ten semi-structured interviews with agile practitioners from seven companies
in the United Kingdom (UK). The study was conducted between August–Novem-
ber 2020. An approach informed by grounded theory was used for data analysis
including Open coding, Memoing, Constant comparison and Theoretical satura-
tion. The security practices identified in this study were categorized into roles,
ceremonies and artefacts and mapped onto the different phases of the Software
Development Lifecycle (SDLC). We discovered practitioners use five artefacts:
security backlog documentation, software security baseline standards, security
test plan templates, information security and security audit checklists; and that
there are more artefacts than roles and ceremonies. Also, while most practitioners
rely on automated tools for software security testing, only one practitioner men-
tioned conducting security tests manually. These practices that we have identified
comprise a novel taxonomy which form the main research contribution of this
paper.

Keywords: Agile security practices · Agile information systems development ·
Cybersecurity · Software security testing · Security specialist · Grounded
Theory · Automated test tools

1 Introduction

Agile information systems development is increasingly becoming influential, and its
main goal is the improvement of software product’s quality and productivity [1]. Con-
ventionally, the agile development process consists of roles, ceremonies or practices and
artefacts. The three typical agile team roles are the scrum master, product owner and
development team members. These roles describe the key responsibilities of agile team
members. Agile ceremonies are periodic meetings conducted to check project quality
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and schedule, while artefacts define the elements adopted for sharing project informa-
tion [2]. The three popular agile methodologies are extreme programming (XP), scrum
and lean. These methodologies, however, do not put much emphasis on cybersecurity
issues as there are limitations to their use of security activities [3, 4]. Many of the cyber-
security challenges are attributed to lack of integrating security activities during the
development process. Also, the risk of unintentionally using insecure practices in most
situations leads to the production of insecure software systems. To develop a secure
software, practitioners need to adopt many of the quality-improving features of agile
software development. Some of these features include iterative development, contin-
uous integration, retrospectives, and constant refraction, among others. It is therefore
imperative to integrate security best practices into the agile software development life-
cycle to prevent cyberattacks [5]. Backman in [6], have tried to answer the question why
software security breaches remain a challenge. By conducting interviews and surveys
at a software company he found insufficient knowledge, and inadequate testing policies
as some of the issues responsible for software vulnerabilities. Therefore, to address the
above enumerated problems of using agile for building secure software, some of the
existing studies have highlighted the need to involve the entire agile team and integrate
security activities throughout the development process [7–9].

The existing literature have explored agile security as highlighted in this section.
Villamizar et al. [10] have discussed the lack of security requirements integration into
agile practices. Bartsch in [11] have explored agile security issues through practitioner
interviews. His findings highlighted the need for more focus on improving practitioner’s
cybersecurity awareness and expertise. Also, the study suggested adequate focus on
stakeholders’ involvement which is inadequate in security-critical agile projects. Ques-
lati et al. [12] conducted a systematic literature review to identify software security
development challenges reported in literature. The study found 20 challenges, 14 of
which are valid problems to the agile research community and the remaining 6 were
neither caused due to agile principles or security assurance practices. Rindell et al. [7]
have identified the security activities from OWASP, Microsoft SDL and Common Crite-
ria models and mapped them into agile development processes, practices, and artefacts.
While the three studies discussed in this section are related to agile methods security
[10–12], none of these studies have developed a taxonomy of agile security practices cat-
egorized by roles, ceremonies, and artefacts.Detailed literature reviewon the intersection
of agile and security issues are discussed in the related work section.

Thus, this study aims to fill this gap by improving the security of agile information
systems development. In this paper, the main research question we seek to answer is:
“What security practices are adopted by practitioners during agile information systems
development?”. This paper will also answer the following sub-questions:

RQ1: How is software security testing performed in agile teams?
RQ2: How the software security specialist role can be integrated into agile process?

To achieve the research aim, we conducted ten practitioner interviews and adopted
a data analysis method informed by the grounded theory. This study contributes to the
existing literature in three ways: (i) presenting a taxonomy of empirically identified
security practices categorized into roles, ceremonies, and artefacts; (ii) Describing the
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differentways of software security testing in agile teams; (iii)Describinghow the security
specialist role can be integrated into the agile process.

The rest of this paper is organized as follows: In Sect. 2, a review of related work is
discussed, along with a brief on secure software development models. The paper then
introduces the researchmethod adopted for the study in Sect. 3, providing information on
the selected research sites, data collection and analysis process used. The paper findings
organized into sections on software security testing and integrating the security specialist
role in agile process are presented in Sect. 4. Section 5 discusses the study findings in
relation to the literature and the research questions. Section 6 concludes the study by
explaining the three main research findings.

2 Related Work

This section introduces software security and discusses the prior studies on the
intersection between security and agile information systems development.

2.1 Overview of Software Security

The ubiquitous nature of software is bringing enormous benefits to the way human trans-
act their daily activities. However, this also comes with the consequence of increasing
system flaws and misuse by malicious users. With the daily reported cases of cybersecu-
rity breaches in the news and social media, software security has attracted the attention
of industry players and the academia [13]. The increasing software vulnerability can also
be attributed to the astronomic increase in computer connectivity as well as complexity
of information systems. The concept of “building security in” is one strategy advocated
by researchers towards confronting the challenges of cyberattacks [14].

The term “Cybersecurity” is defined as the set of practices, guidelines technologies
and tools used for protecting organizational assets [15]. Cybersecurity needs to guarantee
three security attributes which includes confidentiality, integrity, and availability. Most
computer security vulnerabilities are attributed to the use of poor programming practices
by software practitioners [16]. The CWE/SANS lists the top 25 software errors causing
majority of cyber-attacks [17]. Similarly, the Open Web Application Security Project
(OWASP) also lists the top 10web application security risks for managing websites [17].
The purpose of annually publishing the lists is to serve as a guide for practitioners writing
codes to be acquainted of current software bugs to avoid. All reported vulnerabilities are
usually assigned an identification number and stored in a database known as the National
Vulnerability Database (NVD) [18]. Looking at the cybersecurity issues discussed in
this section, there is a need to study what efforts have been made in literature to develop
security models.

2.2 Secure Software Development Models

Prior study had described the existing software securitymodels and techniques [8]. Three
of the popular models are the Microsoft Security Development Lifecycle (SDL) model
[19], Software Assurance Maturity Model (SAMM) [20] and the Building Security in
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Maturity Model (BSIMM) [21]. Out of these models, only the BSIMM was created
through empirical observation and real-world data from software security practices.
Also, the above listed models were criticized in literature for being theoretical in their
approach and adoption strategies [22]. Each of the models have their own peculiar limi-
tations. TheMicrosoft Security Development Lifecycle (SDL) framework requires huge
documentation and is heavy on processes and organization [23]. Also, some practitioners
consider Microsoft SDL threat modelling (risk analysis processes) as too expensive to
implement in smaller projects. For SAMM, just like other maturity models adopted for
agile software development, the checklist contained in the model are not appropriate for
all security-context [8]. While for BSIMM, there seems to be lack of empirical research
evaluating the model from a scholarly viewpoint [22]. While the aim of this paper is not
solely to build a comprehensive security model, our study has added to the scholarly
body of empirical research on secure agile information systems development.

2.3 Security and Agile for Information Systems Development

Existing studies have highlighted the lack of security activities in agile information
systems development [3, 24, 25]. Baca & Carlsson in [3] looked at the compatibility
of security practices with the characteristics of the agile manifesto. Bansal & Jolly in
[26] evaluated security practices with the aim of proposing ways of developing secure
information systems processes. The limitation of the study in [3] is that the security
enhanced agile development process produced has not been empirically evaluated and
compared with other existing development processes. For the study done by Bansal &
Jolly in [26], factors such as cost, time and recurrencewhichmay affect the compatibility
between two security activities that can help project managers in decision making has
not been considered.

Terpstra et al. [4] conducted a systematic review on security in agile methods which
revealed severalmethods for integrating security in agilemethods. Thepaperwent further
to corroborate the aim of this study that little is known about security from practitioner
perspectives. The study identified three contextual factors important for shaping security
in agile projects. These factors are solutions addressing the artefacts, solutions addressing
the human factors in agile and solutions addressing the agile process itself [4]. However,
the identified solution factors were only focused on people, but nothing was mentioned
with regards to tools or other sophisticated methods used. Also, collected data was only
based onpractitioners’ posts onLinkedInwhichwill not allow for in-depth understanding
of the phenomena.

Rindell et al. [8] conducted a survey of security engineering activities as practiced by
some Finnish agile practitioners. The study surveyed their use of 40 security engineer-
ing practices and 16 agile development activities. The study observed the discrepancy
between the level of use and perceived impact of security activities. However, the study
findings were not compared with other existing baseline surveys conducted in other
countries.

Baca et al. [9] proposed an enhanced secure agile development process for a money
transfer system at Ericsson Corporation. The study identified security roles which were
categorized into four competences including security manager, security architect, secu-
ritymaster and penetration tester. However, an obvious drawback of the proposed system
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is the extra resources required with through the introduction of four different security
competences.

Cruzes et al. [27] studied how software security testing was performed in agile
teams across different organizations. The existing literature on software security testing
broadly focuses on two areas. The first testing focus area are those done for security
services such as confidentiality, integrity, availability, authentication, authorization, and
non-repudiation [28]. The second focus area is in the aspect of testing for software
resilience to withstand attacks [24]. In the context of secure agile software development,
security testing issues include validating if security requirements have been implemented
properly to avoid attacks. Also, there are issues of identifying unintended software
system’s vulnerabilities.

Bezerra et al. in [29] have grouped the agile security practices based on practitioners’
assessment in a particular cyber security organization. Thus, a common finding of agile
information systems development studies in the existing literature is that agile methods
do sometimes comply with security requirements, but it is faced with the issues of higher
cost and slower development due to inadequate agile security processes [8].

Based on the discussions above, no study has created an empirical taxonomy of
agile security practices categorized into roles, ceremonies, and artefacts in a single
study. Therefore, this gap in knowledge is what our study aims to fill. While there
exists a practitioner study that developed taxonomy of agile methods artefacts based on
empirical interviews [2]. Also, there is an article that used practitioner descriptions of
agile methods tailoring by focusing on the product owner role [30]. Since there is still
paucity of empirical evidence on agile methods security in practice and so we think our
study can add value to the existing body of knowledge.

3 Method

To answer the earlier enumerated research questions, we conducted ten empirical inter-
views with selected UK practitioners working in seven companies as shown in Table 1.
The research adopted a data analysismethod informed by grounded theorymethodology.
Grounded Theory is a systematic methodology which is aimed at theory construction
using qualitative data. Due to the paucity of literature on agile security from practitioner
perspective, the Grounded Theory methodology allows for the emergence of concepts
grounded in data [31, 32]. Also, the Grounded Theory is an appropriate methodology in
software engineering for constructing theories relevant to practitioners [24].

3.1 Research Sites

We identified and selected appropriate research sites as shown in Table 1. Due to the
Covid-19 pandemic, the first author conducted online interviews with the participants.
The snowballing sampling technique was used to select additional research participants.
The selected research sites consisted of agile practitioners working in companies oper-
ating in different sectors including IT consulting, CRM Company, Healthcare services
and the FinTech industry. Most of them are large companies but there are a couple of
medium-sized and one small and medium-sized enterprise (SME). The diversity of the
research sites provided richness to the data collected and lends credence to the results.
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3.2 Data Collection

In this study, the source of data collection was through practitioner interviews. Each of
the research participantswas sent an information sheet which detailedwhat the studywas
about. It further asked for their informed consent to record their responses and indicate
their choice of anonymity on a consent form. An interview guide containing topics to
be covered was followed. Each participant was asked the same questions even though
the wording and sequencing of the questions were not uniform for all participants.
The initial interview guide questions were generated from light literature review and
the researcher’s experience with investigating agile information systems development.
The initial questions were subjected to several reviews by the authors. The questions
were again modified as data collection progressed following the constant comparison
technique of grounded theory. The interview transcribes were manually analyzed at
the initial stage before moving to the qualitative data analysis software, Nvivo. The
Nvivo software package was chosen because of its ability to facilitate many iterative
aspects of the grounded theory process [33]. Nvivo can analyze various types of data
i.e., text, audio, video, and photos, whereas tools like Leximancer can only be used for
text analysis. Also, the qualitative data analysis tool like ATLAS.ti 4.0 seem to work
with data files of limited ranges. This means files must be converted to ASCII format
before been inputted.

Table 1. Description of participants’ and organizations in the study

Code Job title Software
development
experience
(Years)

Business type Organization
size

ITCONCco1_SSE1 Senior
software
engineer

10 IT consulting Medium-sized

Finco1_SSE2 Senior
software
engineer

16 Financial
services

Large

ITCONCco1_SDA Senior
developer
analyst

25 IT consulting Medium-sized

CRMco1_FSSD1 Full Stake
software
developer

3 Customer
relationship
management

Large

HEALTHco1_SD1 Software
developer

3 Health Small

(continued)
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Table 1. (continued)

Code Job title Software
development
experience
(Years)

Business type Organization
size

ITSERVco1_VP-COS1 Vice
president
cyber
operations
security

25 IT services Large

LAWENFco1_CSS1 Cyber
security
specialist

4 Law
enforcement

Large

CYBERFOUDco1_ADL1 Cyber
foundry,
analyst
developer
lead

10 Cyber foundry Large

3.3 Data analysis

After conducting each interview, the first author listened to the recordings many times
to ensure accurate transcription to avoid distortion in meanings [34]. By adopting the
grounded theory methodology for this study, the authors performed the four major activ-
ities described by the Glaserian Grounded theory to analyze the collected data. They
are (i) reviewing the data to identify repeated themes, (ii) use keywords to categorize
the themes, (iii) code the themes and (iv) categorize the themes through the relation-
ships identified. These activities are summarized as open coding, memoing, constant
comparison and theoretical saturation.

3.3.1 Open Coding

This stage involved line-by-line reviewing of the interview transcripts [32] with the
aim of identifying key themes from the interviewee’s responses. Going through the first
interview, we came up with 42 codes. A second interview was analyzed where 29 codes
emerged. Subsequently analyzed transcripts had lesser number of codes as many themes
were already identified in the initial interviews.

3.3.2 Memoing

In this paper, memos were written to capture interviewee’s responses and show the
relationship between the different concepts and categories. Brief notes were written on
different related topics containing verbatim quotes from interviewees pulled together to
make-up a memo. Using the interview transcripts as primary evidence, 6 memos were



574 A. A. Ardo et al.

written out of which 2 are related to the theme of this paper. Memo writing helped
elucidate the authors ideas and re-focused further data collection.

3.3.3 Constant Comparison

This research used the constant comparison technique to iterate between data collection
and analysis. The data collected was constantly compared within itself as well as other
instances of same and similar events. The technique was essentially helpful for refining
generated codes and categories.

3.3.4 Theoretical Saturation

It defines the point in the data analysis process when no new categories emerge, and the
data categorization is not impacted by adding more interviews [32].

4 Findings

This section explains the research findings which includes a novel taxonomy of agile
security practices developed from the analysis of interview transcribes which have been
categorized into roles, ceremonies, and artefacts. Two agile security related memos
will be discussed in this section. They memos describe the different software testing
methods and tools used in practice. The second memo explains the functions performed
by security specialists in the different companies and how they interact with other roles
in an agile process.

As earlier mentioned, the key finding of this study is the identification of security
practices categorized into roles, ceremonies, and artefacts. We particularly discovered
more artefacts than roles and ceremonies. The five artefacts are security backlog docu-
mentation, software security baseline standards, security test plan templates, information
security and security audit checklists. All the artefacts were mapped in detail onto the
stages of the agile SDLC.

The backlog documentation describes all security-related activities contained in the
product backlog. According to practitioner (ITSERVco1_VP-COS1) “All our security
activities are prioritized in a sort of security backlog document … it is normally updated
based on a project’s peculiar requirements.” Another important artefact discovered from
analyzing empirical interviews is the security baseline standard. “We adhere strictly to the
government-regulated standard requirements like the GDPR … Additionally, we have our
company baseline standards like basic stuff such as encryption and using strong pass-
words…” (ITCONCco1_SSE1). These baseline security standards help organizations
protect their critical resources such as servers and workstation from cyberattacks.

While baseline standards are sometimes classified as either High-level or Technical,
the security test plan template is categorized under the technical group. “We adopt
test plans that will ensure our software operates securely…” (ITCONCco1_SSE1). The
objective of adopting a template for the testing phase is to ensure a process of identifying
security threats and the elimination of issues specifically on the safety and integrity of
the software. Lastly, the chief technology officers are commonly responsible for issuing
the checklist used in their company for information security and audit checks. “It is part
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of my duties to issue security audit checklist to the security and development teams…”
(ITSERVco1_VP-COS1).

There are other activities identified which were accordingly mapped to specific cer-
emonies and roles on the SDLC. The four ceremonies include security sprint planning
meeting at the pre-requirements phase, conducting API security meetings at the design
stage, conducting secure code review sessions at the implementation phase, and per-
forming security retrospective meeting at the release phase. For the role’s activities, we
identified security specialist or a times dedicated security team who are involved in all
security related discussions from the requirements to the release phases. While we have
done a detailed empirical study on practitioner security practices, however, it will be dif-
ficult to include the diagrammatic representation of the taxonomy in this paper because
of space limitation.

4.1 Software Security Testing

At the testing phase of software development, the use of automated test tools is com-
mon among interviewed practitioners. The reliance on these tools indicates a somewhat
straightforward absence of other testingmethods as reported by this study’s general find-
ings. The identified testing tools in this studywere categorized into two groups which are
the specialized vulnerability testing and standard software testing tools. There are also
practitioners that combine manual and automated testing at different stages of software
development.

The specialized testing tools mentioned by practitioners in this study were mainly
used for vulnerability assessment, scanning and management. According to practitioner
(ITCONCco1_SSE1) “We use a tool known as OpenVAS and what it does is to give you
a free vulnerability assessment test…” Basically what the user needs to do is to supply
the port numbers and other details and the tool does the testing. Practitioner (ITCON-
Cco1_SSE1) have highlighted the advantage of using the OpenVAS tool where he said,
“OpenVAS is pretty easy and freely available to use as well…” Apart from the OpenVAS
tool, other software companies use software tools such as Qualys, Rapid7 and Nessus to
conduct vulnerability assessment. Among the reason’s software practitioners mentioned
for using these tools are providing specialized functions such as automating network
auditing, identifying threat actors through cloud-based solutions, and providing other
penetration testing services such as website scanning to identify potential vulnerable
spots, confidential data searches and compliance checks as well. According to practi-
tioner (ITSERVco1_VP-COS1) “vulnerability testing using Qualys or Rapid7 or Nessus
takes place at all points, so we know that we are not introducing any vulnerabilities …”
The adoption of automated testing tools in other companies is informed by the diverse
capabilities of open-source frameworks such as Kali Linux. According to practitioner
(CYBERFOUDco1_ADL1).

“We use an array of different tools for security vulnerability checks, most of which
can be found in Unix … Kali Linux is one which has a whole platter of tools in
that to analyze and exploit software security issues…”

In standard software testing,GitHub is a commoncollaborative codehostingplatform
that allows co-located practitioners to work together on projects. Some practitioners
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prefer using specialized plug-in on the GitHub platform to perform vulnerability checks.
According to practitioner (CRMco1_FSSD1) “We use a GitHub plug-in called Snyk
for vulnerability checks. Previously, we used Greekeeper but recently moved to Snyk
because we felt it is a bit better…” The GitHub platform has various features for things
like code verification and modelling of threat actors. This is explained by practitioner
(Finco1_SSE2) who said, “Basically some tools are used for code verification from the
security perspective and others for internal tasks to check and identify imposters …”.

There are certain practitioners that favour combining the use of certain testing tools
for security checks on parts of their application like APIs with manual software testing.
Postman is an API testing tool which enables the automating of various forms of tests
such as functional tests, regression tests and end-to-end tests, among others. “We use
Postman to do certain checks on APIs … we use that to set up automated tests to
prevent human errors…” (ITCONCco1_SDA). Moving to the implementation phase,
(ITCONCco1_SDA) prefers to perform software test manually. “I don’t use any tools
for security tests on codes because coding analysis needs to be done manually by going
through the code and working that in…”.

Practitioners involved in security testing who participated in this study discussed
very little about the techniques they use for mitigating or managing risks during software
testing. According to practitioner (CRMco1_FSSD1), “We use slow increments and the
maker checker approach to develop our projects… You are not allowed to develop,
push, approve and merge your code all by yourself…” Apart from (CRMco1_FSSD1),
there are other practitioners that manage risk also by relaying on the iterative feature of
agile software methods. “The short lifecycle and iterative way of development minimizes
the risk of project delay by been able to provide exactly what the customers requested”
(Finco1_SSE2). The second agile risk management technique described by practitioners
in this study is a method where a company uses the developed software internally before
pushing it out known as “Dogfooding”.

“We dogfood a lot of our products internally… We have like a lot of Sales and
Support Staff who use our products internally first before it is pushed out and that
helps us mitigate risk…” (CRMco1_FSSD1).

4.2 Security Specialist Role

Typically, agile teams are composed of three roles which are product owner, scrum
master and self-organizing teammembers. In this study, we have discovered another role
known as the security specialist. “In my organization we have an expert that handles
issues related to security design and architecture and also responsible for implementing
it…” (CRMco1_FSSD1). The security specialist is responsible for handling all security
related tasks, but their function sometimes overlaps with that of the product owner to
ensure that the information systems development process does not impose any security
risks. Practitioner (CYBERFco1_ADL1) mentioned that their security officer does more
than just handling security but performs other tasks for the company. “So, the security
guy is also involved in software development … the person does PR and some other
assigned tasks for us…”.

There are situations where a company has a dedicated team that handles all cyber-
security related issues of the information systems development process. According to
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practitioner (Finco1_SSE2), “we have a group of experts when it comes to security to
act like internal hackers to try to expose any holes in the system…”. Thus, security roles
vary across different projects and organizations. During the data collection phase of
this study, we found that a lot of decisions about security are mostly handled by those
having security tasks assigned to them. According to practitioner (CYBERFco1_ADL1)
“Security is handled by …… practitioners having job titles like security specialist…”.
While having a security specialist within the software development team is one way of
doing it, in some other organizations all stakeholders are involved in security decision as
explained by (ITSERVco1-COS1), “All stakeholders are required, you got the Business,
the Development Lead, Legal team to handle legal requirements that might need to be
met…” (ITSERVco1-COS1). Since security is not something done in isolation, it will
be better done with all the key stakeholders. Security decisions are mostly considered
as business decisions because there are some financial impacts to them.

At the security requirements gathering phase, a better way of developing secure
application will be to involve all stakeholders. Therefore, all the stakeholders need to
know the threats and vulnerabilities in their domain. Practitioner (ITSEVco1-VP-COS1)
indicated that when he said:

“So, it’s engaging the right stakeholders at the right time and it’s not just a security
talking to a techy and saying these are the requirements. It needs to be understood
across the board…”

At the design phase, the data collected did not point to an exclusive security role.
However, the software security specialist and software developer roles traverse from the
requirements to the release phases of the development lifecycle.

5 Discussion

The novel taxonomy developed in this study has categorized the security practices into
roles, ceremonies, and artefacts. The taxonomy has helped to structure the identified
secure agile practices. While our study identified eight security practices at the imple-
mentation phase, there is a published work that showed only three practices at the same
phase [29]. Our taxonomy will help to improve organization’s security activities as it
encompasses different practices (roles, ceremonies & artefacts) rather than previous
research endeavor which focused only on the security roles in a team [9].

5.1 Software Testing Methods Used in Practice (RQ1)

To answer the research question “How is software testing done in agile teams?”, we
found that almost all the practitioners use testing tools which were categorized as either
security specialized or standard software tests.Only one practitioner stated his preference
for manual software testing rather than using security test tools. Our study findings
show that there is a consensus among the participants involved in our study on their
use of automated testing tools. Thus, the findings reveal how practitioners have adopted
different specialized testing tools to identify andprevent attacks to their software systems.
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Comparing our findings with the literature, a positive security trend exists due to the
extensive use of security tools and reliance on automation [8].

In practice, the agile testing quadrants developed byCrispin andGregory is popularly
used [27]. Our study findings have shown that software companies rely on two of the
quadrants which focuses on manual testing and the use of testing tools. For the testing
tools quadrant, some of the tests underneath it includes security, performance, or load
and illity testing. While the manual testing quadrant has test such as user acceptance
testing (UAT), usability and exploratory testing. However, none of the practitioners
mentioned anything about adopting illity software testing or the tools used. Existing
empirical studies have shown that practitioners heavily rely on specialized testing tools
to verify developed software systems [8]. Other testing phase activities mentioned in
literature include test cases, but penetration testing is adopted to a lesser degree [8].
However, practitioners involved in our study mentioned adopting specialized tools for
security testing. This might be because penetration testing is becoming more common
nowadays with the increased number of cyberattacks.

Apart from adopting automated tools, an existing study have emphasized the need to
adopt risk management approaches to drive the security testing process [27].While there
is a need for further studies to understandhow riskmanagement techniques canbe applied
to security projects that have adopted agile methods, practitioners in this study onlymen-
tioned techniques such “dogfooding” and iterative development approach. The adopted
techniques need to be properly understood and their structure well-conceptualized to
protect against threats arising from risky activities.

5.2 Integration of Security Specialist Role into Agile Process (RQ2)

The second question posed in this study was to discover “How the software security
specialist role can be integrated into agile process?”, we discovered from the practitioner
interviews conducted that security specialist are involved in different activities depending
on their organization and operational environment. We have seen that organizations
constrained by budget assign security duties to a single security personnel. Riisom et al.
in [5] have however highlighted the drawback of the security specialist role as sometimes
not involved in daily project activities and that other team members might not have the
necessary skills to fix software security flaws. There are other software development
companies in this study that instead have security teams composed of various roles
responsible for managing project’s security resources. While a security team ensures
better management of security resources on one hand, additional roles increase project
costs [26].Backman in [6] showed the relationship betweendeveloper security awareness
and their involvement in penetration testing activities. Since developers are assumed to
have some security knowledge, adopting secure testing guidelines such as OWASP in
addition to training can improve security knowledge levels of practitioners.

6 Conclusion

One of the objectives of agile methods is to improve quality and responsiveness during
the development process. However, we have found there tends to be a gap between
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agile and security practitioners thinking. Our study has provided a taxonomy of agile
security practices categorized into roles, ceremonies and artefacts and mapped onto the
SDLC, which was derived from empirical practitioner interviews Our exploratory study
comprised ten semi-structured, recorded, and transcribed interviews to better understand
practitioner perceptions of agile security issues. Our study made three main findings as
follows.

Firstly, we were surprised to discover that our taxonomy shows that there are more
artefacts than roles and ceremonies.We identified three ceremonieswhich included secu-
rity sprint meeting, secure APIs, and security retrospectives. We further identified two
security roles which are the security specialist and penetration tester. The five artefacts
we identified are: security backlog documentation, software security baseline standards,
security test plan templates, information security and security audit checklists.

Secondly, our study discovered that more security practices identified fit onto the
implementation and verification phases of the SDLC. Again, we were surprised that the
practitioners in our study did not discuss more practices in the requirements and design
stages. This finding is different to what was discovered in previous literature where more
security practices fitted onto the requirements and implementation phases.

Thirdly, it is important to point out the importance attached to using testing tools
by practitioners. Given that software companies in the UK used specialized automated
tools to test for security and software performance, there was only one practitioner
that expressed his preference for manual software testing. Our study also highlighted
iterative development and dogfooding as the techniques used by practitioners for risk
management. Finally, this study confirms earlier studies that mention the use of iterative
development by practitioners for risk management and mitigation. We also identified
an interesting practice where a group of practitioners are sometimes assigned the task
of using the software in-house before pushing it out to clients commonly referred to as
“dogfooding”.

In the future, we propose to expand the study beyond UK practitioners to examine
a developing country context specifically Nigeria. We aim to empirically explore agile
security practices and the software security testing techniques adopted by practitioners
in Nigeria. We plan to evaluate the security testing techniques identified to support the
adoption of secure agile practices for the Nigerian software industry.
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Abstract. Weexpectmany autonomous vehicles in themodern cities of the future.
These, in order to ensure the safety of other road users, will have to be equipped
with perception systems enabling the detection and identification of obstacles,
and the determination of the resulting threat. Currently, these two key aspects are
carried out by systems that properly dealwith only one of themat a time. Therefore,
the article presents the concept of using UWB (Ultra-wideband) technology as a
component of the ADAS (Advanced Driver Assistance Systems) to detect and
identify road users. The paper also presents a test of driving a car equipped with a
UWB tag at city speeds. As a result, the accuracy of the acquired position that can
be obtained in such conditions is presented. Then, the obtained data was filtered
with the use of simple filters, and the obtained results indicate the possibility of a
significant improvement in positioning accuracy.

Keywords: Smart city · Positioning · Ultra-wideband · Driving safety ·
Automotive

1 Introduction

One of the key tasks of automotive technology is constantly increasing the level of
safety. Regardless ofwhetherwe are talking about seat belts invented already in the 70s or
about the latest technological achievements based on artificial intelligence,we constantly
increase its level. Work is currently underway on many systems aimed at improving the
safety of not only the driver (who is often in a privileged position in relation to other
road users), but also pedestrians, cyclists and, more andmore often, people using electric
personal transport devices. All these systems are based on the exchange of information
using ADAS (Advanced Driver Assistance Systems), which plays a superior role over
modern, electronic vehicles and ensures not only safety, but also increases the comfort
of driving [1, 2]. As part of ADAS, these systems can use many methods of perception
of the environment realized with the use of sensors such as radars and lidars [3, 4],
wide-application vision cameras, MEMS or ultrasonic sensors [5]. But these are not all
systems, because modern cars also have well-known consumer technologies such asWi-
Fi [6], Bluetooth, GPS, they have access to cellular networks [7], etc. All these systems
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are used to improve the safety and comfort of driving. Comfort is expressed in all systems
that replace or relieve the driver (e.g. lane assistant or autonomous parking), while safety
is often also understood as the implementation of activities that the driver would perform,
but electronic systems will do it much faster and more reliably in situations where the
person will either not notice the threat or their reaction time is too high.

2 Detection and Identification of the Environment

Ensuring safety in the context of a modern vehicle is therefore largely based on the
perception of the vehicle’s surroundings. The systems are designed to first detect what is
around the car, and then identify this object. As in most cases, the systems deal with the
first task almost flawlessly, so identification is still quite a challenge [4, 8]. This is due
to their redundancy and concentration within the ADAS - in weather conditions where,
for example, lidar is not able to make full perception [9] (e.g. in the case of fog that
causes the laser beam to scatter), detection of objects can be provided by a radar, for
which this obstacle is not a problem as opposed to, for example, physical obstructions
through which the radar is unable to function. Similarly, in night conditions, the vision
camera may not be able to see objects located several dozen or several hundred meters
from the vehicle, but laser sensors can handle it flawlessly.

After the detection stage, it is necessary to identify, because otherwise the vehicle
should behave when it is detected at the side of a hydrant, tree or substation, otherwise
if it is a pedestrian who, in addition, moves towards the road (or worse, is on a collision
trajectorywith ours vehicle). This identification is carried out in variousways, butmost of
the latest systems, regardless of whether the input data are properly crafted video frames
or, for example, a cloud of lidar points, use mechanisms based on artificial intelligence
methods. These have the characteristic that they are characterized by a specified degree
of accuracy. For example, we can get an object on the internal map of the vehicle that
is 10% a tree, 20% a substation and 70% a human [10]. It is then that problems start
to appear not only of a programming nature (to what extent this object threatens our
trajectory of movement, should the car start emergency braking, should a manoeuvre be
performed to avoid this object) but also of an ethical nature - from how many percent of
a person cannot be hit whether an object tagged as a human should be prioritized by the
system, or finally, in a crisis situation, save an object that is a human in 74% or focus
only on an object that is represented in the system as a human 85%? Of course, you can
consider a philosophical nature, but the priority action should be to make it possible to
abandon such considerations.

Therefore, reliable identification, especially of safety-critical objects, is essential. As
already noted, many modern cars are equipped with commercial systems such as Wi-Fi
or Bluetooth, which each of us has in our smartphones. Their use in the case of identifi-
cation could give a 100% result - Jack’s iPhone moving along the road represents Jack -
human identification in this case would be flawless. However, these systems - repeatedly
considered in the context of positioning, have more disadvantages than advantages, and
the context of their use - mainly for data transmission with the highest possible band-
width, and constraints resulting from energy performance (e.g. signal power limitation)
actually prevents certain localization in time real. Of course, these systems are used as,
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for example, GPS assistants in metropolises where the satellite signal is limited due to
high buildings, or in places where this signal is completely unavailable (underground
car parks, tunnels), but it is only used for a rough location - determining the street where
the vehicle is located, an interpretation in the form of a heatmap, suggesting in which
direction to go, etc. Although the latest proposed solutions [11, 12] in the field of posi-
tioning using Wi-Fi already achieve an accuracy of around 1 meter, they are subject to
a number of factors - e.g. a large number of reference points, IPS conditions or offline
handling process, which is necessary to create the basis on which the system is later
based.

3 Proposal to Use UWB System

The situation would seem to be a stalemate, but the UWB system, which has been devel-
oped for about 10 years, may become a solution to this problem. This system, based
on broadband data transmission, enables both precise location [13] (with an accuracy
of several centimeters) and identification [14], and its low energy consumption addi-
tionally ensures the possibility of implementing and tagging all important elements of
infrastructure or vehicles [15]. The parameters of the system used by our team based on
the DWM1000 module by DecaWave are presented in Table 1.

Table 1. DWM1000 main configuration parameters.

Property Value

Frame length 27 octets

Preamble length 256 symbols

Transmission channel 3

Baud rate 6.8 Mbps

Transmitter antenna delay 16418*15.65 ps

Receiver antenna delay 16418*15.65 ps

The growing popularity of this solution can be noticed thanks to the more and more
common implementation of this technology in consumer electronics devices - the latest
phones from companies such as Apple [16] (that are also compatible with the latest
DecaWave systems) or smartphones based on the Android [17] operating system already
allow you to use this technology. At the same time, implementations using UWB are
appearing in places such as theNewYork subway or cars ofBMWorVolkswagen groups.
This system is also already used inmedical applications, e.g. tomonitor the rehabilitation
process [18]. Also, more and more companies are presenting locating devices based on
this technology [19]. Unfortunately, the use of UWB in automotive applications is so far
slight. The first autonomously moving platforms are being created [20], but so far there
are few uses in OPS conditions [21].

The basic unit of the UWB system is based on the reference points and tag (example
photo of used in research device shown on Fig. 1).
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Fig. 1. Elements of the UWB localization system. Hardware of the node (DecaWave DWM1000
with STM32 Microcontroller).

In the case of standard positioning in urban traffic, the minimum number of anchors
is 3. Using packet exchange between devices (e.g. using the TWR method which
allows to receive data without the need to synchronize the device clocks – principles of
communication shown on Fig. 2), the distance between them is determined.

Fig. 2. Communication between UWB Anchor and Tag

The obtained wave propagation time – tprop, was converted to the distance between
nodes – tag, and particular anchor. The time of flight can be calculated with the use of
the (1). When the time of flight was calculated, the distance between tag and particular
anchor could be calculated with the use of the (2).

tprop = tround−treply
2

(1)

d = c · tprop (2)

where: d – the distance between nodes; c – the speed of electromagnetic wave
propagation; and tprop – the wave propagation time between nodes.

On the basis of the distance between nodes, the position in relation to the reference
point is determined using the trilateration algorithm.
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The principle of operation flows from the fundamental geometry and the main idea
is depicted in the Fig. 3 [22]. There were three reference points (anchors) which were
selected from all available, for example A1, A2 and A3. The position of the anchors were
well known in three dimensionsA1 → (x1, y1, z1),A2 → (x2, y2, z2),A3 → (x3, y3, z3)
as well as distance from tag to particular anchor dA1, dA2 and dA3.

dA3 dA2

dA1

A3

A1

A2

T

Fig. 3. Trilateration – an example of the operation given for the point - the tag T, and for the three
distances dA1, dA2 and dA3 from the three reference points (anchors) A1, A2 and A3

Assuming a scenario in which the reference points are on the vehicle and the marker
is, for example, our smartphone equippedwithUWB technology, we are able to precisely
and in real time determine the position and identify the object representing it. One of the
innovative solutions is also the ability to monitor the speed and trajectory of the vehicle
and support for autonomous driving, especially in cities where autopilot systems must
register and process many more signals than, for example, on highways. As mentioned
earlier, a very important aspect is also the possibility of identification, which takes place
in the UWB system at the stage of exchanging position messages. The information
contained therein may be limited to a simple device identifier (where the rest of the data
is downloaded from the network), but they can also provide important information both
about the object passed by (dimensions, potential danger), but also about the immediate
vicinity, road infrastructure or road conditions [14].

4 Conducted Research and Obtained Results

An examplemay be a study in whichwe set up the UWB system based on the DWM1000
chips from decaWave on a square plan with a side of 5 meters. This arrangement reflects
an example of the intersection of two streets with one lane (2.5 m) in each direction and
traffic light poles in which UWBmodules can be installed. Then we made test drives by
car at different speeds encountered in city traffic (speeds from 10 to 60 km/h presented
in the Table 2). The result of the study was a trajectory showing the vehicle’s passage
and the speed with which it was moving on a given road section.
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Table 2. Speed of the object in different measuring series

Series Speed

[km/h] [m/s]

R1 10 2.78

R2 20 5.56

R3 30 8.33

R4 40 11.11

R5 50 13.89

R6 60 16.67

On the basis of the collected data, the mentioned before trilateration were carried
out, and then the resulting paths were marked on the map An example of a straight line
trip by a car at a speed of 10 km/h, subjected to trilateration is presented in Fig. 4.

Fig. 4. Plot of a car passage at a speed of 10 km/h

For the obtained data, we performed an analysis in the form of determining the
RMSE (Root Mean Square Error) given by formula (3) for the position in the both X and
Y axis and the maximum deviation from the point on the travel axis (4). Both the path
and the error of the journey were determined based on the ISO/IEC 18305 standard.

RMSEP =
√

1
N

N∑
i=1

(
xi − xi

∧)2 + (
yi − yi

∧)2 (3)

MAXP = max
i∈N

(√(
xi − xi

∧)2 + (
yi − yi

∧)2) (4)
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The obtained results for all series are presented in Table 3.

Table 3. Results of statistical measures for raw data

Statistical measures Series

R1 R2 R3 R4 R5 R6

MAX [cm] 75.76 42.06 47.91 39.28 40.95 45.33

RMSE [cm] 30.58 24.05 21.90 18.62 18.17 15.92

On the basis of the obtained results, it can be concluded that the UWB system for the
proposed model of traffic at city speed while traveling along a straight line represents
an average accuracy of 21.54 cm, which in the authors’ opinion is a sufficient value in
city traffic to increase the safety of pedestrians and other road users. In addition, it is
also worth noting that the average value of the RMSE parameter for data from the UWB
system decreases with increasing speed. It may be caused by the concentration of points
around the axis of the passage due to certain characteristics of the traffic.

The next step that was checked was the filtration using two methods - a median filter
and filtration using a moving average. The data was filtered with a filter window from 1
(meaning no filtration) through odd values (3, 5, 7, 9, 11, 13) to 15 (which in this case
was taken as the largest filtration). In the case of a median filtration with window size k
of xi sample, where i = 1, . . . , k and xi ≤ xi+1 is presented in (5).

med(xi) =
{
xj+1 for k = 2j + 1
1
2

(
xj + xj+1

)
for k = 2j

(5)

In this case – as mentioned before – the k value was always an odd number, so the
form for k = 2j + 1 was used.

The second type of filtration that was used to process data from the UWB system
was the average filter. The task of this type of filtration is to reduces the amplitude of
any random outliers, which we noted in the raw data (6).

avg(xi) = 1
k

⌊
k
2

⌋∑
j = −⌊ k

2

⌋∧
j ∈ Z

xi+j (6)
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After the filtration with the median filter, the RMSE parameter values presented in
Table 4 were obtained.

Table 4. RMSE values for all series after median filtration [cm]

Series

Filter window R1 R2 R3 R4 R5 R6

1 27,11 19,61 17,90 16,12 15,85 15,62

3 27,04 19,46 17,61 15,50 15,40 14,86

5 26,99 19,24 17,24 15,31 15,24 14,26

7 26,90 19,04 16,92 14,92 15,10 13,99

9 26,88 18,92 16,66 14,48 15,01 13,83

11 26,83 18,79 16,41 14,07 14,77 13,56

13 26,66 18,71 16,13 13,91 14,72 13,51

15 26,66 18,62 15,89 13,69 14,68 13,24

For filtration with the use of themedian filter, the best results were obtained for series
3, 4 and 6. The obtained improvement was on average 1.57 cm, which is 8%. The next
step was to perform the moving average filtration, the results of which are presented in
Table 5.

Table 5. RMSE values for all series after moving average filtration [cm]

Series

Filter window R1 R2 R3 R4 R5 R6

1 27,11 19,61 17,90 16,12 15,85 15,62

3 26,92 19,07 17,08 14,70 14,79 13,74

5 26,77 18,68 16,43 13,69 14,29 12,37

7 26,62 18,31 15,74 12,70 13,90 11,19

9 26,48 17,93 15,07 11,72 13,63 10,20

11 26,36 17,53 14,45 10,81 13,40 9,53

13 26,24 17,12 13,92 9,98 13,17 9,13

15 26,12 16,71 13,44 9,22 12,92 8,87

The results for themoving averagefiltration turned out to be better than for themedian
filtration. The best results were obtained this time for series 4 and 6. The obtained
improvement was on average 4.16 cm, which is more than 2.5 times better than the
median filtration result. This is a 22% improvement over the raw data. The results of the
filtration were also presented graphically on Fig. 5.
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Fig. 5. Comparison of RMSE values for raw and filtered data using the median filter and the
moving average.

The graph shows that on average, with the increase in speed, data filtration allowed
to obtain better results (lower value of the RMSE parameter). Regardless of the data
series, it can be noticed that the most effective filtration is using a moving average (in
some cases, for example, the R6 series after filtration, the data was improved by almost
50% – a decrease in RMSE from 15.62 cm to 8.87 cm). It is also worth noting that
the data obtained from the UWB system are obtained with a frequency of over 66 Hz,
which allows for free filtration and further processing, which is planned as part of further
research on the use of UWB technology in the automotive industry by the author. The
next figure (Fig. 6) shows a plot of an exemplary data series showing the data before and
after filtration using the two mentioned methods.

The presented figure shows how the filtration affects the data, especially the outliers,
visible around the value of -200 cm in relation to the reference point spacing and around
the value of 800–1000 cm. The currently used filtering with a window 15 allows for
a significant improvement, but it should be borne in mind that the use of this type of
filtration (filters with a sliding window) carries the risk of data deformation, especially
if the data acquisition frequency is low and the dynamics of movement is very high.

Based on the currently conducted research, it can also be concluded that the frequen-
cies of data acquisition from the newer system – based on DWM3000 systems are much
higher, which will allow for even more frequent updating of position information in the
ADAS system. This entails the ability to precisely track the paths of objects’ movement
and predict their possible impact on the trajectory on which the vehicle is moving. This
is important from the point of view of autonomous driving algorithms (route planning
and generating responses to emerging threats), but also increasing safety in classic cars,
especially in conditions where classic systems are not able to predict a threat (e.g. a
situation in which an impending the human is obscured by another obstacle).
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Fig. 6. Plot of sample data series showing raw data (blue line), data filtered by median filter with
window 15 (orange line) and filtered data with moving average, also with window 15 (yellow
line).

It is also worth noting that the ability to identify objects with such accuracy as the
positionwill allow formore reliable drivingwith the use of autonomous systems – having
the guarantee that the object passed by is – for example – a tagged hydrant, we are much
more sure that it will not enter the road soon, creating a threat that would have to be
skipped.

5 Conclusion

Based on the study and the articles cited, it can be concluded that UWB technology
can become a driving force for improving safety based on positioning with the iden-
tification of road users. The obtained accuracy of about 20 cm allows you to avoid
collisions involving, for example, pedestrians through their earlier detection and reac-
tions of safety systems. Also, appropriate filtration of the data obtained from the UWB
system is possible due to the frequency of operation, however, one should take into
account the characteristics of the traffic. The filtration proposed in the article allowed
to improve the RMSE parameter by over 20%. Based on the conducted research, it was
shown that the best results were obtained for filtration using a moving average, where
an improvement in position accuracy was observed with the increase of the window.
Certain identification also makes it possible to increase safety, thanks to the possibility
of adapting the algorithms to the potential mobility of other road users.

It is also worth emphasizing that even taking into account the maximum distances of
the UWB system, it is a serious competition in terms of accuracy for other commercial
systems that enable reliable identification (such as Wi-Fi or Bluetooth). Further plans
for the development of the system are largely related to the implementation of the above
solutions on DWM3000 devices - these, thanks to compatibility with devices such as
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iPhones, will enable the preparation of many real scenarios (e.g. based on the model of
pedestrian crossings, intersections, etc.
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Abstract. Despite the growth of Artificial Intelligence (AI) implementation in
operational workplace processes, there is limited understanding of its effects at
the micro-individual and meso-team levels in government sector organisations.
This study examines the impacts of implementing AI within a single case study of
a governmental entity in the United Arab Emirates (UAE). Qualitative data was
collected through semi-structured interviews with 15 participants and analysed
using thematic analysis. The findings identify AI implementation as an incremen-
tal process requiring organisational leaders’ adequate understanding of change
management. AI has a considerable influence on the individual as it improves the
ability of employees to carry out their work and increases their autonomy, com-
petence, relatedness and ultimately productivity. It also enhanced team perfor-
mance through efficient team communication and cooperative decision-making.
The findings add to our understanding of the effects of AI implementation at the
individual and team levels and signal the need for organisations to embrace change
management approaches to support the transition to AI-enabled operations.
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1 Introduction

With the increasing digital transformation in 21st century organisations, Artificial Intel-
ligence (AI) has continued to gain significance within the workplace. AI has allowed
performing tasks using machines rather than entirely depending on humans, increasing
efficiency and reducing the variability of products and services (Coombs et al. 2017;
Bruun and Duka 2018). AI is a modern technology that has prompted an increase in
scholarly research on its development and deployment inside organisations (Shabbir
and Anwer 2015; Skilton 2017). However, limited studies have explored the impact
of AI implementation in operational workplace processes at the micro- individual and
meso-team levels. Success within the workplace largely depends on understanding the
impact of AI and related aspects applied at individual and team levels, thus ensuring
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that needs at both levels are well met (Chowdhury 2014). Therefore, in-depth analysis
into AI at the individual and team level will provide organisations with the opportunity
to develop necessary motivational strategies to aid in successful organisational perfor-
mance (Shabbir and Anwer 2015). Hence, the main research questions that underpin this
study are:

• What are the impacts of AI implementation at the micro-individual level?
• What are the impacts of AI implementation at the meso-team level?

An exploratory approach is adopted within a single case study of a governmental
entity in the United Arab Emirates (UAE). The governmental organization pioneered
the implementation of AI in its operational processes utilising AI cognitive computing
system technology, namely the IBMWatson. A total of 15 individual employees working
independently or in teamswere involved in the study through semi-structured interviews.
The study findings make several contributions to the knowledge of AI implementation
and its influence in the workplace at individual and team levels. First, the study con-
tributes to the understanding of how AI implementation contributes to the motivation
of employees in the organisation, particularly how the AI re-shapes employee’s auton-
omy, competence, and relatedness and ultimately productivity. Second, the study also
underlines how AI enhances team effectiveness through increased communication and
cooperative decision making. Finally, the study develops strategic guidelines on how AI
implementation could be supported and challenges reduced through increased under-
standing of change management, particularly change implementation stages and tactics
to reduce employee resistance to change.

2 AI Implementation in Organisations

AI is a field of study that describes the capacity within machines to learn in a manner
similar to human capacity (Alsedrah 2017). AI can imitate human intelligence, solve
problems, and to an extent, make decisions. AI software is inserted into computers and
robots, enabling them to develop a thinking ability. Accordingly, it is expected that
AI can undertake necessary tasks without any errors (Shabbir and Anwer 2015). AI can
conduct various forms of cognitive tasks that can spread over several fields running based
on human attributes. It considers such fields as those requiring complex communication
and image recognition (Coombs et al. 2017). In this case, AI can reproduce the human
reasoning capacity in a fast and flawless manner.

There are several approaches to AI implementation in the workplace, thus resulting
in the transformation of performance in organisations (Shabbir and Anwer 2015; Claudé
and Combe 2018). The application of AI in the workplace has mainly been influenced
by how this technology can quickly and rapidly handle repetitive and mundane tasks
(Habeeb 2017). An example of such tasks is handling frequently asked questions by
customers using chatbots (Habeeb 2017). The significance of AI is that it can free up
employees’ time to deal with more complex tasks and thus produce more efficiency in
operations (Claudé and Combe 2018). In such a manner, AI makes it possible for mod-
ern human resources to focus on those parts of their work that are the most engaging
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(Claudé and Combe 2018). This transformation takes place at a pace that makes organ-
isations more productive and effective (Claudé and Combe 2018). Further applications
of AI in the workplace also relate to receiving real-time insight (Ernst et al. 2018). It is
a significant application because the current times are characterised by changing trends
and customer expectations that require organisations to have data-driven insight to keep
up with these changes (Shabbir and Anwer 2015). Accordingly, AI has been benefi-
cial in improving the responsiveness to customer queries and enhancing the customer
experience.

However, it is noted in the literature by Shabbir and Anwer (2015) that AI imple-
mentation is not an easy process. Organisations must be prepared for the disruption that
will come about because of its implementation. Some of the challenges experienced in
AI implementation include; lack of algorithmic transparency, lack of trust for AI among
employees, and misunderstandings of AI because of its complex nature (Reim et al.
2020). Other challenges are privacy and data protection issues, cybersecurity vulnera-
bilities, adverse effects on workers such as loss of jobs, and intellectual property issues
(Rodrigues 2020). Indeed, while AI as a disruptive technology has gained considerable
significance in the operations of organisations today, there remains little understanding
of this technology and its impacts on operational workplace processes at the individual
and team levels (Shabbir and Anwer 2015; Claudé and Combe 2018; Smids et al. 2020).
At the individual level, there remains a paucity in addressing AI’s challenges, including
job loss and replacement and the loss of human interaction. For instance, there have been
limited explanations of howAI impacts an employee’s motivation and skill development
and how AI reshapes social relationships within teams (Smids et al. 2020). Therefore,
AI impacts at micro-individual and meso-team levels require sufficient attention of the
scholarly community to aid successful implementation.

3 Research Method

The study adopts an interpretive research philosophy in which the researcher sees reality
exclusively via social construction. The study is qualitative and inductive, beginningwith
observations and searching for patterns from observations and coming up with relevant
explanations (Creswell 2014). This research adopted a single case study design approach
based on the uniqueness of the case study and its ability to offer an in-depth understanding
of the phenomenon studied (Yin 2003). The case study explored the implementation of
AI in a governmental organisation in the UAE. The case study organisation forms a rich
context of a workplace whereby AI is implemented successfully and provides an oppor-
tunity to analyse early adopters of AI. Several AI technologies were adopted, including
IBM’s Watson, which combines Natural Language Processing (NLP), Machine Learn-
ing (ML) and various forms of machine vision techniques to recognise a large amount of
data and undertake communication in the natural language (Claudé and Combe 2018).
In the context of the case study organisation, AI is used to deliver integrated government
services as digital bundles without having citizens physically visit government offices.
Through the DubaiNow App, citizens can easily utilise various services such as utili-
ties, health, residency, business, education, security and justice. The study participants
were mainly drawn from the case study organisation and included 15 employees directly
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involved with AI work-related processes. The study participants were drawn from dif-
ferent departments, including the Services Center, the App Development Center, and
Data Management Department. See Table 1 for details of the case study participants.

Table 1. Case study participants

Participant (no.) Age range Gender Job title and department

Participant 1 25–30 Male Employee – Services Center

Participant 2 30–35 Female Employee – App Development Center

Participant 3 20–25 Male Employee – Data Management Department

Participant 4 25–30 Male Employee – Services Center

Participant 5 25–30 Female Employee – App Development Center

Participant 6 30–35 Male Employee - Services Center

Participant 7 35–40 Female Senior Manager – Data Management Department

Participant 8 40–45 Male Employee – Services Center

Participant 9 25–30 Female Employee – Services Center

Participant 10 30–35 Female Senior Manager – Data Management Department

Participant 11 45–50 Male Employee - App Development Center

Participant 12 35–40 Male Employee - App Development Center

Participant 13 40–45 Male Middle-level Manager - Services Center

Participant 14 25–30 Female Employee - App Development Center

Participant 15 25–30 Male Employee - App Development Center

Data was collected through semi-structured interviews. An interview protocol was
developed to guide data collection and allowed the researcher to ask more detailed
questions (Halcomb and Hickman 2015). The interview questions explored how AI
was implemented in the organisation and how AI impacted the participant’s work at
the individual and team levels. In instances where the questions were not clear, the
researcher was able to clarify and provide further explanations. Through interviews, the
researcher was able to weigh the authenticity of the responses based on the participants’
facial expressions and their moods (Creswell 2014), thus supporting the validity of the
study’s contextual data. The textual data were subsequently analysed through thematic
content analysis by following four steps: creating a data repository, developing initial
codes, analysing the coded data, and ultimately making conclusions based on the coded
data. The emergent codes from the key themes of the study will be presented in the next
section to offer insights into the major aspects of how AI was implemented in the case
study organisation and howAI impacted the participants work at the individual and team
levels.
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4 Case Study Findings

4.1 AI Implementation in the Case Study Organisation

There were several drivers for AI implementation in the case study organisation, as listed
in Table 2. Participants viewed AI implementation as necessary in the current business
environment, enabling success by improving business capabilities and meeting strategic
business objectives. AI also created an innovative work environment through automation
of business processes, accuracy in data analysis, and more engagement with employees
and customers. AI is also perceived as a technology that acts as a road map to support
data sharing in the organisation. AI implementation was also driven by the vision of
Sheikh Rashid Al Maktoum, the ruler of Dubai, to make Dubai the happiest city in the
world. AI is, hence, a technological initiative to translate this vision by incorporating AI
into the customers’ services. AI implementation was also seen as a means through which
Dubai can gain regional influence through AI leadership. AI is also espoused to increase
employee productivity and efficiency, increasing customer satisfaction ultimately. As
participant No. 4 noted:

“There are various benefits such as it will surely enhance the productivity of the
workers, and it also provides a solution to the intense problems of the organi-
sation. Due to an increase in efficiency, customer satisfaction is also increased”
(Participant No. 4)

Table 2. Drivers of AI implementation in the case study organisation

Drivers of AI implementation Example statement quotes

AI as a ‘necessity in the current
business environment

“Artificial Intelligence is the need of the current
environment. I am well aware that my organisation is highly
focused on the establishment and development of AI-based
programs. Not only because it is the current need but also
because it has reshaped the business. It has brought success
in the organisation.”( participant No. 2)
“The organisation is looking for innovation and
development. In addition, the advancement of technology
and the invention of systems drive organisations to
implement AI and remain competent.” (Participant No. 10)

AI improving business
capabilities

I think my company has introduced AI implementation to
improve business capabilities with the help of technology
advancement. I think it is to support the business by
automation of business processes, accuracy in data analysis
and more engagement with employees and customers.”
(Participant No. 13)

(continued)
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Table 2. (continued)

Drivers of AI implementation Example statement quotes

AI enabling regional leadership “The minister of UAE wants to implement the AI
technologies at a practical level. This is a major topic of
discussion at the world summit in Dubai. The minister of
artificial intelligence considers that an agile approach for
adopting AI can help a government to acquire the position of
leadership in the region. According to the minister, the Al
Olama government wants to become a capital of AI in
services and Government sector organisation in the coming
ten years.” (Participant No. 3)

AI as an enabler of data sharing “Since we are working in a data-sharing team, we work for
providing the guidelines for data sharing toolkit in the
application of smart Dubai. Data sharing is the backbone of
AI, and without a particular road map on data sharing, AI
will not be successful.” (Participant No. 1)
“Currently, our department work with feedback from the
operations department about the problems that they are
facing daily while sharing the data on the application. We
have designed a data-sharing toolkit which we keep on
updating according to the requirement of the addition of new
information”. (Participant No. 1)

AI enabling efficiency and
leading to customer satisfaction

“The managerial body of my organisation is intended to
adopt and upgrade the artificial intelligence in the
organisation. There are various benefits, such as it will
surely enhance the productivity of the workers, and it also
provides a solution to the intense problems of the
organisation. Due to an increase in efficiency, customer
satisfaction is also increased.” (Participant No. 4)
“There are different advantages of AI, such as it will
certainly increase the employees’ efficiency, and it also try
to find solutions to the organisation’s strenuous
complications. Customer satisfaction is also enhanced due
to an increase in workers’ efficiency.” (Participant No. 4)
“My organisation has used step by step method to
implement AI in the organisation. The purpose of adopting
AI in an organisation is to increase efficiency. It will enable
the organisation to increase the overall efficiency.”
(participant No. 11)
“ Therefore, the execution of AI will positively contribute to
increased performance and productivity. The AI will enable
the organisation to have the creation of new roles enhance
compliance and manage risk.”( participant No. 8)
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AI implementation in the case study organisation was executed through multiple
stages involving key departments and other stakeholders, as explained in Table 3. The
early stages involved gaining insight into the technology and its implementation. AI
implementation was seen as an incremental improvement process with small steps rather
than a radical transformation of the overall operational processes. Several measures
have been put in place to assist employees working with AI. One of these tactics is
collaboratingwith technology companies to facilitate the training of employees. Training
employees on how to work with AI in the organisation was seen as an effective tactic
that allowed employees to work with the technology adequately. As participant No. 6
commented:

“My organisation has taken great measures with respect to the introduction and
implementation of various practices of AI in place. The most beneficial and useful
practice that I feel is that my organisation provides training beforehand before
any new technology is implemented in the organisation.” (Participant No. 6)

In terms of employee resistance to change, study participants did not perceive AI as a
threat to their jobs becausemeasures have been put in place to ensure theywork in tandem
with AI. Employees from several internal units were involved in the AI implementation
process, such as the IT Department, Engineering Department and Operations. There was
also support from external experts in the market. As participant No. 2 explains:

“The internal units that are involved in the implementation of AI in my organisa-
tion are employees from the IT department, engineering department and opera-
tional units. The combined efforts of all three units have successfully attained the
objective of the organisation.

Other than this, the external help is also attained from the AI experts in the market.”
(Participant No. 2)

The availability of user manuals and experts was also seen to make it easier for
employees to work with the given technology as participant No. 4 explicated:

“There are multiple measures that have been placed in the organisation to help me
while working with the AI. Such as the availability of the user manuals also helps
me a lot to deal with AI. Moreover, the organisation also provides the experts of
the AI that help each person and me in the organisation regarding the issues and
challenges to deal with the AI.”( Participant No. 4)

AI was implemented through collaboration among members of the different depart-
ments with cross-departmental collaboration facilitated by using an application that acts
as a data-sharing toolkit. According to Participant 1, the collaboration stage occurs as
follows:

“In the implementation process, the data sharing is based on three major steps
checklist for senior buy-in, incentives for data sharing, and equitable contribu-
tions. The next step is project foundations and requirements of the data sharing.
These requirements are legal, financial, and technical requirements about the data
sharing between two collaborating parties.” (participant No. 1).
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Table 3. AI implementation tactics in the case study organisation

AI implementation
tactics

Example statement quotes

AI implementation
as an incremental
improvement
process, not a
radical
transformation of
the operation

“I feel like the implementation of AI in my organisation is still in the
beginning stage. A lot needs to be done in this respect.” (Participant No.
15)
“It is impossible that the organisation adopts the AI technologies at the
blink of an eye. However, since new inventions in the field of artificial
intelligence are based on a daily basis, the organisation has made it
possible to implement them to some extent in order to improve the
customer satisfaction and make the working environment of the
organisation more efficient.” (Participant No. 7)

AI implementation
in stages

“In any organisation first, it is important to understand the need for AI
implementation and secondly by analysing the environment for the
adoption of AI tools and techniques. In particular to my organisation,
different initiatives and steps have been taken to ensure the success of AI
in operations, customer services and other supporting systems. The first
step was to provide training and education on AI to all the employees,
and the next step was to perform regular trials with the help of AI and
machine learning.” (Participant No. 2)
“There are several steps that have been considered before
implementation of the AI in the organisation such as, recognising the
need of AI in the business model, the organisation analysed the internal
capabilities, consultation with the experts of the AI and at last the
preparation of the data. However, the successful implementation of AI in
the organisation can be understood by some features such as building
real intelligence such as human resources. Further, the organisation
creates a work plan for the adoption of AI, and third is that the
organisation avail services of the expert of AI.” (Participant No. 4)
“In the implementation process, the data sharing is based on three major
steps checklist for senior buy- in, incentives for data sharing, and
equitable contributions. The next step is project foundations and
requirements of the data sharing. These requirements are legal,
financial, and technical requirements about the data sharing between
two collaborating parties.” (participant No. 1)

(continued)
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Table 3. (continued)

AI implementation
tactics

Example statement quotes

Tactics for reducing
resistance observed
in the case

Education and
communication

“In order to understand how AI work, I believe that an
individual must have a sound understanding of how
the technology works. Learning data analytics and
machine learning is advisable to work with AI. In my
workplace, I attended several training sessions with
respect to the education and knowledge of AI.”
(Participant No. 2)
We are offered training programs and training
sessions from collaborated teams of the government
and IBM for getting updates on the customer services
and customer satisfaction protocols and government
initiatives on the implementation of AI.” (participant
No. 3)
“In collaboration with IBM, the government has
designed the training session for the employees of the
government to create awareness in the employees
about the initiates of the AI.” (participant No.1)
“My organisation has taken great measures with
respect to the introduction and implementation of
various practices of AI in place. The most beneficial
and useful practice that I feel is that my organisation
provides training beforehand before any new
technology is implemented in the organisation.”
(Participant No. 6)
“I have attended training sessions that helped me
enhance my experience of using the system. Moreover,
on-the-job training was also required to use AI in an
organisation easily.” (participant No. 8)
“There are different steps in the company that have
been put in place to assist me when dealing with the
AI. Which includes the help of the experts,
professionals of the AI, training sessions, along with
that the user manual of the AI is also provided by the
organisation.” (participant No. 10)

Participation
and involvement

“The internal units that are involved in the
implementation of AI in my organisation are
employees from the IT department, engineering
department and operational units. The combined
efforts of all three units have successfully attained the
objective of the organisation. Other than this, the
external help is also attained from the AI experts in the
market.” (Participant No. 2)
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4.2 Impacts of AI at the Individual Level

The study participants agreed that working with AI has significantly impacted them
individually, as Table 4 summarises. First, AI impacted daily work activities by reducing
the work required to complete a given task and improving employees’ efficiency. For
example, participant No. 2 and participant No. 9 commented on how AI helped in
reducing the time needed to deal with their customers:

“Under my job designation, I have to deal with customers on a daily basis and
address their requests or complaints on an urgent basis. At an individual level, I
believe that my work efficiency is improved because the time to deal with a single
customer is reduced.” (Participant No. 2)

“My job in an organisation is managing customers on a daily basis and effectively
addresses their issues. I believe that work efficiency has developed and enhanced
with AI and customers are satisfied.” (Participant No. 9)

In addition, AI was seen to improve the speed of communication with customers
through automation using predictivemail technology and voice-to-text technology. Thus,
AI has been essential in increasing the speed at which daily activities are conducted as
participants No. 2 and No. 5 elaborated:

“In my opinion, various practices of AI have affected the overall business and
the daily activities of the business in a very positive manner. Take the example
of mail; we do not have to type individual mail anymore. We can use predictive
mail technology any time or can use voice-to-text technology so that the mail can
be typed and sent to the desired recipient. It has hugely transformed the overall
procedures.” (Participant No. 5)

“Yes. In my opinion, almost all of my daily activities have been affected by the
implementation of AI, but in a positive manner. Almost all of the activities like
planning, implementation and decision-making have become much more simple
and speedy than before.” (Participant No. 2)

AI was also seen to improve the competency of employees through automation of
manual tasks and help employees perform better in their work. According to participants,
AI boosted their problem-solving skills and increased their speed in completing their
tasks. As Participant No. 4 commented:

“AI significantly affects my problem-solving approach as I can now solve the
difficult issues more efficiently. Besides, AI also helps me a lot to enhance my
efficiency in the repetitive works and make it my behaviour to get the work done
in a short period.” (Participant No. 4)

AI also boosted our study participants’ interest and confidence in learning new skills
and using these new skills in the workplace. An example is participant 6, who works
as part of the sales team and uses AI in planning and increasing sales using innovative
sales strategies. Participant No. 10 also opined:
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Table 4. Observed impacts of AI at the micro-individual employee level

Observed impacts
of AI at the
micro-individual
employee level

Example statement quote

Reducing the
amount of work
required to
complete in a
given task

“Under my job designation, I have to deal with customers on a daily basis
and address their requests or complaints on an urgent basis. At an
individual level, I believe that my work efficiency is improved because the
time to deal with a single customer is reduced.” (participant No. 2)
“My job in an organisation is managing customers on a daily basis and
effectively addresses their issues. I believe that work efficiency has
developed and enhanced with AI and customers are satisfied.”
(Participant No. 9)

Increasing speed
of communication
with customers

“In my opinion, various practices of AI have affected the overall business
and the daily activities of the business in a very positive manner. Take the
example of mail; we do not have to type individual mail anymore. We can
use predictive mail technology any time or can use voice-to- text
technology so that the mail can be typed and sent to the desired recipient.
It has hugely transformed the overall procedures. (Participant No. 5)
“Yes. In my opinion, almost all of my daily activities have been affected by
the implementation of AI, but in a positive manner. Almost all of the
activities like planning, implementation and decision-making have become
much more simple and speedy than before.” (participant No. 2)”

Increasing
employee
motivation

Autonomy:
increased

“The adoption of the AI in my organisation significantly
affects my sense of autonomy, such as the AI enhances my
level of confidence to take decisions which are beneficial
in the context of the organisation. Similarly, AI helps me a
lot to take timely decisions, such as now I can take
decisions regarding customer satisfaction such as to
provide the best facility. Furthermore, working with the AI
also encourages me to put forth my novel ideas and
opinions, such as I shared my opinions regarding the
issues and challenges and the need for the up-gradation of
the AI-based technologies that can further enhance the
organisation performance” (participant No. 4)
“As far as I think the implementation of AI in my
organisation has given a considerable amount of
autonomy not only to me but almost all the employees,
especially the managerial level employees. I can now
make my decisions independently with much confidence
and can freely express my ideas and opinions. (participant
No. 6)

(continued)
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Table 4. (continued)

Observed impacts
of AI at the
micro-individual
employee level

Example statement quote

Competency:
increased

“My daily work activity has improved with AI. It has
enhanced my workability and competency. For example,
the technical task that I used to complete the manual was
completed automatically in a short time.” (participant No.
10)
“Yes, undoubtedly. Definitely. AI and its implementation
have been very beneficial for me, especially in terms of the
performance of my job. It has helped me at lots of points
in my career. In short, you can say that definitely, it has
increased my competence regarding my job. To be
specific, it has undoubtedly increased my ability to
perform my job well. Moreover, it has boosted my interest
and confidence in learning new skills and also expressing
them. As I am in the sales team, so AI has helped me in
planning and increasing sales using innovative sales
strategies.” (Participant No. 6)
“The employment of the AI in the organisational
significantly increases my level of competencies such as
working with the advanced technologies enhanced my
ability to learning and skills. Besides, the use of the AI
significantly enhanced my working behaviour and also it
enlightens the critical issues of the organisation to be
solved with less time and efficiencies.” (Participant No. 7
“AI significantly affects my problem-solving approach as I
can now solve the difficult issues more efficiently. Besides,
AI also helps me a lot to enhance my efficiency in the
repetitive works and make it my behaviour to get the work
done in a short period.” (Participant No. 4)

Relatedness:
Increased

“Due to rigorous training and the learning process, the
employees of the team consider themselves much
connected and related to the initiatives that are taken for
implementation of the AI.” (Participant No. 3)
“As far as the relatedness or the question with other
employees in the organisation is concerned, I think that AI
has improved it a lot. “ (Participant No. 6)
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“My daily work activity has improved with AI. It has enhanced my workability and
competency. For example, the technical task that I used to complete the manual
was completed automatically in a short time.” (Participant No. 10)

The implementation of AI was also seen to increase employees’ sense of auton-
omy, especially those employees at the managerial level who can make decisions more
independently because of AI. As participant No. 4 and participant No. 6 commented:

“The adoption of the AI in my organisation significantly affects my sense of auton-
omy, such as the AI enhances my level of confidence to take decisions which are
beneficial in the context of the organisation. Similarly, AI helps me a lot to take
timely decisions, such as now I can take decisions regarding customer satisfac-
tion such as to provide the best facility. Furthermore, working with the AI also
encourages me to put forth my novel ideas and opinions, such as I shared my opin-
ions regarding the issues and challenges and the need for the up-gradation of the
AI-based technologies that can further enhance the organisation performance”
(Participant No. 4)

“As far as I think the implementation of AI in my organisation has given a consid-
erable amount of autonomy not only to me but almost all the employees, especially
the managerial level employees. I can now make my decisions independently with
much confidence and can freely express my ideas and opinions. (Participant No.
6)

There was also an increased sense of relatedness as a consequence of AI imple-
mentation. Employees felt more connected with each other due to the utilisation of this
technology. This point is demonstrated by the response that was given by participant
No. 3:

“Due to rigorous training and the learning process, the employees of the team
consider themselves much connected and related to the initiatives that are taken
for implementation of the AI.” (Participant No. 3)

“As far as the relatedness or the question with other employees in the organisation
is concerned, I think that AI has improved it a lot.” (Participant No. 6)

4.3 Impact of AI at the Team-Level

The study participants agreed that workingwithAI has significantly impacted them at the
team level, as Table 5 summarises. AI was seen to support team communication through
data sharing, and thiswas seen to improve team cooperation by using instant chatbots and
virtual assistance devices. Team communication was also seen to be improved through
the employment of inter- departmental communication mediums and virtual collabora-
tion technology. Teams were seen to become more engaged, more motivated and more
involved in their work. Participant No. 2 commented:

“The cooperation, coordination and teamwork have been enhanced by using
instant chatbots and virtual assistance devices. Moreover, the team has become
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more engaged, more motivated and more involved in the work.” (Participant No.
2)

The implementation of AI was also seen to enhance team decision-making through
the employment of real-time interactive dashboards and systems-based data to make
efficient decisions. The interaction between the team and AI also occurs through bots
and AI-powered Microsoft meetings. Participant No. 2 explained:

“There are conversational bots and AI-powered Microsoft team meetings that have
helped the team in interacting with members in video conferences. Bots and Virtual
Assistants are examples of AI used at Team Level at my workplace” (Participant
No. 2)

Table 5. Observed impacts of AI at the meso-team level

Observed impacts of AI at the meso-team level Example statement quote

Improved team interaction “There are conversational bots and
AI-powered Microsoft team meetings that have
helped the team in interacting with members
in video conferences. Bots and Virtual
Assistants are examples of AI used at Team
Level at my workplace”(Participant No. 2)

Improved team cooperation “The cooperation, coordination and
teamwork have been enhanced by using
instant chatbots and virtual assistance
devices. Moreover, the team has become more
engaged, more motivated and more involved
in the work.” (participant No. 2)
“The implementation of the AI significantly
enhances my cooperation within my team,
such as the AI linked me with my team through
the employment of the inter- departmental
communication medium. Furthermore, the use
of virtual technology also enhanced my
collaboration with my team members.”
(participant No. 3)

Improved team decision-making “The implementation of the AI and its role in
decision making significantly affects the
growth of the organisation. Similarly,
AI-enhanced the decision making power of my
team through the employment of the real-time
interactive dashboards and the use of
systems-based data to make efficient
decisions.” (Participant No. 3)
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5 Discussion and Conclusion

The findings of this exploratory research study describe the implementation of AI in
a governmental entity in the UAE. According to the findings, the competitive business
world, the need to gain regional influence, and the promotion of productivity made it
necessary for the case study organisation to implement AI. The process of AI implemen-
tation was progressive and incremental rather than a radical change in business oper-
ations. Additionally, the implementation of AI was done following several phases and
entailed an adequate plan to reduce employee resistance and involve key stakeholders.

According to the study findings, AI implementation had substantial impacts at the
individual level encompassing its role in helping employees to conduct their daily activ-
ities, improve their skillset, improve their decision-making, autonomy, competence, and
relatedness. These findings are in tandemwith those by Coombs et al. (2017), who assert
that AI is meant to provide a means through which people can realise their potential. It
is this which makes people experience improvement in the daily tasks they undertake
in the workplace. The positive impact of AI implementation on employees’ autonomy
also serves to demonstrate the influence of this technology at the individual level. The
introduction of AI positively affects employees as it boosts their confidence in many
areas such as decision making. That is, they can make use of the recommendations pro-
vided by AI to reach decisions on their own without the need to go to their immediate
supervisors for guidance. Employees develop the confidence to make decisions inde-
pendently. Additionally, employees can come up with and share their novel ideas and
opinions regarding different aspects of work that also points to the fact that they become
more autonomous. This autonomy is illustrated in literature as the employees are willing
to engage in their work (Deci et al. 2017).

In addition, the implementation of AI was seen to impact team interaction, coop-
eration and enhancement in decision-making. These findings are in line with those of
Tyukin et al. 2018, who indicated that the ability of a team to cooperate would determine
their ability to realise any considerable objectives. AI facilitates improved communica-
tion among team members through feedback loops. The increased collaboration, relat-
edness, and overall cooperation bring team members together and encourage them to
reach common organisational objectives. With such a sense of togetherness, the benefits
of teamwork can be well-realised, as mentioned by Smids et al. (2020), who note that
teams work more effectively with automation.

Another significant finding that wasmade by this study is that AI implementation has
an impact on the enhancement of individual and team performance. This AI technology
enables productivity improvement at individual and team levels, therefore, contributing
positively to organisational performance. There are various reasons for this positive
change in productivity. One of them is that the application of AI has a beneficial effect
on employee efficiency and productivity. In its turn, increased productivity leads to
enhanced customer satisfaction. Highly productive employees are those who are in a
better position to meet the customers’ needs adequately. Employees can work well at
the individual and team levels due to AI allowing for enhancement in areas such as the
involvement of employees in organisational processes. Staff can collaborate more with
each other and share their ideas because AI positively impacts data-sharing. That is, AI
is useful in facilitating the development of appropriate infrastructure for adequate data
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sharing, and as a result, daily activities are carried out better. In such a manner, workers’
productivity and subsequently their performance improves. These findings are similar
to those in the study by Jia et al. (2018), which demonstrated that introducing AI in
the workplace could change how employees do their tasks, whether as individuals or
as teams. AI supports the use of machine-based operations, which are more efficient
when compared to human capabilities in doing strenuous work or work that requires
considerable analysis of information. Additionally, employees report improvement in
their daily activities due to AI implementation, highlighting that it has enhanced their
workability and level of competence. Therefore, the impact of AI on the employees’
daily activities has been largely positive.

There are several managerial implications of the findings of this study. Organisa-
tions implementing AI should sufficiently understand change management, including
change implementation in planned stages and managing employee resistance to change.
Employee resistance to change could be reduced through education, communication, par-
ticipation and involvement of employees in AI implementation processes. There should
be continuous training and preparation of employees on AI adoption to avoid any form
of resistance. As resistance is managed, cross-departmental cooperative mechanisms
should also be put in place to align with different departments’ operations to attain the
maximum possible benefits from the implementation of AI.

Finally, this study has several limitations that should be acknowledged and may
form the basis for future research directions. The study generalizability is limited to
the context of the case study organisation explored and restricted by the small number
of interviews conducted. Furthermore, the findings of our study remain propositions
to be tested through future quantitative research. Future research that explores differ-
ent organisational contexts will be valuable in enriching our understanding of the AI
implementation phenomenon.
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Abstract. IT systems are an integral part of modern cities, managed by public
administration units, equippedwith tools allowing for taking efficient and accurate
actions. The idea of creating smart cities, equipped with innovative technological
solutions, is increasingly becoming the subject of strategic assumptions of many
cities around the world. This means that a smart city is not only a vision of a
well-managed city responding to the changing needs of its inhabitants, but also
real activities that are becoming better and better suited to the specific economic,
environmental and social conditions of a given place. The goal of this paper is to
identify and find actions for better management of smart governance and smart
citizens. To accomplish this goal, the survey was conducted among 280 Polish
cities. The questionnaire was filled by public administration staff responsible for
smart cities strategy and concept. The results allow to formulate conclusions that
most of the actions oriented to smart governance are related to e-services, social
participation, social media and civic budget. In the case of smart citizens, work-
shops and training were the most frequently indicated. The so-called city labs in
the context of smart citizens were indicated mainly by representatives of large
cities. Moreover, it has been proved that smart governance and smart citizens are
the domain of big cities rather than medium and small units.

Keywords: Smart cities · Smart government · Smart citizens

1 Introduction

Asmart city does not exist without the cooperation of the local government and residents.
Cities of the future, plan their activities in such a way that the decisions made by local
governments are conducive to the development, improvement of the satisfaction and
quality of life of the inhabitants. The population of the city is constantly growing. This
tendency contributes to the government’s search for innovative solutions that will prove
to be friendly to the local community. The directions of activities undertaken as part
of the pursuit of the implementation of the smart city concept, affect many areas of
the city’s functioning. They include the development of enterprises, care for the natural
environment and creation of new knowledge. Therefore, the purpose of this article is to
answer the following research question:

Which activities under the implementation of the smart city concept in terms of smart
governance and smart citizens are most often undertaken by cities in Poland?
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The researchmethod used to answer the question is the own research,which consisted
in collecting information by conducting a survey on the activities undertaken by public
administration units in the context of the smart city concept.

The work consists of four parts. The first covers the characteristics of the concept of
a smart city and its two key dimensions, which are government and people. The second
part presents activities that can be taken as part of the implementation of the smart
city concept in the government and people dimension. Selected research methods are
characterized in the third part. The last part contains the conclusions obtained and the
directions of future research.

2 Idea of the Smart Cities

The concept of a smart city is gainingmore andmore popularity. Both the scientific com-
munity as well as the private and public sector conduct various types of considerations
on the positive and negative impact of smart city initiatives on the areas of society func-
tioning. The very definition of the concept of smart city differs depending on the context
of the technological services offered, normative conditions or resources characteristic
for a given city. However, there is a division that systematizes the dispersed meaning of
the city’s intelligence through the use of certain thematic frameworks. The aforemen-
tioned division was proposed already in 2007 by Giffinger and covers six dimensions of
a smart city in which actions taken to implement the discussed concept are concentrated.
These dimensions include smart economy, smart mobility, smart environment, smart
people, smart life and smart governance [1]. The initiatives taken in all these domains
ultimately boil down to improving the quality and satisfaction with life in each city
[2]. Undoubtedly, the cooperation of the government and citizens is of great importance
for the development of modern cities. The implementation of this assumption may take
place through the implementation of activities aimed at increasing trust in local adminis-
tration and involving residents in the decision-making process. In turn, residents should
demonstrate responsibility for the environment inwhich they live, as well as intelligence,
knowledge and commitment as part of functioning in a given society.

The governmental and social layer of the city requires constant care for maintaining
mutual relations. The mere implementation of innovative technological solutions to
urban space, the aim of which is to improve the quality of life of residents, is not
enough for citizens to feel part of a specific community. Initiatives undertaken as part
of the pursuit of the assumptions of the smart city concept, by definition, build their
foundations on the appropriate construction of the technical infrastructure. Many cities
in the world limit their activities only to the installation of various types of sensors,
meters and cameras without taking into account the real needs of their inhabitants. An
example of such an approach is the city ofMasdar, built since 2006 in the Emirate of Abu
Dhabi in the United Arab Emirates. The assumption behind the construction of this city
is to reduce energy consumption, implement an innovative approach to water treatment,
turn waste into energy, reduce the carbon footprint by supplying construction machines
with solar energy and installing a CO2 capture, use and storage system. The main areas
in which the use of modern technology is reflected include [3]:

– intelligent buildings and smart networks,
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– green supply chain,
– clean transport infrastructure,
– energy storage technologies,
– integration of transport systems,
– sustainable management systems,
– intelligent municipal solutions,
– energy-saving lighting,
– thermal energy and geothermal cooling.

The city of Masdar seems to be a unique space that responds to the most important
needs of the modern world. However, although the technologies used in the city in
question are a source of valuable knowledge, they provide inspiration to cities struggling
with a high level of pollution or energy consumption, the city itself is not a friendly place
to live, because, like the cities of Sangdo or the planned Skolkovo, a kind of laboratory
and science and experience park. The presented example of a fully ecological city is a
revolutionary project and necessary from the point of view of the development of urban
technology. However, modern cities, especially medium-sized and small ones, which
do not have adequate resources to implement innovations should focus on cooperation
with the inhabitants in the first place. City citizens are a unique source of knowledge
and skills that, if used correctly, can contribute to the dynamic development of the city,
which is one of the main assumptions of the construction of a smart city.

3 Smart Governance and Smart Citizens

Public administration units have limited possibilities in relation to generating innovative
solutions. Such a situation arises as a result of the need to finance various types of projects
from external sources, which generates additional problems with the settlement of the
funds obtained, the involvement of the private sector and convincing residents about the
legitimacy of the implemented projects. According to research by the Roosevelt Insti-
tute, Generation Y, which is now a working-age society, overwhelmingly (70%) support
actions taken by public administration [4]. Therefore, the task of local administration
is not only to undertake activities that seem important from an economic point of view,
but also to pay more and more attention to the specific needs of citizens, which change
with technological progress and globalization. Aspects related to urbanization have also
changed. More and more often, young people give up living in a crowded, polluted and
noisy city, choosing places located near the agglomeration. This tendency is an oppor-
tunity for development for medium and small towns, which are often well connected
with the metropolis that the inhabitants choose as their place of work. Thanks to this,
small and medium-sized cities can establish a closer relationship with their citizens.
By offering places for recreation and sports, green parks, playgrounds for children and
developing cultural and entertainment institutions, they allow you to spend time in peace
away from the hustle and bustle.

The values described above relate to two important aspects of a smart city - citizens
and local government. In the light of the considerations on the concept of a smart city, a
number of factors can be distinguished that represent the domain of intelligent citizens
and intelligent government, the summary is presented in Table 1.
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Table 1. Components of a smart city by domains smart citizens and smart governance.

Smart city domain Factors

Smart citizens Education
Creativity
Diversity

Smart governance E-services
E-democracy
Participation

Source: [2].

The factors identified for intelligent citizens allow the conclusion that cities should
provide their citizens with unlimited access to knowledge, learning new skills and learn-
ing about new cultures and languages. The elements important from the point of view of
public administration are the ability to create services that actually respond to the needs
of residents, openness to changes and freedom to express their opinions by citizens and
to include them in the decision-making process [5].

Including residents in the dialogue on improving their everyday lives gives the oppor-
tunity to share opinions, gain new experiences and create new products. The actionsmost
often taken in the framework of the smart citizen dimension [6–8]:

– availability of universities,
– the development laboratories operating in the city,
– trainings and workshops for residents,
– campaigns promoting lifelong learning.

However, the activities undertaken around intelligent government include, among
others, initiatives such as [9–11]:

– e-services offered by the municipal office,
– activity in social media,
– citizen-oriented participatory approach,
– applications made available to residents,
– possibility of 24/7 contact,
– open data,
– Universities of the Third Age and Youth City Councils.

Considering the above-mentioned activities that should be undertaken in order to
develop a smart city, research has been carried out to answer the research questions
posed:

Question 1. Which activities under the implementation of the smart city concept in
terms of smart governance and smart citizens are most often undertaken by cities in
Poland?
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4 Research Method and Results

In order to answer the research question, a study was conducted using the CAWI
(Computer-Assisted Web Interview) technique, which took place from July 1 to August
31, 2020. A request for public information pursuant to Art. 14 of the Act of September 6,
2001 on access to public information. A randomly selected sample for the study, using
the simple drawing method without returning, covered 280 cities out of all 940 Polish
cities as of June 30, 2020. There were 210 responses, resulting in a return rate of 22%
of the total population. In addition, small cities (up to 20,000 inhabitants) account for
70%, medium-sized cities (from 20,000 to 100,000 inhabitants) 21%, and large cities
(over 100,000 inhabitants) 9% of all responses, which is proportionally consistent with
the actual the number of cities in the population for each stratum. The structure of the
response against the layers is shown in Table 2.

Table 2. Structure of the study population.

Layers Sample size Number of returns Population size Proportion

Small towns 200 145 722 20%

Medium-sized cities 60 47 179 26%

Big cities 20 18 39 46%

Total 280 210 940 22%

Source: Own study.

The survey questionnaire consisted of 30 questions. The main goal was to assess the
level of implementation of the smart city concept by cities in Poland, which is why the
greater part (16 questions) was devoted to this subject. The remaining questions were
used to assess the factors important from the point of view of the ability to undertake
innovative activities, as well as to indicate barriers and opportunities that cities perceive
in relation to development opportunities. Large cities, due to their specific conditions,
which refer to a larger population, access to education, higher budget, etc., can afford to
implement a greater number of development projects in terms of the implementation of
the smart city concept.

5 Results of the Study

As part of the study, local public administration units were asked questions about gen-
eral activities around smart governance and smart citizens and detailed tasks carried out
in relation to the indicated smart city domains. Figure 1 shows the tendency to imple-
ment initiatives in the area related to improving the activity and effectiveness of local
government and activities undertaken to meet the needs of residents.

As shown in Fig. 1, actions taken by local governments focused on improving their
own processes and services are undertaken by almost every city, regardless of its size. In
the case of large and medium-sized cities, all surveyed entities indicated that initiatives
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Fig. 1. Activities of local governments in the context of smart governance and smart citizens.
Source: Own study.

were implemented within the domain of intelligent government, small cities declared
89% of such activities, which still constitutes the majority of the surveyed cities. In the
context of activities undertaken within the smart citizens dimension, the entire surveyed
sample of large cities indicated that they perform activities related to improving the
satisfaction and skills of their inhabitants. Medium and small towns undertake such
initiatives in 68 and 67%, respectively. It follows from the above that activities aimed at
improving the quality of services offered to citizens and caring for satisfying their needs
in relation to education, creativity and participation are carried out by the majority of
the surveyed entities.

The next stage of the study was to identify detailed projects implemented within the
indicated domains. Selected units were asked to indicate which of the listed activities are
performed by them. The list of initiatives included the elements indicated in the second
part of this document and was created as a result of the analysis of the literature relating
to the development of the smart city concept. Figure 2 shows the results obtained for the
smart order domain.

Fig. 2. Actions taken by local governments around smart governance. Source: Own study.

As shown in Fig. 2, most activities around smart governance are carried out as part of
activities in social media. The second standout area is the services offered to residents.
Big cities implement the most initiatives. The smallest number of units indicated having
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a 24-h contact center with residents in the organizational structure and dedicated city
applications. The respondents were also able to independently indicate the tasks they
perform in a given area. In addition to those listed in the prepared questionnaire, public
administration units indicated the appointment of youth and senior councils influencing
decisions made, having an integrated management system, and sharing information and
alerts in the form of text messages.

Activities related to the improvement of the smart citizens domain in relation to the
studied units are presented in Fig. 3. As in the case of the smart governance domain, the
list of possible tasks was prepared based on a literature analysis.

Fig. 3. Actions taken by local governments around smart citizens. Source: Own study.

The activities most often undertaken in the area related to the improvement of cre-
ativity, knowledge and experience of inhabitants include, in particular, the organization
of workshops and training courses supporting the development of citizens. Higher edu-
cation institutions in Poland are found only in large cities, which is caused by greater
spatial, financial and organizational resources of these agglomerations.Many large cities
also declare promoting lifelong learning, which allows us to constantly cooperate with
citizens in order to co-create solutions that make cities a better place to live, work and
spend free time. In addition to the tasks listed in the questionnaire, the cities indicated the
organization of hackathons, dedicated training for children, issuing training vouchers as
part of public-private cooperation and intensified information campaigns on the existing
social, digital and social problems.

6 Conclusions and Future Work

The cooperation of the government with the inhabitants is one of the key values that
should be created by modern smart cities. Dynamically changing technological condi-
tions, related to a specific change in the attitude of residents to work and the common
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phenomenon of globalization, force public administration to change the way of reaching
its citizens. The concept of a smart city and the domain of intelligent government and
intelligent citizens within its scope allows to systematize the actions taken. Thanks to the
analysis of the literature in terms of indicating specific assumptions which should char-
acterize the indicated smart city domains, it was possible to conduct a survey consisting
in collecting information from local government institutions regarding their activities
undertaken within the smart city concept. The collected results allowed to obtain an
answer to the research question posed in the introduction to this document. Namely,
the activities that are most often taken by public administration in the context of the
dimension of intelligent government and intelligent citizens include, in particular:

– providing electronic services for citizens to improve the quality of communication
with residents and reduce bureaucracy,

– increasing activity of local governments in social media, which allows for faster and
more effective reaching citizens with relevant information,

– organizing a civic budget, where city residents can decide for themselves what the
public money will be allocated to and what needs are their priority

– providing citizens with opportunities for professional and personal development by
organizing trainings and workshops.

The above-mentioned aspects have a positive impact on the image of a given city,
they also increase citizens’ trust in local administration. On the basis of the presented
results, public administration, enterprises and city stakeholders can influence areas that
still require more attention due to their significant impact in terms of improving the
quality of life in the city.

Technology is an important aspect of the development of smart cities. Innovative
solutions implemented in urban space are now expected to not only support the func-
tioning of various types of activities, but also enable their transformation in relation
to changing expectations and new challenges. Intelligent citizens are not only well-
educated and willing to cooperate in the management process. The smart city domain
related to smart people is also the ability of urban stakeholders (residents, enterprises,
non-governmental organizations) to transformgenerally available resources such as open
data provided by public administration in order to create various types of applications
and solutions responding to the specific needs of general mobility. Such initiatives are
still lacking in Poland, due to the still limited access to data allowing for easy processing
and analysis.

Therefore, future research on the topic discussed in this article includes research
on the impact of the obtained results and actions taken by local administration on the
behavior of citizens. Work on this issue will allow for better adjustment of services to
the real needs of the city’s inhabitants.
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Abstract. This paper discusses how Information, Communication and Technol-
ogy (ICT) systems interact with and impact creativity in one higher education
institution at Saudi Arabia. It adopts a qualitative case study methodology and
utilizes the organizational creativity theory, which guides the data collection and
analysis. The study finds that personality, cognition, and motivation play a role
in the impact of ICT on creativity in a major Saudi university. It is useful and
beneficial for organizations to understand how ICT impacts creativity in order to
be competitive and ensure growth in their industries. Through ICT, universities
have become more innovative in their administrative and academic functions; this
is important for stakeholders in order to gain benefits from ICT systems in key
areas, such as creativity. This study is useful in enabling university managers and
employees, as well as ICT specialists, to gain an overall view of the consequences
of implementing ICT in universities in a country like Saudi Arabia.

Keywords: ICT · Organizational creativity · Case study · Universities

1 Introduction

Organizations such as universities, particularly those in developing countries, face the
need to innovate in their practices andmanagerial processes. This creates the further need
for a creativity culture in universities to improve productivity and be more effective and
efficient. Organizational creativity means employees creating valuable and useful new
products and services, or new ideas and procedures in an environment that tends to be
complex [1]. However, the question of how ICT systems can interact with and impact
the process of creativity and innovation in universities’ managerial and administrative
functions is important. It is widely known that organizational creativity benefits from
ICT systems, which help organizations achieve their potential and improve the process
of creativity in general; however, there is a need to define and realize the processes
to achieve this. Briefly, this paper studies the existing problem via a case study of a
university in a Saudi Arabia.

Most previous work on this subject has explored related research topics such as the
definition of organizational creativity [1], individual and organizational creativity mech-
anisms [2], issues influencing organizational creativity [3], the influence of technological
systems such as knowledge management (for example by authors such as Shahzad et al.
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[4]), issues influencing creative thinking [5], and the influence of organizational issues
such as climate and resources [6]. In relation to the influence of ICT on creativity in
organizations, studies by Chulvi et al. [7] and Dewett [15] have investigated this issue,
and the topic of virtuality and its influence on creativity has been studied by researchers
such as Martins and Shalley [14].

The purpose of this paper is to study how ICT impacts creativity in a Saudi university.
Being aware of how ICT systems interact with and impact creativity means knowing the
factors that lead organizations to be more sustainable and powerful in terms of achieving
their vision and objectives. It has been proved that creativity helps organizations be more
competitive and increase their revenue. Whether it is a private organization that aims
to generate profit or a public organization that aims to improve the services it provides
citizens and reduce its expenses, creativity must be part of a long-term strategy for the
organization.

The contribution of the paper is knowledge of how ICT systems can impact creativity.
It shows how certain factors can impact creativity, which can in turn influence the growth
of the organization and increase the competitiveness of the organization in the higher
education industry.

2 ICT Systems and Organizational Creativity

Organizational creativity is recognized as the formation of a valuable, worthwhile novel
product, service, idea, procedure, or process by people working together in a com-
plex environment [31]. ICT is defined as a wide-ranging combination of hardware,
software, network infrastructure, and media that allows the processing, storage, and
sharing of information and communication between humans and computers, locally and
internationally [13].

Organizational creativity focuses on a number of issues, for example on the idea of
novelty in organizations and on the creativity produced; however, this creativity has to
be useful. It is important to mention that innovation is produced as the result of orga-
nizational creativity practices performed in organizations [9]. However, ICT systems
can impact innovation and competitiveness; ICT tends to encourage innovation in enter-
prises, as it helps produce new products and/or services, as well as new processes, which
help organizations become more competitive [16].

Organizational creativity has a number of features, such as that organizations must
provide the tools, capabilities, and formal methods that encourage creativity [2]. ICT
provides the systems and tools needed to achieve and encourage organizational creativity,
and some authors have published guidance on how to design these ICT systems (such
as Olszak et al. [17]), as they must solve a particular problem by providing the right
information resources and information analysis to help produce new ideas, evaluate and
select fromnew ideas, communicate the newknowledge in away conducive to innovation
and, finally, creating knowledge evolution in the organization.

It is believed that the originality of the team comes mainly from the incorporation of
individually held expertise of team members at the team level [19]. However, organiza-
tional creativity also has somemechanisms for individuals or organizations, as explained
by Bharadwaj and Menon [2]. As stated, these mechanisms must be meaningful, novel,
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and related to the working environment, and organizations must have mechanisms, such
as tools and approaches, which facilitate creativity in the organization. It is argued that
substantial ICT use negatively moderates the relationship between knowledge collec-
tion and organizational creativity [18]. Knowledge Management Systems (KM) have
a positive impact on creativity, which leads to better organizational performance [4].
However, high-performance work practices lead to more organizational creativity when
the enterprises experience organizational change; workers’ collective learning also has
a role to play and can influence organizational creativity [8].

Having an innovation lab in an organization has a positive impact on creativity and
on members’ attitudes to it. This kind of facility has important conceptual elements,
specifically providing a time and place to engage in creative thinking and the technology
to facilitate such a process. Also, ICT with organizational changes lead to productivity
progress, as well as high degrees of innovation [20].

Organizational climate and work resources are closely linked to creativity and inno-
vation in organizations, and also lead to improved organizational employee well-being
[6, 21]. This climate, if accompanied by conflict in the project life cycle, can be one of
many predictors of group creativity [10]. There are five further factors that are related
to innovation if accompanied by work motivation, which can play a role in organiza-
tional creativity, namely: organizational encouragement, supervisory encouragement,
work group support, sufficient resources, and challenging work [11]. However, some
studies have shown that ICT permits strategic innovators to rapidly evolve their business
models rand so protect themselves from competition [22].

Handzic and Chaimungkalanont [12] demonstrated that there exists a convincing
and significant positive relationship between informal as well as organized forms of
socialization and creativity. ICT may facilitate socialization and knowledge-gathering,
as well as improving routines to enable innovation [23]. Thus, ICT can have an important
role in creative development actions. Specifically, ICT has the capability to connect
employees, codify knowledge, and increase boundary spanning, ICTmay also present an
important motivation for promoting creative action [15]. This is through the information
and knowledge that ICT systems provide to organizations which can connect employees,
improve communication and increase geographical reach and participation.

From this review of the literature on organizational creativity and ICT, it is clear
that there is a lack of studies explaining the processes of how ICT interacts with and
impacts creativity in organizations such as higher education institutions, especially in
developing countries such as Saudi Arabia.

3 Theoretical Framework

To theoretically understand organizational creativity and its impact and interactions with
ICT, a theory with this focus is needed. The interactionist model of creative behaviour
developed by Woodman et al. [31] includes descriptions of creativity from personality,
cognitive, and social psychology perspectives. In thismodel, creative behaviour is seen as
a complicated person–situation interaction. Antecedent conditions occur depending on
the current form of the person and their interaction. Antecedent conditions that influence
creativity contain past underpinning history (learning), early socialization experiences,
and background characteristics such as gender and socioeconomic status (SES) [31].
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The interactionistmodel of creativity explains individual creativity as being the result
of certain antecedent conditions that impact the personality and cognitive features of the
individual and can determine the present situation of the organizational actors [32]. These
include mental styles and abilities, which relate to creativity. Research has highlighted
eight main factors involved in idea production, which are: associative fluency, fluency
of expression, figural fluency, ideational fluency, speech fluency, word fluency, practical
ideational fluency, and originality or personality. In addition, there are certain traits,
including experience, broad interests, attraction to complexity, high energy, indepen-
dence of judgement, autonomy, intuition, self-confidence, and capability to fix conflict
that all help an individual to be creative.

There are also a number of motivational factors, for example evaluations and reward
systems, that may impact intrinsic motivation to achieve a creative task, as they draw
attention away from the heuristic elements of the creative task and toward the technical
elements of task performance and knowledge, where it is important to look closely at
the part that knowledge and expertise show the capability of employees to be creative
[33]. Some authors, such as Amabile [34] identified both “domain-relevant skills” and
“creativity-relevant skills”, as being important for creativity. These two types of skill
include the knowledge, technical skills, and talent needed to yield creative products
(domain-relevant skills) as well as the cognitive skills and personality traits related to
creative performance (creativity relevant skills) [31].

4 Methodology

This research adopts a qualitative methodology, which is used to understand meaning,
with an emphasis on knowing how organizational employees understand the way ICT
interacts with and impacts organizational creativity in a Saudi university, as the main
study of the research. Additionally, it is important in this qualitative study that the
researcher interprets and understands the experiences of different events related to ICT
and creativity, with a focus on the relevant actors and participants individually [24].

An interpretive case study research strategy is adopted [34, 35], focusing on the
phenomena of ICT and creativity in one Saudi university. Theory is used as the main tool
for enabling and guiding data collection and analysis. The data collection tools usedwere
semi-structured interviews and the main sample that was targeted for this research was
organizational employees as users and managers in the university and IT professionals
such as systems analysts, programmers, implementers, and testers. The snowballing
sampling method was applied, beginning with the manager of electronic services, who
recommended the next interviewee. This processwas followed in each interview, giving a
total number of participants of 30. Data was analyzed first by transcribing the interviews,
then arranging the data into themes, then explaining and interpreting those themes by
using the theory and using literature to support the findings.

The formulation of the questions, and thus the data collection and analysis, were
influenced by the interactionist model of creativity. The questions were as follows:

1. How do you see the status of creativity in the university?
2. How do you see the influence of ICT on creativity generally in the university?
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3. How does ICT influence personality and how does this influence on personality
impact on creativity at the university?

4. How does ICT influence cognitive styles and their impact on creativity, how can ICT
influence thinking at the university, and how does the way employees think impact
on creativity?

5. How does ICT influence the motivation of university employees, and how does this
impact on creativity?

5 The University, ICT, and Creativity

The data was collected at a university in Saudi Arabia; the university was founded in
the mid-1950s and is one of the largest in Saudi Arabia. The university is funded by
many sources, including government funding, its own endowments, and student fees.
It is managed by a president who leads its highest council, the main decision-making
body in the university with high authority. Under the president of the university, there
are four vice presidents with duties related to academic issues, postgraduate study and
research, and development and quality, and one vice president who is responsible for
managerial and financial issues. The university also has many supportive deanships,
such as one for electronic services. The deanship for electronic services played a key
role in this study, asmost respondentsworkedwithin this deanship, which plays a leading
role in the use and implementation of ICT systems in the university. The university has
more than 50,000 students (male and female) and employs more than 10,000 people,
making it one of the largest universities in Saudi Arabia and the region. The university
has ICT systems for many functionalities across management, research, and teaching.
For example, it has a large Enterprise Resources Planning (ERP) system that supports
managerial and financial functionalities, and various systems for different purposes in
specific operational activities. One IT employee (YT) explained further that:

ICT systems play a role in the running of everyday activities, as they provide infor-
mation and knowledge and support decision-making. They also helpmanagers and
employees to operationalize everyday activities via automation. It has moved the
operations of the university from manual work to automation of most activities in
the university.

It was first necessary to establish how ICT systems influence creativity in general.
According to one interviewee, an IT manager at the university (AC):

In general, ICT systems are built based on algorithms in one form or another. The
main aim of those algorithms is to increase the effectiveness of work and reduce
human intervention. It is important to mention that if the organization understands
the potential of ICT systems and agrees upon their correct use, and if the ICT
systems are introduced in the university (or any organization) in the right way,
they can lead the organization to focus on its routines. This is reflected in the ICT
systems and in this way, you give employees time to think, reflect, and be more
creative. However, if different people at the organization see the ICT systems as a
threat to their interests, this could negatively influence their creativity.
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ICT systems also play an important role in the creative activity in organizations,
where managers encourage and are enthusiastic about risk-taking and push for idea
generation at all levels of the organization. The information and knowledge produced by
ICT systems will promote greater creativity as a result. Another influence on creativity
at work is the degree to which managers are able to closely monitor their subordinates
through ICT systems, which will encourage creativity [15]. One interviewee, a systems
analyst (QW) provided some insight on this point:

The main aim of ICT systems is to help operations and carry out processes in the
system instead of manually, but this requires organizations to show employees
how to use such systems in the right way and realize their potential at all levels,
even in risky situations. We have produced many new ideas for how ICT sys-
tems can help and serve the university; we have introduced and innovated various
applications and systems for different functions. Idea generation, which leads to
creativity, requires a high level understanding of the organization and benefits from
the ICT systems used in the university processes. ICT provides the information
and knowledge needed to improve decision-making, and this must be clear in the
requirements analysis before systems development and implementation. This will
enable the organization to focus on newproducts or innovating in current processes
and develop new solutions to challenges faced by the university.

Employees with a high level of extraversion and openness to new experiences tend
to be creative [25]. People with a high level of ICT experience understand how ICT can
benefit the organization and enjoy using ICT applications in the organization; as a result,
they tend to advance creativity in their organization. Employees with an intrapreneurial
personality in relation to ICT are more likely to produce new ideas for how ICT can
benefit the organization and, as a result, this intrapreneurial personality plays a role
in innovative behaviour in the organization [36]. There is also a need for organiza-
tional employees and managers to be more committed to innovation; appetite for risk
and reward, competition, and self-confidence all are important if organizations wish to
advance creativity. Thus, creative intention among ICT specialists requires openness to
experience, extraversion, conscientiousness, and knowledge collection behavior [26].
One interviewee, a systems tester (AQ), explained:

ICT systems increased the level of experience and knowledge of all aspects ofwork
in the university. This has led to employees feeling happier and enjoying work,
which in turn has led to creativity. Knowing how to use technology increases
awareness of how ICT systems can benefit work and this has encouraged employ-
ees to think of new solutions to challenges faced by the university. ICT systems
have many processes related to many operational activities and operate in a fast
and quick way, which has increased both productivity and employees’ business
knowledge of the university. As a result, creativity has increased in terms of how
to employ ICT systems to move the organization in an innovative direction.

The technical potential of ICT systems is not only a trigger of creativity, but also of
other outcomes, such as the financial gains that result from cost savings in the running
of managerial activities in the university. ICT systems have led to fewer people being
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needed to carry outwork in the university and a reduction in the time needed to finish such
work. These savings encourage and provide the grounds for creativity to be a reality in
the university, with the aid of ICT systems. Another interviewee, a systems implementer
(AW), reported that ICT systems have many advantages that can help enormously with
creativity:

ICT decreases costs and increases competencies and effectiveness. The idea that
I am trying to express is that ICT systems lead to automation of work that used
to be performed by humans, for a lower cost. Also, previously employees had to
process transactions manually to produce knowledge, such as calculations; now,
systems can perform this function, giving the employees more time to think and
make decisions based on the knowledge produced by the systems. This has given
employees the time to be creative and innovative as a result.

However, one important factor is losing trust in the organization due to not believing
the mission put forwards or the information and knowledge provided by the system;
this can reduce the acceptance of ICT systems and thus the creativity needed by the
employees in the organization. One interviewee (QE), a systems developer, said:

Stakeholders have an interest in ensuring that the ICT systems in the university
work and perform their mission properly. ICT systems may increase or reduce the
strength of alliances in the organization. There is a need to reach an agreement
on the mission of ICT systems, otherwise they can be a negative factor affecting
the creativity of employees. If the systems do not perform the required functions
and work as expected to, the employees will lose trust in the ICT systems used in
in the organization; this loss of trust will discourage innovative behaviour in the
organization.

Cognitive theories tend to focus on thinking and information processing. In regard
to creative thinking, thinking becomes creative if it tends to be original and generates
adaptive ideas, new solutions, or insights. Creative behaviours and products are usually
described as original and adaptive [27, 37], and the processes which generate original
and adaptive ideas, solutions, and insights are considered creative processes. One IT
systems analyst (ER) described and explained this point further:

ICT systems influence thinking in the organization and this influences creativity
within the organization. ICT systems process data, which plays a role in creativity
in the university. A famous psychologist, Daniel Kahenma, says that humans have
two systems for thinking, one for fast thinking and decisionmaking and the second
for slow thinking and analysis. ICT systems work according to fast thinking and
decision making, meaning they give people more time to think and focus on the
decision-making that ICT systems support. You can notice that the majority of
workers have become decision makers as a result of introducing such systems.

It is also important to say that different cognitive styles can improve user perfor-
mance in information systems use [30]. However, sometimes, cognitive style insights
are proposed as likely explanations for the communication difficulty that commonly
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exists between system specialists and the users of information systems [29]. When there
is a clear communication of the thinking and information processing among organiza-
tional employees and the university, a path for innovation and creativity is opened, as
one ERP manager (AA) explained:

Effective communication between management and other university employees
and members clearly influences innovation. I remember when the university lead-
ership was clear about its objectives; as it intended to improve operations and
be open to future development, this allowed many employees to suggest ways to
improve the performance of such systems and improve the organizational gener-
ally. It is clear that once one ICT system becomes successful, employees start to
think about the next system and how it can benefit the organization. Therefore,
clear communication from the university leadership regarding the vision and mis-
sion for new ICT systems played a role in later innovative behaviour related to the
implementation and use of these systems.

Motivation plays a critical role in the creative process; it is not sufficient for an
individual to have uncommonly great skill or a profound theoretical understanding. To
achieve a high level of creativity, as shown in a study of creativity and students, it is
necessary to participate in tasks for pleasure and enjoyment of the task [28]. Thus, moti-
vation plays a role in enabling creativity in the different tasks performed by employees.
According to one participant (AR):

In the university environment,whenwe felt that therewere practices supporting our
work and provided incentives for us, this motivated us to engage and focus all our
thoughts on ICT systems and the university’s implementation of such systems.
We were creative in terms of how to use the systems and in understanding our
requirements and how these were reflected in the ICT system. We understood
routines and how ICT systems could play a role in improving those routines and the
university performance.You could see that thiswas ourmain creative achievement.
Weused to participate in agilemeetings at the time of ICT systems implementation,
which were enjoyable; we listened to everyone’s views, which led to a successful
implementation.

All the aforementioned impacts can result in improving the competitiveness of the
organization in comparison to its rivals. For example, motivation improves the perfor-
mance of the employees of the organization; this leads to creativity, which can improve
the competitive situation in the industry the organization operates in. In the university,
according to one participant, a systems developer (RT):

Once, the university provided incentives to employees who supported the system
implementation. Incentives, which included pay rises, played a critical role in
making the implementation and later use successful, as they motivated employees
to perform better. This better performance encouraged employees to think in cre-
ative ways about how the system, and future systems, could serve the university’s
needs. The university became a leader in higher education in terms of ICT and
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university operations, and we were asked to help other universities to implement
such systems and achieve similar savings.

This improvement in performance and competitiveness as a result of creativity facil-
itated during the implementation of ICT systems led to university growth by improving
decision-making processes and staffs’ skills in dealing with the problems associated
with the ICT systems’ implementation and later use, and also improved the quality of
work produced with the aid of such systems. One participant, a systems implementer
(AQ), said:

I remember how unorganized the work used to be before the implementation of
the ICT systems in the university. The quality of work produced, in regard to the
information and knowledge gained and its accuracy, has improved on the previous
situation before such systems were used. This has influenced the growth of the
whole university in terms of improved employee skills and cost savings, which
can be used in different areas.

6 Conclusion

This research has shown that ICT systems interact with and have an impact on creativity.
It has highlighted that certain personality traits, such as risk taking and idea generation,
can emerge as a result of the information and knowledge provided by ICT systems.
People who are open to new experiences tend to be creative; ICT systems also impact
creativity also when people enjoy using such applications, as when employees experi-
ence problems related to the implementation or use of such systems, this will negatively
impact creativity – the opposite is also true. Competition and having an intrapreneurial
personality are also shown to have an impact on creativity during the process of imple-
mentation or use of such systems, and as well as trust in the process of implementing
and using ICT and its results.

ICT systems also impact creativitywhen the system leads the organization to generate
new and original ideas that can be adapted within the organization. When the systems
help to communicate new insight for the organization, this plays a role in producing
innovative behaviour.

The limitations of this study include its focus on one organization only. There is a
need to include more case studies across different types of organization and employ a
variety of methods, such as surveys or mixed methods.

Nevertheless, the findings of this study are useful for universities and similar organi-
zations to help them understand how ICT systems can impact creativity. They can use the
ideas and results to ensure that new ICT systems will lead to multiple benefits, such as
encouraging creativity. It has been proven that creativity can impact the competitiveness
of the overall organization and it influence its growth and effectiveness.
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Abstract. To democratize or not to democratize, this is not the problem anymore
for the enterprises that consider democratizing their enterprise AI practice; the
problem that these enterprises face nowadays, is how to successfully democra-
tize their enterprise AI. In this paper we conduct a systematic literature review to
provide an in-depth analysis of the success factors and the challenges of democ-
ratizing the artificial intelligence practices in the enterprises, we also build on
this review and propose a framework for the enterprise AI democratization that
suggests a set of the success factors and challenges. The research design of this
paper is to conduct a systematic literature review by including 41 papers as an
initial set of studies for review; we screen the papers and implement inclusion
and quality checks on these studies, and we qualify 15 papers for the final review.
The key findings of this paper, from the systematic literature review, list a set of
success factors and challenges that enterprises should consider to strengthen or
to avoid. We propose these factors in a form of proposed framework suggesting
four categories: strategy, enterprise architecture, data, and trust. Because of the
publication specification and limitation, we limited the scope of our primary stud-
ies to a limited set to match the constraints and limitations. The paper includes
implications for the academic literature review and the extraction of factors that
can impact the process of the enterprise artificial intelligence democratization,
and the need to increase the awareness of the enterprise AI practices in order to
overcome the challenges that might prevent enterprises from having a successful
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tors and challenges of the AI practices in general, one of the major findings of the
literature review conducted is that there is evident research gap in the literature on
the perception and associated factors of artificial intelligence. This paper seeks to
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1 Introduction

Companies and organizations act with strong motivation and encouragement to start
grasping the benefits of promising emerging technologies like artificial intelligence,
blockchain, IoT, and AR/VR [1, 2]. It is noted nowadays that businesses are involved
in exploring, evaluating, and implementing one, many, or all of these technologies.
Research [3–8] indicates that these technologies can enable businesses in achieving bet-
ter results and agility for businesses. Among these emerging technologies, Artificial
Intelligence (AI) is considered to be the most commonly adopted and explored by busi-
nesses [5], through the applications of cognitive technologies, machine learning, and
deep learning. One of the approaches to adopt AI in enterprises is AI democratization
in the enterprise and making the AI technologies and services accessible and in hand
of the employees; this was technically supported with the wide adoption of online plat-
form technologies such as IaaS, PaaS, and SaaS. However, with the wide spectrum of
opportunities of democratizing AI in the enterprise, the adoption of enterprise AI doesn’t
come free of challenges [9], and implications on the enterprise architecture [10–12].

Adopting a new approach is not a straightforward task. Some enterprises achieve
success with implementing new approaches, others fail. Extracting the lessons learnt
from the successful and the failed experiences gave us themotivator to conduct this study.
This entails lack of systematic literature review to highlight the success factors and the
challenges of democratizing the AI in enterprises. This paper is based on a systematic
literature review and is to propose the enterprise AI democratization framework that can
systematically enhance the quality, replicability, reliability, and validity of these reviews
[13].

2 Theoretical Background

Emerging technologies, artificial intelligence, the internet of things (IoT), big data,
blockchain, and augmented reality are driving businesses and enterprises to change how
they operate. Among these disruptive and emerging technologies, artificial intelligence
(AI) is considered the most disrupting technology and promises a remarkable business
transformation potential [5] and researches indicate that there are several opportunities
that AI presents [1]. Artificial intelligence - “the capacity of computers or othermachines
to exhibit or simulate intelligent behavior” [3] – is “one of the most consequential
technologies of our time” [4].

While Artificial intelligence applications and deployment are highly regarded in
consumer space, however, firms, businesses, and enterprises have actively considered
embedding it into their operations and business models, with very striking results and
promises [14]. AI is considered to be a game changer for many businesses industries. In
marketing industry and business function for example, artificial Intelligence has achieved
high gained adaptability because of the great value that added to the present and future
business models and opportunities [5]. Another industry with potential impact of AI is
the community well being, where AI holds the potential to either exacerbate or mitigate
many threats to community well-being [6]. Banking is another example as well, as AI
technologies have been playing an important role in the new banking era by enabling
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banks to becomea customer-centric industry basedondata.Banking sector considers per-
sonalizing services as an important strategy for leveraging the existing customer engage-
ment, and attracting potential customer become new customers [7]. Another area of AI
impact on businesses is predictive maintenance, for example analyzing large amounts
of high-dimensional audio and image data where predictive analytics and deep learning
can strongly detect anomalies in assembly processes and factories. Additionally, con-
sidering the customer service field of business, AI proved the ability to play the role of a
critical add on in call centers employing speech recognition technologies and services.
Sales industry also witnessed great value of AI implementations, by mashing customer
demographic data and the historical transactions in addition to monitoring social media
to help generate personal recommendations to identify the consumers next buy [14].

Introducing the AI technologies and services into the core operations and processes
of enterprises is expected to impact and to be impacted by the enterprise architecture
and should be well managed in integration with the existing enterprise architecture [10]
and [12]. These technology advancements can’t be introduced without finding the right
framework of governance and democratization of tools and technologies. According to
[2] “recent advances in Artificial Intelligence (AI) have led to intense debates about
benefits and concerns associated with this powerful technology”. [14] suggest that with
the very motivating promises of AI technologies, applications, and services, by posi-
tively impacting the businesses economic, however the embracement of AI in enterprises
should come with measures and controls to manage the adoption of the new technology,
and to ensure soft transitioning and disruption – if any – that might be resulted. One of
the very disruptive ways of adopting and embedding AI technologies and services within
the enterprise is democratizing the AI among the enterprise citizens and empowering
and enabling these business citizens to be enterprise AI citizens. Democratizing AI is
considered by some researchers more than a way of adopting AI, as it is considered to
be the need of the day [15].

3 Method

Methodologically we are going to follow the systematic literature reviewmethod, which
is amethod that attempts tomake sense of a body of existing literature through the aggre-
gation, interpretation, explanation, or integration of existing research [13]. According
to [13], we are going to follow the following process steps in conducting our systematic
literature review see Fig. 1.
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Fig. 1. Systematic literature review method

3.1 Planning the Review

According to [13], the research questions drive the entire literature review process. To be
able to control the scope of the research and have better literature inclusion criteria, the
research questions are narrowed down to have amanageable research topic. Accordingly,
focus in this paper is reviewing the AI democratization in enterprises in academia. Also
striving to identify the implication factors that can support or impact the practice of
enterpriseAI democratization. This can highlight the role of the enterprise architecture in
impacting and being impacted by the enterprise AI democratization [12]. The systematic
literature review will have three pillars. We will focus on understanding the potential
role and the current perception of the Enterprise AI democratization. Answering this first
part will help us in moving toward answering the other two questions, as we are going to
target identifying the potential success factors that enterprises can consider to be part of
their practice of democratizing AI among their firms’ employees and teams. Secondly,
identifying the challenges and potential obstacles that firms and businesses should be
aware of to avoid or mitigate and account for during the process of democratizing their
Enterprise AI programs.

3.2 Research Questions

In this review we study the research questions of:

RQ1. What is the concept of democratic thinking of AI in enterprise?
RQ2.What success factors have been reported for artificial intelligence democratization
in enterprises?
RQ3. What challenges have been reported for artificial intelligence democratization in
enterprises?
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Validation Protocol. The criteria we applied contains the following elements:

1. Identification:

a. Creating a pool of the studies that are included as results of the inclusion

2. Screening:

a. Removing duplicates from the included studies.
b. Remove results from books.
c. Remove the results where abstracts show irrelativity.

3. Eligibility:

a. Removing studies that do not offer guidance on literature review.
b. Removing studies that are not in English.
c. Removing studies that review on a very specific topic.

3.3 Conducting the Review

Channels for Literature Search. Among many channels available for literature
search, we choose the electronic databases. Seeking rich results and as complete a search
set as we can, we did the literature search by conducting the search among multiple elec-
tronic databases, those are: IEEExplore, ACM, Scopus, Web of Knowledge, and Google
Scholars.

Keywords Used for the Search. We conducted our studies database searches using
keywords identified in alignment with the research, the keywords are identified in the
following table grouped in pillars that lead the research.

In this search, we emphasized on the inclusion of the enterprise AI and excluding
the studies of cities, countries, human democratization, and nationwide discussions, and
including the private sector only (Table 1).

Table 1. Keywords used for search.

Pillar Keyword

Enterprise Business, organization, company

Artificial Intelligence AI, ML, MLOps, AutoML, Artificial Intelligence, Machine Learning

Governance Ethics, rules, control

Democratization Democratize**, citizenship, leverage, transform
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3.4 Screen for Inclusion

Screen Procedure. As we completed the compilation of the primary studies, we moved
to the process of screening these studies for inclusion and to identify which studies to
be included in this review, extraction, and. analysis.

To achieve this goal, we applied reviewing the abstracts of the studies, to give a first
set of inclusion results, this will be followed in the next step by conducting a quality
assessment process by having a full-text review (Table 2).

Table 2. Search facets and topics.

Facet Relevant topic Examples of non-relevant topic

Enterprise Business, firm, companies,
marketing, retail

City, country, nation, public

Artificial Intelligence AI, ML, emerging
technologies

Blockchain, Human Intelligence,
neural network

Governance Ethics, rules, governing,
transparency, control

Government, policing, regulations

Democratization Value realization,
transformation

Government, policing, regulations

Criteria for Quality Assessment. In this step, we obtained the full texts of the included
research and studies. Therefore, we are able to understand the studies in order to list the
studies for the next steps of extracting and analysis. We applied a quality review based
on checking the following factors: the studies duplication and the studies eligibility.

Quality assessment procedure (Fig. 2).

Fig. 2. Quality Assessment Procedure

Quality assessment results
After implementing we came with the following results (Table 3).

Extract, Analyze, and Synthesize Data. To synthesize our research data, we developed
a primary organization of coding for the screened studies, each code is 1:1 mapped to a
category, those categories are: strategy and strategy alignment, enterprise architecture,
data, and perception of AI trust. We extracted the factors that we highlighted from the
papers and assigned them to the right category and we were able to build a proposed
framework showing the assignment relationship of each factor (success/challenge) to
the categories.
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Table 3. Results quality assessment.

Stage Task Results Comments

Identification Records identified through
database searching

(n = 41)

Screening Records after duplicates
removed

(n = 2)

Records screened (n = 39) Record excluded with
reasons (n = 9)
Books (n = 5)
Abstract not related (n = 4)

Eligibility Full text articles assessed for
eligibility

(n = 30) Full text articles excluded,
with reasons (15)
Did not offer guidance on
literature review (n = 8)
Not in English (n = 1)
Review on a very specific
topic (n = 6)

Inclusion Studies included (n = 15)

4 Results

Our systematic literature review extracted a set of success factors and challenges out of
a total of 15 papers. For better reporting on these results and findings, we categorized
the success factors to fall under four categories, those are:

• Strategy: the role of AI strategy and the alignment between AI strategy and business
strategy.

• Enterprise Architecture: the role of the alignment between the AI practice and the
enterprise architecture.

• Data: data is well considered as a core for the AI practice; this category highlights the
role of the data for better AI democratization.

We worked on formalizing these factors in a proposed framework to illustrate them
in an enterprise innovative driven context; to identify the business capabilities involved
in the business innovation capability (as complementary capabilities), we refer to [16]
identification of the four business capabilities that complement the innovation capability,
those business capabilities are: technology development capability, operation capability,
management capability, and transaction capability (Fig. 3).
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Fig. 3. Proposed framework for the enterprise AI democratization.

5 Discussion

5.1 What is the Concept of Democratic Thinking of AI in Enterprise?

According to reviewing the primary studies and the literature review process, it is solidly
remarked that there has been a focus in highlighting the consumerAI for a very long time,
however, according to [17], since 2018 the spotlight shifted to the enterprises. The driver
is that AI can be deployed at enterprises for enhancing and improving business outcomes
and performances. Businesses and enterprises are in serious need to grasp more value
from the data they own and to predict business operations, and to enable data-driven
decision making. Accordingly, AI and ML adoption grew in businesses with that hope
[18]. With more AI and ML applications needed to provide more and better value, it
is noted that AI application development takes time, and requires a broad set of skills,
and calls for multiple iterations, and it is suggested that the democratization of AI and
ML skills and applications resolves this challenge as AI practitioners and data scientists
usually work in silos that are dedicated for a specific problem to solve. Borrowing from
political science, something can be considered that has become democratized when it
becomes available to the average person, therefore it is suggested thatAI democratization
promotes reusability and sharing best practices among enterprise AI citizens: engineers,
analysts, scientists, and stakeholders.

Many companies and organizations that realized how to improve and advance to
Enterprise AI have recognized that they are going to employ more than one ML model
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to get the business difference they are aiming for; they are aware that they are going
to consider more than hundreds or thousands ML models and. AI apps, this majorly
scales up the AI and data practices and requires that everybody at the organization to be
included [17].

5.2 Success Factors for Artificial Intelligence Democratization in Enterprises?

In this part we are going to refer to the review we conducted of the primary stud-
ies and extract the success factors that have been reported for artificial intelligence
democratization in enterprises.

SF 1 - Strategy Alignment. AI strategy is not an option, per [19], it is fundamentally
required for modern firms that are looking to govern and manage the proliferation of the
AI apps and implementations among the firms and the organizations. One of the major
enablers highlighted during reviewing the primary studies is the alignment between
the IA application in the enterprise and the business strategy. Enterprise AI should do
as it promises: “implementing AI for the enterprise”. This critical nexus (between AI
and enterprise) can be done by ensuring that the AI adoption and embedding into the
enterprise practices happens in alignment with the business objectives of the enterprise
and that AI has a strategic program that is strongly aware of the business strategy,
objectives, and KPIs [20] and [21].

SF 2 - Business Value Communication. Enterprise AI is about implementing the
value drivers of AI applications and technologies for the business; however, it was
reported by the review that the lack of understanding of the AI promise and programs
among the business workspace citizens and executives is one of the major issues that
should be addressed to facilitate better and successful Enterprise AI [22] and [23].
Democratizing the AI for the enterprises should be business citizens friendly, where
value engineering behind the Enterprise AI should be communicated with the AI citi-
zens of the enterprise in a language and a way of storytelling that is understood by the
business employees and executives for better AI enabled and supported business deci-
sion making. Per [22] AI consideration and augmentation for better business decision
making exposes a factor that should be critically accounted for -crucially-, which is
how business executives and decision makers are able to deal and interact with the AI
applications and services in a friendly and fluid manner.

SF 3 - Enterprise Information Architecture. In order to enable the enterprise AI cit-
izens to deliver value out of their AI applications, and to participate in supporting the
enterprise decisions and providing the ROI leverage and impact, they should have a
foundation of information architecture to preset a shared democratized layer of busi-
ness understanding to give the AI use access impact a democratized dimension by being
enterprise wide [24].

SF 4 - Trust in AI Automation. One of the highly considered success factors is to
empower the enterprise AI citizens by having a more productive enterprise AI plat-
form, where they can enjoy automating the repeatable data science and AI tasks and
focusing more on using the ML and AI results to generate value and insights for the
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enterprise. This automation means shifting some tasks to the automation platform; how-
ever, this doesn’t come without issues related to enterprise trusting the AI automation
black boxes [4].

A modern pattern has been introduced recently that empowers enterprises to have
this automation issue/challenge solved and addressed, this kind of platform is referred
to as AutoML or MLOps. This new AI design pattern is used when teams apply DevOps
kind of practices to their AI/ML implementations.

SF 5 - Data Quality. Related to the previous point, the AI (and MLOps and AutoML)
trust issue can be directly linked to the quality of an ML model (model accuracy, model
fairness, and model robustness) which is – per [25] - often a reflection of the quality of
the underlying data, e.g., noises, imbalances, and additional adversarial perturbations.
Suggested by different researchers that improving the enterprise data sets (cleaning,
integration, and features engineering) can be a main driver behind improving the ML
model trust factors (accuracy, integration and fairness) [25].

According to [25], “it is not surprising to see data quality playing a prominent
and central role in MLOps”, and he clarified that “many researchers have conducted
fascinating and seminal work around MLOps by looking into different aspects of data
quality”.

5.3 Challenges Reported for Artificial Intelligence Democratization
in Enterprises?

In this part we are going to refer to the review we conducted of the primary studies and
extract the challenges that have been reported for artificial intelligence democratization
in enterprises.

CH 1 - Lack of AI Strategy. According to the systematic literature reviewed primary
studies, the lack of strategizing the AI for enterprise was remarkably considered as one
of the main challenges. According to [14] businesses should develop a clear AI strategy
to clearly identify the gains and to be able to find the right talents to engage in this
strategic AI practice. This will allow overcoming the business functions silos that might
occur in business silos that limit an end-to-end AI program, and will support the process
of democratizing the AI within the enterprise [18].

CH 2 - Lack of ROI Proven Use Cases. As per [26], some businesses tend to imple-
ment AI in the enterprise by developing pilots and proof of concepts for the AI
technologies without having a business value driven use case.

Picking the right use cases for implementing and exploring the AI democratization
in the enterprise is a vital factor in the process of realizing value from the enterprise AI
practice. There is a relationship between the AI impact on the business use cases and the
AI revenue impact [21]. The appreciation of this relationship between the applicability
of the revenue impact per the AI impact on the business cases is recognized as one of
the challenges that democratizing the AI in enterprises would face.
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CH 3 - Data Volume for ML Models. ML is a core model of the enterprise AI enter-
prise practices that companies are looking for adoption, democratizing, and having enter-
prise citizens empowered and enabled to use. Among the challenges that enterprises are
facing, the reviews reported that the ML models are developed and designed for a huge
dataset by design, and that the learning nature of these models requires huge volume of
data; according [14], enterprise ML models might need huge volumes of data in order
to generate the results that are anticipated from it, this will certainly can’t be always
feasible for all enterprises and firms.

CH 4 – Employees Perception of AI. Progress and advancement in AI are going to
create core effects on enterprise employees and individuals and their culture [1]. Accord-
ing to the review results, the researchers should hold ethical responsibility to analyze and
assess the AI impact on the work workspaces. AI is – correctly or wrongly - tagged as a
main driver for taking over and replacing human jobs; this argument varies from being
a true fact as AI can enhance work efficiency by helping to automate repetitive work,
and support business executives taking more insightful decisions to an exaggerated view
where employees fear AI regardless the value benefits that can be delivered. Per [1] we
have these perspectives presented as technology pessimists believe that emerging tech-
nologies will take away jobs. However, technology optimists suggest that “non-routine”
jobs may not only exist but also surge.

5.4 The Mutual Impact Between AI and EA

This paper is presenting a solid belief in the interchangeable implications between enter-
prise architecture - as the enterprise platform of change in terms of management, control,
and governance – and the artificial intelligence technologies and service democratiza-
tion as a practice of democratizing set of emerging and disruptive technologies with rich
capabilities for change and business value enhancement [12]. The paper still sees that
the mutual impact between these two enterprise management practices requires more
and in-depth research, we had a goal in this review to extract more factors in relation-
ship with this mutual impact, however we were able to address and analyze some of the
factors, and we are aware that these are not all the factors, and that this area requires
more focus and research dedication. We consider this work as a platform for more work
we are planning to conduct to enrich the research around the mutual impact. Between
EA and AI.

A critical view is that both EA and AI are vaguely defined constructs. EA is mostly
empirically driven and sets the enterprise scene for business – technology alignment. AI
is an assemblage of technologies with different base platforms, algorithmic approaches
and reach. AI is it’s existing form and relatively new implementation experiences are
modest. So, AI being more theoretically driven is a clash to EA’s empiricism. AI is
the unknown determinant in this interrelation. So, requirements and demands on the AI
world must be technological and application-wise specificity and explicitness. Thereby
the stipulated framework can help challenge the technological precision and operational
maturity of AI.
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6 Conclusions

This paper conducted a systematic literature review of the field of the enterprise AI
democratization, it proposed a framework of success factors and challenges to help
enterprises in their journey toward the AI democratization. Although the research was
carefully and thoughtfully prepared, we are still aware of its limitations. First, the size of
the primary studies to be studied could have been larger and more than 41. Secondly, the
time limitation was vital in scoping the work of the study, accordingly some potential
further research in this area is recommended as follows. Firstly, we, i.e. the authors of
this paper, are aware - per our academic and professional experiences - of some of the
factors (success and challenges) that have not been referred to or mentioned in any of the
literature that wewere able to screen, review, and extract from. Examples of these factors
are algorithmic transparency, AI and business processes integrability, accountability, and
maintainability. Therefore, we recommend allocating the time and focus on exploring
potential existing academic literature related to these factors or proposing them in the
right mythological format. Secondly, we propose scaling the proposed framework to
be tested and validated with multiple empirical experiences and applications; this can
validate the proposed factors in this study, add to the, and support the framework with
weights for each factor.
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Abstract. Digital transformation has been an interesting concept from the orga-
nizational perspective for a long time. The benefits of a successful digital trans-
formation can take your organization into the next step by providing an increased
organizational growth, aid market reachability by penetrating new and exciting
markets, or enable your business operations to function to a greater extent than
before with higher efficiency and lower lead times. Digital transformation is how-
ever a complex and diverse concept that means to integrate new innovations by
using digital technology into the organization with the need of making greater
organizational changes to succeed. This research, has explored how different orga-
nizational aspects like structural, technological and cultural ones can impact the
success of a digital transformation during an ERP system change. A case study
has been conducted in a company to identify how the current structural, techno-
logical, and cultural aspects influence the current digital transformation in that
the company. The data was collected through interviews with employees hav-
ing managerial roles and from internal documents of company and was analyzed
using thematic analysis. The results show an agile approach, a more decentralized
structure and high readiness for change, along with a transparent communication
between management and co-workers to be beneficial for a successfully digital
transformation.

Keywords: Digital transformation · Organizational aspects · ERP · System
integration · Organizational change

1 Introduction

Digital transformation refers to the strategic business transformation that requires cross-
cutting organizational change as well as the implementation of digital technologies.
Verhoef et al. [1, p. 889] defines digital transformation as “a change in howafirmemploys
digital technologies, to develop a new digital business model that helps to create and
appropriate more value for the firm”. Stating that we notice that digital transformation is
multidisciplinary as it involves changes in strategy, organization, information technology,
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supply chains and marketing. According to a study of the Massachusetts Institute of
Technology (MIT), digital-transformed businesses are 26% more profitable than norms
[2]. However, to reduce the risks, a clear strategy is needed to for a successful digital
transformation initiative and these strategies vary depending on the organization and
its business [2]. In fact, 70% of all digital transformation initiatives do not reach their
goals [3]. Therefore, the biggest concern amongst senior executives are the risks that
digital transformation implies. Yet, because today almost every organizations embark
on the journey of digital transformation. The topic concerning a successful integration
is of a great importance as it has been proven that corporations that have failed their
digital transformation are less profitable than those that have succeeded in this [2]. This
because there are cases when even high-profile companies have failed in their digital
transformation initiatives [4]. However, the knowledge about the role of organizational
design in supporting the pursuit of digital transformations is scarce [5]. Therefore, in this
research we have investigated in a case study how a specific company deals with their
organizational change and strategy in preparing and adapting the organization in the best
way during a digital transformation like is a new Enterprise Resource Planning (ERP)
system change. The research that this study is intended to answer is “What impact does
structural, technological, and cultural aspects have in achieving a successful digital
transformation in the case of an ERP system change?”.

The next sections of the paper include the research background, research methodol-
ogy, results and conclusions.

2 Research Background

2.1 Digital Transformation

The synoptic concept of digital transformation is that it is the use of technology to radi-
cally improve performance or reach of enterprises [6]. As this sounds very familiar to dig-
italization, it differentiates itself by affecting every aspect of an organization [1, 7], rather
than only making business operations more digitalized [8]. A digital transformation is
the reinvention of certain aspects of the company, according to Gurbaxani & Dunkle
[9] these are organizational structure, processes, capabilities, and culture. In conclusion,
this means that the transformation will not only change companies, but also markets and
industries. To achieve this level of success, the digital transformation is dependent on
digital matureness, as illustrated by [10]. Digitally mature businesses focus on integrat-
ing digital technologies in transforming their businesses. At the same time, less mature
organizations focus on solving discrete problems with individual technologies.

2.2 Enterprise Resource Planning System

Enterprise Resource Planning (ERP) is a broad term used for the software package that
creates the organizational capability to automate and integrate most of their business
processes, share common data, and access information in real time [11]. An organization
would want to go through with their ERP implementation or change because the rewards
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in this case would outweigh the risks. A successful implementation of an ERP system
can help with managing company resources and increase the operational and financial
capabilities, and thereby increase the business’ profits and performance [12].

2.3 Digital Transformation

Digital transformation should no longer be only adjusted with the business strategy.
Instead, these two strategies should merge into a new overarching strategy called digital
business strategy which reflects organizational strategy. Digital business strategy needs
to be formulated and executed based on the organizational strategy and leverage digital
resources to create differential value [13]. According to Schwertner [2] a digital transfor-
mation strategy always has certain elements in common, no matter the industry. One of
these elements is titled structural changes and it is listed among these elements because
they are most often needed to fit the previous but still in use operations with the newly
integrated ones. Naturally the need and scale of the restructure is dependent on the scope
of the planned digital transformation. Verhoef et al. [1] concludes that the organization
will benefit if their structure is considered flexible for digital change, in which flexibility
is described as an organizational structure that is composed of separate business units,
agile organizational forms, and digital functional areas, rather than a more centralized
structure with a top-down hierarchy.

2.4 Conceptual Framework for Digital Transformation Success

There are three main organizational aspects that are affected during a digital trans-
formation according to our findings from previous research literature. These are the
technological aspects [1, 9, 10, 14, 15]; the structural aspects [2, 9, 14, 16]; and the
cultural aspects [9, 10, 17, 18]. As we also could notice that are a number of drivers that
influence digital transformation that is also influencing these organizational aspects of
the organization. To visualize some of the drivers found in the research literature review
a conceptual research framework is presented in Fig. 1, with the drivers of Verina&Titko
[19] and the three categories of affected organizational aspects (technological, structural
and cultural) as a result of the digital transformation.

A brief definition of each digital transformation drivers mentioned in the conceptual
framework is presented in Table 1.
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Fig. 1. Conceptual research framework (Adapted from [19, p. 724]).

Table 1. Digital transformation drivers (Adapted from [19, p. 724])

3 Research Methodology

3.1 Case Study Description

To answer the research question, a case study is conducted giving the possibility to gain
a holistic view of the subject, compare different opinions and explore certain aspects of
a specific situation [20]. By doing this, the generalization from a single case study can
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be interpreted with greater meaning and lead to a desired cumulative knowledge [21].
Moreover, according to Flyvbjerg [22] a single case study can be important for scientific
development and also could be a complement to existing research.

The company in this case study operates in the insurance industry and has about 200
employees as well as close to 100 consultants at the moment. The company is in the
middle of a transformation journey with several ongoing projects running in parallel.
The project that contributes most to the digital transformation is the company’s change
of ERP system. The current ERP system is outdated and is difficult to further develop
and they want to be able to meet new requirements with an increased number of modern
digital services and have a high delivery capacity and gain new businesses. They started
the project a couple of years ago with a comprehensive analysis and are about to go live
with the first parts of the new system during 2023. This change of system will lead to
major changes in their organization and how they will work. Before a restructure of the
project, there were 77 employees and consultants involved, but after the restructure that
number has dropped to about 42. The process of changing the ERP system has begun
in 2018 with an extensive feasibility study and planned to be delivered a first part of the
new ERP system in the autumn of 2020. However, this was canceled due to the impact
of a government decision in the EU. This partial delivery is now planned to go live in
2023 instead. Due to this, the project was recently restructured in the spring of 2021 to
better match the new conditions. The entire project is planned to be completed in 2027.

3.2 Data Collection

The data collection method in this research was done by conducting six semi-structured
interviews with several decision makers on different levels in the company. An inter-
view protocol was used containing questions based on the conceptual framework of
this research. The interviewees were selected based on their experiences and roles in
the project regarding the change of the company’s ERP-system and the corresponding
digital transformation in the company. The study was conducted by interviewing six
employees having managerial roles from different departments of the company. All the
interviews were held online using Microsoft Teams due to the circumstances of Covid-
19. However, to achieve data triangulation [23] internal documents were also collected
from the company to have other sources of information and multiple perspectives about
the research under investigation. Before the interviews was held mutual consent was
attained from all the respondents. The interviews were also recorded using Microsoft
Teams and then transcribed for analysis. In Table 2, is shown the interviewees with their
position and responsibilities in the company, and the length of interviews.
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Table 2. List interviewees, their position and responsibilities in the company, and the length of
interviews

Interviewee Nr. Position Responsibilities Interview length

Interviewee 1 Chief of Business
Development and Analysis

Manages resources related
to the ERP resources related
to ERP system change
project

49 min

Interviewee 2 Chief of IT development Responsible for seven
development teams where
most of them are involved in
the ERP system change
project

1 h and 26 min

Interviewee 3 Chief of Digital Services Responsible for a team that
develops new digital
services in the organization.
Former solution architect in
the ERP system change
project

1h and 15 min

Interviewee 4 Chief Customer Officer Responsible for all the
customer related divisions
as well in the project
management group for the
ERP system project change

54 min

Interviewee 5 Business Investigator Responsible for a team that
receives deliveries from the
system supplier as well to
inform the business
functions

51 min

Interviewee 6 Chief Information Officer Responsible for the
IT-department as well as
being part of the project
management group for the
ERP system change project

1 h

3.3 Data Analysis

The data collected was analyzed using thematic analysis by following the guidelines
of Braun & Clarke [24] for the data analysis. According to Bryman [25] the goal of
thematic analysis is to find patterns, themes from the collected data by carefully reading
through the material and cross referencing the answers from the different interviews.
The discoveries should be of importance and relevance for the study and the research
question. Therefore, the data analysis process has looked to find patterns and identify
themes from the data collected in the studied company. The identified themes in the data
analysis are the followings: organizational structure, technological advancement, cultural
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mindset, increased business needs, new business opportunities, change management and
data management. A description of these themes is included below.

3.3.1 Theme 1: Organizational Structure

Most of the respondents mentioned that the company has a traditional organizational
structure following a hierarchical model. This organizational structure impedes the dig-
ital transformation progress. They have planned and now are undergoing a change in
their organizational structure by breaking down the more centralized organization of the
company and implement smaller independent working teams at the ground level of the
organization (as is shown in Fig. 2).

Fig. 2. The team-based model following the organization restructure

This organizational restructure should in turn reduce the directives from the top-
level management since these teams are supposed to take responsibility for a specific
component within the organization on its own. Interviewee 3 have noticed that “It should
not be the greater organization above that decides upon what is to be and how it should
be achieved.” In the early stages of the project, the company was more focused on the
business perspective. But with time and a restructure of the project, the main perspective
changed to the IT side. The aspects of cross functional collaboration between the business
and IT by saying that to decide on a solutionwith an already establishedway of achieving
this would be bad practice. But to involve too many users in the developing stages
would not be sufficient for the time frame of the project. They are however in the
middle of an organizational restructure thatwill decentralize the organization andmaking
their business more agile. This will effectively ensure a higher digital flexibility as
according to Verhoef et al. [1]. By transforming their organizational structure into a
more cross functional one, they can also assure that their structure is better prepared for
new digital technologies as to have an established digital organization is a success factor
of digital transformation according to Morakanyane et al. [10]. The ERP system change
will also strengthen the company’s journey towards becoming a more digital developed
organization, as [26] states that ERP systems have been proved to be the solution to
increase cross-connectivity and to have up-to-date-information within the organization.
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3.3.2 Theme 2: Technological Advancement

A driver in the conceptual framework that can lead to a digital transformation is tech-
nological advancement. An important aspect that was highlighted during most of the
interviews is to have an agile development within the organization. The consensus was
that the iterative processes were beneficial for their current ERP project. Interviewee 6
mentioned: “Everyone is happywhen there is a fairly fast rise in efficiencywhen entering
an agile delivery model.” This is further verified by Interviewee 2, who stated that the
agile principles ensured continuous coordination and value creation for the customer in
portions. The difference in their agile efficiency is depended on the digital matureness
curve and where their current position. It was apparent during this study that there is a
difference between digital matureness depending on the where in the organizational you
look. The findings from the literature review regarding the success of digital transfor-
mation, as it was stated by [10] shows that the level of success is dependent on the level
of digital matureness. Since the data collection from the case study implies that there
was a range of different levels of matureness, one can only assume that the success, or
perhaps more so the ease of implementation, of the digital transformation will also vary
between the different departments within the organization. The company is aware of the
benefits that an agile development can have on the success of their digital transformation,
as implied by [1]. Especially considering that the company’s already moving towards
the goal of a more iterative oriented organization and development model to aid their
ongoing transformation journey. This implies that the company is on the right track to
reduce the risk of failure, or rather increase the chance of success.

3.3.3 Theme 3: Cultural Mindset

The coherent though within the organization is that a digital transformation is both time
consuming and costly. As part of this, a new concept has recently been presented on the
intranet and that they will follow, called minimum viable product. This means to develop
a good enough solution to launch, but one that is not necessarily for long-term and as
final solution. Interviewee 2 had an interesting perspective of the time frame of digital
transformation and explained: “I do not know if these so-called digital transformations
will ever lead to an end, but one is perhaps only at different stages within it.” If a digital
transformation were to be continuous, it would also demand continuous investments
from the company and further imply that it is a huge cost for the organization. Even
though not every interviewee shared the view that a digital transformation is continuous,
they agreed upon the fact that it is a time-consuming process and that there are some
economical concerns of digital transformation apparent during some of the interviews.
Even though there were some economical concerns to be found, it was mentioned that
the company was open to change. Just because customer service and IT department are
ready for change doesn’t mean that the organization as a whole is ready. There are in fact
difference between the readiness amongst the departments. One reasoning that is that
there are a range of different personal opinions towards the digital transformation project,
where some have concerns about their future role within the company. Another reason
that ismentionedby Interviewee1 is that theremaybe someprerequisitesmissing.Where
the competence, ability, and will may be missing from some ways of the organization.
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However, the company is aware of someweaknesses and nomatter the doubts or concerns
that are connected to the digital transformation, they still do want change. The cultural
aspect is one out of four aspects in which the company needs to reinvent during their
digital transformation journey. This aspect is very broad since it involves roles, work
ethics, competencies, opinions, concerns, and more. One finding from the case study is
that there is a wide range of opinions towards the digital transformation project, where
some areas of the company is more reluctant to change while others are not at all.
This gap in differences is directly affecting the organizations readiness to change and
making the reasoning behind the digital transformation harder to defend. The difference
in opinions may hinder their success of digital transformation since they are obstructing
a solid level of readiness to change. By considering the employees and the effect that
the digital transformation may have on their daily assignments, the company would
better understand what needs to change. If these changes are relevant and wanted by
the affected employees, they will instead help the company to successfully perform a
digital transformation because it would increase the readiness for change. Since it was
found during the case study that the company still have a consensus that they do want
this transformation and they do want this change, it can be assumed that there are some
sort of transparency of the reasoning and process of the digital transformation which
improve the mindset towards it.

3.3.4 Theme 4: Increased Business Needs

To increase automation and thereby improve operations efficiency was also an occurring
subject, where the goal of an ERP system change was to reduce the amount of manual
labor during repetitive tasks and reduce customer lead times. This would also ensure that
the organization would be ready for bigger changes in their operational ways by enabling
the work force to instead focus onmoremanual heavy workloads. One improvement that
is to be made by digitalization is the possibility for pension deposits to be placed with the
individual’s pension company with much shorter lead times using new digital services.
One subject which also affects the company in multiple ways are external requirements.
These involves the rules and laws of handling pension contracts. To be held back from
digitalizing and improving their efficiency by external requirements is an actual problem
in which the organization must deal with. The steady increase of business needs can be
a main driver of digital transformation, and the case study proves that this may also be
one of the stronger reasonings of this specific transformation. The company analyze its
business operations to find which parts that are no longer viable or sufficient in their
goal of greater efficiency. There is also the constant need of answering regulations to
continue with their digital advancement. This is considered a hindering factor and is
impossible for the company to avoid. However, it could be considered as an addition to
their already established internal requirements. By treating the external requirements as
such, it would create a better end solution.

3.3.5 Theme 5: New Business Opportunities

Some business opportunities that are enabled by the digital transformation can also
be extracted from the case study. During their digital transformation, there have been
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other technological heavy projects that have been implemented to further improve the
service for their customers. During several interviews, it is clearly stated that the end
goal of performing a digital transformation and to achieve more efficient workflow,
is to reduce the brokerage-fee in which they offer to their customers. Interviewee 5
has mentioned that: “And then it is supposed to be cheaper, we just simply want to
lower our brokerage-fee”. The future goal mentioned above would highlight yet another
business opportunity. By investing in, and developing a new digital platform in which
the customer interacts with, they should be able to increase the customer satisfaction.
The Interviewee 6 has stated that this platform could change on a day-to-day basis if it
would be needed, since the operations are handled by the company, and the development
is also made in-house. This platform is also developed as to fit the new ERP system in
order to drive innovation and increase the digital services that the company can provide
to their customers. Furthermore, it was mentioned that to change their current ERP
system to a customized standard system, or better called Software as a Service (SaaS),
is a great business opportunity because of future possibilities to share development
costs. Currently the solution is guiding the development of some specific releases from
their SaaS-provider, and if these releases are of value for other companies and of good
standard, it would be possible to share the costs for upcoming highly sector specific
developing costs. By acting on some new business opportunities that has occurred and
some that has been a driving factor for the digital transformation, the business can
fulfill some transformation goals that are set. Their main goal of reducing brokerage-
fee for their customers would benefit from the increased efficiency provided by some
of these investment opportunities. For example, the digital platform that the customer
interacts with reduces manual labor. This in turn means reduced lead times and cost
for the organization and therefore also more cost-efficient for the customer. This new
digital platform is also developed to fit in with the new ERP system, which according
to Schwertner [2] is an element of digital transformation that is common within all
industries. This shows that the company is on the right pathwith their current opportunity
investments. The possibility of a lowered development cost for future releases is also an
example of investments that are made within the company today for a chance of future
benefits. If this happens, the reduced cost for the company would in turn also present
a reduced cost for the customer, thus again achieving their main goal of reducing their
brokerage-fee.

3.3.6 Theme 6: Change Management

The company did not have a clearly expressed digital strategy. Instead they put a lot
of effort in conducting studies about capabilities, objectives, existing ERP system, and
future requirements. From the findings they continue by making a prioritization evalu-
ation and set up a plan of a desired future state of the company in order to determine
which projects that are going to be worked on at the moment. As part of the project they
made sure to involve end users to get them on board for the upcoming changes. After
all, it is the end user that will use the system, making it important that the system match
the needs of the business. Anther communication change included their habit of sending
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out weekly letters with updates on what’s happening in the organization and the project.
It is mentioned that this can portray things in a larger perspective within the company to
increase the understanding and give new insights to the employees. Another important
aspect of changemanagement is the need for education for the employees since the duties
of many employees will change fundamentally. It is apparent that the company had no
clear digital strategy prior to the digital transformation, and according to Schwertner [2]
this is needed to be successful. However, since the company conducted several analytical
studies before they started the transformation journey, they had somewhat of an idea of
what to do and expect moving on with the project. As to why this is not considered a
strategy is mainly due to the absence of clear directions showing the involved parties
how to progress in the company’s digital transformation. During this project, they are
constantly prioritizing the areas of development as well as investigating which users are
to be involved in what project.

3.3.7 Theme 7: Data Management

It was apparent this theme in conjunctionwith a digital transformation and by performing
an ERP system change, that data management it is an important aspect for the company
to have sufficient amount of- and good quality data. The current state of their ERP system
has been customized to such an extent that it makes it difficult to further develop. By
not documenting these prior customizations correctly, it directly impacts the data quality
and indirectly hindering the ongoing ERP change because of poor data. Furthermore,
there is a lot of data missing within the current system solution in order for the company
to go fully digital. In some places, there is such a lack of information, that these cavities
have beenmerged together and the current existing data has been summed up into amore
generalized collection of data. This forces the company to constantly work with manual
corrections, which is highly time consuming. This is one aspect that will hopefully
change for the better with the new ERP system fully implemented. One of the main
restrictions of digitalizing the company’s business operations is that the old ERP system
is not viable. There are too many customizations of the system, and because of this it is
hard to create and store their data. Berić et al. [11] have noticed that an ERP system is
a software package that makes the company capable to share common data and access
this information in real time. The case study shows how the old system is incapable of
achieving these results and therefore the digital transformation is needed from a data
management perspective of the company. The data management will yet again also help
the company in achieving their goals of increased efficiency and reduced cost for the
customer. Specifically, the manual corrections mentioned in the case study is a time-
consuming process and it is a cause of bad quality of data and it being hard to access for
the users. The digital transformation connected with the ERP change should enable the
organization to have less redundant- and more accessible data after the implementation.

4 Results

In order to achieve a successful digital transformation, it is necessary that organizational
change, data integration, and technology should be focused equally [2]. From the case
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study results, and the codes mentioned within their respective theme was created a
summary of the most significant factors affecting the company’s digital transformation
success (see Fig. 3). By doing so, a deeper understanding of the impact that a digital
transformation can have on an organization is achieved.

Fig. 3. Most significant factors affecting digital transformation in the studied company

As we can see in Fig. 3 (with the most significant factors affecting digital trans-
formation) the company is working with several aspects simultaneously during their
digital transformation and it is hard to determine what areas the company has focused
more of its resources on. The company has some kind of balanced focus in use within
their digital transformation projects, thus improving their chances of a successful digital
transformation as is mentioned by [2].

The studied company has done a lot of work for increasing the likelihood for a
successful digital transformation. In fact, the company’s management were aware of its
historically slow development processes, but with a newly implemented organizational
structure and an agile approach they wish to reinforce their capabilities using digital
technologies. However, the company’s management has found a risk with the ongoing
digital transformation that was due to a sudden need for delaying the first delivery of the
new ERP system. This means that the timeline of the project has suddenly undergone
through major changes, and instead of delivery the new ERP system in 2020 this was
rescheduled to 2023. Therefore, the management group of the project had to reevaluate
the time schedule and the involvement of every project participant needed to be over-
looked. With this in mind, there is a higher risk that the budget will not hold and the
pressure will increase when they will need to deliver a bigger part of the ERP system at
a later state.
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5 Conclusions

The study has looked to identify how structural, technological, and cultural organization
aspects influence a successful digital transformation in a company. In this specific case,
an ERP system changewas planned to be donewithin the company, and thus inducing the
need for a digital transformation. A case study was performed to identify the structural,
technological and cultural aspects of the company being studied.

In order to achieve a successful digital transformation, the company will need to
move from the more traditional, hierarchical organizational structure and to follow a
more decentralized and team-based model. Another key factor for a successful digital
transformation is the company’s ability to implement new technology. Through an agile
approach, a new digital platform is considered to be implemented in order to promote the
digital transformation. By working towards these agile operations and developing new
technologies, the digital matureness of the company will increase, further strengthening
their position to successfully implement the new ERP system. Additionally, the impacts
of the cultural aspect of an organization in their digital transformation is important to
be connected to the information that is provided to the affected parties prior to the
initiation of the project. The time restraint of the study limited to exclusively examine
how the company took on the change of their ERP system and subsequently their digital
transformation journey. Almost of the employees have worked from home because of
the circumstances from Covid-19 and therefore, it was harder to observe and get a clear
picture of the culture aspects within the organization. In a future research, it would be
of interest to explore more the cultural aspects and also it would also be of interest to
follow up the company throughout their process of the ERP system change project until
they finalized the new ERP system implementation.
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16. Moşteanu,N.R.: Challenges for organizational structure and design as a result of digitalization
and cybersecurity. Bus. Manag. Rev. 11(1), 278–286 (2020)

17. Sainger, G.: Leadership in digital age: a study on the role of leader in this era of digital
transformation. Int. J. Leadersh. 6(1), 1–6 (2018)

18. Shea, C.M., Jacobs, S.R., Esserman, D.A., Bruce, K., Weiner, B.J.: Organizational readiness
for implementing change: a psychometric assessment of a newmeasure. Implement. Sci. 9(1),
1–15 (2014)

19. Verina, N., Titko, J.: Digital transformation: conceptual framework. In: Proceedings of the
Int. Scientific Conference “Contemporary Issues in Business, Management and Economics
Engineering’ 2019”, Vilnius, Lithuania, pp. 719–727 (2019)

20. Denscombe, M.: The Good Research Guide: for Small-Scale Research Projects, 5th edn.
McGraw-Hill Education, Maidenhead, Berkshire (2014)

21. Yin, R.K.: Validity and generalization in future case study evaluations. Evaluation 19(3),
321–333 (2013)

22. Flyvbjerg, B.: Five misunderstandings about case-study research. Qual. Inq. 12(2), 219–245
(2006)

23. Yin, R.K.: Case StudyResearch: Design andMethods, 4th edn. SAGEPublications, Thousand
Oaks (2009)

24. Braun,V., Clarke,V.:Using thematic analysis in psychology.Qual. Res. Psychol. 3(2), 77–101
(2006)

25. Bryman, A.: Social Research Methods. Oxford University Press, Oxford (2016)
26. Ali, M., Miller, L.: ERP system implementation in large enterprises–a systematic literature

review. J. Enterp. Inf. Manag. 30(4), 666–692 (2017)

https://www.bain.com/insights/orchestrating-a-successful-digital-transformation/


Understanding Well-Being in Virtual Teams:
A Comparative Case Study

Almudena Cañibano1 , Petros Chamakiotis1(B) , Lukas Rojahn1,
and Emma Russell2

1 ESCP Business School, c/ Arroyofresno, 1, 28035 Madrid, Spain
pchamakiotis@escp.eu

2 University of Sussex, Brighton BN1 9SL, UK

Abstract. Although virtual teams (VTs) have been around for over two decades,
there are no studies explicitly examining their members’ well-being. Motivated,
therefore, by a knowledge gap in the VT literature, and a practical need to under-
stand well-being in this context due to the Covid-19 pandemic which has led to
an unprecedented transition into virtual working, in this paper, we draw on 14
interviews and present initial findings of a comparative case between two Euro-
pean organizations involving different types (global vs. local) of VTs (Phase 1).
Using the job demands-resources (JDR) model as our theoretical lens, we make
the following contributions:We identify the situated character of job demands and
resources among our participants, explaining howVTmembers experience simul-
taneously increased job demands and reduced job resources, which, in combina-
tion, may substantially impair their well-being. We also find that understandings
of demands and resources are idiosyncratic and vary depending on prior indi-
vidual experiences of VT members. We discuss initial theoretical and practical
contributions of Phase 1 of our study and outline our next steps (Phases 2 and 3).

Keywords: Virtual teams ·Well-being · Job demands-resources

1 Introduction

Virtual teams (VTs) have been around for over two decades and have recently regained
popularity because of an unprecedented transition into virtual working due to the Covid-
19 pandemic. VTs are generally known for their benefits for both the employer and the
employee [1], but also for their challenges, including trust [2], leadership [3], conflict [4],
creativity [5], and, more recently, engagement [6, 7]. During the last two decades, schol-
ars from information systems (IS), generalmanagement and kindred fields have sought to
understand how these challenges can be managed and what they mean for organizations,
leaders, and individuals, generally concluding that the management of VTs is different
due to the unique characteristics (e.g., dispersion, technology-mediation), suggesting
that older management practices based on traditional, face-to-face (F2F) environments
may not always be suitable.
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The existing literature on VTs mainly refers to global VTs (aka GVTs) which were
typically formed to bring together global talent despite geographical boundaries in orga-
nizations’ effort to develop a competitive advantage and/or to become more global [8].
In the current context, it has been argued that VTs were not developed for competition
or globalization purposes, but for survival [9]. According to these authors, VTs that
were formed in early 2020 as a response to the Covid-19 pandemic are more local in
character compared to the GVTs that dominated the literature in the pre-Covid-19 era,
and they are known for different types of challenges, including new phenomena such as
Zoom fatigue [9].What we see therefore is that different types of VTs engender different
types of challenges based on their (different) characteristics. Irrespective of VT type,
employee well-being constitutes a significant topic and is seen as a prerequisite for effec-
tive working in the traditional management literature [10, 11]. Individual well-being at
work results from the interplay of personal, job and organizational characteristics [12].
Perceptions of well-being are constructed by actors while they make and attribute mean-
ing to the world, drawing upon their previous experiences [13]. In this sense, well-being
is a subjective experience [14] that needs to be explored through the eyes of employees
[15, 16].

In this paper, we present a comparative case study on VT members’ perceptions of
well-being [14] (Phase 1). Recognizing that different types of VTs experience differ-
ent challenges, we focus on two European organizations – one involving GVTs and a
local one involving locally (nationally) dispersed VTs – in our quest to understand how
well-being is experienced in VTs with dissimilar levels of geographical dispersion. We
conducted a total of 14 interviews with (G)VT members of the two organizations and
used the job demands-resources (JDR) model [17] in order to classify thematically [18]
the factors that influence workers’ sense of well-being within the (G)VT context.

This comparative study is Phase 1 of a larger study involving an additional 28 inter-
views following a cross-sectorial multi-case study approach (Phase 2) and an envisaged
follow-up quantitative diary study (Phase 3). Our study is the first one to explicitly study
the topic of well-being in VTs building on a recognition of its importance within both
the GVT [19] and the local (largely Covid-19-driven) VT context [9]. Drawing on the
JDR model, we find that our Phase 1 participants’ experiences and perceptions of job
demands, and job resources are oftentimes situated. Phase 1 findings explain how VT
members experience simultaneously increased job demands and reduced job resources,
which, in combination, may substantially impair their well-being. We also find that
understandings of demands and resources are idiosyncratic and vary depending on prior
individual experiences of VT members. These findings are important and of value to a
multidisciplinary audience of academics (e.g., IS, management, human resources (HR)),
(G)VTmembers and leaders, HR professionals and professional bodies that may need to
revisit their policies given the recent interest in VTs worldwide, as well as to educators
teaching students on new ways of working, involving work in VTs.

In what follows, we present relevant theory (Sect. 2), our methodological approach
(Sect. 3), our findings from Phase 1 (Sect. 4) and preliminary contributions (Sect. 5),
and close the paper with our conclusions, the limitations of Phase 1 and our next steps
(Sect. 6).
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2 Relevant Literature

2.1 The Literature on (G)VTs

Commonly defined as groups of coworkers who are geographically, temporally and/or
organizationally dispersed and work together via information and communication tech-
nologies (ICTs) [e.g., 20], VTs are known for their unique characteristics: the afore-
mentioned types of dispersion, as well as their reliance on ICTs [1]. Scholars agree that
there exist different types of VTs based on the above dimensions – e.g., global vs. local;
inter- vs. intra-organizational; pure virtual vs. hybrid; and temporary vs. temporary; VTs
consisting of subgroups vs. geographically isolated members – each with a distinct set
of characteristics, and therefore, different types of challenges.

VT scholars have primarily sought to understand how management practices should
be adapted to accommodate those challenges, and indeed, a wealth of empirical studies
has emerged that advances theoretical knowledge in this literature and has been used to
inform practitioners on the ground too.What these studies have in common is their focus
on the issue of performance, i.e., scholars have focused on how, for example, leadership
should be practiced in order to ensure that VTs are high-performing and able to deliver
their tasks on time and successfully. Although recently we have seen a shift in focus on
topics such as engagement within the VT context [7], this too has been studied in an
effort to understand what VT leaders can do to ensure that their VTs continue to perform
well. The Covid-19 pandemic has brought hidden aspects of work in VTs to the surface
due to the sudden proliferation of this type of work across industries and the globe in an
enforced way. Contrary, therefore, to previous VTs that were more global in character
and were developed for different purposes, as explained in Sect. 1, new VTs are the
result of an enforced work from home approach that introduces new challenges [21].

Focusing on these new challenges, emerging literature in response to the Covid-
19 VTs highlights that VT members who work from home find it hard to coexist and
deliver their work successfully when sharing their home-based workspace with others
(e.g., family, housemates) or in parallel with other commitments (e.g., home-schooling,
caring responsibilities), and that, although work may be delivered, their personal sense
of well-being might be at stake [9]. Well-being has been recognized previously by HR
scholars as an important and yet overlooked aspect of virtual teamwork [19], however,
it remains an underexplored area in the VT literature [22].

Our position in this paper is that well-being constitutes an important area in all types
of VTs for different reasons and it is important because without it we may have high-
performing, but not necessarily sustainable, VTs [10, 23]. An important contributor to
VT success is the selection of pertinent ICTs as without ICTs work in VTs would not
be feasible [8]. While ICTs feature as the primary enabler of work in VTs, they have
also been identified as causing burnout due to prolonged and inadequate use [9]. Media
synchronicity theory suggests that ICTs vary in terms of their degree of synchronicity
from lean (asynchronous, e.g., email) to rich (synchronous, e.g., videoconferencing)
ones and that different ICTs work better for different tasks [24].
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Questions therefore arise as to how the unique characteristics of (different types of)
VTs, such as reliance on ICTs, influence their members’ sense of well-being. Explored
next is a model we borrow from the HR field that will help us frame those characteristics
in away that enables understanding of howVTmembers’ well-being is influencedwithin
this context.

2.2 Job Demands-Resources (JDR) Framework

The JDR is a heuristic model [25] that provides grounds to investigate the impact of work
factors on employee well-being in any type of occupation [26], ranging from dentists
[27] to cabin crew members [28]. This model encompasses two traditionally separate
literatures on job stress and work motivation to dynamically explain how changing
working conditions may be related to individual and organizational outcomes.

The JDRmodel was originally developed to explore how job characteristics are con-
nected to burnout [29]. This connection relies on two fundamental propositions. First,
the JDR model claims that all types of job aspects (physical, psychological, social or
organizational) can be categorized in one of two groups: job demands and job resources
[17]. Job demands refer to elements of the job that require continued effort, let it be cogni-
tive, emotional or physical. Role overload [30], role conflict [31], urgency or uncertainty
[12], exemplify job demands. Job resources refer to aspects of the job that are useful in
terms of: (a) meeting work objectives; (b) diminishing job demands and their associated
cost; or (c) encouraging employee learning and growth. Job resources can be offered
to employees at three different levels: organizational, interpersonal and individual [32].
Job security, role clarity, autonomy or performance feedback are commonly cited job
resources.

Second, the JDR model proposes that these job characteristics are connected to
employee well-being through two differential psychological mechanisms [17]. On the
one hand, the health-impairment process posits that excessive sustained job demands
(e.g., ongoing uncertainty) deplete employees of energy, leading to exhaustion and strain.
On the other hand, the motivation process assumes that job resources contribute to
employees fulfilling needs of autonomy, competence and relatedness [33]. For instance,
receiving constructive feedback can help individuals see the purpose of their effort, moti-
vating them to engage further. In addition, the model postulates two interactive mecha-
nisms: (a) job resources maymitigate the positive relationship between job demands and
job strain (e.g., having a supportive boss may reduce the negative influence of uncer-
tainty) [34]; and (b) job resources have a stronger influence on motivation when job
demands are high (receiving constructive feedback is more beneficial for those who deal
with ongoing tight deadlines) [17].

Following our literature review in the area of VTs and with the JDR serving as our
theoretical lens, we develop following research question which we seek to address in
this paper: How is well-being perceived in different types of VTs (global vs. local)?
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3 Methodological Approach

3.1 Phase 1 Case Organizations and Participants

We followed a qualitative case study approach with two European organizations: a
national transportation company (Company A) involving national VTs spread across the
country, and a strategicmanagement holding (CompanyB) involvingGVTs.Case studies
are suitable when wanting to gain in-depth understanding of a phenomenon within an
organizational context,whichmayalso contain truth that also canbe applicable elsewhere
[35]. This approach was a suitable one given the exploratory character of our study.

The only criterion for participant recruitment was current VT membership (global
or local) and we also aimed for some balance between VT leaders and VT members.
The former had more than four years of leadership experience in roles like recruitment,
assistance, purchasing or controlling. Eleven German and three Italian participants were
interviewed (in German and English respectively), and 57% of the participants were
female. GVT participants were based in Asia, the USA, Italy, or Germany and all had
more than one year VT experience at the time of interviewing. We selected participants
of different VTs in order to paint a rich picture of the VTs in the selected organizations.
We recruited 14 participants across the two organizations until we felt that saturation
had been reached.

3.2 Phase 1 Data Collection and Analysis Process

Semi-structured interviews constituted our main data collection method and we also
sent out questionnaires to gather bio-demographical information of our participants.
An interview guide was developed after carefully reviewing the relevant literature. The
interview guide was designed to cover all relevant areas (e.g., VT experience, whether
their work was demanding). All 14 interviews lasted a little over one hour each, took
place between June and August 2016.

Interviews were transcribed and analyzed on NVivo. We followed an interpretivist
approach [36] and were guided by the principles of grounded theory to analyze our data
[37] in order to get an understanding of what would come out of the dataset without
being biased from relevant literature. While open-coding, we created two large thematic
categories – “positive experiences” and “negative experiences” – and included all open
codes in them. Once open coding was completed, and following numerous meetings
among the authors, we used the JDR model to thematically categorize all open codes
into axial codes. These constituted our final codes and included: task overload, role
ambiguity, personal factors, and interpersonal factors, among others, all being factors
associated with either job demands or job resources as per the JDR model.

4 Phase 1 Research Findings

Participants’ accounts suggest that virtual teamworking has an influence on employee
well-being because it substantially impacts individual experiences at work. Our intervie-
wees described how working in VTs involved the emergence of additional job demands,



672 A. Cañibano et al.

which created an extra source of strain and potential distress. At the same time, they
reported how this type of work involved the appearance of supplementary job resources,
which may act as a source of motivation.

4.1 Emerging Job Demands in VTs

The participants described various experiences and factors related to virtual teamwork-
ing that required substantial effort, in addition to their standard task related effort. In
this sense, our participants’ experiences suggest that working in a VT may generate
task overload (in VTs, workers perform extra activities that add to their load) and role
ambiguity (in VTs, workers have less opportunities to learn what is expected of them
from contextual interactions).

Task overload happenswhen a person experiences difficulties in fulfilling the require-
ments of their various tasks because of the collective demands such tasks impose on them.
Our participants described five main factors that create new tasks for VT members and
may lead to overload: technological problems, dealing with time differences, adapting
to varying local working styles, overcoming the lack of body language and managing
arising conflicts.

The use of ICTs is an inherent characteristic of VTs. Our participants’ accounts
suggest that, when present, technical problems with ICTs create additional tasks for
VTs, which can generate task overload. One interviewee explained: “if you have a
meeting with a lot of people here and a lot of people at the other plant, and you have a
bad connection - this can really be a problem sometimes to go ahead with the meetings
if you have these connection problems.” (PB10). Another participant shared: “…it is
always a bit annoying when you spend the first 15 min trying to get someone to fix the
technical problem and there are four or five other people on the line.” (PB02).

‘To go ahead with the meetings’ these workers are expected to either solve the
technical problems or to be creative about information exchange. They often have to
performan IT-support function to their co-workers,whichwould not exist for a collocated
team. However, they do not receive specific training for this. One of them said: “I have
not participated in any training measures in this direction, but I have also not heard
from anyone that has.” (PA02).

Often, the additional demands creating task overload described by our participants
were specifically connected to the global nature of their VT. For instance, technical
problems were more frequently mentioned by the GVT participants. This is probably
linked to their interaction with countries having varying strengths of Internet connection
and their use ofmore heterogeneous devices. Other demandswere linked to the increased
locational and cultural diversity experienced inGVTs. For instance, timeor localworking
style differences were described by several GVT members as difficult to deal with,
challenging, problematic and creating new tasks to fulfil.

Regarding time differences, finding common time slots clashed with respecting each
participant’s normal working hours because they required very early-morning or late-
evening meetings. One of the participants said: “Of course, when it came to China, I
knew that I had to be there tomorrow at 8:30am because they wanted to go home, they
had already finished work, so you always had to take that into account. That’s why these
monthly meetings with China always took place in the morning, and the others with
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Brazil and America in the late afternoon.” (PB09). This participant’s account indicates
how both she and her Chinese colleagues had to work overtime in order to manage their
team responsibilities and to interact.

For PB10, the mere fact of finding time slots that were within everyone’s core work-
ing time was an additional role to be fulfilled which required extra time or making
concessions and working outside their usual working hours. When this participant was
probed about his feelings regarding this problem he said: “it is a little bit difficult, but
we don’t have many options, we need to do it like this” (PB10).

Cultural differences were also described as a source of additional tasks: “To be hon-
est, I find it much more difficult to work in a VT than in a team that is really on site.
Um, the reasons for that […] We simply had different ways of working and bringing that
together was sometimes a bit difficult.” (PB01). This account underlines how virtual
teamworking has opened the door to teams being increasingly diverse. Although enrich-
ing, this diversity can require additional effort from employees who need to navigate
different working styles and practices.

Our interviewees also described howmissing body language in communicating with
their teams created additional tasks: “Yes, I think you do miss [body language] a bit.
Because you really have to work on yourself to get it across when you don’t have the
opportunity to do it with gestures and facial expressions….so, it’s better to talk too
much than too little, because otherwise it doesn’t come across!” (PB09). Her account
highlights how VT members need to work on their communication skills because they
can seldom rely on non-verbal cues.

Other participants pointed out additional demands that emerge when cameras are not
turned on: “[Virtual working is] a bit more exhausting when […] for example, there’s
a discussion and you only hear 5 different voices on the phone, for example, then I
don’t know… Oh God, who said what now? I think that’s different when you have a live
discussion […] when someone hasn’t even dialed in with the video (camera off) and you
don’t know where something is coming from that doesn’t really add value basically.”
(PA01). This interviewee experienced the lack of body language as ‘exhausting’ because
she could not identify the person who transmitted information, suggesting the need for
more concentration and cognitive dedication.

Finally, for GVTs, the management of conflicts also appeared to create additional
tasks. One participant shared: “What is demanding is conflict management, or the
demanding, tough discussion - we sometimes have conflicts or opinions in the team […]
and it is demanding online to deal with them properly, or to structure them properly.”
(PB04). Solving conflicts requires VT workers to perform tasks outside of what would
be expected from them in a physical context. They experience this as less natural than
having a F2F conversation and need to work on how to ‘deal with them properly’ or how
‘to structure them properly’. While local VTs can circumvent this demand by dealing
with conflict when they meet F2F (which in the case of company A happened approxi-
mately once a month), GVTs cannot because they only see each other sporadically (once
a year for Company B).
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In addition to role overload, our findings suggest VT workers experience role ambi-
guity. Role ambiguity existswhen the expectations that need to be fulfilled in order to per-
form are doubtful or uncertain. VT workers, particularly in global contexts, can experi-
ence increased role ambiguity because they miss informal communication opportunities
and may encounter language barriers.

Informal communication opportunities, such as unplanned chats in the hallway, seem
to play an important role in clarifying expectations. Our participants pointed out that
missing such interactions may create role ambiguity. For instance, an interviewee said:
“Mini-information that is exchanged informally, such as in the coffee kitchen ‘Oh, just
seeing you…I’ve just spoken to customer XY, have you heard?’…I think that gets lost.”
(PA04).

This interviewee felt that information that would be passed on naturally by co-
workers in a physical context by for example walking down a hallway or randomly
meeting a co-worker in the coffee kitchen is not exchanged in aVTcontext. She explained
this as information that ‘gets lost’, leaving her with lingering doubts about evolving tasks
and responsibilities.

Language barriers can also create role ambiguity. Our GVT interviewees suggested
that speaking different native languages or having varying levels of English may create
confusing messages and miscommunication. For instance, one participant said: “you
speak a different language than the people or the headquarters and so (…) you don’t
have information” (PB10). This respondent indicates how speaking a different language
may entail missing information, which can lead to unclear tasks. Another explained
how she tries to deal with this problem: “…I sometimes speak much more slowly than
I normally would, and when I notice that it’s really extremely difficult linguistically, I
also try to adapt by not only speaking slowly but also simple” (PB02).

Overall, VT workers, particularly those belonging to GVTs, experience added tasks
in comparison to physically collocated teams and have less chances to clarify what
is expected of them and what different steps they should take in conducting their
work. These additional job demands are found to be connected to the experience of
job intensification, exhaustion and loneliness.

4.2 Reduced Job Resources in VTs

Participant accounts indicate that a variety of personal and interpersonal job resources
diminish in a VT context. However, existing resources mitigate job demands’ negative
impact on well-being. In addition, the extent to which different factors are understood
as resources by the participants depend on their prior VT working experiences.

First, regarding personal job resources, the key recurrent factor in participants’
accounts is giving and receiving feedback. Many perceived lack of feedback because
they were physically separated from co-workers or leaders: “Well, it’s actually more
difficult because of that, which is why I also say that it should be systematized, because
- so feedback among colleagues, you don’t even notice all the work they do, everyone is
more to themselves - and if someone doesn’t notice that anymore [because of the phys-
ical distance], then they can’t be given feedback anymore.” (PA04). This respondent
expressed a feeling of being ‘more to [her]self’ because of being in a VT. The decreased
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visibility of each worker’s work and achievements make it harder to give and receive
feedback and thus motivating appreciation and improvement tips.

Second, insofar as interpersonal resources are concerned, the informal interactions
that enable colleagues to get to know one another often disappear in VTs. Amember of a
GVT highlighted: “If I’m in a non-VT and the conversation is five minutes late because
the meeting room is still occupied, the colleagues stand outside the door and talk about
football or their children or the weather and get to know each other over time. Exactly
at such a moment, every colleague hangs in the virtual queue and is annoyed that it is
not happening now and that he is sitting there and is left alone.” (PB06).

The lack of an informal interaction is reinforced by the experience of feeling ‘alone’,
waiting in the virtual void. The bonds that are developed at the interstices of work,
seem to decline, both in quality and quantity due to physical separation and the lack
of opportunities to develop more personal connections. One interviewee described this
in the following terms: “Because you have this physical distance, you certainly don’t
have such a close bond. You do a lot over the phone, yes, but it doesn’t replace human
contact…” (PA04).

‘Human contact’ is valued as superior to virtual contact. For this reason, VTworkers
are keen on creating opportunities to meet in person and consider these meetings as a
key resource, particularly when they start working together: “at the beginning people
have to get to know each other personally and therefore we usually do a kick-off at one
of the locations where we say, ‘Now let’s all sit down together for a day and define how
we are actually working’” (PB06).

A F2F kick-off meeting allows VT members to establish the basis for building a
personal relationship. The regular physical meetings that are possible for the local VT
help maintain this interpersonal relationship. An interviewee said: “F2F meetings in
between [virtual meetings] are particularly important in order to strengthen the bond
and also to get to know each other.” (PA02).

This participant experienced regular physical contact with her teammates as a valu-
able resource for ‘strenghten[ing] the bond’ between them. This appears to be a moti-
vating factor having a positive impact on well-being. On the contrary, the members of
the GVT who did not have this opportunity expressed feelings of loneliness and demo-
tivation. One of them said “The risk is that you feel a bit alone sometimes […] you are
alone in another country, you are not motivated anymore” (PB10).

Although interpersonal resources seemed to decline for all participants, that does
not mean that they do not experience such resources at all. On the contrary, they are
sometimes indispensable to mitigate the negative effects of growing job demands. For
example, one participant described in detail how the support of others enabled a person
thatwas new to virtual interactions to copewith the demands of technology:“We had, um,
someone from another area invited to a WebEx, (…) although I did brief her beforehand,
the lady couldn’t cope with the technology (…) but all the other staff members were
(…) already dialed in, and it was very nice how everyone then wrote her a message, a
note or somehow said things like “Do this and that” and also absolutely supported her,
which was really nice. I think the first quarter of an hour of the meeting was actually a
funny cooperation, because we had to explain to the lady how everything works, and,
um, I think that was still really nice for the whole team, because everyone had the feeling
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of being there and maybe being able to help the lady, and then, exactly [on time], the
meeting started.” (PA01).

The general positive disposition of the team members motivated everyone to be
patient and left the participant a feeling of ‘being there’ for one another, despite the
distance. This example illustrates the capacity of resources to limit the downsides of
demands.

In sum, VT members seem to generally have less access to individual and inter-
personal resources than if they were working in the same space as the rest of their
team. Experiencing work with such diminished resources reduces motivation and cre-
ates feelings of loneliness and detachment from the team. However, when VT members
experience resources, these have the potential to mitigate the negative influence of job
demands individual well-being.

It must be noted that the extent to which each VT worker interprets certain factors as
resources seems to be related to their prior experience in working virtually. For example,
this is the case with F2F meetings. One participant was discouraged with the lack of F2F
interaction with her supervisor, explaining that “especially now, since [name hidden]
is my boss, I think out of 30 days, maybe I see her for two days [in person]” (PA01).
This individual, who had limited experience working virtually did not interpret those
two days of F2F contact a month as a resource that could counterbalance the demands
of virtual work. On the contrary, a participant who had substantial experience working
virtually understood punctual F2F meeting as relevant resources. He highlighted: “we
are at least trying to send the staff to Germany once, to get to know as many people
as possible [in person] and to use this to build the first foundations [of interpersonal
connections].” (PB03). For him, a rare interaction (‘at least once’) was understood as
an important step in building interpersonal job resources. These accounts underline that
the understanding of resources is idiosyncratic and situated. Virtual workers will build
on their prior experiences to develop contextual interpretations which may affect their
well-being differently.

5 Discussion

5.1 Theoretical Contributions

Driven by a recognized need to study well-being in the context of (G)VTs [e.g., 22], in
this study we have used the JDRmodel from the HR literature to study (G)VTmembers’
experiences and perceptions of job demands and job resources in particular. We have
chosen two organizations, one involving GVT members and another involving locally
(nationally) dispersed VT members, to identify similarities and differences in these two
different types of VTs.

Our findings indicate that VT members experience additional job demands (e.g.,
role overload and role ambiguity) and reduced job resources. Our interviewees spoke
about hidden aspects of their experiences in VTs, in relation to issues caused by ICTs
for example. Although the VT literature has explained that different ICTs might be
better for different tasks [24], the existing VT literature does not explain how hidden,
formally unacknowledged issues related to ICT use may affect VTmembers’ experience
of demands. A similar study has introduced the term ‘digi-housekeeping’ to refer to
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formally unrecognized, and yet time-consuming and often troublesome, tasks associated
with flexible working [38]. Our study highlights that similar issues add to the demands
experienced by the VT worker. Consequently, VT workers may experience more strain
leading to decreasedwell-being. In our study, these additional demandswere particularly
salient for GVT. Time differences and expecting GVT colleagues from other locations
to be available after hours is an example that can potentially lead to violations of one’s
work-life boundaries. It has been argued that work-life boundaries might be violated in
alternative working environments, such as Covid-19 VTs [9], however our study shows
that this is the casewith traditionalGVTs aswell. Our findings therefore both corroborate
and extend suspicions in the recent literature that demands in the VT context may indeed
be higher than in F2F teams [9].

We also found that VT members also experience reduced resources such as sup-
port from colleagues or feedback, which may reduce their motivation and in turn their
well-being. These findings relate to the lack of social context in the VT environment.
Researchers have posited that establishing and maintaining a social context in VTs is
essential [39]. Our study extends these findings by showing that establishing and main-
taining a social context has a paramount effect on how resources are experienced by
(G)VT members. At the same time, our study has shown that the same resources whose
lack may be detrimental can be used to mitigate the negative impact of job demands. Our
argument is therefore that these resources are critical to render VT working sustainable.
Finally, our analysis of the two cases has highlighted that individual understandings of
demands and resources are idiosyncratic and situated; they depend to a certain extent on
prior experience with VTs. Understanding individual experiences is important to depict
the connection between VT working and well-being.

5.2 Practical Contributions

Our study has important practical value for both VT leaders and VT members. The
former should make sure that their VTs are sufficiently equipped with the necessary
resources and that demands – even invisible and formally unrecognized demands – do
not exceed the resources available to VT members. Although leaders have little room
to reduce certain demands, offering VT members sufficient resources can mitigate the
strain created by demands. They should also appreciate that the issue of well-being
is largely a personal issue and may be experienced differently by different individuals
in the same VTs. Therefore, an understanding of the situated character of well-being
in relation to the VT configuration (e.g., local, global, inter-/intra-organizational) is
necessary in this regard. VT members, on the other hand, should be comfortable sharing
honestly and transparently with their leaders how they feel and what could improve the
equilibrium between demands and resources while taking into consideration their own
personal circumstances that may affect their ability to deliver on their tasks.

6 Conclusion, Limitations, and Next Steps (Phases 2 and 3)

Using data on employee-lived experiences of working in VTs and drawing on JDR
theory, we have shown that specific demands, such as task overload and role ambigu-
ity, emerge from this type of work. Such demands, which differ between global and
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local teams, impair workers’ well-being. At the same time, we found that VT members
experience more difficulties accessing important resources such as feedback and inter-
personal connections. As a result, they are more likely to struggle to fulfil basic needs of
competence and relatedness, which mitigate the well-being downsides of job demands.
Although understandings of demands and resources are idiosyncratic and vary depend-
ing on prior individual experiences of VT members, in combination, the experience of
increased demands and reduced resources challenges the sustainability of VTs.

Our study has some limitations, such as our relatively small sample, which we
will be overcoming with Phases 2 and 3 of our larger study. For Phase 2, we have
already conducted 28 interviews with members of (G)VTs following a qualitative, cross-
sectorial (e.g., consulting, aviation, IT)multi-case study approach.These interviewswere
conducted during the Covid-19 pandemic, capturing issues affecting well-being, which
are more relevant today. We are currently in the process of analyzing those data and by
the time of the conference we expect to be able to present findings from Phase 2 too. For
Phase 3, we have envisaged a quantitative study whereby we will ask a larger number
of participants to keep a diary of issues affecting their well-being for a week, with the
aim of (a) overcoming some of the limitations characterizing interviews and (b) testing
the statistical generalizability of our findings from Phases 1 and 2.

Acknowledgements. The authors would like to thank the research participants at the two
organizations and Franziska Forchhammer for helping with data collection in Phase 1.
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Abstract. In recent years, organizations and researchers have become increas-
ingly interested in digital transformation. Technology has found its way into the
lives of customers, but at the same time is disrupting industries by enabling orga-
nizations, that have embraced it, to gain more and more competitive advantages.
However, technology is only one factor of a successful digital transformation
strategy, where culture, management, human resources etc. also play an impor-
tant role. While digital transformation has been researched over the years from
multiple points of view, limited studies have focused in detail on the impact of
technology on digital transformation. Questions such as how fast an organiza-
tion should adapt to the evolution of technology, which technologies should be
preferred and finally, in which cases technology might delay the digital transfor-
mation process, remain unanswered. The present paper aims to fill this gap by
conducting a systematic literature review of 74 related articles, based on the Web-
ster &Watson methodology, followed by a concept analysis of technology related
themes in digital transformation. The results of the analysis reveal that technology
does not only act as an enabler or driver of digital transformation, but can also be
a barrier of it. While we contribute with our paper to the research body in digital
transformation, at the same time, we identify potential research gaps that leave
space for further investigation.

Keywords: Digital transformation · Technology · Industry 4.0

1 Introduction

We live in a rapidly moving world where entire industry sectors are being disrupted
by digital technologies. Organizations in a multitude of industries are experiencing the
impact of digital technologies that are continuously transforming their external envi-
ronment regarding customer expectations and competition. This trend, called digital
disruption, is altering the rulebook of business [1, 2]. Digital transformation is about
how companies manage to respond to this new reality created by digital disruption [32].
It is likely that companies that will fail to adapt to the new digital reality will become
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victims of “digital Darwinism”, where established firms may disappear and only those
firms that are more adaptable and responsive to technological trends will survive and
remain in this new competitive landscape. [3, 4].

The digital transformation of an organization is a complex process that starts with
the awareness that a digital transformation is needed followed by a detailed digital
strategy along with the identification of potential barriers. The formulation of a digital
transformation strategy must consider, besides the technological factor, also shaping a
digital culture and other factors [1, 2, 5, 9]. Although, technology is undoubtedly at the
heart of digital transformation, little research attention has been paid on how in detail
technology impacts digital transformation.

The goal of this paper is to reveal important aspects of the contribution of technology
to digital transformation, through a systematic literature review. Seventy-four articles
were reviewed based on the Webster and Watson (2002) [10] methodology. Digital
transformation is a challenge for companies all over the world and technology, which
is a key pillar of it, requires careful attention as it is constantly evolving. Hence, it is
necessary to capture the current level of research on the technology’s impact on digital
transformation.

This paper is structured as follows: Sect. 2 outlines the methodology we used to
conduct the literature review. The results of the analysis of the articles are discussed in
Sect. 3. Finally, in the last section we state our conclusion and provide suggestions for
future research.

2 Methodology and Data

We followed the systematic literature review process, as introduced by Webster and
Watson [10]. It is a three-stage process: 1) The current literature reviews were examined
to identify databases and keywords. 2) This was followed by an extensive backward
search to examine citations and forward search to identify citations of the selected
articles. 3) Finally, all articles were classified by concept based on their content and
potential research opportunities were identified.

2.1 Previous Literature Reviews

To the best of our knowledge, no current literature review has exclusively addressed
the technological aspects of digital transformation but has researched the phenomenon
by studying a wide range of factors affecting it. There are, however, existing literature
reviews that place greater emphasis on digital technology as an important factor of digital
transformation (Table 1).

Pihir et al. (2019) [12] point out that the concepts of business innovation and agility
in changemanagement, are equally important as technologies. They list the technologies
that are important for the digital transformation process of a business and emphasize
on the fact that technologies evolve over time following a technological life cycle. Vial
(2019) [11] argues that digital technologies allow for new forms of collaborative work-
ing between distributed networks of different actors and offer an enormous potential for



Technology as Driver, Enabler and Barrier of Digital Transformation 683

Table 1. Previous literature reviews

Authors Year Title Methodology Findings

Pihir et al. [9] 2020 Digital transformation
playground - literature
review and framework
of concepts

2 Databases 528
Articles Quantitative
Analysis 10 most cited
Articles Qualitative
Analysis

Business innovation
and agility are as
important as new
technologies. A list of
current technology
trends is presented

Vial [11] 2019 Understanding digital
transformation: A
review and a research
agenda

3 Databases 282
Articles

Technologies can be
classified according to
categories.
Technologies are
often source of
disruption

innovation and organizational performance. He supports that technology can be classi-
fied under the acronym “SMACIT” (Social, Mobile, Analytics, Cloud, IoT). However,
what existing literature reviews did not manage to address, is when an organization
should respond to the evolution of technology, which technologies should it utilize on
priority and how failing to adapt to technological advances in time, affects its digital
transformation efforts.

2.2 Article Selection

The articles were retrieved from the Scopus and Web of Science databases using com-
binations of the keywords digital, transform, industry 4.0, business strategy etc. in the
title, keyword and abstract fields. All articles were published in peer reviewed journals
and conference proceedings. No constraints were imposed on the year of publication.

In total 2276 articles were gathered by searching for the above keywords. After
applying the language, source and category restrictions in 510 articles were left. The
remaining articles were examined for their contents, which resulted in the exclusion of
236 articles based on their title, 139 articles based on their abstract and 71 articles based
on content. Thereafter, 3 duplicate articles were removed, leaving a total of 61. To these
11 articles were added from the backward search and 2 articles from the forward search.
This yielded 74 articles for analysis (Fig. 1).

The search was completed when repeating articles for the various keyword com-
binations were found. Consequently, the critical number of articles had been obtained
[10].
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Total Articles to Analyze
74

Backward and Forward Search

Backward 
11

Forward 
2

Removing Duplicates

3

Rejected articles based on content
Based on Title

236
Based on Abstract

139
Based on Full Text

71

Applying Filters: English, Journals & Conference Proceedings, Business and Decision 
Sciences 

Scopus 
392

Web of Science
118

Database Search Results
Scopus 
1708

Web of Science
568

Fig. 1. Article selection process

2.3 Classification Framework

Seventy-four articles were analyzed using a classification framework. All articles were
classified into 3 broad concepts (Technology as driver of digital transformation, Tech-
nology as enabler of digital transformation, Technology as barrier of digital transfor-
mation), that will provide a better understanding about the role of technology in digital
transformation and aid future researchers to expand the related research body.

3 Results

3.1 Technology as Driver of Digital Transformation

Beyond competition, an organization is subject to pressures from external touch points,
such as with customers or suppliers that require it to adapt to their level of technol-
ogy, but also to improve its internal processes to support this adaptation. Customers
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nowadays intensively use digital technology, live and move digitally, while demand-
ing from every company a customer value proposition and a service via new digital
communication channels and at increased speed [13–19]. Therefore, firms are forced
to adopt technologies that allow immediate and fast communication with the customer
[6–8]. In the same sense, the concept of disintermediation has emerged in recent years,
where companies that used to sell services and products through middlemen, e.g. air-
lines through travel agencies, have built entire technological infrastructures to process
and support direct customer sales [20]. Similarly, supplier technology infrastructures
are pushing businesses towards a technological revamp and digital transformation. The
need for production forecasting is driving many suppliers to install supply chain soft-
ware and end to end monitoring systems. Therefore, the development of a corresponding
technological infrastructure and processes by their customers for proper communication
with the supplier is imperative [14]. This requires alignment between the supplier and
the firm in terms of the supplier’s IT strategy, which needs to be factored into the firm’s
digital transformation efforts.

The new technologies needed for a firm to interact with its externals touch points
and to face competition, also lead to the adaptation of new digitally supported internal
processes that shape the firm’s digital value chain [16, 21].

The above processes and interactions produce a fair amount of data, which requires
new technological infrastructure, usually cloud based, for data analysis and storage
[14, 22]. Beyond data storage and analysis, complex technological infrastructure and
data protection legislation, also require investments in security [23–25]. However, while
organizations are generally positive about the changes brought by technological devel-
opments and the competitive environment, changes imposed by regulatory frameworks
are viewed negatively [26].

3.2 Technology as Enabler of Digital Transformation

In our literature review, we identified the wide variety of technologies referred to by
scholars. The most frequent references are to Data, Cloud, IoT, artificial intelligence, as
well as fast communications and 5G. The technologies of 3D Printing, the use of APIs,
Augmented Reality, Blockchain, Analytics, Product Platforms, Robotics Automation
and SOA Architecture are also referred to (Table 2). While Pihir et al. (2020) also lists
a subset of our findings, he stresses the fact that technologies preferences change over
time and follow a “technological life cycle” [12] In our research, however, we have not
been able to identify what the speed of the adaptation to the life cycle of the evolution
of technology should be and whether it varies according to the industry in which the
organization operates.
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Table 2. Technologies enabling digital transformation

Technologies References Technologies References

3D Printing [27–30] Digital Analytics [31, 33]

AI Artificial
Intelligence

[16, 28, 29, 34–40] Fast
Communication &
5G

[21, 37, 40–44]

APIs [45, 46] IoT-Smart
Connected Products

[14, 28–30, 34, 36, 38–40, 42, 43, 47, 50]

Augmented
Reality

[27–29] Product Platforms [29, 51–53]

Data, Big Data,
Effective Data
Management

[14, 16, 22, 24, 28–30, 34–42, 44, 46, 48, 54–59] Robotics
Automation

[29, 37, 42]

Blockchain [28, 51] Services Oriented
Architecture SOA

[24]

Cloud Computing [14, 24, 28–30, 34, 38, 44, 47, 48, 50, 55]

It is noteworthy that many scholars mention that the use of technologies also requires
an IT strategy in full compliance with business objectives and the use of appropriate
software that exploits these technologies [24, 60–69]. Firms which choose to develop
their own software, should adopt the agile process [29, 35, 40, 70] to quickly adapt
to requirement changes and, if they offer digital products and services, reduce time to
market.

3.3 Technology as Barrier of Digital Transformation

While technology is best known as an enabler of digital transformation, we found that
many researchers emphasize another facet of technology as barrier of digital transfor-
mation. A number of researchers stressed the issues of the incompatibility of preexisting
technological infrastructure and monolithic legacy or inflexible “tailor-made” software
with modern one and its lack of integration. Conventional monolithic architecture does
not meet the demand for scalability and rapid development. A scalable IT architecture
needs to be implemented using APIs, based on a microservices architecture and inte-
gration, both within the company and for the interaction with external partners [45,
71–73].

Moreover, a frequent issue that hinders mainly industrial sectors in the context of
Industry 4.0 and the use of IoT, is the lack of high-speed communication networks and
broadband infrastructure as well as missing unified communication protocols which are
needed for Industry 4.0 technologies integration of systems, both inside and outside the
organization [22, 49, 74].

Another significant challenge is the risk involved with IT security and data protec-
tion, where many organizations find it difficult to accept the risk of implementing new
technologies and the costs involved [34, 75].

Our literature review with the concept analysis of 74 articles, has given us solid
ground for a theoretical model, which is visualized below (Fig. 2).
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External Touchpoints

Technological Enablers 
Data, Cloud, IoT, artificial

intelligence, Fast communications 
and 5G, 3D Printing, the use of 

APIs, Augmented Reality, Block-
chain, Analytics, Product Platforms, 

Robotics Automation and SOA 
Architecture & IT Strategy

Technological Barriers
Outdated IT infrastructure,  legacy 
and monolithic software, lack of 

highspeed communication, IT Se-
curity risks and data protection 

requirements  

Customer Technology

Supplier Technology

other

Organization  

require techno-
logical revamp 
and digital trans-
formation

Organization faces technological 
barriers on its way to digital trans-

formation

Organization uses technology as 
digital transformation enabler

Fig. 2. Theoretical model

As illustrated in the figure above, an organization is influenced by actors at its exter-
nal touch points, such as customers and suppliers and the technology they use. The
organization must decide how to adapt, by upgrading its technology and adjusting its
digital transformation strategy. In this endeavor it may face obstacles, such as outdated
technological infrastructure, lack of broadband communication, but also issues related
to IT system security and the data protection regulatory framework. The organization,
after overcoming these obstacles, is leveraging modern technologies as enabler on its
way to digital transformation. As evidenced in our research, it is important that this
process flow is considered when designing a digital transformation strategy.

4 Conclusion

The purpose of this paper was to examine the role of technology as a driver, enabler and
barrier of the digital transformation of an organization.We conducted a literature review,
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based on a specific methodology, as it has been frequently used previously to explore
information systems strategy and digital transformation topics [10, 76]. Although our
paper discusses an essential factor of digital transformation, existing literature reviews
haven’t analyzed it in detail.

Our research has revealed that technological developments in a firm’s environment
often force it to technological upgrades and, in essence, to digital transformation. It is
no longer an option, but an immediate requirement for the business to be able to interact
with its environment and comply with new regulatory frameworks. At the same time
technology has been repeatedly highlighted as a key enabler of a company’s digital
transformation. Thus, specific technologies are distinguished in terms of their frequency
of use. In any case, the technologies applied must be part of an integrated information
systems strategy.

The evolution of technology itself often requires frequent updates and optimization,
as the use of outdated technology or missing technology makes it difficult for a company
to advance and introduces security risks that act as barriers to its digital transformation.
The contribution of this paper is significant for both scholars and practitioners in the
field of digital transformation. Managers are given insights into the positive and negative
contributions of technology in forming a digital transformation strategy, so that they will
be able to better estimate risks and benefits in their endeavors. Scholars can use this work
as a motivation for their own future studies and build on our findings and the research
gaps we identified and propose as future research topics.

We are aware that our research has limitations. Although we searched for multiple
combinations of “digital transformation” and related keywords, there still might be arti-
cles referring to digital transformation without having the term, or variations of it, in
their title or abstract. Additionally, we limited our search to business related publications
which excluded more technical papers. Moreover, we only examined papers written in
English, which excluded articles in other languages that contribute to current research.

Our analysis focused on how external touchpoints of an organization with customers
and suppliers impact its technological progress, future studies are recommended to inves-
tigate how external touchpoints with other actors, such as the government and its tech-
nology (tax collection, social security etc.) impact a firm’s technological requirements.
While we conducted a cross-industry analysis of the most frequent technologies used,
future research might find it useful to classify existing technologies and their use, based
on industry.

References

1. Hess, T., Matt, C., Benlian, A., Wiesböck, F.: Options for formulating a digital transformation
strategy. In: Galliers, Robert D., Leidner, Dorothy E., Simeonova, Boyka (eds.) Strategic
Information Management: Theory and Practice, 5th edn., pp. 151–173. Routledge, London
(2020). https://doi.org/10.4324/9780429286797-7

2. Kane, G.: The technology fallacy: people are the real key to digital transformation. Res.-
Technol. Manag. 62(6), 44–49 (2019). https://doi.org/10.1080/08956308.2019.1661079

3. Ismail, M.H., Khater, M., Zaki, M.: Digital business transformation and strategy: what do we
know so far? (2018). https://doi.org/10.13140/RG.2.2.36492.62086

https://doi.org/10.4324/9780429286797-7
https://doi.org/10.1080/08956308.2019.1661079
https://doi.org/10.13140/RG.2.2.36492.62086


Technology as Driver, Enabler and Barrier of Digital Transformation 689

4. Schwartz, E.I.: Digital Darwinism: 7 Breakthrough Business Strategies for Surviving in the
Cutthroat Web Economy, Updated edition. Broadway, New York (2001)

5. Chanias, S., Myers, M.D., Hess, T.: Digital transformation strategy making in pre-digital
organizations: the case of a financial services provider. J. Strateg. Inf. Syst. 28(1), 17–33
(2019). https://doi.org/10.1016/j.jsis.2018.11.003

6. Dengler, K., Matthes, B.: The impacts of digital transformation on the labour market: substi-
tution potentials of occupations in Germany. Technol. Forecast. Soc. Change 137, 304–316
(2018). https://doi.org/10.1016/j.techfore.2018.09.024

7. Gurbaxani, V., Dunkle, D.: Gearing up for successful digital transformation. MIS Q. Exec.
18(3), 209–220 (2019). https://doi.org/10.17705/2msqe.00017

8. Nadkarni, S., Prügl, R.: Digital transformation: a review, synthesis and opportunities for
future research. Manag. Rev. Q. 71(2), 233–341 (2020). https://doi.org/10.1007/s11301-020-
00185-7

9. Rautenbach, W.J., de Kock, I., Jooste, J.L.: The development of a conceptual model for
enabling a value-adding digital transformation: a conceptual model that aids organisations
in the digital transformation process. In: 2019 IEEE International Conference on Engineer-
ing, Technology and Innovation (ICE/ITMC), Valbonne Sophia-Antipolis, France, pp. 1–10
(2019). https://doi.org/10.1109/ICE.2019.8792675

10. Webster, J., Watson, R.T.: Analyzing the past to prepare for the future: writing a literature
review. MIS Q. 26(2), xiii–xxiii (2002)

11. Vial, G.: Understanding digital transformation: a review and a research agenda. J. Strateg.
Inf. Syst. 28(2), 118–144 (2019). https://doi.org/10.1016/j.jsis.2019.01.003
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56. Kontić, L., Vidicki, Ð: Strategy for digital organization: testing a measurement tool for digi-
tal transformation. Strateg. Manag. 23(2), 29–35 (2018). https://doi.org/10.5937/StraMan18
01029K

https://doi.org/10.1016/j.ijpe.2019.06.023
https://doi.org/10.1016/j.jbusres.2019.09.022
https://doi.org/10.1142/S0219877020500042
https://doi.org/10.1108/JSMA-05-2019-0070
https://doi.org/10.17323/1998-0663.2019.2.59.72
https://doi.org/10.1109/TEMSCON.2019.8813559
https://doi.org/10.1016/j.ijpe.2020.107617
https://doi.org/10.1016/j.techfore.2019.01.014
https://doi.org/10.1109/STC-CSIT.2019.8929818
https://doi.org/10.1016/j.infoandorg.2018.02.004
https://doi.org/10.1111/isj.12153
https://doi.org/10.1080/07421222.2015.1029380
https://doi.org/10.1080/12460125.2018.1468697
https://doi.org/10.1080/19761597.2019.1700384
https://doi.org/10.5937/StraMan1801029K


692 V. Tsiavos and F. Kitsios

57. Sebastian, I., Ross, J., Beath, C., Mocker, M., Moloney, K., Fonstad, N.: How big old compa-
nies navigate digital transformation. In: Galliers, R.D., Leidner, D.E., Simeonova, B. (eds.)
Strategic Information Management: Theory and Practice, 5th edn., pp. 133–150. Routledge,
London (2020). https://doi.org/10.4324/9780429286797-6

58. Nwankpa, J.K., Roumani, Y.: IT capability and digital transformation: a firm performance
perspective, p. 16 (2016)

59. Romero, D., Flores, M., Herrera, M., Resendez, H.: Five management pillars for digital trans-
formation integrating the lean thinking philosophy. In: 2019 IEEE InternationalConference on
Engineering, Technology and Innovation (ICE/ITMC), Valbonne Sophia-Antipolis, France,
pp. 1–8 (2019). https://doi.org/10.1109/ICE.2019.8792650

60. Eller, R., Alford, P., Kallmünzer, A., Peters, M.: Antecedents, consequences, and challenges
of small andmedium-sized enterprise digitalization. J. Bus. Res. 112, 119–127 (2020). https://
doi.org/10.1016/j.jbusres.2020.03.004

61. Hansen,A.M.:Rapid adaptation in digital transformation: a participatory process for engaging
IS and business leaders, p. 12 (2011)

62. Singh, A., Klarner, P., Hess, T.: How do chief digital officers pursue digital transformation
activities? The role of organization design parameters. Long Range Plann. 53(3), 101890
(2020). https://doi.org/10.1016/j.lrp.2019.07.001

63. Chanias, S., Hess, T.: Understanding digital transformation strategy formation: insights from
Europe’s automotive industry, p. 17

64. Haffke, I., Kalgovas, B., Benlian, A.: The role of the CIO and the CDO in an organization’s
digital transformation, p. 21 (2016)

65. Li, F.: The digital transformation of businessmodels in the creative industries: a holistic frame-
work and emerging trends. Technovation 92–93, 102012 (2020). https://doi.org/10.1016/j.tec
hnovation.2017.12.004

66. Li, Z., et al.: An enhanced reconfiguration for deterministic transmission in time-triggered
networks. IEEEACM Trans. Netw. 27(3), 1124–1137 (2019). https://doi.org/10.1109/TNET.
2019.2911272

67. Ndemo, B., Weiss, T.: Making sense of Africa’s emerging digital transformation and its many
futures. Afr. J. Manag. 3(3–4), 328–347 (2017). https://doi.org/10.1080/23322373.2017.140
0260

68. Sanchez, M.A., Zuntini, J.I.: Organizational readiness for the digital transformation: a case
study research. Rev. Gest. Tecnol. 18(2), 70–99 (2018). https://doi.org/10.20397/2177-6652/
2018.v18i2.1316

69. Angelopoulos, S., Kitsios, F., Babulac, E.: From e to u: towards an innovative digital era.
In: Symonds, J. (ed.) Ubiquitous and Pervasive Computing: Concepts, Methodologies, Tools,
and Applications, Chapter 103, pp. 1669–1687. IGI Global Publishing (2010)

70. Shaughnessy, H.: Creating digital transformation: strategies and steps. Strategy Leadersh.
46(2), 19–25 (2018). https://doi.org/10.1108/SL-12-2017-0126

71. Tapia, F., Mora, M., Fuertes, W., Aules, H., Flores, E., Toulkeridis, T.: From monolithic
systems tomicroservices: a comparative studyof performance.Appl. Sci.10(17), 5797 (2020).
https://doi.org/10.3390/app10175797

72. Agostino, D., Arnaboldi, M., Lema, M.D.: New development: COVID-19 as an accelerator of
digital transformation in public service delivery. Public Money Manag. 41(1), 69–72 (2021).
https://doi.org/10.1080/09540962.2020.1764206

73. Horlach, B., Drews, P., Schirmer, I.: Bimodal IT: business-IT alignment in the age of digital
transformation, p. 13 (2016)

74. Raj, A., Dwivedi, G., Sharma, A., Lopes de Sousa Jabbour, A.B., Rajak, S.: Barriers to the
adoption of Industry 4.0 technologies in the manufacturing sector: an inter-country compar-
ative perspective. Int. J. Prod. Econ. 224, 107546 (2020). https://doi.org/10.1016/j.ijpe.2019.
107546

https://doi.org/10.4324/9780429286797-6
https://doi.org/10.1109/ICE.2019.8792650
https://doi.org/10.1016/j.jbusres.2020.03.004
https://doi.org/10.1016/j.lrp.2019.07.001
https://doi.org/10.1016/j.technovation.2017.12.004
https://doi.org/10.1109/TNET.2019.2911272
https://doi.org/10.1080/23322373.2017.1400260
https://doi.org/10.20397/2177-6652/2018.v18i2.1316
https://doi.org/10.1108/SL-12-2017-0126
https://doi.org/10.3390/app10175797
https://doi.org/10.1080/09540962.2020.1764206
https://doi.org/10.1016/j.ijpe.2019.107546


Technology as Driver, Enabler and Barrier of Digital Transformation 693

75. von Leipzig, T., et al.: Initialising customer-orientated digital transformation in enterprises.
Procedia Manuf. 8, 517–524 (2017). https://doi.org/10.1016/j.promfg.2017.02.066

76. Kitsios, F., Kamariotou, M.: Business strategy modelling based on enterprise architecture:
a state of the art review. Bus. Process Manag. J. 25(4), 606–624 (2019). https://doi.org/10.
1108/BPMJ-05-2017-0122

https://doi.org/10.1016/j.promfg.2017.02.066
https://doi.org/10.1108/BPMJ-05-2017-0122


Towards a New Value Chain for the Audio
Industry

Mahdieh Darvish(B), Matthias Murawski, and Markus Bick

ESCP Business School Berlin, Heubnerweg 8-10, 14059 Berlin, Germany
{mdarvish,mmurawski,mbick}@escpeurope.eu

Abstract. Since the late 1990s, audio industry has been subject to severe changes,
due to the advent of new technologies such as the mp3 compression codec and the
related arrival of peer2peer sharing platforms. The latter ones were replaced by
streaming platforms which now drive the digital transformation in this industry.
However, there is still turmoil on how digital transformation in this field again
facilitates new forms of business. Thus, there is an ongoing change regarding
the way value is created and captured within a new market structure. The main
objective of our work is to map this new market structure and the new ways of
value creation considering the recent developments in the audio industry. Based on
a literature review we derive our first drafts of both models which were modified
across two focus group workshops afterwards. Moreover, expert interviews are
employed to evaluate and continuously modify our models for the current as well
as future audio industry. The two models presented in this paper, capture the
current value creation mechanisms in the audio industry and provide insights to
better understand the future developments facilitated by digital technologies for
academia and in practice.

Keywords: Value chain ·Market structure · Audio · Entertainment & media
industry · Digital transformation · Technology

1 Introduction

Technology shifts have caused dramatic changes in many different industries in recent
years, not only innovating production processes [1], but also introducing new forms of
business models and value creation from a more extensive perspective [2]. In particular,
industries with mostly digital products, such as audio industry are providing value to
customers from a newperspective [3]which is creating a disruption in the pre-established
rules of doing business [4]. For example, while the popularity of digital music is growing
steadily, the retail sales of recorded music in physical format has dropped from e14.6
billion in 1999 to e1.2 billion in 2019, accounting for only 10% of the total revenue of
e11.1 billion for all formats including download music, on-demand streaming as well
as paid subscriptions (U.S. Sales Database).

Distributing music as digital information goods has impacted the value chain and,
therefore the market structure of audio industry significantly [5]. In the past years,
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platforms like Spotify.com challenged the business models in the audio industry contin-
uously by making the music streaming a source of revenue, transforming the established
music value chain from ownership to music as a service [6]. The growing importance
of subscriber revenue in this sector drives the creation of new forms of business mod-
els from a different aspect across the industry [3]. Other audio products such as audio
narratives and podcasts have been also growing continuously in terms of producer and
listener as well as platforms facilitating digital publication [7, 8] and driving vastly the
digital transformation in this industry [7].

Furthermore, digitization – defined as “the material process of converting analog
streams of information into digital bits” [8] – blurs different product and industry bound-
aries [9] by creating opportunities for reconfiguration of the design and production,
decoupling form from function and media from content as well as coupling traditionally
unrelated products [9, 10]. Audio products as a type of goods with a high possibility of
being digitized have been experiencing this transformation with radical aftereffects for
the business in this field in the past decade [11].

Consequently, digitalization or digital transformation – defined as “the changes asso-
ciated with the application of digital technology”– has led to a new value chain for
the audio industry which captures the dynamic between different market players in a
co-creating context enabled by new digital technologies [11, 12].

Examples, such as the extended role of distribution platforms in the production
process (e.g., Amazon Music Original) and new forms of customer products (e.g., new
audio experience: music and talk content from spottify.com) demonstrate the current
dynamic and fluid views on audio products [10]. However, this new form of value chain
has not been carved out academically so far. Thus, the impact of digitalization on value
creation in business models, particularly in the audio industry is still a topic of high
relevance in management and information systems research [12].

The main objective of our research is to capture the market structure and the current
form of value creation in the audio industry comprehensively. Our study contributes to
the understanding of how digital technologies facilitate new forms of value creation in
today’s audio industry. Therefore, we study the market players as well as their activities
to create value in forms of a product or service in the audio industry. Based on our
preliminary results, we start to answer the following research question: How is the
current market structure and the value chain of the audio industry defined?

Building from this, we will use both developed artefacts (market structure and value
chain) as a basis for our further research and proceed by investigating the current and
future effects of recent technology trends on the value creation and caption in the audio
industry.

Furthermore, we argue that the audio industry serves as an ideal setting for a study of
the new ways of value creation through digital technologies. Considering its broad roots
in the long-established sectors (e.g., record labels), audio industry enjoys expansive
developments in digital native sectors (e.g., streaming) like any other industry. The
remainder of this paper is structured as follows. We first provide a brief outline of
related work. Section 3, then moves on to define our literature-derived market structure
and value chain for audio industry. In Sect. 4, we present and modify the aforementioned
artefacts in a workshop with two focus groups of experts from the audio industry. This
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serves as the basis for the following section in which the revised market structure and
value chain are evaluated in interviews with academic as well as professional experts.
Evaluation and feedback are presented as preliminary results. In concluding section, we
provide an outlook for the next steps in the study.

2 Related Work

The concepts of value chain and business model are discussed from different viewpoints
in recent studies, however, often with the main focus on value creation and capture
[1]. While many studies focus on the organization’s interactions with other entities in
the value network [13] others have value as the conceptual focus [14]. In this paper
we consider value chain as the basis of any business model [15] and introduce our
understanding of these two concepts, particularly for audio industry, as follows.

Value chain is defined as a series of activities creating and delivering value by an
organization [16]. Activities are categorized as primary, such as operations, logistics,
marketing, sale and services, and supportive activities such as human resource manage-
ment, technology and procurement [16]. With the emergence of new technologies and
digitalization the value chain of the audio industry has undergone a drastic transforma-
tion, while digitalization saves costs of production, distribution and support, defining
new interactions between different players of the audio industry [17]. More impor-
tantly, driven by the advancement of technologies, many players in this context have
shifted their positions from being supplier of products and services to facilitator of inno-
vations and collaborations in the digital economy [18]. Likewise, customers are not
passive stakeholders anymore and become more co-creators of value [19]. Investigating
these alterations in the process of value creation, the literature emphasizes the exami-
nation of relevant features of overarching business models [14] in the context of digital
transformation [20].

In this paper, we use Osterwalder’s definition of business model focusing on the
value as the core component as well as considering further aspects such as channels,
key partners and resources [14, 21]. We see this in most alignment with the idea of new
value chain for the audio industry with a focus on the impact of digital technology. Fol-
lowing this definition, the literature shows the profound impact of digital technology on
different components of (digital) business model particularly on channels (e.g., digital
distribution and sales channels), customers (e.g., consumer behavior and relationship,
innovative customer services and offers, etc.), strategic responses (e.g., digital transfor-
mation strategy) as well as structural and organizational changes [20]. New forms of
technology can enhance and transform the business model into a digital one [22]. A
digital business model is characterized as a business model which is changed funda-
mentally by changes of the digital technologies [23, 24]. The intangible nature [25] and
business’s core value [26] as well as three elements of platform, content and experience
form the central elements of the digital business’s value proposition [27]. Additionally,
digital technologies are highly interconnected and can transform the way a business is
done by enhancing the capacity for information processes [26].
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3 Deriving the Value Chain

Considering the high relevance and current state of research on the value chain and the
impact of digital technology in the audio industry, we used an explorative approach
consisting in a review of related works with a qualitative content analysis. With the
qualitative research design we identify the status-quo and derive a literature-based recent
value chain draft for the audio industry.

We conducted a literature reviewon value chain for the audio industry inMarch-April
2020 and updated it in March 2021. Given the sparse literature on recent value chain for
the audio industry, we extended the scope of search by using the keywords “value chain”
and “business model” which were then specified in combination with further keywords
“audio industry” and “digital transformation” as well as “digital business model”. Fol-
lowing the guidelines of Vom Brocke et al. [28], we searched through a 21-year period
(2000 to 2021) in eight leading IS journals (senior basket of 8), four major and other IS
conferences, as well as journals of relevant fields such as innovation studies, entertain-
ment, andfinally industry reports,mainly in databases ofAISElectronicLibrary,WILEY
Online Library and Google Scholar to cover a wide range of sources which contribute
to relevance and rigor of research in the field of IS. The chosen timeframe is relevant
as in 2000 the rise of digital technologies in terms of interactive websites (platforms),
social media and smartphones (customer relationships) began. The search terms of our
literature review were developed based on the PICO criteria (Population, Intervention,
Comparison and Outcomes) to provide a convenient systematic review in the context of
IS [29]. The literature search in the titles, abstracts and keywords from journals, con-
ference proceedings and databases resulted in 62 papers. After an additional full-text
screening, we excluded 28 articles with a narrow focus on one country, a very specific
sector or only one player in audio industry. This step was done, at first by each author
individually, then, modified through discussion and final selection. Finally, 34 articles
were selected; including articles published in English, in peer reviewed conferences, and
leading journals from IS and other disciplines relevant to the audio industry.

Based on the literature review, we identified core activities of the value chain in
the audio industry and recognized non-linear interactions between different players of
this industry. We decide to capture this under market structure in alignment with our
chosen definition of value chain and business model [14] considering key partners and
customers. A value chain as well as a market structure capturing the market players and
their interactionswere developedwhich provided a basis for the next step. The grey boxes
in Fig. 1 illustrate the current – literature derived – market structure for entertainment
industry with a focus on audio. All major parties are interconnected and form the market
network: one company can hold several roles at the same time (e.g., one company can
be the brand owner as well as the producer for the same audio product). The players and
interactions in the initial literature-derived model are presented in grey.

4 Value Chain Validation

4.1 Focus Group Workshops

First, we presented and discussed the literature-derived artefacts in two focus group
workshops with experts from a main player firm in the children entertainment industry
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with the focus on audio. This firm was selected based on two main criteria: (1) being
one of the leading players in the sector for more than 40 years, the company has been
experiencing, managing and growing on disruptive technologies in audio industry from
the very beginning; and (2) considering the activities and resources of the company, it
represents different roles such as producer, brand owner and distributer in the market.
Therefore, experts from different departments contribute to the focus group workshops
from the most various viewpoints. Moving along the literature derived value chain as
the point of orientation, experts representing different activities and steps were invited
randomly to the focus group workshops.

Focus group workshops are appropriate to further challenge the findings from lit-
erature, as an opportunity to consider and value feedback and positions [30]. Thus, the
literature-derived value chain was presented as the starting point followed by a moder-
ated discussion about whether and how the suggested activities and their relations are
perceived in an individual firm setup as well as the industry. Following the steps outlined
by Stewart and Shamdasani (2014), the two-hour workshop was performed with three
scholars and two focus groups with four experts each from different business divisions
of this firm, such as e-commerce, marketing, licensing, executive board, distribution
and production. During the discussion, participants added a new player, emphasized an
existing one (brand owner and platform – presented in dark blue Fig. 1) and created
seven new interactions in the market structure (blue lines Fig. 1). The platform was
included in the initial market structure. However, it’s interactions as a new player were
emphasized especially, impacting the whole market structure in a significant manner.
Furthermore, a differentiation between buyer and consumer was considered regarding
the audio products in children entertainment industry where underage consumers use
the products bought by their parents.

Fig. 1. Market structure: entertainment industry - focus on audio

The value chain for entertainment industry with a focus on audio consists of four
primary activities which have a direct contribution to the value creation, i.e., creating
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an audio product (Fig. 2). The start of value creation often reflects changes in long-term
customer behavior. In line with the market structure (i.e., network), several parties are
involved with different activities (Fig. 1). Examples are provided in the descriptions
below. The four primary activities are accompanied by two support activities, such as
technology forecasts, which do not add a direct value, but are of high importance to
create value. Additional classical support activities (e.g., HR management, IT service)
are not shown for simplicity reasons.

Fig. 2. Value chain: entertainment industry – focus on audio

The value chain as well was further developed on detailed descriptions and clear
differentiation between primary and supportive activities as a result of the focus groups.
A non-linear value chain has proven itself as a confusing attempt to capture the real-
ity, as a new form of value chain in the workshop. However, the consideration of the
market structure and the value chain as a whole provides a more realistic picture of the
interactions between the main players as well as the value creation in the market.

4.2 Interviews

The modified market structure and value chain from the focus group workshops were
subject to review in several semi-structured interviews. The main advantage of semi-
structured interview is that while it provides a general structure to gain reliable and
comparable qualitative data [31], it also enables the researcher to gain a more in-depth
understanding of the phenomenon under investigation by further discussion and devel-
opment of the ideas, opinions and views conveyed by interviewees [32]. Experts from
the audio industry evaluated the model and its accuracy based on their experience of the
current reality. The interviews with practitioners from different fields and companies in
the audio industry were conducted to test for the plausibility and practical value of the
revised artefacts from the focus group workshops. A set of open-ended questions were
used that covered the value creation and capturing, the impact of digital technology
and its challenges as well as opportunities in the audio industry. The semi-structured
format allowed interviewees to approach the main topics from different points of view,
enriching the research [33].
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In total, we conducted thirteen interviews via video calls, lasting between 30–60 min
from June 2020 onwards. We applied a purposeful sampling strategy to recruit interview
partners with a broad variety of expertise, making use of several professional contacts
and referrals. The experts were all male, with tenure of two to twenty years in the audio
industry, and represented aspects of differentmarket players such as brandowners, artists,
producers, platforms, labels and studios (Table 1). Considering the special characteristics
of the audio industry and the much specified topic of our study, the saturation was
achieved at this point.

We used qualitative content analysis as a systematic and objective approach to ana-
lyze and interpret our data by creating codes and categories as well as developing con-
cepts [34]. For a comprehensive and reliable qualitative content analysis we followed
the procedural model posited by Mayring (2014) for inductive categories.

Each sentence of interview material has been unitized and coded to abstract codes
presenting similar implications [35]. The coding process was supported by QCAmap
software and the coding category system was revised and improved after approximately
50% of content analysis. Double coding by two scholars of our teamwas used to provide
a greater analytical reliability [36].

Table 1. Overview: interview partners

Interviewee Position Type of company

IP 1 Head of Performance Management &
Development

Major Label

IP 2 Co-Founder and Executive Manger Voice Assistant Applications

IP 3 Artist, Composer, Studio Owner Audio Play and Narratives

IP 4 Expert in Brand and Communication Academy and Consultancy

IP 5 Software Developer Business Process Consultancy

IP 6 Head of Marketing and Digital Business Brand Owner and Producer

IP 7 Licensing Sales Manager Brand Owner and Producer

IP 8 Director of Distribution Brand Owner and Producer

IP 9 Business Intelligence Manager Major Label

IP 10 Key Account Manager Major Label

IP 11 Operations Administrator Business Analytic Consultancy

IP 12 EVP Group Strategy and M&A Music Publisher

IP 13 Recording Manager Producer, Localization

In order to analyze the data from the interviews in more detail, we thereafter used
the Gioia methodology and organized the identified codes into 1st-order concepts which
were then infused into 2nd- order themes and then finally into aggregate dimensions [37].
We carefully developed the 1st-order concepts along the interviewee’s terms. Proceeding
to the themes and aggregate dimensionswe becamemore abstract and usedwording from
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the existing literature. Figure 3 demonstrates the link between category induction and
data, illustrating the concepts, themes and aggregate dimensions.

In addition to more general interpretative method, we applied Gioia methodology
to ensure quality rigor [37] in our inductive research and pave the ground for further
validation of the value chain in a quantitative setting. With a focus on the value chain,
the developed aggregate dimensions via Gioia deliver a great validation of the artefacts
as well as clear path for the proceeding study. Each of aggregate dimensions may be
examined explicitly in next steps of this research.

Fig. 3. Data structure

5 Preliminary Results and Discussion

As a first result we can summarize that all the experts generally agreed on the presented
value chain as well as the market structure.

Aside from this generally confirming assessment, some remarks and comments on
the developed artefacts have been formulated, as well. In this context, it must be noted
that the experts represent different aspects and roles of the audio industry. For example,
one interviewee (IP 2) highlighted the often overlapping roles, for example regarding
artist, author, and brand. More detailed, in the current music market, many artists are
the brand itself but may perform songs written by someone else. Consequently, we will
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dive deeper into this phenomenon in the following steps of our research (cf. also Next
Steps) to better understand how the roles can be distinguished properly, or if there are
even “new” roles (e.g., combining different “older” roles) to be added.

Focusing on the value chain, the interviewees emphasized that today’s value chain
in the audio industry is rather a cycle in which consumers play a more active role
compared to the “traditional” audiomarket. Today’s consumer experience is an important
factor determined as an auditive emotional perception (e.g., emotional situation of audio
consumption), as a valuable source to create new content (e.g., fan fiction, reviews,
social media posts, etc.) or even as a general acceptance towards new technologies in
the audio industry. However, a fully co-creating process or individualized offers are still
a potential for new technologies such as artificial intelligence and voice assistance to
initiate. Nevertheless, the market structure captures the correct complementary picture
of the sector, according to the experts.

Furthermore, the crucial role of platform as the next “new” player in the audiomarket
was emphasized in the context of both content creation as well as consumption. For
example, the payment system of a platform can enforce certain changes in the business
models of content creators in terms of length or form (music vs. audio play vs. podcast)
of the audio product and directly affect the consumer behavior at the same time.

In addition, experts see digitalization as both a challenge aswell as an opportunity for
the audio industry. For example, on the one hand the high resistance of pre-established
market players towards innovation and new technologies is causing the low degree of
digitalization in terms of rights and loyalties. However, on the other hand technologies
such as distributed ledger technologies (e.g., Blockchain) are offering an exact solution
for this current problem in the audio industry. In this context, all experts highlighted the
importance of technology forecast – captured in value chain as a supporting activity –
and the impact of digitalization in terms of new technologies in the value chain. Experts
emphasized the impact of openness towards technological innovation and purposeful
applications of digital technology in different stages of the value chain. Considering
the high importance and relevance of this topic, coding and analysis of first part of our
interviewmaterial will structure the further research with a focus on technology forecast
and examining the technology trends for the audio industry.

6 Conclusion and Next Steps

The findings of this research contribute to a greater understanding of new ways of value
creation facilitated by digital technologies in the audio industry. The audio industry acts
as a prominent exponent of industries which have been experiencing digital transforma-
tion in the last decades. Based on a structured literature review, a new value chain along
with the market structure for the audio industry has been developed. These artefacts
have been validated first in two focus group workshops where new players and interac-
tions have been identified. Second, thirteen representatives (different backgrounds and
expertise) of audio industry were interviewed in addition, by offering their insights and
outlining the impact of digital technologies on the current value chain of the audio indus-
try. At this point, the Gioia analysis approved the results from the focus groupworkshops
and ensured the quality rigor of this study. Furthermore, the Gioia data structure and
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developed aggregate dimensions shed light on the impact of digital technology on value
creation in the audio industry from three new aspects of customer experience, the crucial
role of platforms and new technologies in the value chain. First, digitalization generates
new forms of products, players and interactions which redefine the whole market struc-
ture in the audio industry. Second, today’s value chain of the audio industry is rather a
cycle with the consumer experience at the center which serves as a valuable source to
create content. And finally, the pervasive use of digital technologies in the processes of
production and distribution, along with the strongly increasing importance of customer
experience, pushes the audio industry to accept more disruption in other areas of the
value chain, such as application of distributed ledger technologies in supporting activi-
ties. Each of these aspects delivers a starting point for our future research in addition to
the basis provided for further analysis in a quantitative setting.

Based on the preliminary findings presented, ourmain objective for the future is (1) to
develop the current value chain of audio industry, including the recent insights generated
based on the expert interviews and (2) to investigate if and how recent technology
trends (e.g., Big Data, Artificial Intelligence, Blockchain, Voice Assistants, etc.) could
affect our artefacts. Personalized music playlists, songs created by artificial intelligence
applications, song titles that are formulated in a way that voice assistants are able to
“understand” the correct title, or discussions about how Blockchain could improve the
whole money flows between the parties are only some of the interesting and related
topics in this context.
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Abstract. The paper discuss how organizational agility can affect the knowledge
management processes in organization, especially in case of ongoing COVID-19
pandemics changes. The research problems are to show a link between knowledge
management and agility in organization and to examine a COVID-19 pandemics
impact on both knowledgemanagement in organization and organizational agility.
We carefully examined a literature from knowledge management-related, recog-
nized scientific journals.We searched journal articles from1994–2021 and divided
the results into 3 time periods to show the historic view on knowledge manage-
ment in agility, the current view in 2015–2019 and latest time period (2020–2021)
to show the impact of COVID-19 pandemics on knowledge management and
organizational agility. The study shows the relation of knowledge management
and organizational agility with some diversity of research scopes related with
COVID-19 pandemics. The insights of our research may be useful for organi-
zations in transforming their knowledge management processes in dynamically
changing environment.
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processes · COVID-19

1 Theoretical Background

For some decades there has been a wide consensus among economists on the role played
by non-material resources in economic growth. Knowledge has been especially pin-
pointed as the main discriminating element in economic performance. In the globalizing
economy, even regional competitiveness – and consequently regional growth – is no
longer dependent on the traditional production resource endowment, capital and labor.
The hyper-mobility that nowadays characterizes these factors reduces their geographical
concentration, and shifts the elements on which competitiveness rests from the availabil-
ity of material resources to the presence of immobile local resources like local culture,
competence, innovative capacity; in general knowledge.

The considerations about organizational models in knowledge-based economy
should be began with defining the concept itself. The knowledge economy is the use of
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knowledge to create goods and services. It refers to a high portion of skilled employees
and the idea that most jobs require specialized skills. In particular, the main personal
capital of knowledge workers is knowledge, and many knowledge worker jobs require a
lot of thinking and manipulating information as opposed to moving or crafting physical
objects.

Knowledge economy emphasizes the importance of skills in a service economy, the
third phase of economic development, also called a post-industrial economy. It is related
to the terms: information economy, which emphasizes the importance of information as
non-physical capital and digital economy, which emphasize the degree to which infor-
mation technology facilitates trade. For companies, intellectual property such as trade
secrets, copyrighted material, and patented processes become more valuable in a knowl-
edge economy than in earlier eras. The transition from farming or industrial economy to
knowledge economy can be also identified as entering the “Information Age” and cre-
ating an information society. In such an economy we can distinguish following types of
organizations: knowledge-based organization, virtual organization, mobile organization,
and agile organization.

1.1 Knowledge and Knowledge Management in Organization

Knowledge is defined in CambridgeDictionary as understanding of or information about
something, which person gets by experience or study [7]. Many literature sources men-
tion various aspects related to knowledge and knowledge management e.g. human foun-
dation of knowledgemanagement [16], knowledgemanagement as a socio-technological
combination [18, 20]. Organizational view of knowledge in society is described in
[26] and some of latest publications refers to new paradigms of management based
on knowledge such as autopoiesis [49].

Knowledge in literature is usually described in three categories: knowledge as a
general abilities and information of individuals; knowledge as a resource; knowledge as
a process [15]. Knowledge in organization influences the achievement of competitive
advantage [31], it also provides sustainable character of advantage due to increasing
returns and continuing advantage of unlimited potential of knowledge growth [13].
Above comparisons allows to present knowledge as a resource in organization and like
any other resources in organization also knowledge is manageable. Davenport & Prusak
defines knowledge as a fluid mix of framed experience, values, contextual informa-
tion and expert insights that provides a framework for evaluating and incorporating new
experiences and information [13]. Nonaka & Takeuchi proposed “Japanese approach” to
knowledge management, divides knowledge into tacit knowledge – personal, uncatego-
rized, often not formal, not easily visible and shareable; and explicit knowledge – formal,
stored in databases or documents, easily processed by electronic forms of communication
[32].

Figure 1 presents a relations between tacit and explicit knowledge in Japanese
knowledge management model.

Nowadays organizations are becoming more knowledge-based. Most of them are
facing many different issues related with data e. g. necessity to find solutions to store,
process and analyze increasing amount of data. There is revealed the process nature
of knowledge management. Knowledge management can be understood as performing
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Fig. 1. Tacit & explicit knowledge relations. Source: Own elaboration of [17, 42]

the activities involved in discovering, capturing, sharing and applying knowledge so as
to enhance in a cost-effective fashion, the impact of knowledge on unit goal achieve-
ment [6]. Processes of knowledge management in organization in literature are widely
discussed, usually portrayed in five main categories [48]:

1. Knowledge identifying – is the process of finding internal and external sources
of knowledge and ensure of data, information and skills transparency [28]. This
process in literature is also mentioned as knowledge discovery, where is defined as
the development of new knowledge (tacit or explicit) from data and information or
from synthesis of prior (existing) knowledge [6].

2. Knowledge gaining/ creating – organizations can formulate their knowledge base in
three ways: by acquisition knowledge from diverse resources, retention of acquired
knowledge for short and long terms and modification of retained knowledge to be
compatible with changing working context [44]. The key elements in creating new
knowledge in organization are creativity, problem solving skills and innovation [37].

3. Knowledge storing – depending on the knowledge type, different media can be
used to store the knowledge. Explicit knowledge is usually formal and codified in
documents and databases while tacit knowledge is owned by each individual in
organization.

4. Knowledge sharing – the technocratic approach is focused on creating repositories
and knowledge bases to share the codified knowledge while behavioral approach is
more focused on creating networks, communities and organizing work to promote
the exchange of knowledge [14]. The problems that may occur during knowledge
transfer are [30]: distributed nature of knowledge (not everyone has the same level of
knowledge about process), ambiguous knowledge (to be transferable knowledge has
to be commonly understandable), disruptive character of some knowledge (sharing
some parts of knowledge may meet with resistance of knowledge holders).

5. Knowledge applying – the final step, when gained, stored and shared knowledge is
actually used in organization. According to Bloom taxonomy knowledge application
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is an ability to use learned material in new and concrete situations by applying rules,
methods, principles and theories [12].

The purposes of using knowledgemanagement processes in organizations are usually
practical and the overriding goal of every organization is to generate profit and compet-
itive advantage. Knowledge management is an action oriented process, and effects that
should be achieved are among others [15]:

– knowledge and information freely exchange,
– employees access to organization knowledge base (except proprietary strategic
information level),

– easily updated organizational knowledge base by each employee,
– possibility to put own knowledge (successes as well as failures) in system by
employees.

In project-oriented organizations management of knowledge is perceived in three
levels [27]:

– normative knowledge management,
– operational knowledge management,
– strategic knowledge management.

Project, due to its uniqueness creates particular knowledge, which combined with
project team tacit knowledge leads to create organizational knowledge base [27].

In a literature, a little is known about knowledge management in pandemics. Ammi-
rato et al. identifies 5 main themes related to knowledge management in pandemic crisis
i.e. modeling and simulation to support decision making, community resilience, system
preparedness for crisis, mitigation and containment measures in population, knowledge
integration in healthcare [4].

1.2 Types of Intelligent Organization

In literature is observed the development of concepts related to some forms of intelligent
organization since 90’s. The following types of organizations can be distinguished:

– learning organization,
– network organization,
– open organization,
– virtual organization,
– mobile organization,
– agile organization – described in more detail in Sect. 1.3.

A concept of learning organization appearedfirst. This termwas used in Peter Senge’s
book “The fifth Discipline” in 1990. Learning organization unlike traditional organiza-
tion based on authoritative control methods is able to master some disciplines. Senge
lists five of them which all have significant influence on each other, i.e. [40]:
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1. Systems thinking – understood as perceiving connections between business activi-
ties and external factors instead of focusing on single aspect of organization “isolated
part of the system”.

2. Personal mastery – continually clarifying and deepening personal knowledge,
vision and objectivism of single individual as an essence of organizational learn-
ing. People should be focused on self-development, have sense of their work and
involvement.

3. Mental models – stereotypes, generalizations and assumptions which have signifi
cant impact of perception of the environment and decision making. Learning organi-
zation can surface and challengementalmodels starting fromdiscover and rigorously
analyze own mental models.

4. Shared vision – leaders should have common vision, consistent with organization
goals, rather than personal visions which rarely translated onto shared vision.

5. Team learning – coordinated effect of collective learning as a whole team can
give better results than individual learning of each team member. The key factor of
successful team learning starts with dialogue, ability to suspend assumptions and
focus on thinking as a group.

1.3 Organizational Agility

The term agility is commonly associated with project management methodologies and
with created in 2001 Agile Manifesto. The purposes behind agile methodologies intro-
duction were as follows [50]: to satisfy customer’s needs, being more requirement
change-oriented, frequently deliver added value, working with self-organized teams.

According to Sołtysik-Piorunkiewicz [42] modern organization, to meet highly
unpredictable market demands have to became more elastic and flexible due to necessity
to adapt their activities to situations generated by the market.

In context of organization management agility is associated with such terms as flexi-
bility, elasticity, quickness and responsiveness [24]. Organizational agility can be defined
as an ability to proactively detect signals in environment to sense and evaluate it as cues
and opportunities, and the formulate adequate response [10]. Paterek & Panasiewicz
proved significant impact of knowledge management processes on organizational activ-
ity [33]. Cegarra-Navarro et al. developed amodel connecting organizational agility with
search and retrieval knowledge in organization, which affects on company performance.
Organizational agility is mediating the relationship between knowledge application and
company performance in one complementary process [9].

The important element of organizational agility is change management and will-
ingness to adapt to changing environment. Main purposes to change organizational
functioning are willingness to be more customer-centric, sustainable and achieve higher
performance [22]. According to Aburub, ICT adoption in organization has also positive
impact on organizational agility and companyperformance [1] like also onorganizational
learning [2].

Trzcieliński notices that for agile enterprises, changes and a changing environment
may become a source of opportunities and indicates that agility should be treated as a
basic enterprise paradigm and necessary feature of contemporary enterprise [45].
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2 Material and Methods

The research study was conducted based on literature review methods. Critical literature
review method is used to identify and synthesize relevant literature to compare and
contrast findings in prior domain [34]. In the study, authors carefully examined the latest
and historical literature related to knowledge in organization, knowledge management,
and organizational agility in recognized journals related to knowledge management i.e.:

– “Journal of Knowledge Management” by Emerald Publishing (ISSN: 1367-3270);
– “The Learning Organization” by Emerald Publishing (ISSN: 0969-6474);
– “Knowledge Management Research & Practice” by Palgrave Macmillan/Taylor &
Francis Group1 (ISSN: 1477-8238);

– “Knowledge and ProcessManagement: The Journal of Corporate Transformation” by
John Wiley & Sons (ISSN: 1099-1441);

– “International Journal of Knowledge Management Studies” by Inderscience Publish-
ing (ISSN: 1743-8268);

– “European Journal of Information Systems” by Taylor & Francis Group (ISSN: 1476-
9344);

Selection of journals was based on Serenko & Bontis ranking 2017 edition [41]. The
methodology used in ranking is based on journal citation impact measure and a survey
of 482 knowledge management and intellectual capital scientists.

The search queries was formulated as: “knowledge management in agile organiza-
tion”, “knowledge management and business agility”, and “agility impact on knowledge
management”.

During the research process, 2 hypotheses were formulated:

– H1 hypothesis: Organizational agility is affecting knowledge management processes
in organization.

– H2hypothesis: COVID-19 pandemics has significant impact on organizational agility
and knowledge management processes in organization.

Meanwhile selected journals were examined manually for knowledge management
and business agility topics. The examination process covered three time periods:

– Papers published between 1994 to 2014 – since the beginnings of knowledge man-
agement discipline and first theories related to intelligent organization to current state
of art.

– Papers published between 2015 to 2019 – current state of art before COVID-19
outbreak.

– Papers published in 2020 and after – current state of art during COVID-19 pandemics.

The reason for dividing searched material into three period is willingness to find how
COVID pandemics influences current knowledge management methods and how is the

1 Since November 2017 journal have changed publisher.
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impact of the pandemics on transform traditional organizations into agile organizations.
Figure 2 presents a time interval of researched articles.

Fig. 2. Researched articles publication time interval

The research methodology is presented on Fig. 3 below.

Fig. 3. Research methodology
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The queries results from selected journals were exported into several RIS files as the
most common format for all journals.

3 Research Results

The search queries totally found 1366 articles in all 6 journals. After removing 757
duplicate articles between queries and manual relevancy examination, to evaluation was
selected 386 articles. On Fig. 4 is visible a chart showing articles belonging to each
journal along with reject rate and duplicate rates between queries.

Fig. 4. Articles evaluation results

Table 1 presents a statistical analysis of evaluation results. The equations for each
rate are as follows:

Acceptance rate = (Accepted/Total found) ∗ 100[%] (1)

Duplicate rate = (Duplicates/Total found) ∗ 100[%] (2)

Rejection rate = z(Rejected/Total found) ∗ 100 [%] (3)
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Table 1. Statistical analysis of evaluation results

Journal Acceptance rate [%] Duplicate rate [%] Rejection rate [%]

Journal of Knowledge
Management

45,81 43,60 10,59

The Learning
Organization

45,27 37,84 16,89

Knowledge Management
Research & Practice

22,97 65,54 11,49

Knowledge and Process
Management

22,35 64,25 13,41

International Journal of
Knowledge Management
Studies

30,77 61,54 7,69

European Journal of
Information Systems

10,54 64,57 24,89

Duplicate rate is quite similar in all journals, the highest is observed in Knowledge
Management Research & Practice and European Journal of Information Systems both
published by Taylor & Francis, probably due to the same search algorithm. Lowest
duplicate rate is observed in journals published by Emerald Group, respectively The
Learning Organization and Journal of Knowledge Management. The most articles was
manually rejected in European Journal of Information Systems (24,89% of articles),

Fig. 5. Articles by time period grouped by journals
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which can be result of quite different profile than other journals, not so closely related to
knowledge management. The lowest rejection rate is observed in International Journal
of Knowledge Management Studies (7,69%).

Figure 5 and Fig. 6 show articles division into time periods.

Fig. 6. Articles by journals grouped by time periods

The largest number of articles (186) comes from 1994–2014 period, which is under-
standable due to the longest time period, 123 articles were published in 2015–2019
period and 77 articles were published in 2020 and after. It can be observed an increasing
trend related to knowledge management in agile organization in last year, taking into
account relatively shorter time period than previously examined.

To verify the H2 hypothesis, additional expression “AND COVID-19” has been
added to each query. The duplicates between previous queries result were removed
manually.Moreover the results from2020-ongoing time periodwere examinedmanually
for phrases: “coronavirus”, “COVID-19”, “SARS-Cov2”, “pandemics”, “crisis”, the
results match the overall search results from additional queries. The results are presented
in Table 2.
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Table 2. Results of COVID-19 related queries

Journal Author(s) Title Findings

Journal of
Knowledge
Management

Sadeghi, J. K.,
Struckell, E., Ojha,
D., Nowicki, D.

Absorptive capacity and
disaster immunity: the
mediating role of
information quality and
change management
capability

Confirmed positive
relationship between
absorptive capacity and
organizational adaptive
capability, extends these
relationship on company’s
disaster immunity.
Necessity to research
multi-level impact of
COVID-19 on individuals,
businesses, communities
and governments [39]

Haider, S. A.,
Kayani, U. N.

The impact of customer
knowledge management
capability on project
performance-mediating
role of strategic agility

Customer Knowledge
Management Capability
(CKMC) is positively
associated with project
performance. Strategic
agility plays a mediating
role between CKMC and
project performance.
COVID-19 is pushing
enterprises to rapidly
operate in new system
priorities and challenges
related with decision
making, efficiency and
business continuity risks
[19]

Ashok, M., Al Badi
Al Dhaheri, M. S.
M., Madan, R.,
Dzandu, M. D.

How to counter
organisational inertia to
enable knowledge
management practices
adoption in public sector
organisations

Specific organizational
culture and bureaucratic
barriers in public sector
negatively affects on
knowledge management
practices [5]

Chin, T., Wang, S.,
Rowley, C.

Polychronic knowledge
creation in cross-border
business models: a sea
like heuristic metaphor

New idea of polychronic
knowledge creating as a
dynamic synthesis of space
and time, Development of
Nonaka’s 1994 model of
organiza tional knowledge
creation [11]

(continued)
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Table 2. (continued)

Journal Author(s) Title Findings

Raudeliuniene, J.,
Albats, E., Kordab,
M.

Impact of information
technologies and social
networks on knowledge
management processes in
Middle Eastern audit and
consulting companies

Positively confirmed
impact of informative
technologies and social
networks on knowledge
management cycle in
Middle-Eastern
enterprises. Global need to
adopt new communication
and knowledge exchange
technologies aggravated by
COVID-19 pandemics [36]

The Learning
Organization

Welsh, R., Williams,
S., Bryant, K., Berry,
J.

Conceptualization and
challenges: examining
district and school
leadership and schools as
learning organizations

School as a case of
learning organization
under circumstances like a
key aspect of collaboration
and key role of
organization leader in
learning organization.
COVID-19 pandemics
makes research more
difficult and plays major
role in data collecting
process [47]

Haneberg, D. H. Interorganizational
learning between
knowledge-based
entrepreneurial ventures
responding to COVID-19

Covid related adversities
and enterprises reactions
have influence on
interorganizational
learning. Four groups
representing different
types of behavior are
developed and described
[21]

Akella, D. A learner-centric model
of learning organizations

Crucial role of learner
agents in learning process
in democratic learning
organization and learning
society. Suggested
direction in organizational
learning with use of
learner agents [3]

(continued)
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Table 2. (continued)

Journal Author(s) Title Findings

Knowledge
Management
Research &
Practice

Iacuzzi, S., Fedele,
P., Garlatti, A.

Beyond Coronavirus: the
role for knowledge
management in schools
responses to crisis

Coronavirus pandemics
impact on tasks, methods
and knowledge in Italian
scholarity system. Crucial
role of risk management
and strategy plan for crisis
[25]

Knowledge
and Process
Management

Van Looy, A. How the COVID-19
pandemic can stimulate
more radical business
process improvements:
Using the metaphor of a
tree

Helpful role of business
process management trees
was described in context of
necessity of business
processes changes in
organization related with
COVID-19 [46]

Rowe, F.,
Ngwenyama, O.,
Richet, J.-L.

Contact-tracing apps and
alienation in the age of
COVID-19

Empirical research shows
covid-tracing mobile app
implementation failure,
three different proposals
were described [38]

Henningsson, S.,
Kettinger, W. J.,
Zhang, C.,
Vaidyanathan, N.

Transformative rare
events: Leveraging
digital affordance
actualisation

A model of digital
affordance as a part of rare
events response [23]

European
Journal of
Information
Systems

Carillo, K.,
Cachat-Rosset, G.,
Marsan, J., Saba, T.,
Klarsfeld, A.

Adjusting to epidemic
induced telework:
empirical insights from
teleworkers in France

Teleworking crucial
impact on business
continuity during
lockdown. Empirically
evaluated adjustment to
mandatory teleworking [8]

Pee, L.G., Pan, S. L.,
Wang, J., Wu, J.

Designing for the future
in the age of pandemics:
a future ready design
research (FRDR) process

The importance of new
technologies in creating
future post-COVID “new
normal” implementation
[35]

Mandviwalla, M.,
Flanagan, R.

Small business digital
transformation in the
context of the pandemic

Digital transformation
described as a “lifeline”
for some of small
businesses, case studies
empirical analysis of small
businesses handling with
pandemics [29]

(continued)
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Table 2. (continued)

Journal Author(s) Title Findings

Soluk, J., Kammer
lander, N.

Digital transformation in
family-owned Mittel
stand firms: A dynamic
capabilities perspective

Digital transformation
process in cases of
family-owned small
manufacturing industry
companies [43]

4 Conclusions and Limitations

The research study was based on research question concerned on knowledge manage-
ment in agile organization in context of “knowledge management in agile organization”,
“knowledge management and business agility”, and “agility impact on knowledge man-
agement”. The research limitations was related with selective scope of journals, the
queries limitations, and the automatization the process of searching. Further studies can
take into account many other scientific sources databases, and develop the methodology
of literature research review.

The final research showed the main current issues describing the knowledge man-
agement in agile organization due to current SARS-CoV-2 (or COVID-19) pandemics.
There are somedifferences in describing the newest pandemics situation; themanuscripts
were submitted during year 2020–2021. In year 2020 there were proposed to published
different phrases to describe the pandemics situation: “Corona-virus”, “COVID-19”,
“covid-19”, etc. The results are showing the diversity of research findings in 16 papers
along the following journals: “Journal of Knowledge Management”, “The Learning
Organization”, “Knowledge Management Research & Practice”, “Knowledge and Pro-
cess Management” and “European Journal of Information Systems”. Some of the papers
are currently waiting for the publication and have the status “ahead-of-print”. Nowa-
days the crucial issues are published in the following journals: “Journal of Knowledge
Management” (2 papers), “Knowledge Management Research & Practice” (1 paper),
“Knowledge and ProcessManagement” (1 paper) and “European Journal of Information
Systems” (6 papers).

The latest papers from “Journal of Knowledge Management” showed the two differ-
ent research studies topics, the first about relationship between the customer knowledge
management capability and the project performance [19], and the second one about
the modern digital context of cross-cultural business models [11]. The first paper by
Haider & Kayani, describes the impact of customer knowledge management capability
on project performance-mediating role of strategic agility. The second paper is showing
the theoretical research which complements and enriches Nonaka’s theory [11]. The
authors suggests a novel concept of polychronic knowledge creation mechanism from
an integrative socio-cultural and philosophical perspective. The next studies in the “Jour-
nal of Knowledge Management” will be showing the complexity of interorganizational
interdependencies and the need to build unique capabilities and innovative solutions,
especially when confronted with man-made or natural disasters [39].
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The next papers will show the public sector organizations, and how the knowledge
management is associated with higher performance and innovative culture, and how
can help the public sector to be fiscally lean and meet diverse stakeholders’ needs [5]
and the impact of information technologies and social networks on knowledge man-
agement processes in Middle Eastern audit and consulting companies [36]. There are
six papers published in “European Journal of Information Systems” recently. The most
important issues are concerning of COVID-19 implication on digitalization of business
process in different organizations, and try to propose the future research topics in raising
pandemic environment [35]. The paper by Soluk & Kammerlander is showing the adop-
tion of digital technologies by firms in a process consisting of three stages, i.e. process
digitalization, product and service digitalization, and business model digitalization, for
the advancement of the digital transformation process [43]. The growing problems of
the rapid digitalization in small business is described in research by Mandviwalla &
Flanagan [29]. There are two papers focusing on European pandemic environment. The
paper by Carillo, Cachat-Rosset, Marsan, Saba & Klarsfeld in “European Journal of
Information Systems” is showing the telework model derived from the theory of Work
Adjustment and the Interactional Model of Individual Adjustment due to the COVID-19
pandemic crisis based on studies conducted in France. The results demonstrate the influ-
ence of crisis-specific variables that are professional isolation, telework environment,
work increase and stress. Implications for research are discussed as the recommendations
for management of the organizations [8]. The second paper is published in “Knowledge
ManagementResearch&Practice”. The paper is showing theCoronavirus crisis focusing
the study on schools knowledge management strategies to help educational institutions
deal with large-scale crises and plan the new normal life for employee after in case of
Italy as a one of the most affected countries [25].

The studies showed the impact of knowledgemanagement on agile organizationwith
the diversity of research scopes which are conducted because of COVID-19 pandemics.
The future studies should be focused on the next step of literature review of knowledge
management state-of-art for describing the newest issues of agile organization model
with IT tools dedicated for knowledgemanagement in new remote business environment.
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Abstract. Digital transformation requires FinTech organizations to be
agile and apply innovative approaches and flexible architectures that
allow the delivery of new digital services to their clients, partners, and
employees. To consolidate this perspective, this paper proposes an agile
approach using organization modeling techniques to illustrate all man-
agement processes and disciplines in microservices-based FinTech soft-
ware development. On the one hand, agile methods are development
processes to drive the system life cycle in terms of incremental and iter-
ative engineering techniques. On the other hand, microservices archi-
tecture offers nimble, scalability, and faster deployment life-cycle and
the ability to provide solutions using a blend of different technologies.
Typically, such methods are well-suited for implementing and adapting
software processes management to cope with stakeholders’ requirements
and expectations immediately into the development life cycle.

Keywords: Agile · Microservices · FinTech

1 Introduction

Formerly, most FinTech applications were built based on large monolith architec-
ture, on the basis of waterfall-inspired models for software development, which
is hard to implement new features and rapid delivery to end-users [13]. Today,
FinTech companies compete with traditional financial institutions by offering a
set of (sub-)products and services together with using their competitive edge to
fulfill customer needs and expectations and faster deliver new solutions based on
the agile model. Singularly, they can be easy to develop from scratch or adjust
their software products and services by using microservice architecture and agile
development methods. A transition from the waterfall model towards the agile
model has taken place in the last years due to changes in the competition [8].
Furthermore, the microservice architecture allows developers to independently
implement and deploy services, and facilitate the adoption of agile methods [20].
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Consequently, FinTech companies have already started to apply or contemplate
transiting to microservice architecture. It enables big players to reengineer their
monolith solutions into microservices ones or integrate new microservices into
a monolith system. On the subject of the software development perspective,
some metrics and policies for evaluating and managing a microservices-based
application are needed [4].

The purpose of this paper is to align agile model with microservices-based
software development by using strategic modeling organization specifications.
To this end, we propose an agile approach for managing microservices-based
software development. In this approach, we use strategic modeling techniques to
represent the organizational setting and management structures. Then we will
discuss the use of this approach within particular processes to align agile devel-
opment processes with managing microservices architecture in FinTech software.

This paper is organized as follows. Section 2 overviews the research context
while Sect. 3 introduces the research approach and methodology. Section 4 pro-
poses the meta-model for an agile approach for managing software development
based on microservice architecture named AgileMS. Section 5 illustrates Fin-
Tech’s case study while Sect. 6 presents the validation of this approach. Finally,
Sect. 7 concludes the paper and points out future work.

2 Research Context

2.1 Agile Development

The term Agile is derived based on the idea of the Manifesto for Agile Software
Development [5]. This manifesto is “a set of principles encapsulating the ideas
underlying agile methods of software development” [19]. The Agile model [1,2,14]
is an iterative and incremental development approach. Thus, it develops the
system incrementally instead of building a complete solution at once. The agile
system development life cycle consists of five phases (Planning, Analysis, Design,
Building, and Testing) as in Fig. 1 below.

Analysis

Design

Building

Tes�ng

Planning Analysis

Design

Building

Tes�ng

Planning Analysis

Design

Building

Tes�ng

Planning

Itera�on 1  Itera�on 2 Itera�on 3 

Fig. 1. The agile model from [1,2,14]
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2.2 Microservice Architecture

Microservice architecture is described as “Microservice architecture is a style of
engineering highly automated, evolvable software systems made up of capability-
aligned microservices” [17] and “A microservice is an independently deployable
component of bounded scope that supports interoperability through message-
based communication” [17]. This architecture can be seen as an evolution of
service-oriented architecture because its services are more fine-grained, and func-
tion independently of each other, which has recently started gaining popular-
ity [9]. In a microservice architecture, the business logic is covered by many
microservices. Some external callings of the business logic are handled by a sin-
gle microservice. The more complex ones are handled by many microservices.

2.3 FinTech

Generally, FinTech is operated based on cloud computing platforms and/or
mobile applications that can be consist of the technologies of data mining,
blockchain, machine learning, and algorithms to offer its clients intelligent finan-
cial services automatically [10,16]. Moreover, FinTech allows its clients to com-
municate with a financial organization through more channels. Therefore, Fin-
Tech organizations must optimize their services through different channels to
fulfill their clients’ needs and expectations.

3 Research Approach and Methodology

3.1 Research Question

This section describes the research question to provide enough specifics and focus
on our research. After the preliminary study based on the research context and
motivation, we will ask the following research question:

How to align the agile model with managing microservice-based
software development for business and IT alignment evaluation?

Aligning agile model with microservices architecture management allows
the software project managers to propose rules for software development pro-
cesses to cope with stakeholders’ requirements and expectations in terms of the
IT/Business alignment perspective.

The steps of the research process are represented in the next section.

3.2 Design Science

The research process describes in this paper based on Design Science Research
(DSR) methodology for Information Systems [12,18]. This determines that the
initial stage of the research process is the explanation of the aims of the solu-
tion: a proper approach for managing microservices-based agile software devel-
opment in alignment with stakeholders’ long-term strategy. Figure 2 illustrated
the acquisition architecture instantiated to our research. It is summarized as
follows:
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1.Problem 
Identi cation 
& Motivation

2.De nition of 
the objectives 
for a solution

3.Design & 
Development

4.Demonstration 6.Communication5.Evaluation

Fig. 2. Design science research methodology for information systems: acquisition archi-
tecture

– Problem identification and motivation. The main problem is that the inef-
ficiency of the monolith (see Sect. 1) solution coupled with the evolution of
emerging technologies. Indeed, with the ubiquitous presence of agile devel-
opment, microservice architecture as well as the pressure of competition for
FinTech organizations, open and flexible software systems are required for
process optimization and to ensure proper IT integration;

– Definition of the objectives for a solution. The objectives are to propose an
agile approach for managing microservice-based software development to sup-
port the business processes and to study its alignment with FinTech organi-
zations long term strategy;

– Design and development. Fundamentally, we focus on an agile approach that
is used to manage the microservices-based software development. In this app-
roach, we use i* diagrams at its phases to illustrate the FinTech platform
as an organization made of multiple dependent actors (microservices). This
work is depicted in details in Sects. 5;

– Demonstration. This stage represents the ability and efficiency of managing
the agile microservices-based development to support the FinTech business
processes. This demonstration is illustrated in details in Sects. 5;

– Evaluation. The agile approach for managing microservices-based software
development will be evaluated with respect to the long-term FinTech organi-
zation strategy. The evaluation is realized in Sect. 6;

– Communication. The main communication has been done in this paper.

3.3 Research Approach and Method

This section describes the research method by explaining how we build-up and
validate the entire software development process in terms of microservices man-
agement and software engineering disciplines. Fundamentally, AgileMS extends
the agile model to furnish a microservices management layer integrated with the
already software engineering ones. This management layer:

– is described by strategic modeling techniques to present the organizational
setting and management structures acting as guidance for practitioners;

– is aligned with the entire software development process of agile model.

4 Meta-model

This section depicts a generic meta-model for describing and formalizing of
AgileMS. In this meta-model, we represent the organizational setting for the
management of microservices-based agile software development. It also overviews
AgileMS from both software modeling perspective and structural perspective.
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4.1 AgileMS Process Elements Meta-model

Figure 3 illustrates the main meta-classes and meta-relationships of the AgileMS
process. The meta-classes are:

– Stage represents the core stages of microservices management (Determine,
Blueprint, and Apply);

– Microservice represents all microservices;
– Iteration represents all iteration plans;
– Phase represents the five phases of the agile software engineering process

(Planning, Analysis, Design, Building, and Testing);
– Artifact represents all artifacts.

Iteration

Phase

- objective : String

Artifact

Stage Microservice

- type : String
1..* 1..*

1..*manages1..*

creates

0..*

0..*

Fig. 3. AgileMS process elements meta-model.

4.2 Overview of AgileMS from a Software Modeling Perspective

This section presents an extension of the Agile model called AgileMS for aligning
the management of microservices-based software development with agile princi-
ples. The purpose of this extension is to allow developing microservices-based
agile software solutions to fulfill stakeholders’ requirements and expectations
within microservices management aspects. Figure 4 illustrates the model for
AgileMS. The AgileMS model consists of three organizational decision levels: (i)
strategic level; (ii) tactical level; and (iii) operational levels of decision-making
in an organization.

At the strategic level, this model is presented in terms of services that are
provided by actors. The objective of the AgileMS’s strategic level is to determine
the long-term microservices management strategy. It is useful for top managers.
It considers the environment of microservices-based agile software processes man-
agement at the strategic decision level. In AgileMS, we use the Strategic Service
(SS) model [21], an extension of the i* modeling framework, for representing
the microservices management processes. The SS model is used to allow the
stakeholders to have the most comprehensive static view of the business pro-
cesses (represented in the form of services) for an adequate understanding of the
system to be built.
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AgileMS Model
Planning Analysis Design Building Tes�ng
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Strategic Ra�onale 
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Refining

Fig. 4. The AgileMS model.

At the tactical level, each service is represented in a static method using rich
organizational concepts, i.e., tasks, goals, qualities, resources, and their depend-
ing actors. It is useful for the middle managers who are responsible for the
development of the objectives determined at the strategic level. We propose to
use the Strategic Dependency (SD) model of the i* modeling framework [7,22]
for adequate descriptions of the functional requirements of microservices-based
agile software processes management at the tactical level. The SD model contains
a set of actors, for instance, human or software systems, and their dependen-
cies including Resource dependency, Task dependency, Goal dependency, and
Quality dependency to represent the intentional level of a system.

At the operational level, each element needed for service realization is per-
formed through the atomic tasks that are responsible for the achievement of the
sub-processes defined at the tactical level. It is useful for first-line managers and
operators. The models created at the tactical level are then mapped into a series
of design models represented in this level through various points of view. We
propose to use the Strategic Rationale (SR) model of the i* modeling framework
[7,22] for adequate descriptions of the functional and non-functional require-
ments of the services. The SR model represents the rationale level of a system.
It allows us to visualize the intentional elements into the boundary of an actor
to refine the SD model to add reasoning ability. In the actors’ boundary, the
dependencies of the SD model are linked to intentional elements. The elements
in the SR model are decomposed suitably to the three kinds of links: Means-end,
Contribution, and Task-decomposition.

Figure 5 illustrates the main i* elements and their graphical representation
used in the diagrams of the paper.
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Fig. 5. i* Elements and their graphical representation.

4.3 Overview of AgileMS from a Structural Perspective

Basically, AgileMS allows determining, blueprinting, and applying microservice
architecture as an add-on to the agile development method. AgileMS is organized
like a classical iterative perspective based on a microservices management disci-
pline represented in the vertical dimension and a series of phases depicted in the
horizontal dimension. This discipline enables determining microservices based
on requirements, blueprinting microservices, applying microservices achieved,
to assure that microservice architecture fulfills stakeholders’ requirements and
expectations throughout the system. The microservices management discipline
of AgileMS is transversal to each phase. Efforts can be spent on them during
several iterations during each phase depending on the software project character-
istics. Thus, this discipline can be repeated iteratively and the effort/workload
spent on the discipline varies from one iteration to the other.

From a software development perspective, in order to execute the software
processes from the perspective of microservices management, AgileMS redefines
the Planning, Analysis, Design, Building, and Testing phases while improv-
ing those of Agile model.

In the Planning, Analysis and Design phases, this alignment assures con-
trolling the operational environment, comprehending the stakeholders’ require-
ments and expectations, gathering system requirements, defining the project
scope, assessing an initial risk, and establishing an initial baseline for the soft-
ware system architecture. It includes describing an information architecture,
forming a model for technology planning, defining organization and processes,
developing a microservices management plan, developing a project management
model. At the end of Analysis phase, all microservices are identified. Then, all
microservices are designed at the end of Design phase,

In the Building phase, the alignment assures implementing the software
system counterparts totally the stakeholders’ requirements and expectations. It
consists of managing business goals and requirements continuously, designing
and developing resources, validating and measuring microservices with different
stakeholders based on initial prototyping results. At the end of this phase, all
microservices are implemented.

In the Testing phase, this alignment assures delivering software system coun-
terparts totally implementing the stakeholders’ requirements and expectations.

AgileMS is represented as a generic process to be customized to specific
projects for validation. The process must be refined by experiencing multiple
case studies. The review of the advantages and disadvantages of developing the
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generic process description will be performed after each case study. Hence, the
microservices management model is described herein in its current version and
can be adopted as a standalone sub-process.

5 FinTech’s Case Study

In this section, the AgileMS model is applied to a FinTech application called
MFin. This application is an innovative FinTech solution based on microservice
architecture to develop a platform that helps property agencies to manage their
agents, properties, insurance, and financial departments. The architecture of
MFin is separated into two levels, a domain layer, and a microservice one. The
former is to illustrate the business (front-end) part the latter is to model the IT
(back-end) part. Figure 6 represents the architecture of MFin.

Fig. 6. MFin microservice architecture.

The microservice layer consists of several microservices as follows:

– User Authentication: Handles user profile creation, as well as login & logout;
– Account : Handles creation, management, and retrieval of a user’s banking

accounts;
– Transaction: Handles creation and retrieval of transactions made by users;
– Card : Handles creation, management, and retrieval of a user’s cards;
– Wallet : Handles creation, management, and retrieval of a user’s wallets;
– Property : Handles creation, management, and retrieval of a user’s properties.

The communication between the two layers would be implemented through
API Gateway. The RESTful API is the best practice for front-end communi-
cation. However, the internal API was implemented by Remote Procedure Call
(RPC) based on an event-driven system to communicate between microservices,
sometimes, it might be more reasonable.
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We determine a strategic objective as a destination that the organization
aims to achieve in long-term based on its strategies at the strategic level. Specif-
ically, the Strategic Alignment Model (SAM) from [11] indicated two types of
strategies (business strategy and the IT strategy). A graphical representation of
the business objectives and IT objectives (at the strategic level) are proposed to
demonstrate these strategies of the MFin application based on Non-Functional
Requirements (NFR) tree [6] to refine the decomposition of the Strategic Objec-
tives. The business strategy of the MFin is concentrated around the main objec-
tive: Provide high-quality FinTech services. The IT strategy of the MFin is con-
centrated around the main objective: Deliver Microservice Architecture to Sup-
port FinTech services.

MFin also divides the business logic into services for the main branches. For
instance, it creates a “domain-property” service for the property branch. This
service would use several microservices such as User Authentication, Account,
Property, and Transaction.

The SS diagram in Fig. 7 is used to represent all microservices of “domain-
property” as services at the strategic level. It briefly defines and describes the
different roles played by individuals or groups of individuals in this domain and
highlights the interactions between these different roles.

Fig. 7. Domain-property service as a strategic service diagram.

The SS diagram has six main actors (User Authentication, Account, Transac-
tion, Card, Wallet, and Property) and eight services (Manage Properties, Manage
Accounts, Manage Cards, Manage Wallets, Manage Transactions, Validate Prop-
erties, Validate Cards, and Validate Wallets). Each service represents a depen-
dency graph summarized as follows:

– The Manage Properties service represents the processes that manage all
properties. The Property is the responsible actor;
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– The Manage Accounts service represents the processes that manage all
users’s accounts. The Account is the responsible actor;

– The Manage Cards service represents the processes that manage all users’s
cards. The Card is the responsible actor;

– The Manage Wallets service represents the processes that manage all users’s
wallets. The Wallet is the responsible actor;

– The Manage Transactions service represents the processes that manage all
users’s transactions. The Transaction is the responsible actor;

– The Validate Properties service represents the processes that validate the
properties during the transactions. The Transaction is the responsible actor;

– The Validate Cards service represents the processes that validate the cards
during the transactions. The Transaction is the responsible actor;

– The Validate Wallets service represents the processes that validate the
wallets during the transactions. The Transaction is the responsible actor.

Figure 8 depicts an SD diagram applied at the tactical level of the AgileMS
in “domain-property” service.

Fig. 8. Domain-property service as a strategic dependency diagram.

The SD diagram has four main actors (User Authentication, Account, Trans-
action, and Property), resources (User profile, Credit report, and Property
report), goals (Secured account, Validated account, Secured property, Validated
property, and Secured transaction), qualities (Credit scoring, Property scoring,
and Ensures continuous transaction), and tasks (Login). These also illustrate
the dependencies between actors.

In the SD diagram, the Account depends on the User Authentication to
ensure the accounts is secured. The Property depends on the User Authen-
tication to ensure the properties is secured. The Transaction depends on the
Account to ensure the accounts is validated. The Transaction depends on the
Property to ensure the properties is validated. The Transaction depends on
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the User Authentication to ensure the transactions is secured and continuous
transactions quality achieved based on microservice architecture.

Figure 9 presents the SR diagram applied at the operational level of the
AgileMS in “domain-property” service for the property branch. It is refined
from the SD model.

Fig. 9. Domain-property service as a strategic rationale diagram.

In the SR diagram, the User Authentication performs two specific tasks
(Create user profile and Authenticate user) to manage users. The Account
performs two specific tasks (Create account and Retrieve account) to man-
age accounts. The Property performs two specific tasks (Create property and
Retrieve property) to manage properties. The Transaction performs two specific
tasks (Create transaction and Retrieve transaction) to manage transactions.

The Manage account task depends on the Manage user task to secure the
accounts. The Manage property task depends on the Manage user task to secure
the properties. The Manage transaction task depends on the Manage account
task based on Credit report resource to validate the account and ensure credit
scoring. The Manage transaction task depends on the Manage property task
based on Property report resource to validate the property and ensure property
scoring. The Manage transaction task depends on the Manage user task based
on the Login task and the User profile resource to secure the transactions and
ensure continuous transactions.
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6 Evaluation

Figure 10 represents the impact of the “domain-property” service onto the busi-
ness and IT strategies. The same exercise can be done for each of the MFin
services.

Fig. 10. IT and business strategies NFR decomposition model and domain-property
service contributions

The application of the microservices management discipline along with the
AgileMS’ phases within the MFin project is illustrated as follows:

– During Planning phase, the need for the MFin application is expressed and
the purpose and scope of this application system are documented. At this
phase, microservices are determined based on the application’s business/IT
objectives (at the strategic level). The business objectives of this application
are identified based on the main business objective of the MFin project’s
business strategy, the Provide high-quality FinTech services. The IT objectives
of this application are also determined based on the main IT objectives of the
MFin project’s IT strategy, the Deliver Microservice Architecture to Support
FinTech services.

– During Analysis phase, the MFin application is analysed. The identified
microservices are used to support the development of the application require-
ments, including microservices management requirements, and microservices
quality concept of operations (at the tactical level).

– During Design phase, the MFin application is designed. At this phase,
microservices are blueprinted. The Design phase prototypes and further eval-
uates the decisions taken on microservices management through a practical
mock-up. In this phase, the business/IT objectives are established. The busi-
ness objectives for this application consist of the Support in time access to
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FinTech services, and the Increase continuity of transactions to smoothen the
FinTech workflows. The Furnish a microservices-based application for Fin-
Tech and the Ensure the availability of and access to information are the two
IT objectives of this application. The microservices requirements, microser-
vices quality expectations list, and microservices matrix are identified (at the
tactical level).

– During Building phase, the MFin application is purchased, programmed,
developed, or otherwise constructed. At this phase, microservices are applied.
The Building phase fully implements decisions taken on microservices man-
agement. In this phase, the business/IT objectives are realized (at the tac-
tical level). The microservices assurance, microservices requirements, quality
expectations list and microservices matrix are identified (at the operational
level).

– During Testing phase, the MFin application is deployed and operated. In
this phase, the business/IT objectives are implemented and validated. The
microservices requirements and microservices control are undertaken (at the
operational level). The microservices is implemented and the quality achieved
is delivered.

7 Conclusion

Contributions of this paper consist of a model including a meta-level specifi-
cation to emphasize integration and alignment of agile methods with manag-
ing microservice architecture. Using strategic modeling organization specifica-
tions, we have proposed a development management template, called AgileMS,
customized on the application of agile principles to manage microservice-based
software development. The main objective of this template has been to deliver
an efficient managing of development for microservice-based software that meets
stakeholders’ needs and expectations in terms of the IT/Business alignment per-
spective. The strengths of the agile model are to offer systematic structure and
direction through the entire software development processes to drive the system
life cycle in terms of incremental and iterative engineering techniques. However,
the agile model does not point out how to establish development management
rules for the microservices while the AgileMS model contains the principles of
managing software development to apply in the microservice architecture, par-
ticularly, in FinTech. The AgileMS model also delivers a sequence of phases for
a collaborative software development environment.

Future work points to other additional practices that need to be integrated
into this model to propose a completed template taking into consideration, for
instance, project management and agile practices [3,15] for managing the day-
to-day activities and reacting to changing requirements and feedback. Moreover,
this model should be validated on more case studies, and compared to other
frameworks. In addition, a CASE tool should be developed to help to design and
implement all the models defined in this paper.
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Abstract. Robotic ProcessAutomation (RPA)originally entered thefield of infor-
mation systems as one of those disruptive innovations that will, among other
automation solutions, have a profound effect on job descriptions and work itself
in near future.One of the sectors thatwill be revolutionized – and are in fact already
changing – are financial and human resource (HR) services, such as accounting,
billing, and payroll services. According to statistics, Finnish companies operating
on the administrative and support services sector make little use of service robots.
Companies that have initially adopted the technology donot necessary reach its full
potential. We explore what factors create challenges for the continued adoption of
robotic process automation by investigating two companies and using interpretive
case study as our research method. The two companies are service centers. They
operate on the public sector in Finland and provide financial and HR services for
their owner-clients. The findings of this study include insights into the key factors
that affect continued adoption of RPA, and these point towards an expandedmodel
of Innovation-Decision Process where iterations of a new decision are triggered
by new ideas on how to use the innovation.

Keywords: Robotic Process Automation · Technology adoption · Diffusion of
Innovations · Adoption continuance · Information systems

1 Introduction

Workplace forecasts have for years now stressed that automation will in the very near
future have a substantial effect on jobs in several industries. Accountants and auditors
have been viewed as one of the professions in the non-manufacturing sector which will
decline considerably due to the adoption of automation technologies, such as robotic
process automation (RPA). When RPA was introduced into financial and payroll ser-
vices in Finland, a common theme in the news, professional journals and seminars was
that accountants and other similar professions would be replaced by robots in the near
future. However, certain public sector organizations which already adopted RPA some
years ago during its first hype are still actively recruiting accountants, payroll special-
ists etc. According to statistics, Finnish companies in the administrative and support
services sector utilize service robots to a low degree [1]. Out of these observations rose
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the question: How has the adoption process been continuing after the initial decision to
adopt a technological innovation? And secondly, if change has been slower than orig-
inally anticipated or the adoption rate is slower in terms of the number of the robots in
production, what factors are influencing the continued adoption of RPA? In this paper
we try to find answers to these questions and explore the main challenges the companies
have been facing.

In order to find out how the adoption of RPA has been continuing after its initial
adoption within accounting and HR services we visited two publicly controlled Finnish
companies (service centers).While the underlying goalwas to explore and understand the
phenomenon, we also hoped to gather new knowledge which could deepen the theory of
innovation adoption process, particularly information on the different stages of continued
or discontinued adoption. This paper contains a brief discussion of earlier literature
followed by an introduction to the case study and a description of the methodology used
in gathering and analyzing data. The main body of the paper discusses the key findings
of the thematic analysis of the interviews. Finally, we summarize the conclusions of this
research and its limitations and put forward recommendations for further study.

2 Adoption of Technology and Robotic Process Automation

In this section we aim to summarize and illustrate the existing theory of the adoption
of technology in a few words and discuss some recent RPA studies related to the phe-
nomenon. Different theories on the adoption of technology and its acceptance, such
as Technology Acceptance Model (TAM) [2], Theory of Reasoned Action (TRA) [3],
Theory of Planned Behavior (TPB) [4], Diffusion of Innovation (DOI) [5] and its mod-
ifications [6] and Unified theory of acceptance and use of technology (UTAUT) [7] are
widely used in the IS research field to explain how organizations or individuals adopt
and accept technological innovations. Conceptualized factors behind the adoption can,
according to these theories, be generalized as being related to a) the technology itself and
its characteristics; b) the characteristics of the individual (as an adoption unit), such as
demographics, norms, and innovativeness; and c) the characteristics of the organization
as an adoption unit and its prior conditions.When revisited and re-evaluated, these popu-
lar theories and a priori study would appear to provide a good starting point for research,
this one included, but nevertheless they seldom cover the continuance or discontinuance
stages of the adoption of technology. Existing literature is even more limited in terms
of organizational studies; hence we have explored the theoretical framework from the
perspective of both individuals and organizations.

2.1 Different Elements of Adoption and Acceptance Decisions

In this study, the adoption process base framework is founded on the Innovation-Decision
process of the Diffusion of Innovation. The Innovation-Decision consists of five main
stages: 1. Knowledge, 2. Persuasion, 3. Decision, 4. Implementation and 5. Confirmation
[5]. This process is impacted by the characteristics of an innovation. TheDOI itself recog-
nizes five key attributes for the innovation, which are relative advantage, compatibility,
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complexity, trialability and observability. Other studies have identified several other key
elements, such as attitudes, norms, and perceived behavioral control, to explain the
intention to accept the technology [4], or attributes such as image, voluntariness, ease
of use, visibility, trialability and result demonstrability among other characteristics to be
considered [6]. While trust and its narrower subcategories, such as security and privacy
have been seen as influencing key factors in adopting such technologies as web-based
shopping and internet banking [8, 9] on the consumer level, trust or reliability does not
always affect an organization’s intentions to adopt a technology [10].

The different elements mentioned earlier are related to the initial adoption of a given
technology. In this case they might be relevant when our case organizations took the
first decision to invest in RPA technology and put the first robot into service. Recent
organizational studies emphasize somewhat different elements. One of them to be con-
sidered is economic efficiency [11]. In organizational motivation, legitimacy-oriented
motives predict initial adoption and efficiency motives predict continued adoption [11],
meaning that organizations with efficiency motives tend to adopt technologies in line
with their objectives of economic efficiency. There was also a relation to be found with
high searching efforts influencing positively on satisfaction, and satisfaction in turn
influencing positively on continued adoption. However, the influence of satisfaction and
perceived usefulness on continued adoption has also been argued to be less significant
today and organizational context factors, such as subjective norms, and environmental
context factors, such as competitive pressure, more significant [12].

The findings of some recent studies support the view that changewithin organizations
needs to be managed as a continuous process instead of concentrating exclusively on
the initial stage of adoption [12–14]. A behavioral approach to organizational adoption
of innovations suggests that in companies involved in the development of their own
technology and environment these factors (innovation characteristics in DOI) “are not a
given but emerge as a result of the company’s own action” [14]. In that case 1) goals and
technical infrastructure, 2) business relationships, and 3) key individuals influence the
continuous adoption activities and how these activities interplay and “comprise micro-
foundations of organizational innovation adoption behaviour” [14].

When we reviewed the literature, we did not find that such factors as trust or image
play a role when continued adoption progresses at a slow rate, but when it comes to the
initial decision to adopt, especially when it is a question of late adoption, there is some
evidence (e.g. in consumer studies) that late adoptionmay be related to a negativeword of
mouth [15]. If we remain on the level of individuals, social influence (of a more positive
character) has been seen as a potential influencing factor on intentions to adopt, albeit a
more potential factor with earlier than later adopters [16]. Theories which focus on orga-
nizations instead of individuals include such concepts asmimetic behavior/isomorphism
or institutional pressure in the list of factors that influence the intention and the final
decision to adopt an innovation. However, there was no evidence that they would have
any significant influence on decisions to discontinue [18]. A survey on continued adop-
tion conducted among purchasing managers suggests thatmimetic competitor pressures
have a negative effect on the continued adoption of a technological innovation within an
organization (the firms) [11]. Among social factors, there is evidence of technical and
economic influences in continuation inertia like system investment (earlier investments
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to other technologies) and technical integration, and finally research has found among
forces of change such factors as shortcomings in system performance or environmental
changes, which include increasing costs of system support and support being no longer
available [18].

Finally, when considering whether the size of the adoption unit (organization) is
related to the adoption, the literature suggested that the decision to adopt or the factors
influencing the adoption are not necessarily dependent on the organization’s size. This
was seen in the phenomenon of adopting open-source office applications and factors
influencing the adoption decision [10] as well as in the adoption rate of web services in
municipalities [19]. These studies suggest that smaller organizations may be more agile,
and innovativeness of individuals has a greater impact on the adoption rate in small
organizations, but they often lack the necessary funds to adopt the technology.

2.2 The Adoption of RPA

There are several, if not exactly plenty of, recent articles covering general themes related
to software robotics, the RPA implementation process and why RPA is initially adopted.
However, the actual level of RPA usage or the stages of the process after the initial adop-
tion do not appear to have been studied systematically. From earlier studies we can for
instance find suggestions what may be success factors and risks in automation projects,
including RPA [20], whereas there were very few indications on how organizations have
continued adopting RPA in the years following the initial decision to adopt RPA or its
implementation.

Organizations often adopt RPA with the aim to gain such benefits as operational
efficiency (in terms of time, money, human resources) and to increase the quality of
their services (fewer mistakes, more rule-based error checking). The Big Four account-
ing firms estimated in 2017–18 that between 10 to 30% of accounting processes can
potentially be automated [21]. They concluded that a business process is suitable for
RPA if two conditions are met: 1) it involves only structured, digital inputs, and 2) it is
entirely rules-based. Studies show that reducing manual tasks and workloads can lead to
significant time-saving in processes [22]. RPA is often used as an automation tool due to
inadequacies in information systems and their capabilities. In accounting, RPA may be
used in awide range of tasks, from completing complex parts of processes to carrying out
small automation tasks, such as running a report from an operative system. The purpose
is to shift manual and standardized high volume routine tasks from humans to robots
hoping to improve their accuracy and allowing experts to focus on tasks that involve
interaction and problem solving [21]. The literature provides general and reasonably
up-to-date information on the use of robotics in accounting and HR services [23–25],
whereas scientific research articles on the topic are more scarce, but to be found such as
Lacurezeanu et al. 2020 [26]. Syed et al. [22] presents a very comprehensive review of
what has been written on the characteristics of tasks deemed suitable for RPA, and the
paper also includes the results of different types of RPA research and identifies possible
gaps in current literature on RPA.
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Adopting RPA in an organization does not necessarily mean that it will meet the
goals commonly associated with RPA, such as operational efficiency. Systematically
composed guidelines for the benefits realization of RPA deployment are currently scarce
[22]. However, an early involvement of both IT and business division in adopting tech-
nology has been found to be critical in the long-term success of RPA, as [22] posited
on the basis of the literature reviewed. RPA adoption has been studied earlier in the
context of service centers in Portugal [Error! Reference source not found.]. The study
of six Portuguese shared service centers (SSC) found that important factors leading to
the initial adoption of RPA included the influence of external forces (through a process
of “normative isomorphism”) and that mimetic (“everybody does”) isomorphism was
also a key factor. In the case referred, all the SSC’s used the same consulting firms in the
implementation and the same RPA technology [Error! Reference source not found.].
This led to the outcome that the decision to“introduce robotization was not backed up
by ‘a number’, such as the number of hours of human labour that could be saved, but by
a normative rationality”. The main challenges facing the implementation of robotics
included a lack of resources to carry out robotization tasks and insufficient training to
developRPA solutions internally. Due to these challenges the SSC’s had establishedRPA
core teams that required both the necessary technological skills and a full knowledge of
the processes.

We mentioned in our introduction the theme of “robots taking the jobs of accoun-
tants”. This theme appears to come up often when searching for news articles and other
online material. Often the theme seems to origin from a study by Oxford Martin School,
which was published already in 2013 [29]. Yet accountants and HR personnel (or devel-
opers) have not been seen as a source of possible resistance towards change in the
reviewed literature on RPA research. When New Zealand researchers studied the future
of work and employees’ views in the service sector [31], they found that automation was
not seen only as a threat. Respondents of this study saw “automation as providing new
opportunities, perhaps even enhancing their current jobs”, which may be considered a
key finding. It was quite clear that younger respondents saw automation as something
that would affect their careers significantly, whereas older employees did not necessarily
believe it would affect their career prospects anymore as they were able to retire soon.
The study however suggested, that for older participants it would be difficult to remain
competitive in work as they presumed that the adoption of new technology would not
be easy, thus much work would be needed in training systems.

As will be seen later in this study, RPA is not the only automation solution for
accounting and HR services. As mentioned earlier, RPA-based robots are often used
to fill out the insufficient capacities of an enterprise’s IT. Firms may consider other
technologies as solutions and adopt several practices to digitalize and automate their
processes. In general, it is not uncommon to aim to maximize the value of the current
IT and to discover new technologies at the same time. Similar hybrid models have
been found in other technologies, e.g. cloud computing strategies [17]. The next step
after adopting RPA on a basic level is sometimes considered to be integrating AI with
robotics, and, although there have been recent studies on the critical success factors
and challenges related to it, e.g. [30], the focus of research is mostly placed on robots
other than software-based (such as physical service robots) and on intelligent artificial
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systems. Searches from research databases suggest that AI is not yet an active topic in
accountancy. A recent case study [27] has examined successful implementation of RPA
and AI systems in accounting and auditing, including both existing RPA systems and the
implementation of new ideas. However, its findings were mainly based on business and
technical approaches, excluding the social factors. The study also concluded that “the
amount of identifiable challenges and risk factors are many and of various consequence”
as they also identified this domain to be relatively new [27]. Because of this, we have
chosen to refrain from further examining RPA and AI adoption studies, and while the
topic came up later in some of the interviews, we do not include this theme either in our
theory or in our findings, since AI was not yet adopted in the case organizations.

3 Case Introduction

The case study was conducted in two publicly-controlled service centers. These were
in-house companies which provide financial and HR services, such as accounting and
payroll services to their customer-owners: municipalities, social and health care districts
and other public utilities. While the two organizations which participated in this case
study had similarities in terms of their business model, clientele, financial and payroll
services and operative systems, they also had significant differences related to their other
service offerings and how they had arranged their internal IT-services.

One of the events that triggered the initial decision to adopt RPA was a “Robots for
Service Center” project run in 2017 and 2018 [see 32]. This was a co-operative project
between seven publicly-controlled service centers, its goal to ensure their personnel’s
wellbeing at work in the near future when digitalization and robotics would change the
nature of theirwork.Both companies had acquired their first robots approximately 4years
earlier, but their rates of continued adoption differed considerably. Their production
models were also different: whereas in Company 1 its internal teams took care of the
RPA infrastructure and the evaluation and coordination of the project, the actual design
and implementation of it were outsourced. They also serviced their robots in-house, and
their infrastructure and projects services included robotic projects for their owner-clients
as well. Company 2 had outsourced the infrastructure but had made the decision to form
an RPA team and hire both internally and externally the team members who would take
care of the actual design, implementation and maintenance of the robots. Company 2
did not provide RPA as a service for their owner-clients.

Both companies had also experienced a merger some two years earlier, and this had
changed their organizational structures and caused a considerable need for harmonized
processes. However, neither the service processes nor the information systems of the
financial and HR services were harmonized as yet.

4 Methodology

Case study was chosen as the research method with the purpose of exploring the contem-
porary phenomenon of inertia affecting continued RPA in accounting and HR services
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and to understand it in its context [33]. The data was gathered through individual inter-
views of 21 key members of the case organizations (see Table 1). Each interview lasted
between 40 and 90 min – longer interviews encompassed more detailed discussions of
the actual robots and technology. Interviews were preceded by informal discussions with
contact persons from each company.We explored during these preliminary, informal and
unstructured conversations the utilization rate and targets of robotization and sought to
identify the key persons to interview. These conversations were noted down in brief
memos, but they are not used as a base for analysis but rather as an additional reminder
of the RPA targets.

Other data included process documentation from one of the companies and public
news pages and press releases. The interviews were held online due to the concurrent
COVID-19 situation. Semi-structured questions were used as a starting point, although
the interviews were meant to follow a free course according to the interviewees’ own
initiative. The interviews took place between February and May 2021, one organization
at a time. They were recorded and immediately written down as memos. Transcription
and deeper analysis were to follow afterwards. Before each series of interviews were
conducted, informal online meetings were held between the researcher and contact per-
sons, who were later interviewed in more depth. A one-month break followed after the
interviews held at Company 1. This time was used to analyze the framework of the
research – namely the structure of the interviews. Results from the first data set were
also analyzed during this stage.

Table 1. List of interviewees at Companies 1 and 2 of the case study

Interviews

Company 1 Company 2

One director (financial and HR services) Two directors of financial services (one from
group and one from a subsidiary)

Three service managers (both financial and
HR services and IT services)

CIO (Group)

ICT architect Head of IT (subsidiary)

Project manager One service manager (financial services,
subsidiary)

One IT specialist Two RPA specialists (subsidiary)

Two accountants Three financial specialists of
accounting/controller of accounts receivable
(subsidiary)

Two HR and payroll experts

The datawas analyzed using thematic analysis, i.e. themeswere coded from the inter-
viewmemos and transcripts [34]. The process was iterative: discoveries and conclusions
were organized into preliminary findings, these were then compared again with the data,
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and the findings were then updated. The themes that were gleaned from the interviews
were also compared with the existing theory to understand what new knowledge – if any
– might be drawn from these findings.

In the following chapter we present our focal observations from the analysis of the
data and return to the Diffusion of Innovation theory and Innovation-Decision Process.

5 Findings

The six factors that follow below emerged from the interviews. While they may also
play an important part when initial decisions are being made, they mainly manifest
themselves at every new cycle of the decision-making process, and in the end they lead
either to the continuation or discontinuation of the adoption. They are:

1. the role of competing technologies and compliance with Enterprise Architecture
(EA)

2. the resourcing model of development
3. the incompleteness of the processes
4. interaction between IT and other teams
5. the amount of knowledge and ideas
6. resistance to change and trust

Fig. 1. Factors affecting the continued adoption of RPA

The factors affecting RPA continuation are explained in the following chapters and
summarized in Appendix 1. It also explains briefly which factors have the greatest effect
at each stage of the Innovation-Decision Process as well as their relations.
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5.1 Competing Technologies and Compliance with EA

RPA competes with other automation solutions. It needs to be compatible with the
existing information systems and match the overall enterprise architecture. At Company
1, the specialists told that as part of the evaluation they first examine the underlying
need for automation or the problem to be solved and then evaluate the possible technical
solutions. The technical solutions which are considered among RPA include business
intelligence solutions and integration solutions. Often the specialists may even hold up
the automation and request their information system supplier to develop the system itself,
even if a new release takes time. The IT specialists also seem to be more familiar to the
competing technologies as they use them constantly.

Company 2 had invested in an internal RPA development team, and while they
considered that other automation solutions would probably play a bigger part in the
future, for the time being they focused on putting new robots into service. Company 2
also hoped that their information system suppliers would develop their systems in such
fashion that robots would not be needed, but they were more willing than Company
1 to develop temporary robots as a short-term solution. The key differences between
the two companies is lead to assume that this was because Company 2 had its own
developers with time allocated on RPA, whereas Company 1 needed to outsource all the
development.

“Even though robotics is a good tool for reducing manual work and in a
sense, it automates processes, it is not the only instrument for digitalization and
automation.” – One of the directors

“I don’t know whether one of the contributing factors is that the instruments in
production [for financial services] have evolved so that they have started to meet
the demand. And on the other hand, how much have we been able to provide
solutions with integration tools in such cases which otherwise would have been
implemented with robotics. The spectrum of reasons is wide. To be honest, what
is the cause and what the effect has not been investigated particularly explicitly.”
– One of the managers.

“As soon as we can have our software vendor implement certain things in the
financial information systems, we can eliminate robots as superfluous.” – One of
the developers

Both companies reported problems in implementing RPA. These were caused by
defects in the user interfaces of the information systems (compliance issues between
RPA and the IS), and updates to these systems often made the robots malfunction. The
maintenance and servicing of robots were consuming ever more hours – work hours
which otherwise could have been used developing new robots. As mentioned earlier,
the IS was not harmonized in the case companies and they both had more than one IS
for same purpose (e.g. two systems for payroll service). Hence, they often needed more
than one robot implementation to automate one task in the service process.
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5.2 The Resourcing Model of the Development

Interviewees commonly spoke of change being poorly managed or about the lack of
shared coordination. Company 1 had historically faced challenges trying to find the right
people who would commit to managing the change and be able to find the time to do it.
Establishing a cross-organizational virtual team had also taken time, and only after that
progress had beenmade. The committed individual managers or directors did not enough
time tomanage the change, and their responsibilities needed to be delegated.AtCompany
1 the challenge was an intra-corporate one, and at Company 2 the challenge was being
faced at the corporate group level, as both the senior management and the developers
indicated that the development of automation needed to be managed collectively for the
entire group.

“It’s just that this process, well, it does not work properly and has not worked even
once. What you can say about it is that when you wait for ideas to emerge from the
process, then it is very sluggish. They constantly invoke the urgency of the process
as an excuse, that there is not enough time for the actual doing part of it. I don’t
know what the real reason is.” – One of the developers [The interviewee uses term
“process” both in context of a certain HR or financial service and sometimes also
when referring to the actual development process from idea to implementation]

As mentioned in Sect. 5.2, Company 1 had decided to outsource its development of
RPA. It seemed to be very careful with cost-benefit calculations of ideas surrounding the
use of robots, although it had already invested in sufficient infrastructure and licenses.
Some of the interviewees also reported issues with the outsourcingmodel and contracts –
at least in the past. While Company 1 did not possess strong RPA competence either in
the number of specialists or hours allocated for it, it had firmer knowledge of other IT
services and technologies, since they were part of its core services to its clients.

The management at Company 2 had also introduced a cost-evaluation model to
be employed whenever new ideas for implementation were being evaluated, but the
developers did not use it. The developers tended to implement any viable idea to a robot
task, because they felt they did not receive enough ideas in the first place (this will be
discussed later in Sect. 5.5).

As again mentioned earlier, Company 1 seemed to be willing to wait for the new
features of the operative information system to resolve automation issues, but Company
2 had chosen to build a robot while waiting for the updates, because developers had
said that any change usually took longer than promised. Thus the company which relied
on outsourcing did not prefer short-term, temporary robots. We assume as a conclusion
that the barriers against continuing with a technology are lower when resourcing is not
outsourced and that cost-benefit calculations play a relatively smaller role when the
direct external costs of the technology are lower.

5.3 Incomplete Processes

The theme of incomplete processes comes up in our case organizations in two different
ways: 1) robots are given only small segments of processes or single tasks in a process
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and 2) service processes are not mature enough and the documentation of the processes
are not sufficient. In first case, automation does not cover complete service processes nor
considerably large sub-processes, but tasks from here and there. The developers saw it
only as a partial solution to fill the need of process automation, and they explicitly wished
to havemore complete processes automated. The underlying reason, they suggested, had
to do with the primary business processes that were to be automated and their maturity –
see number 2 above. Business/service processes were incomplete in both companies.
They needed companywide harmonizing and thorough documentation. Interviewees
indicated that automation would have been executed differently, had the processes been
better documented, the automation implementation would have been different and the
level of automation altogether higher – regardless of the automation technology used.
In particular, the CIO of Company 2 brought up the need for lean thinking in process
development.

“We may robotize a section which could be completely unnecessary in the first
place if we had invested in automation [elsewhere].” – CIO

While the number of robots was substantially smaller at Company 1, they had chosen
to use robots to cover large or complex tasks. This, however, seemed to prolong the
timescale of the project – in other words, it took several months to get a robot from
design table to production. This led to other challenges, which are described in Sect. 5.5.
It appears to be highly probable that the delays in projects were also due to difficulties
in resourcing, as explained in Sect. 5.2.

5.4 Interaction Between Developers and Other Teams

The lack of a common language shared by the IT department or developers and the
accounting andpayment services and their personnel cameup in the interviews conducted
at both companies. This had a slowing effect on the definition and implementation stages
of the development. Learning to understand each other and the jargon used by each team
took time, and the learning curve may flatline if a mediator is not involved in the process.
This was seen as a problem, especially when an outsourced contractor was used in an
implementation project. People within the same organization found it easier and more
flexible to interact and share knowledge when they could, for example, sit by the side of
a substance specialist (e.g. an accountant) in an ad hoc situation and observe what they
were doing. Changes within the development team slowed interaction repeatedly.

“Often there are too many changes in personnel here, one moves out, another
comes in. Work cannot go uninterrupted with the same person and in the same
team. Then the procedure may change every time as well and the ideas change,
and you need to start all over again. Communication might be another issue.”
-One of the developers

However, one developer at Company 2 realized that when they had introduced in
the team new developers who had earlier experience in automation of accounting or
other services, the design phase became gradually easier. We suggest as a conclusion
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that when the resourcing of technological implementation is assigned to on an organiza-
tion’s internal teams, it may prudent to investigate whether any personnel outside the IT
department have the necessary skills and willingness to have a career change and learn
the technology which is being adopted.

“The more one knows about the software, the easier it is to make [robots]. When
you are an outsider, [In matters of financial services] a complete clot, it means
that someone needs to give you hands-on guidance on how the finance side of
things work.” – One of the developers

5.5 The Amount of Knowledge and Ideas

A common theme raised during the interviews held at both companies was the lack of
good ideas (or any ideas whatsoever) about the use of robots. Ideas were gathered from
the service teams. The interviewees thought that only thosewho are experts in the service
process that was to be automated were expected to be able to suggest workable ideas.
They also highlighted that all ideas were welcomed. This was also stressed in internal
communications when ideas were being solicited.

The two companies and interviewees at all levels of hierarchy told that they did not
secure as many ideas as they had hoped. At Company 2 this led to a situation where
almost any technically feasible idea was developed into a robot, regardless of whether
it really reduced weekly work hours or not. In contrast, IT specialists at Company 1
reported that they often had to turn down ideas because these were not feasible.

“I feel like our users have a somewhat incorrect notion of this thing [RPA]. And
then they [the ideas] are given to the RPA team, even though they clearly should
be addressed to reporting team.” – One of the ICT specialists

Lack of knowledge can also be viewed in this context as a lack of general knowledge
about and knowhow of the capabilities of RPA and business processes. One key group
had the necessary technical knowledge and the other key group knew the processes that
could be automated, but combining this knowledge turned out to be problematic. Both
those who were expected to come up with the ideas as well as those who were to evaluate
and implement these ideas mentioned challenges in the past.

“The greatest challenge for me was to understand. I’m the kind of person who
needs to know the process in depth and understand it. I still don’t understand it
comprehensively, so I can’t utilize all my knowhow.” – One of the HR specialists

“If everyone could find the information easily, and if it were easier for the RPA
team to gather the information, it would be easier to automate more and better
robots. We in the RPA team know what a robot can do but we don’t know the
accounting process. An accountant knows their own processes but does not know
what a robot can do.” – One of the developers

Knowledge is the initial state in the Innovation-Decision Process. However, intervie-
wees from both companies, especially specialists, told that knowledge and knowhow –
particularly when they are lacking – constantly influence the continuation of the adop-
tion process. In Fig. 1, we have substituted the term ‘knowledge’ as the first stage of
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the adoption-continuation iterations with the term ‘trigger’. The idea of a new imple-
mentation is seen as the trigger which starts a new iteration of the Innovation-Decision
process.When an organization runs out of viable new ideas in such technologies as RPA,
continuation of the technology is endangered.

5.6 Resistance to Change and Trust

Resistance to change came up in most of the interviews within both companies. Views
varied depending on how long an interviewee had worked for the company. For example,
a director at Company 2, who had been worked there for a relatively short time, was
astonished by how well the personnel welcomed robotics. However, other key persons
(at all levels) had seen resistance, albeit more towards the beginning. At Company 1
almost everyone mentioned it, and a few stated that this may have been the reason for
the lack of ideas (an opinion shared by the ICT specialists at Company 2).

“Directors, managers, they understood the ideology of what we were doing. But
let’s say on staff level it is understandable that if you come and say, could you
teach a robot to take your place, it may have a negative effect on motivation. And I
don’t know how much of an actual effect it has had on implementing automation,
but I would argue that if not explicitly, at least indirectly. The level of commitment
may be lower. In my opinion management in many organizations has not realized
well enough this point of view, namely that people are actually afraid of losing
their jobs.” – One of the managers

When interviewees were asked what kind of negative memories they had or what
challenges they remembered from their journey to RPA, the most common themes were
constant technological challenges and resistance from the personnel. They found the
resistance milder now than before, but sometimes it still raised its head within some
teams or sub-teams.When resistance was more evident, it seemed generally to be mostly
passive and to be expressed as dithering, for instance through delaying decision-making
at all stages of the innovation-decision process.

Lack of trust (or doubt) also came up when interviewees shared their observations
on the robots’ capabilities. Lack of trust cam in two types: 1) a general lack of trust in
the robots’ capability to handle their tasks without crashing, and 2) a lack of trust in the
robots’ capability of handling complete and complex processes.

This is merely a suggestion that requires further study, but nevertheless lack of
trust in new technology may increase the tendency to favor competing technologies.
These thoughts are a conclusion drawn from the two themes that came up repeatedly
in conversation with those interviewees who had a background in other automation or
IT solutions: 1) the suitability of RPA over other solutions for automation and 2) the
perceived number of technical issues related to RPA. The tendency to favor solutions
other than RPA may also be related to the ease and comfort of continuing with old
customs and habits. However, this notion needs more in-depth examination before it can
be confirmed.
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6 Conclusion

We explored the continued adoption of RPA in two publicly-controlled in-house service
centers in Finland, and our ambition was to understand how the innovation-adoption
process had continued with RPA, whether there were challenges and why. As the avail-
able literature on continued and discontinued adoption of technology is very limited,
the contribution of this research is not only to add knowledge of RPA adoption but also
to provide insights on how the existing theory should be expanded to explain better the
stages after the initial decision to adopt a technology innovation.

We expanded the Innovation-Decision Process with iterations of the decision dur-
ing the continuation phase of the adoption of technology and suggested factors which
may affect the rate of continued adoption of an innovation on organizational level. The
expanded model is limited by the fact that these factors are based on researching only
one technology, albeit in two organizations.

In terms of continued RPA adoption, six key factors were discovered to influence the
decision to continue. These factors and their effect on one another can be summarized
in general terms as follows:

1. The technology under examination may be in constant competition with other
technologies that the organization has adopted. These other technologies may be
preferred over the examined technology, especially when:

a. Specialists involved in decision-making and development have more knowhow
on other technologies.

b. Compatibility issues with other technologies are more easily solved by the key
personnel.

c. Instead of allocating the development to an internal core team the organization
outsources it, evenmore so if it faces challenges with the subcontractor’s delivery
models.

2. Even when the desire to accelerate the change exists, the rate of adoption slows down
when:

a. The technology cannot be utilized on the desired level due to incomplete business
processes and lack of knowledge.

b. Key personnel do not share a common language and knowledge about the change
process.

3. When the continued adoption of a technology depends on a constant flow of new
triggers for implementation, the decision to discontinue is predicts by a depletion of
ideas. Ideas run out when:

a. There is resistance to the technology.
b. There is a lack of trust, or the reliability of the technology is in doubt.
c. There is not enough knowledge on how the technology could be utilized.
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The first conclusion in this summary is related to ‘compliance’, an element of inno-
vation in the DOI theory. It also comes close to the element of ‘relative advantage’ as
well as ‘ease of use’ in TAM. The second conclusion is related to the environmental
factors of the adoption unit, and the results might be different if these factors were
removed. The third conclusion resonates with the element of ‘attitudes’ in acceptance
models such as TPB and studies which highlight the need to incorporate factors arising
from organizational context.

Thus it seems that a single adoption or acceptance theory alone does not explain
whether the use of a technology is continued or discontinued, and DOI theory alone
does not provide ready-made solutions formodeling the continuation anddiscontinuation
stages. Also the characteristics of an innovation and adoption unit are key factors not only
in the initial innovation-decision process but keep impacting the decisions to continue
as well (see Fig. 1).

For the information systems managers this study highlights the importance of under-
standing 1) the full context and complexity of the IT environment and the underlying
enterprise architecture, 2) the maturity or the organizational situation of the underlying
processes and customs related to technology they are adopting, 3) the importance of
solving resourcing issues at an early stage and finally 4) the importance of a shared
language and early involvement of people from across the organization.

We have examined only one technology, and this has its limitations for theory build-
ing. We did not study whether these same adoption units would have similar results
with other technologies. In terms of Diffusion of Innovation, this study does not take
into consideration the innovativeness of an organization in general – the study did not
explore the phenomenon from that point of view, and no national (or EU/ETA) statistics
exist for determining the organization’s position in view of the general situation of its
peers. What we can depend on is how the organizations and individuals saw their cur-
rent situation was related to their hopes and goals. Neither have we in this study delved
deeper into the initial adoption decision made years earlier and whether for instance
normative or mimetic isomorphism have played the most significant role in the initial
decision and could have later influenced the decisions to continue. However, they faced
external pressure from their owner-clients to search constantly for solutions bringing
greater efficiency and lower costs.

Suggestions for further research include returning to a more in-depth case study
or possible action research exploring business models and organizational decisions in
these companies.We also suggest taking a deeper dive into the culture of an organization
with the aim of understanding different rates of adoption more thoroughly through key
differences in management decisions and interaction. In addition to interaction a more
in-depth examination of EA is encouraged in further studies. The theory should be tested
e.g. by collectingmore data fromother organizations, either concentrating on automation
technologies or by exploring several technologies and keeping to a more general level
of continuation inertia affecting the adoption of technologies.

Appendix 1

See Table 2.
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Table 2. Factors influencing the continued adoption of RPA in accounting and HR

Factor Description Stages Rel

A. Competing technologies and
the compliance with EA

• Other automation
technologies, BI,
development of operative IS
and investments

• Familiarity of other
technologies

• Heterogeneity of IS and
multiple implementations of
one idea

• Technical compliance and
other technical issues with
robots

Decision → F

B. Resourcing model of the
development

In-house production vs
Outsourcing
• Cost-benefit calculation
emphasized in outsourcing

• Short-term, temporary
robots can be made more
readily if the production
model is intra-corporate

• Finding those who can be
committed and allocated
time

• Completeness of the supply
chain delivery model

Persuasion,
Decision,
Implementation

→ A, E, F

C. Incomplete processes 1) Only small segments of
processes or single tasks in
process are given to robots
2) The maturity of the service
processes and the quality of
the documentation of the
processes

Knowledge,
Implementation

→ E

D. Interaction between
developers and other teams

Namely Lack of shared
language between IT
developers and other key
personnel involved in the
process of adopting the
technology

Implementation → B

(continued)
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Table 2. (continued)

Factor Description Stages Rel

E. The amount of knowledge
and ideas

1) The lack of feasible ideas or
any ideas for the use of robots
and
2) The lack of knowledge and
knowhow about the technical
capabilities of RPA and
business processes to be
automated

Knowledge,
Implementation

→ A

F. Resistance to change and
trust

1) Resistance to change,
mostly passive forms of
resistance, such as dithering
2) Lack of trust, as i) a general
lack of trust in robots’
capabilities to handle their
tasks without crashing, and ii)
a lack of trust in the robots’
capability handling complete
and complex processes

All stages → A, E
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Abstract. Agility spread from the bottom of organizations, carried by software
professional acting as grassroots in promoting and integration of agility, until
the practices and approaches got foothold in the organizations. This is unique in
comparison with other major transformation of the industry such as that of the
capability maturity model (CMM). This paper aims at understanding this agile
phenomenon and the underlying informal structure and dynamics. The paper sug-
gests to theorizes this as agile pockets of professionals playing an important role in
the agile transformation. Especially four arch types of agile pockets are suggested
to be crucial in pivotal situations of the transition. The theory and arguments are
based in the well-known theory Communities of practice by Etienne Wenger [21,
22], but needs more development and empirical validation.

Keywords: Agile transformation · Agile pockets · Balancing agility · Software
professionals · Communities of practice

1 Introduction

Since a group of knowledgeable software professionals more than 20 years ago gathered
in a mountain hut to formulate some common ground for their different experiences with
light-weight system development practices, [2] the agile trend and methods have been
discussed and tested in practice and research.

Hundreds of papers have been published on the agile methods and the trans-
formations that have happened in the organizations. For example, Hoada et al.
[11 p.61] found “28 S(systemtic)L(iterature)R(eview)s focusing on ten different
A(gile)S(systems)D(evelopment) research areas: adoption, methods, practices, human
and social aspects, CMMI, usability, global software engineering, organization, embed-
ded systems, and product line engineering” in their tertiary review of structured literature
reviews within the field and Dingsøyr et al. [7] reports that five special issues on agile
software development have been published from 2003 until 2011.

Early the challenge of the new agile approaches to the traditional plan-driven
approaches was enroute towards a paradigm shift, but quickly settled as a discussion
of home-grounds for the approaches and how to balance these to fit the complexity and
risk of the organizations [3, 4]. Magdaleno et al. [14] in their structured literature review
concludes that most of the literature and practice strives to reconcile the traditional
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approaches with agility. However it is a difficult and uncertain endeavor to transform
traditional organizations towards integrating and balance agility.

Ebert and Paasivaara [9] have found “that introducing agile development means
changing the culture and mind-set. It requires long-term commitment, big investments,
and customization to a company’s specific situation.” [9 p. 103]. The challenges and
success factors apparently class with CMMI [16] and other elaborate prescriptive frame-
works. The discussion on agile scaling in academia has been substantial. See for example
[15] and [7].

This paper study the dynamics of the dissemination of agility in large organiza-
tions in the software industry. The narrative of agility advocates that it spread from the
bottom of the organizations, through software professionals acting as grassroots in pro-
moting and integration of agility, until the practices and approaches got foothold in the
organizations. Dingsøyr et al. [8 p.31] make clear that agile development “started as a
bottom-up movement among software practitioners and consultants”, before he address
scaled agility.

This adoption journey is the total opposite to that of many other methods over the
years. For example, the introduction of the CMM(I) [12, 16] just years before. The
Maturity model and its prescriptive key process areas seemed to catch the attention of
management in mainly large software companies. The model prescribes planned and
controlled top-down improvement processes. Hansen et al. [10] sum these aspects up.
Despite harsh criticism and many failed investments, the CMM(I)-wave put software
quality, project planning and standardization on the agenda for good [5].

When agility came along many companies had already for a while gabbled with
CMM(I) [16] with varying success. The agile manifest challenged these common soft-
ware practices in organizations and the powerful actors in the market advocating stan-
dardization, statistic control and disciplined methods. Due to its simplicity and profes-
sional focus it quicky won the minds and hearts of many software engineers, making
it spread bottom-up. The origin and how the agile approaches was disseminated and
adopted has been exceptional.

Inspired by the history of the agile transformations I have witnessed in large soft-
ware organizations in general and in one specifically I propose that agile pockets of
professionals played an important role in the agile transformation as their persistent
experimentation with agile approaches, their insistence that agility is plain useful and
not least their results, slowly moved agility on the agenda of management. My interest
is to understand the underlying informal structures and dynamics of the agile pockets
and the traditional organization that these professionals worked in and their role in the
overarching agile transformation of the organization. Stated as a research question it is
“how can the bottom up and professional driven dissemination of agility in traditional
organizations be theorized?”.

There are two parts of the interest. First, how the agile pockets can be described
and theorized. Section 2 suggests that agile pockets of professionals can be theorized as
communities of practice of an opposing nature to the surrounding community of practice
that is the traditional organization. It is a matter of creating, consolidating and not least
disseminating knowledge and new practices. The agile pockets and the organizations
are disconnected yet interdependent, and the dynamics of their interplay are revolving
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around shifting modes of action (experimenting and consolidating knowledge) and the
circumstances at their bordering boundaries. Second, understanding their role in the
dissemination of agility into the traditional organizations. Based in this understanding
of agile pockets a framework of four archetypes of agile pockets that are especially
important at pivotal times of the dissemination is developed in Sect. 3.

The theory gain solidity from being based in the well-established theory of commu-
nities of practice by Wenger [21]. Even though this is a first attempt to conceptualize
the important role of the professionals in the transformations, it is not sufficient, and
validation or further development through future research is needed. This is elaborated
on in Sect. 4.

2 Theorizing Agile Pockets

The general definition of a pocket has proved useful to define properties of an agile pocket
[6]. The nature of agile pockets as an experimenting space populated by devoted people
can to a large extent be captured by the well-known theory communities of practice [21].
There are however noticeable aspects of this phenomenon that would best be captured
by other theories. For example, the role of non-human actors and technology. However,
for simplicity this first attempt to define and theorize agile pockets will rest on Wengers
elaborate theory [21, 22].

2.1 Defining Agile Pockets

By definition in Oxford English Dictionary [6] a pocket is “A small area, population,
etc., contrasted with or differing from its surroundings in some respect”. Weick and
Quinn [20] state in their paper on Organizational Change and Development, that “most
organizations have pockets of people somewhere who are already adjusting to the new
environment”. These classic understandings of pockets and pockets of innovation is the
base for the concept agile pocket.

The agile pocket is a small population surrounded by a traditional organization differing
by their capability to sense changes in the environments and adjust in accordance.

In this case the pocket realizes the agile trend as important early and start to absorb
it into their practice without mandate.

2.2 Characterizing Agile Pockets and Their Surroundings

Following most literature on balancing agile and traditional practices, traditional organi-
zations are likely to be conservative and bureaucratic, but good at assuring quality, safety,
and control [3]. The system development practices in these organizations often rest on
defined processes, discipline, plan, and management-control. Principles that go well
with a centralized, rather bureaucratic, and top-down managed company culture [17].
They tend to be slow to change because their complexity and size, and complacency that
successful business path tend to bring [18].
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Contrary to this, the employees in the pockets sense that “things speed up” outside,
markets become unstable and new methods exploiting the emerging conditions evolve.
Realizing this, sparks an interest in innovating own practice.

The duality of the pocket and the organization can beneficially be described as two
disconnected but bordering communities of practice [22] because both has their distinct
cultures and practices.

Of cause not all organizations are as petrified as described above. They can easily
possess some dynamic capabilities [13] which is an important factor that influences
their attitude towards the agile pocket. An organization with dynamic capabilities will
presumably be less hostile than a petrified organization.

Focusing on the agile pocket alone in the light of the interpretation as a community
of practice [21], I suggest that the agile pockets form around an interest or passion for
in this case agility. It has a core of devotees defining the focus and providing leadership
for the pocket and closer to the boundaries we find members less involved and less
knowledgeable on the topic of interest. The core members of the pocket will form a
group of specialized expert employees as they tend to be absorbed in their interest,
agility. The members close to the rim are likely to better span the interest and outside
world, which allow for another kind of learning and experiences through integration.

2.3 On Boundaries and Bridges in the Stress Zone

Communities of practices have boundaries defined by how they experience the “out-
side”. In theorizing agile pockets, it has become clear that it is important to consider
both bordering communities to understand the phenomena of agile transition. As they
define themselves both by what they are and what they are not, that is what is out-
side the boundary, understanding the shared border as a double boundary allows better
investigation of this stress zone.

Transfer across the bounding zone of knowledge, practices, funding, and other
resources can be non-existing or inert. The boundaries can exist due to structures, habits,
lack of knowledge, prejudice, fear, power struggles and all that can add barriers between
the two. A classic example of such a boundary is ignorance or even hostility from the
organization towards nonconforming employees that for example substitute given pro-
cesses with agility. Facing the other way, the population in the pockets may distance
themselves from the given processes and not least the management enforcing them.
What is described here are two boundaries acting out, not one shared because the parties
do not interact directly about the matter.

A boundary that can be permeable depending on the relationship and degree of
difference between the two communities. If the community is open, the boundary is
fluent if closed it is impervious. A permeable boundary will allow information and
knowledge to ooze from the pocket to the surroundings and the other way. For example,
the permeability will be low if the community is mainly defined by the specializing core
or if the practices in the bordering communities are directly opposing. When agility first
appeared, it was regarded as an opponent paradigm [1] and thus the permeability of
boundaries then was likely to have been very low.
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Over time bridges may develop spanning the stress zone. Bridges are any practice,
event, relation, structure, or others that allow for interaction and supports funding, knowl-
edge and practice sharing to and from the pocket. That is, any element that increases the
permeability of the boundaries. One example is when the organization accepts, fund and
monitor experiments with agility, that are planned controlled and carried out by profes-
sionals in the pocket. The formalization helps the management to feel in control and thus
embrace the experiments, while the professionals having funding and mandate accept
being monitored as the formalizations ensures their control of the experimentation and
own work.

Bridges can emerge as established customor be negotiated and agreedmore formally.
The members close to the borders of a community are often visiting the pocket to
learn. They may be associated with both communities and are thus likely to act as
boundary spanners helping bridges to develop. A member continuously belonging to
both communities may well develop into an informal bridge by carrying knowledge and
insights from one to the other. However, also outsiders of both communities for example
external consultants may serve as boundary spanners and help bridge building.

2.4 Dynamics of Agile Pockets

In the inspiring case, the bureaucratic and inert nature of the organization was the back-
drop for the innovative pockets to form. Many of the software professionals that joined
the agile pockets, had felt frustrated in their work for example because of considerable
time spend on overhead activities such as documentation and detailed planning and rigid
architectures, technological debt and superficial compromised requirements that forced
them to compromise their work standards. The distance between these professionals
and the organization thus existed before the agile pockets developed. Sharing both the
frustrations and the interest in agility fueled the growth of the pockets.

Individuals here and there met with or heard from colleagues from a broader profes-
sional community about agility and external consultants experienced in agility, entering
the organization pushed the awareness. Sharing stories, knowledge and ideas between
the interested professionals grew new informal communities exploring the new trend.
Professionals in the core of the pockets explicitly experimented with agile working prac-
tices in their projects and started to accumulate knowledge and coin lessons learned and
advice to share with peers.

Agile pockets are characterized by innovating own practice through experiments
trying agility in different set-ups. Theoretically [20] learning processes can be described
as iterations of un-freezing practice, experimentation, and re-freezing of ideas into new
practices shifting between inquiry and improvisation, and rebalancing emergent changes
into visible patterns and practices meaningful to the members. For this to happen the
pockets need to be self-organizing, emergent, and unbound to keep the spirit of inquiry
[22]. On the other hand, if they do not have critical mass and show progress, they cannot
sustain sufficient learning energy [21].
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2.5 Summarizing Agile Pockets

This is how I theorize the pockets of professionals that I denote “agile pockets”. Figure 1
illustrates the concept. It displays an agile innovative pocket and an opposing traditional
organization separated by a double boundary, that form a stress zone, and hinder transfer
of knowledge, practices, and funding. Boundaries have a degree of permeability depend-
ing on the openness of the community and can be spanned by bridges of very diverse
nature. The visiting members at the rim of the agile pocket are likely to play an impor-
tant role as boundary spanners and bridge builders in the maturing of the agile pocket.
Learning is the nature of agile pockets. Agile specialization develops in the core of the
pocket while integrative activities happen at the rim.

Fig. 1. This figure illustrates the concept agile pocket as summarized above. All elements are
crucial to understand the nature of an agile pocket.

3 The Role of Agile Pockets in Agile Transformation

In this section a framework is developed that suggest 4 different types of agile pockets
to be found during agile transformation processes and that shifts between the types of
pockets can help explain the trajectory of the transformation.

3.1 Four Types of Agile Pockets

I propose that 4 types of agile pockets exist, characterized along 2 dimensions. First shift-
ing between modes of learning (freezing and unfreezing) as part of successful practice
improvement is a matter of creating, consolidating and not least disseminating knowl-
edge and newpractices. Second the relation between the agile pocket and the surrounding
organization as played out in the stress zone determine the potential transfer of knowl-
edge and new practices, that is the dissemination of agile practices. This is basically
dependent on the permeability of the boundaries and the existence of bridges (Fig. 2).
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FreezingUnfreezing

Permeable Ephemeral 
Focus: Slightly twisted agility  
Status: Accepted 
Change: Exploring  

Sustained 
Focus: Balancing agility 
Status: Embraced 
Change: Continuous change 

Impervious Emergent  
Focus: Agility  
Status: Unnoticed 
Change: Experimenting 

Routinized 
Focus: Integrating agility 
Status: Absorbed 
Change: Episodic change 

Fig. 2. The four types of agile pockets: emergent, ephemeral, sustained and routinized and their
interest, status, and type of change.

Emergent Agile Pockets. These pockets are characterized by the loose coupled rela-
tions between professionals that have recently become aware of and interested in agility.
As described before they may already individually be in opposition to their surrounding
traditional organization. A core of utterly interested professional quickly form an agile
pocket, while members at the rim are few or absent.

The double boundary must be characterized as impervious as the organization is
ignorant of the recent and frail pocket, while the members of the pocket are not paying
attention to the given processes in their fascination of original agility.

They explore agility with a strong spirit of inquiry, hardly reflecting on own practice
in the light of the approaches. Here the unfreezing of the established practices takes the
extreme form of neglect and their experimentation is to a large degree determined by
the vivid inspirational milieu in the environments.

Under these circumstances it is unlikely that learning or funding flow between the
two unless accidentally.

Ephemeral Agile Pockets. Ephemeral pockets have more members, but now with an
overweight of members at the rim. This place strain on the core, as their informative and
coordinating role increases leading to a drop in learning energy. Despite more members
the pocket does not possess critical mass to sustain their activity.

The surrounding organization is aware of the pocket as information and ideas has
started to ooze through carried or supported by themany interested visiting professionals
that are still based in the traditional organization. Information, requests, and suggestions
will also ooze from the organization to the pocket and may distract the core members.
They or some of them may reflect on the established practice and the need of their
colleagues and thus correct their explorative activities towards slightly adapted agile
approaches.

The pocket is accepted in the organization as information about agility has reach
management from other external sources, so they see potential in the pocket. However
no or only few resources flow to the pocket. To satisfy the accepting surroundings in
return for resources the agile pocket initiates freezing their gained knowledge in to
lessons learned. Ephemeral pockets are vulnerable due to the lack of resources, critical
mass, and the diffuse extra demands. They are at risk dying away.
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Sustained Agile Pockets. The sustained agile pocket is embraced by the surrounding
organization to an extent where the pockets nearly work for and is founded of the
organizations.

Some of the early core members may have left the pocket and a new core may have
formed as the focus and interest have shifted towards balancing of agility and traditional
processes. The members of the pockets are still professionals sharing an interest in
agility, but they, even the core, have closer relation to the surrounding organization,
which provide high permeability of the boundaries.

They accept the goal of the innovation to be improved practice based in previously
given processes and the mode of learning to be plan and controlled series of experiments
providing incremental continuous change.Middlemanagers and change agentsmay now
be visiting at the rim as the learning mode has shifted towards freezing activities – or in
the other order.

Routinized Agile Pockets. Routinized agile pockets are absorbed by the surrounding
traditional organization. The pockets are redesigned to serve the need for integration of
agility as defined by the surroundings. Employees are assigned to become members of
the pocket and the boundary spanners appointed to control the information flow. All or
most interaction between the pocket and the surroundings go through formalized bridges
such as meetings, documents and reports thus the boundaries must be characterized as
impervious. An important activity in the pocket is testing of practice proposals from
the surroundings. The core of pocket leaks members as many interested in agility do
not thrive in the controlled settings. The agile pocket has become routinized through
institutionalization allowing only for episodic and oftenmandatory change.Management
controls the pocket; the profile of the members has changed and the modes of learning
has been squeezed into a classic change patterns.

Following the four types clockwise may very well be the life cycle of an agile pocket,
but not necessarily. Any of the types can easily die out if the interest in or support from the
surroundings deteriorates, and new may form about other or more specialized interests.
Studying practice, one would expect to see many hybrid forms. If the conceptualization
turns out to be useful when validated patterns found and confirmed could spark other
interesting discussions and investigations. For example:Which transformation strategies
did work in agile transformation and why? And how can management and professionals
navigate in such bottom-up transformation journeys? Are these transformation patterns
feasible in the agile transformations of today?

4 Validation and Further Development

The validity of this theorizing comes from that it is heavily based in a well-established
theory of how humans form learning communities around interests. The theory defines
both the pockets and the surrounding organization as communities of practice and
describe their interaction as the relations that communities of practices have to their
environments. In this sense the theory is on stable ground.

However, it is not established if the concept and theory of agile pockets is at all
relevant for understanding early agile transformation as part of the more than 20 years
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history of agility as assumed in the introduction. Neither is the usefulness of the 4 types
of agile pockets in analyzing a specific agile transformation shown.

These two aspects are of cause limitations that hinder the use of the proposed explana-
tory theory as is. Thus, this section is dedicated sketching three future studies that can
validate and develop the theory. First, a literature study will look for cases, theoretical
constructs and concepts that regard the phenomenon agile bottom-up transformation.
The findings will evaluate if the theory has relevance and allow for discussion and
development. Second, the explanatory capability of the theory will be tested out on
selected existing cases already analyzed through other theoretical lenses. Third, in case
the phenomenon can still be found a more traditional case study is suggested.

As the research field of agile transformation is mature, it displays both a very broad
scope of research outlets, much literature, and sliding conceptualization. For example,
the slide from balancing to scaling that is so prominent. This will make carrying out a
classic structured review very difficult. Also, the aim of the proposed literature study is
a broad search for contributions about a specific empirical phenomenon and compile an
understanding based in very differing material of that specific phenomena.

My choice is to carry out an integrative literature review in line with [19]. This
kind of reviews allow for broader research question and a search approach driven by
conceptualization of the field, often through adopting an analytical framework. In this
case I suggest adopting the theory in question as the guiding conceptual model and
develop and alter it as literature is found and integrated. The specific searches and
search terms needs to be just as well-structured and documented as in the structured
review, but the integrative review method allow for processing the found literature in
differing ways and to over time develop the search focus and inclusion criteria. The
research question that will outset this review is “What is known in the field of IS and
bordering fields about bottom-up agile transformation?”. The first search will address
bottom-up agile transformation and synonyms. Depending on the literature found the
searches may follow different leads that all contribute to the shared conceptualization.
A review like this certainly set the spotlight on the proposed theory which was the goal.

While evaluating the literature found, appropriate case studies will be taken aside.
That is case studies reporting from early agile transformation and that allow for char-
acterizing the transformation process of that specific case. This means that they need to
report data from the case in some detail. For all the case studies the case will be sum-
marized and characterized and mapped to the framework of the 4 types of agile pockets.
Both cases that relate to the framework and those that do not provide evidence for the
evaluation of the framework. This research will confirm – or not the usefulness of the
framework both for understanding the historical phenomenon, but also if it can provide
guidance forthgoing.

After these two studies new versions of the theory can be suggested if it is valid.
To test next generation of theorizing agile pocket, the search for an ongoing bottom-up
driven agile transformation must start. When found, an in-depth single case study is
proposed to add thick descriptions of how this phenomenon play out in practice. The
concrete findingsmay be helpful for providing advice formanagement and professionals.
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5 Conclusion

In the article a theory of agile pockets of professionals and their role in agile transforma-
tion of traditional organizations are put forward. The theory building aim at understand-
ing the exceptional bottom-up patterns of the early adoption of the agile approaches.
The theory is suggested validated and developed through an integrative literature study
and an in-depth single case study of a case in which the patterns under investigation still
play out.

An interesting reflection over this theme is that introducing a framework for scaled
as mentioned in the introduction class with elaborate frameworks as CMMI [15] when
it comes to adoption challenges [8]. An interesting question is “what happened to the
agile pockets in agile transformations scaling agility?”
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