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Abstract. The main objective of speaker recognition is to identify the voice of an
authenticated and authorized individual by extracting features from their voices.
The number of published techniques for speaker recognition algorithms is text-
dependent. On the other hand, text-independent speech recognition appears to be
more advantageous since the user can freely interact with the system. Several
scholars have suggested a variety of strategies for detecting speakers, although
these systems were difficult and inaccurate. Relying on WOA and Bi-LSTM,
this research suggested a text-independent speaker identification algorithm. In
presence of various degradation andvoice effects, the sample signalswere obtained
from a available dataset. Following that, MFCC features are extracted from these
signals, but only the most important characteristics are chosen from the available
features by utilizing WOA to build a single feature set. The Bi-LSTM network
receives this feature set and uses it for training and testing. In the MATLAB
simulation software, the proposed model’s performance is assessed and compared
to that of the standard model. Various dependent factors, like accuracy, sensitivity,
specificity, precision, recall, and Fscore, were used to calculate the simulated
outputs. Thefindings showed that the suggestedmodel ismore efficient and precise
at recognizing speaker voices.

Keywords: Speaker recognition system · Artificial intelligence ·Whale
optimization algorithm · Recurrent neural network

1 Introduction

Speaker recognition is considered a biometric technology that uses typical features col-
lected from a user’s speech sample to validate their claimed identification [1]. Recently,
speaker recognition along with the technologies like depreciation and speech recog-
nition is becoming a key component in speech analysis of audio and video content.
Automatic subtitling, automatic metadata, and generation Query-by-voice for televi-
sion and movies are considered instances of practical applications of these techniques
[2]. Aside from physical distinctions, each speaker does have a distinct way of speak-
ing, which includes the usage of a unique word, intonation style, pronunciation pattern,

© Springer Nature Switzerland AG 2022
A. Dev et al. (Eds.): AIST 2021, CCIS 1546, pp. 73–84, 2022.
https://doi.org/10.1007/978-3-030-95711-7_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-95711-7_7&domain=pdf
https://doi.org/10.1007/978-3-030-95711-7_7


74 A. Goyal et al.

accent, choice, rhythm, etc. In speaker recognition system, speaker identification and
verification is considered as the most essential parts [3] (Fig. 1).

Fig. 1. Block diagram of standard speaker recognition system [8]

By utilizing module of feature extraction, speaker-specific elements of the speech
signal are extracted. The speaker-specific elements of the speech signal are extracted
using the feature extraction module. The characteristics are intended to offer the greatest
possible separation amongst speakers in a group. Then after extracting features, the
pattern recognition module matches the predicted characteristics of test speech samples
to the system’s speaker models [9]. This module matches the sample of a test speech to
all of the stored models in a recognition task and returns a semantic similarity among the
sample of test speech and all of the registered speaker models. The predicted features
were calculated through an alternate model representing speakers besides the enrolled
speakers in the task of the speaker authentication [10]. Furthermore, to make decisions,
the decision module examines the semantic scores offered by the module of pattern
matching. The decision module’s outcome is determined by the mode and task type’s
for which the system is utilized. For instance, the decision module chooses the speaker
model with the closest match to the test speech sample in closed-set mode [11]. A
threshold value in the recognition task of open-set is needed to determine whether the
match is good enough to recognize the speaker. Accuracy or the percentage of correct
identifications is a performance criterion in an identification task. False Acceptance Rate
(FAR) and False Rejection Rate (FRR) are the performance criteria in verification tasks.
AhighFARgives the systemunsafe to utilize,whereas a highFRRmakes it inconvenient.
In an ideal world, systems would be turned towards a low Total Error Rate (TER), which
is equal to a low FAR + FRR. This state is obtained by altering the decision module’s
threshold value.

Forensics are considered a significant application of speaker recognition technol-
ogy. In telephone conversations, a lot of data is transferred across two people, especially
criminals, and there’s been a growing interest in incorporating automatic speaker recog-
nition to enhance semi-automatic and auditory analysis approaches [12–14]. The speaker
recognition system can be modelled into two types Text-Dependent or Text-Independent
system. Text-based recognition is used in situations where the user has a good command
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over the input [15]. Since the system is already familiar with the spoken content, this
form of recognition provides improved system performance. Text-independent method
is utilized to recognize any form of conversational speech or a phrase chosen by the
user. The text-independent SRS does not have any previous knowledge of the text that
the user has uttered. This is commonly utilized in applications when the user has less
control over the input [16].

Recently, Artificial Intelligence (AI) has played a major role in speaker recognition,
because AI provides various independent methods that utilize the unique characteristics
to identify human voice. AI techniques like Support Vector Machine (SVM), Hidden
Markov Modeling (HMM), Artificial Neural Networks (ANN), K-NEAREST NEIGH-
BOR (KNN), Convolutional Neural Network (CNN) etc. are useful in the In the areas
of forensic voice verification, electronic voice eavesdropping, security and surveillance,
mobile banking and shopping, etc. Other than this several researchers have proposed
various techniques for speaker recognition that is described in the next section.

2 Related Work

For speaker identification, many researchers have developed a number of methods out
of which some are discussed here: El-Moneim et al. [17] described the text-independent
SRS in the presence of depletion factors like distortion and echoes. The suggested system
by authors of this paper faced considerable difficulties in recognizing speakers in various
recording situations. As a result, several speech improvement methods like wavelet
denoising and spectrum subtractionwere applied to increase recognition ability.X.Zhao
and Y. Wei [18] investigated the SRS’s performance as a function of input type and NN
configuration, as well as the best feature parameters and NN architecture for an SRS.
Additionally, traditional deep learning-based SR techniques like CNN and DNN, have
been evaluated, and various enhanced deep learning-basedmodels have been constructed
and evaluated. The network model, when combined, has a greater recognition rate in
speaker recognition than the standard network architecture.

Nammous et al. [19] integrated the prior research and implemented it to the issue of
multi-speaker conversation speaker recognition. On Speakers in the Field, the authors
tracked the performance and offered what they believe were the best described failure
rates for this database. The suggested technique was also more resistant to domain shifts
and produced results that were comparable to those acquiredwith awell-tuned threshold.
Mobin et al. [20] developed a text-independent system relying on LSTM, with the goal
of collecting spectral speaker-related data by working with standard speech attributes.
For speaker verification, the LSTM framework was taught to build a discrimination
space for verifying match and non-match pairings. When contrasted to other established
approaches, the suggested design demonstrated its advantages in the text-independent
domain. S. Shon et al. [21] presented an SRS is relying on CNNs for obtaining a reliable
speaker embedding. With linear activation in the embedding layer, the embedding may
be retrieved quickly. The frame level model permits authors to evaluate networks at the
frame level, as well as perform additional analysis to enhance speaker recognition.

Jagiasi et al. [22],presented the development of an automatic speaker recognition sys-
tem that incorporates classification and recognition of Sepedi home language speakers.
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The performance of each model is evaluated in WEKA using 10-fold cross validation.
MLP and RF yielded good accuracy surpassing the state-of-the-art with an accuracy of
97% and 99.9%, respectively; the RF model is then implemented in a graphical user
interface for development testing. Mokgonyane et al. [23] in their work implemented
a text-independent, language-independent speaker recognition system using dense &
convolutional neural networks. The researcher of this paper explored a system that uses
MFCCalongwithDNNandCNNas themodel for building a speaker recognition system.
Soufiane et al. [24] proposed a new technique to employ DNN (Deep neural network) in
speaker recognition to understand the feature distribution. Experiments were carried out
on the THUYG-20 SRE corpus, and excellent findings were obtained. Furthermore, in
both noisy and clean situations, this innovative technique beated both i-vector/PLDA and
their baseline approach. Mohammadi et al. [25] used the statistical properties of target
training vectors to suggest a technique for balancing the framework and test. To analyze
the system, the TIMIT database was employed. The experimental findings showed that
using the suggested weighted vectors lowers the SVS’s failure rate considerably. Duolin
Huang et al. [26] presented a SRS technique depending on latent discriminative model
learning. A reconstruction restriction was also added to develop a linear mappingmatrix,
making representation discriminative. Depending on the Apollo datasets utilized in the
Fearless Steps Challenge at INTERSPEECH2019 and the TIMIT dataset, test findings
showed that the presented approach surpassed common techniques.

After reviewing the literature it is concluded that the speaker recognition systems
are playing important role in number of applications. Various researchers have proposed
different approaches for recognizing the speaker from their voice. MFCC features are
important feature model that are is recommended in most of the algorithms. Other than
this there are few more features as frequency domain, time domain features that are also
used in few of the studies. From the study it is concluded that the features processing
is very crucial part of a recognition system, therefore selecting informative features can
enhance the recognition rate. Very less studies are focus on feature selection models.
Other than this artificial intelligence algorithms are the fundamental requirement of
effective speaker recognition systems. Currently different machine learning algorithm
such as SVM, ANN etc. are used for recognition applications, deep learning has reduced
the system’s complexity due to its high speed and better recognition capability. CNNs
andRNNs are one of the examples of suchmodels. But still the scope ofmodification and
improvements are there, inspired from this the proposed scheme provides an improved
speaker recognition system that is given in next section.

3 Proposed Work

To overcome the issues related to the traditional models, a novel and effective technique
are proposed. The proposed work provides efficient algorithm to handle the complexity
of the system and also gives a high recognition rate. Relying on WOA and Bi-LSTM,
this research suggested a text-independent speaker identification algorithm.MFCCbased
features are extracted in the proposedmodel and usingWhale optimization algorithm the
informative feature are selected for all the speaker’s audio samples. In addition to this, an
upgraded variant of RNN that is BI-LSTM classification model is used for recognition.
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The reason behind using the BI-LSTM network instead of conventional LSTM is the
features of this model that are: It has two methods for dealing with inputs. It can not
only process the inputs that have already passed through it, but it can also manage the
inputs that have passed through it in the past. The simulation of the proposed model is
done in MATLAB software by following the below written methodology.

Methodology
Theproposedmodel’s first step is to obtain input data fromadataset that is either available
online or can be obtained in the real world. The dataset utilized in the suggested work
was obtained from Kaggle.

Dataset Information
The audio sample of five famous political leaders can be found in the Kaggle dataset.
The dataset comprises a collection of 500 audio samples, with 100 audio samples for
each leader. Each audio file in the files is a PCM encoded one-second 16000 sample rate
audio file. Figure 2 depicts a sample of audio signal collected from the dataset.

Fig. 2. Sample data taken from dataset

Following the collection of data, the signals must be processed and converted into
a definite set of features. With 14 coefficients, the proposed model obtains MFCCs
features. Figure 3 depicts each coefficient, which includes 100 characteristics.

Furthermore, in each audio signal sample, the average value of al 14 MFCC
coefficients is determined and evaluated as represented in Fig. 4.

Moreover, other audio samples MFCC features are evaluated with their average
MFCC coefficient of audio signals. At last, theWOA optimization method, as well as its
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Fig. 3. MFCC features of 14 coefficients

Fig. 4. Average MFCC coefficients of Audio signal

various parameters and their configurational values, must be initialized next to choose
features from the available feature set. Table 1 shows the particular value of each and
every parameter.

Then, theWOAalgorithm only chooses the features that are essential for recognizing
speaker from the available datasets. Only six of the 14 retrieved features are chosen as



Deep Learning Approaches for Speech Analysis 79

Table 1. Configuration table for WOA feature selection model

WOA parameter Value

Max Iteration 50

Population 10

Decision variable 6

Coefficient a 2 to 0

r [0 1]

Population dimension 6

essential features with the highest fitness value. For each and every value, the optimal
fitness value is evaluated by utilizing Eq. 1

Fitness = 1

mean(Std(SelectedFeatures))
(1)

Following the creation of the final feature set, the proposed RNN-Bi-LSTM classi-
fication network is initialized by specifying different parameters like max epochs and
threshold input size. Aside from that, the proposed network defines a number of other
parameters, which are listed in Table 2.

Table 2. Configuration table for RNN BI-LSTM Classification model

Network’s parameter Value

Max epochs 150

Gradient threshold 1

Num of hidden Layer 120

Input size 1

No of layer 5

Min. batch size 10

For training and testing, the final feature set is send into the suggestedRNN-BILSTM
classification model. The model is trained by supplying trained data. At last, by sup-
plying the testing data, the suggested model efficiency is tested. At last, the suggested
model’s efficiency is evaluated by supplying itwith test data. The performance is assessed
by using a number of performance parameters that are briefly described in the next
section.

4 Results and Discussion

In the MATLAB simulation software, the proposed model’s performance is simulated
and examined. The simulation results were evaluated using a variety of performance
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metrics, including accuracy, sensitivity, specificity, precision, recall, and Fscore. Fur-
thermore, the suggested model’s performance is compared to that of the standard model,
which is briefly addressed in this section.

• Performance Evaluation

The suggested model’s efficiency is first assessed in terms of the convergence curve
depicted in Fig. 5.

Fig. 5. Convergence curve of proposed model

Thefitness graphobtained by theWOAalgorithmduring the feature selection process
in the proposed model is shown in Fig. 5. The total number of iterations conducted is
represented on the x-axis, while the fitness value is represented on the y-axis. The
graph shows that the value of fitness is initially high, but as the number of iterations
increases, the value of fitness drops dramatically, from 1.25 to 0.86 in just 4 iterations.
After 50 iterations, the fitness value continues to decline and falls slightly below 0.85.
This indicates that the suggested model is capable of extracting features efficiently and
effectively.

The suggested model’s performance is assessed using a variety of dependence vari-
ables such as accuracy, sensitivity, specificity, precision, recall, and Fscore. The sug-
gested model’s performance is first evaluated using several performance parameters, as
illustrated in Fig. 6.

In Fig. 6 illustrates the several dependencies factors of the graphs that include the
accuracy, sensitivity, specificity, precision, recall and Fscore of the proposed model.
The blue, orange, and yellow colored bars represent the performance f-of accuracy,
sensitivity, and specificity. The precision, recall, and Fscore performance are shown
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Fig. 6. Different performance parameters of proposed model

by purple, green, and sky-blue colored bars, respectively. The accuracy achieved in the
suggestedmodel is equivalent to 99%while the sensitivity and specificity achieved in the
proposed model is equal to 98% and 99% respectively. Similarly, the suggested model
examines the value of precision, recall, and Fscore, which come out to be 97%, 98%,
and 98%, respectively. These results demonstrate that the suggested model is capable of
reliably recognizing speakers. Table 3 shows the particular values of these parameters.

Table 3. Specific value of different parameters

Parameters Values (% age)

Accuracy 99.2016

Sensitivity 98.9899

Specificity 99.2537

Precision 97.0297

Recall 98.9899

Fscore 98

In addition, the proposed model’s accuracy is evaluated and compared to that of
the standard model. Figure 7 represents the proposed model’s comparison graph and
proposed model in terms of accuracy.

Figure 7 illustrates the comparison of the suggested model and traditional MFCCs,
Log-spectrum, spectrum technique, MFCCs-GMM-UBMmodels in terms of their accu-
racy value.Blue, orange, yellow, and purple colored bars represent the performance of the
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standardMFCCs, Log-spectrum, spectrum approach, andMFCCs-GMM-UBMmodels,
respectively, while the green colored bar represents the suggested model’s performance.
According to the graph, the degree of accuracy reached in the standard MFCC and log-
spectrum methods is 95% and 98%, respectively. The accuracy of traditional spectrum
methods and MFCCs-GMM-UBM techniques was 98% and 94%, respectively. when
the accuracy value for the proposed model was calculated, it came out to be 99%.
This demonstrates that the suggested model is more precise and efficient at recognizing
speaker signals. Table 4 shows the specific accuracy value in the traditional and proposed
models.

Fig. 7. Comparison graph of proposed and traditional model for accuracy

Table 4. Accuracy values in traditional and proposed model

Technique Accuracy values (%age)

MFCCs 95.33

Log-spectrum 98.7

Spectrum 98.7

MFCCs-GMM-UBM 94.5

Proposed 99.2016

From graphs and tables, it is analyzed that the proposed model is more accurate and
efficient in recognizing distinct speakers.
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5 Conclusion

Nowadays, various researchers and experts have expressed their interest in automatic
speech and speaker identification. Various scholars have developed a variety of method-
ologies, although the key problem for researchers is determine how precisely the system
can identify and recognize speakers. The WOA and Bi-LSTM were used to suggest a
model in this research. In terms of accuracy, sensitivity, specificity, precision, recall, and
Fscore, the suggested model is compared to conventional MFCCs, Log-spectrum, spec-
trum method, and MFCCs-GMM-UBM models. The proposed model’s sensitivity and
specificity were calculated to be 98.9899% and 99.2537%, respectively. Furthermore,
the precision, recall, and Fscore values were discovered to be 97.0297%, 98.9899%,
and 98%, respectively. Furthermore, the traditional MFCCs and Log-spectrum accu-
racy values were 95.33% and 98.7%, respectively, but the traditional spectrum approach
and MFCCs-GMM-UBMmodels accuracy values were 98.7% and 94.5%, respectively.
The proposed model, on the other hand, achieved a value of accuracy of 99.2016%,
demonstrating that it is more efficient and effective in recognizing distinct speakers.
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