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Abstract. Predicting outcomes of football matches is among the rapid growing
area of research due to the interest of large number of people, and the stochastic
nature of the results.Many researches have been conducted to predict the outcomes
of football matches. Statisticians predict the football match outcomes to showcase
their skills whereas Operational researchers use the prediction to experiment with
various effects of football tournament design. This research is aimed at determin-
ing feature and classifier combination that would provide the best English premier
League football outcomes prediction accuracy. Despite the fact that feature and
classifier combination might effects the football outcomes prediction accuracy,
however, based on our knowledge, no other researches had considered to deter-
mine which possible feature and classifier would produce a good English Premier
League football prediction accuracy. We proposed to use multiple machine learn-
ing classifiers and features combination to determine which feature and classifier
combination would produce high football prediction accuracy. Experiments were
conducted using various feature and classifier combinations including previous
football match records of English premier league for two seasons. The results of
all feature and classifier combinations were compared to determine the one that
would achieve the highest accuracy. The result of the experiments show that using
home team factor, away team, twenty two (22) first players from the two teams,
and goal difference together with K-NN machine learning classifier achieved the
highest accuracy of 83.95%. In addition, the result of the best feature and classifier
combination was compared with the result of the existing English Premier League
football prediction accuracy and found that our result achieved improvement over
existing results.
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1 Introduction

Football which is frequently referred to as soccer is the most popular sport that attracts
a large number of fans throughout the world [1, 2]. The football sport can either be
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domestic or international leagues. Examples of domestic leagues are English Premier
League (EPL), Liga Super Malaysia (LSM), Australian Football League (AFL), etc.
Example ofmost famous international tournament is the world cup. For domestic league,
each team has to play with each other both at home and away. Football has three (3)
possible outcomes, win, lose or draw [3]. Each match win carries three (3) points, one
point (2) for draw, and nil point (0) for lose. The team with highest number of points
at the end of the season of the league will be crown the champion. A quite number of
leagues exist, and there is an estimate of 108 professional soccer leagues in the world.
English premier league is the top league in United Kingdom (UK). It is the most popular
league that attracts many followership across the globe, investors, etc., than the other
leagues in the world which was reported to be watched on television for about nineteen
(19) hours by approximately 4.6 billion audiences [1].

Predicting outcomes of football match is challenging and difficult due to its high
dependence on many interactive factors that cannot be easily interpreted, such as refer-
eeing subjectivity, key players, home team, coaching strategy, field dimension, distance
between the two teams, etc. Study had shown that machine learning (ML) can be used
in football outcomes predictions with better accuracy than the natural human expert
[4]. The machine learning aims at determining the value of an unknown sample through
learning from the already known dataset [5, 6]. Examples of suchmachine learning tech-
niques are ANN, K-NN, Genetic Programming algorithm (GPA), SVM, Naïve Bayes
(NB), and many others [7–9].

Selecting both feature and classifier plays an important role in determining the suc-
cess of football match outcomes prediction accuracy. Good choice of features and clas-
sifiers tends to improve the prediction accuracy, while wrong choice of features and
classifiers tends to decrease the prediction accuracy [10, 23]. Previous work by Cui et al.
[11], an ensemble concept was proposed, where Genetic programming together with the
majority voting function were used to predict the outcomes of English Premier League
Matches. The number of features used in this experiment was six (6), and they included
the dynamics profile factor, the ranking factor, the home advantage factor, the strength
factor, the infirmity factor and the odds factor. The system achieved the overall accuracy
of 75%.

Predicting outcomes of football matches has proven to be difficult and challenging to
implement [3, 11].According toHucaljuk andRakipovic, such complexitywas as a result
of a presence of many uncertainties that cannot easily be interpreted. Many researches
have been conducted to predict the outcomes of a football match event. Despite the fact
that the researches showed that competing interaction improves the prediction accuracy
[12], however, based on our knowledge, it had never been indicated which feature and
classifier combinationwould produce high football match outcomes prediction accuracy.
Additionally, the fact that the current best English Premier League prediction accuracy
is 75%, still there is the need for improvement since it is not up to 100%. The major
contribution of this study is that veterans and novice researchers can come up with a
new method for predicting different sporting events while considering other uncertain
features.
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The rest of the paper has been organized as: Sect. 2 contains a literature review, Sect. 3
contains a methodology of the research, and Sect. 4 encompasses Results, Discussion
and evaluation. Finally Sect. 5 concludes the research.

2 Literature Review

Predicting football match outcomes has been repeatedly studied for decades. For exam-
ple, in 1982, Mahar was first to use a statistical approach to predict the football match
outcomes, where Poisson distribution was used to predict a result based on the goals
scored by both home and away teams.

Most of the previous approaches predict the football outcomes based on the number
of goals conceded for each team, while the obtained match results will determine the
actual champion winner [13–15].

Current football prediction approaches determine the outcomes of football matches
directly based on one of the three distinct parameters [3, 11]. These parameters include
win (w), lose (L) or draw (D). There are two categories of football outcomes prediction
techniques, namely football prediction using statistical techniques and prediction using
machine learning techniques.

2.1 Predictions Based on Statistics Techniques

In sporting event prediction, football outcome prediction is a popular issue among
researchers. Many researches have been conducted to predict football scores.

Poisson distribution technique has been widely accepted. A technique that uses
Univariate and Bivariate Poisson distribution was proposed in the study ofMaher (1982)
to reflect the defensive and offensive capabilities of both the two playing teams. Another
approachwhich ismore complex than the one proposed byMaherwas proposed byDixon
and Coles [13], where the “correction factor” was applied to the independent Poisson
model to enhance the performance of the system. Another more powerful approach
which uses Bivariate Poisson distribution with more complex likelihood function was
proposed. The covariance between the goals scored by two teams was added in the
research, such that proposed by Tsionas [14].

In another study, an extremal statistics (ES) was used to analyse the distribution of
number of goals that are scored by Home teams, away teams and the overall number of
goals in the match in domestic football games from 169 countries between 1999 to 2001
[15].

Besides that, Monte Carlo analysis (MCA) was also proposed to generate a sequence
of simulated match outcomes for different teams based on Zero persistence assumptions
[16].

2.2 Predictions Based on Machine Learning Techniques

Ong and Flitman [4] proposed an artificial neural network to predict the binary outcomes
of a sporting event, namely winner of an Australian Football match where the datasets
from 1992 to 1994 were used for training purpose. Comparisons were made between
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neural networks, logistic regression (LR), and human experts (HE). The result shows
that neural networks outperformed both the Logic regression and natural human expert
in prediction accuracy. While the logic regression outperformed human expert. Finally,
the authors concluded that machine learning techniques can be used to replace human
experts in football prediction. One shortcoming with this approach is that the system
could not predict the draw outcome.

Rotshtein et al. [18] proposed the use of Fuzzy Logic (FL), Genetic Algorithm (GA)
as well as Neural Turning to predict the football results of championship in Finland
for eight (8) years from 1994 to 2001. Twelve (12) features were used in this research.
These features include the results of five (5) previous matches of the two teams, and the
results of the two (2) previous matches between the two playing teams. The results were
compared with other classical time series. The fuzzy logic was found to decrease the
number of experimental data due to the expert knowledge.

Framework for sport prediction was proposed by Min et al. [19] which combined
Bayesian network along with Rule-based reasoning. The result was found to provide
more reasonable results in predicting World cup result by simulating various strategies
together with their subjective information. However, the research does not consider the
domain that has insufficient expert knowledge. That is, the system was solely dependent
on expert knowledge.

Bayesian networks was proposed by Joseph et al. [20] to predict the outcomes of
English premier league played by Tottenham Hotspur in two seasons namely 1995/1996
and 1996/1997. The classifiers used in this experiment includes naïve Bayes, K-NN,
HuginBN andExpert BN. Seven (7) featureswere used in the experimentwhich revealed
that Expert BN outperformed the Naïve Bayes, K-NN and Hugin BN classifiers with
accuracy of 59.21%. The limitation of this technique is that the datasets used were
relatively very small. Similar approach was proposed by Hucaljuk and Rakipovic [3]
to predict the outcomes of English Champion league matches by using large sets of
classifiers. The research contained all features and some other classifiers used in other
studies [20, 21], butwith little increment in classifiers. The accuracy of 60%was achieved
in this study, which was better than the result found in the previous study [20].

Recently, another machine learning approach called ensemble concept using genetic
programs system was proposed to predict the outcomes of English Premier League
Matches [11]. The number of features used in this study was six (6), and this includes the
dynamics profile factor, the ranking factor, the home team advantage factor, the strength
factor, the infirmity factor and the odds factor. The system was evaluated by comparing
the results with that of Artificial Neural Networks. The result achieved by a single
Genetic-Program (GP) was 68.8%, which was almost similar with that of referenced
paper (Artificial Neural Network which accuracy of 70%). However, after combining
the results of GP-generated with that ofMajority Voting function (MVF), the accuracy of
the whole system was increased to 75%. Finally, the authors concluded that combining
decisions of a number of classifiers provides better improving performance than just a
single decision. Major limitation of this prediction technique is that it is very complex
and time consuming as many classifiers might be involved in the prediction process.

All of the techniques discussed above have only directly considered the use of a
number of features together with a particular machine learning classifier in trying to
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predict a football match result for a particular league, with the aim of achieving higher
accuracy. However, in reality, identifying appropriate feature and classifier combination
is an important factor in determining high prediction accuracy result of football matches.

3 Proposed Methodology for a Football Match Outcomes
Prediction

3.1 Data Sampling

During every English Premier League season, exactly twenty (20) teams participated in
the competition, where each team played twice with one another – one match at home,
while the second away. A complete season of English Premier League consists of three
hundred and eighty (380) matches. For the purpose of this research, data for two seasons
were used: 2011–2012 and 2012–2013, which is equivalent to seven hundred and sixty
(760) differentmatcheswhich have been extracted from the following prominent English
Premier League websites:

• http://www.premierleague.com
• http://www.bbc.co.uk/sports
• http://statto.com/football/stats/england/premierleague.

3.2 Features Used and Process of Feature Selection

Selecting relevant features is significant in providing accurate prediction accuracy as it
affects the performance of machine learning classifiers [23].

For the purpose of this research, various combinations of the following thirty-three
(33) features were selected and used in the study. These selected features include twenty-
two (22) player names for both home and away teams,HomeTeam,AwayTeam,Average
Home Team Goals per Game, Average Away Team Goals per Game, Home Team Rank,
Away Team Rank, Home Team Attack, Away Team Attack, Home Team Defence, and
Goal Differences.

A sequential Forward Selection (SFS) technique was adopted for the feature selec-
tion, due to its relatively low computational burden of [24]. This SFS is based on the
algorithm, called a greedy search algorithm, which determines an optimal set of features
for extraction by first starting from an empty set and then adding a single feature that
increases the values of the chosen objective function in the superset in sequence to the
subset. Pseudocode for SFS is shown as below:

Feature set initialization

F0 = {∅}; i = 0

Select the next best feature

x = argmax[J (Fi + x)].

where x �= Fi

http://www.premierleague.com
http://www.bbc.co.uk/sports
http://statto.com/football/stats/england/premierleague
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Update the feature set

Fi+1 = Fi + x.

While i < d

i = i + 1

Go to step 2

3.3 Machine Learning Classifiers

The following machine learning classifiers were used in the experiments:

• Logistic Regression
• SVM
• Random Forest
• K-NN
• Naïve Bayes

Each of the above mentioned classifiers was trained and tested with different feature
combinations to determine the best combination.

3.4 Experimental Methodology

INFORMATION 
FROM FIFA 

WEBSITE
FEATURES MACHINE LEARNING MACHINE LEARNING 

CLASSIFIERS

LINKED FEATURES TO BE TESTED WITH MACHINE LEARNING 
CLASSIFIERS

SIMULATION

MATCH OUTCOME
 (LOSS (L), WIN (W), OR 

DRAW (D))

TRAINING

Fig. 1. Experimental methodology processes

In Fig. 1, a large amount of datasets for two previous seasons of an English Premier
League matches, seven hundred and sixty matches (760) have been retrieved from
the aforementioned English premier league websites. The two English premier league
seasons considered are 2011–2012 and 2012–2013. It is then followed by feature and
machine learning classifier selections. And it then followed by combining these selected
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features with the selected machine learning classifiers one at a time. These retrieved
datasets were divided into two. The first dataset for 2011–2012 season is used for train-
ing purpose, while the second dataset which contains information about matches for
2012–2013 season is used for testing purpose. The predicted result could either be home
win, draw, or home loss.

Lastly, we then compared the accuracy of our prediction approach in two phases.
The first phase is to compare the results of our five (5) classifiers. The second phase is
to compare the prediction accuracy of our best classifier with the performance of the
existing similar football prediction techniques.

3.5 Final Implementation Based on the Experiments

K-NN machine learning classifier calculates the distance between scenarios that exists
in the dataset and a query scenario using distance function formula to compute the
distance between scenarios, where a, b scenarios have N features, in this case, the
value of N = 25, such that a = {H_Team, A_Team, Goal_Diff, Player1a, Player2a,
…, Player11a, Player1b, Player2b, …, Player11b}, and b = {H_Team1, A_Team1,
Player1a1, Player2a1, …, Player11a1, Player1b1, Player2b1, …, Player11b1}.

Where d(a, b) can be obtained in two ways:

1. Using absolute distance formula,

dA(a, b) =
N=25∑

i=1

|ai − bi|

2. Using Euclidean Distance formula,

The procedure is as follows:
Step 1: Set z ← 380.
Step 2: Store the output of the p nearest neighbours to the query scenario q in vector

r = {r1, . . . , rp} by repeating the following loop p times:

i. Go to the next scenario si in the data set, where i is the current iteration within the
domain {1,…,z}

ii. If q is not set or q < d(q, si):q ← d(q, si), t ← oi
iii. Loop until the end of the data set (i.e. i = z)
iv. Store q into vector c and t into vector r.

Step 3: Calculate the arithmetic mean output across r as follows:

r = 1

p

P∑

i=1

ri

Step 4: Return r as the output value for the query scenario q.
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4 Results, Discussion, and Evaluation

4.1 Presentation of Experimental Results

In this section of the chapter, the results obtained from the experiments conducted are
presented and described.

Empirical evidences indicated that match location (either team is playing at home or
at the opposition home), match status (whether team was losing, wining or drawing) and
the quality of opposition features have been reported to be among the most significant
influences on football match performance [25–27]. Similarly, the current position of the
team in the League ranking and the average number of conceived and the scored goals
per game features have been selected in the research of Hucaljuk and Rakipovic [3].

Experiment 1:
In this experiment, thirty eight (38) matches played byManchester United team have

been considered in order to start with a small scale number of datasets. Therefore, eight
(8) distinct features have been considered in the experiment as follows:

Home Team, Away Team, Home Team rank, Away Team Rank, Home Team attack,
Home Team Defence Rank, Away Team Attack Rank, Away Team Defense Rank.

After applying our proposed five (5)Machine Learning Classifiers, we have obtained
the result shown in Fig. 2.

62.50% 69.17% 58.33% 79.17% 60.83%
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Fig. 2. Results achieved in Experiment-I

Experiment 2:
In this experiment, the same sets of dataset as in experiment one (1) were used. It

is noted that some features are complimentary: For instance, the average home team
goals per game and the average away team goals per game are complimentary with
goal difference. Therefore, a technique called feature combination was used, which is a
method used in object classification activity which takes the advantage of combining the
strength of multiple complementary features to provide a more powerful feature [28].

Adding these features to the features used in the previous experiment, experiment I,
the researcher had eleven (11) distinct features, and they were used in this experiment
and the subsequent one. These features are as follows:

Home Team, Away Team, Average Away Goals per Game, Average Home Goals Per
Game, Home Team Rank, Away Team Rank, Home TeamAttack, Home TeamDefence,
Away Team Attack, Away Team Defence, and Goal Difference.

After our five (5) Machine Learning classifiers have been applied on the aforemen-
tioned feature combination, the results illustrated in Fig. 3 have been obtained from this
experiment:
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Fig. 3. Results achieved in Experiment-II

Experiment 3:
Due to the small scale number of testing datasets that were used previously in the two

preceeding experiments to test the feature and classifier combination, and also because
the number of dataset might affect the success of football outcomes prediction [23], the
number of testing dataset used here was increased to three hundred and eighty (380)
matches played by all the twenty (20) English premier league teams in 2012/2013. Ten
(10) features were considered in this experiment. These features include:

Home Team club, Away team club, Average Home Team Goals per Game, Average
Away TeamGoals per Game, Home Team Rank, Away Team Rank, Home TeamAttack,
Away Team Attack, Home Team defence, Away Team Defence.

The results are illustrated in Fig. 4 below:
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Fig. 4. Results achieved in Experiment-III

Experiment 4:
As in the previous experiment, experiment 3, three hundred and eighty (380) English

premier league football matches played by all the twenty (20) teams for 2012–2013 were
also used in this experiment. The only difference here is the addition of twenty two (22)
player names and goal difference, making features to become thirty three (33) features.
This is because, players are complementary with one another, and also the average home
team goal per game and the away team goal per game are both complementary with the
goal difference. These features are reported as follows:

Twenty-two (22) player names, Home Team, Away Team, Average Home Team
Goals per Game, Average Away Team Goals per Game, Home Team Rank, Away
Team Rank, Home Team Attack, Away Team Attack, Home Team Defence, Away Team
Defence, & Goal Difference.

Figure 5 has illustrated the results, after applying our five (5) Machine Learning
classifiers on the aforementioned feature combinations.
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Fig. 5. Results achieved in Experiment-IV

Experiment 5:
As in the experiment 3 and experiment 4, three hundred and eighty (380) English

premier league matches played by twenty (20) teams were used in this experiment. The
number of features used in this experiment was twenty-five (25). These features were
reported as follows:

Twenty-two (22) Player names, Home Team, Away Team & Goal Difference.
The result is presented in Fig. 6 as shown below:
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Fig. 6. Results achieved in Experiment-V

From the results of all the experiments that have been conducted so far, it is observed
that the feature combination used in the second experiment, experiment 2,which includes
the home team club, away team club, average away team goals per game, average home
team goals per game, home team ranking, away team ranking, home team attacking,
away team attacking, home team defence, away team defence and goal difference with
the Logistic Regression classifier that were used in Fig. 3 provided the most poorest
prediction accuracy result; while the feature combination that was used in the fifth
experiment, experiment 5, which includes home team club, away team club, twenty-two
(22) players, and goal differences, and K-NN classifier in Fig. 6 produced the highest
prediction accuracy. In most cases in this experiments, it is observed that the classifiers
find it difficult to predict the draw; this is the facts that when draw occurs, either the home
team is better than away team, or vice-versa, making the prediction task to become very
difficult due to the occurrence of tie under potential upsets. In other cases, the classifiers
also find it difficult to correctly predict the loss; this occurred possibility due to the poor
decisionmade by the teammanager (coach) purposely designed to intentionally increase
the team chance of losing the match instead of ordering the players actually on the field
to deliberately underperform.

For the evaluation purpose, another experiment was conducted, where the features
comprises home team club, away team club, twenty-two (22) players, and goal differ-
ences together with theK-NN classifier combinationwere tested but different leaguewas
considered, Australian League, in twenty (20) matches played by an Adelaide United
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club as with the previous experiment, where the best feature and classifier combination
were obtained. The result achieved the overall prediction accuracy of 80.00%. Even
though the result was not as good as the result that was achieved in experiment 5, where
the best feature and classifier combination were obtained, however, an accuracy which
is higher than that obtained from the previous related studies was still obtained.

87.27% 90.75% 68.04%90.91% 75.00% 60.00%
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Fig. 7. Comparisons between predicted result and evaluated result

Figure 7 compares the classification rates between the results that we were obtained
(experimental results) and the result of the experiment that have been conducted (eval-
uated results) to measure the effectiveness of the proposed approach. In terms of pre-
dicting the loss; the classification rate of the experimental result is 87.27% while the
classification rate of the evaluated result is 90.91%. In terms of winning prediction; the
experimental result achieves the classification rate of 90.75%while the classification rate
for the evaluated result is 75.00%. Lastly, for draw prediction; the experimental result
achieves the classification rate of 68.04% while the classification rate for the evaluated
result is 60.00%. This shows that the approach works efficiently.

Comparing the accuracy that has been achieved with all the accuracies achieved by
the previous techniques, the approach has the highest accuracy.

5 Conclusion

In this research article, an approach which was not previously explored was used, deter-
mining the feature and classifier combination to predict the outcomes of an English
Premier League football matches with a better accuracy than the existing research. The
past and the current research efforts in football outcomes prediction were extensively
reviewed, determining their strengths, weaknesses, evaluation techniques used and con-
clusion. A feature and classifier combination which provide better accuracy than other
related existing approaches previously used in predicting football match outcomes have
been presented.

After conducting series of experiments, the result shows that using home team, away
team, twenty-two (22) players and goal difference features helps provide best prediction
result. Additionally, the results show that K-NN classifier can be used to predict the
outcomes of English premier matches, getting a highest prediction accuracy of 83.95%,
which is better than all other classifiers used in the research. This indicates that the
combination of home team, away team, twenty-two (22) players, and goal difference
along with K-NN classifier has the highest prediction accuracy.
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Comparing the prediction accuracy of the best classifier to that used in other similar
research in Joseph et al. [20] and Cui et al. [11], it can be concluded that the approach
had achieved the best prediction accuracy.

However, the combination of features used in the second experiment, experiment
2, which includes Home Team, Away Team, Average Away Goals per Game, Average
Home Goals Per Game, Home Team Rank, Away Team Rank, Home Team Attack,
Home Team Defence, Away Team Attack, Away Team Defence, and Goal Difference
with both the random forest and logistic regression, respectively, presented to provide
the poor draw prediction accuracy. The reason for that might be the facts that when
draw occurs, either the home team is better than away team, or vice-versa, causing the
prediction task difficult due to the occurrence of tie under potential upsets. In future
research, more data and more feature combinations should be used to design a more
accurate model.

Indeed, this research was the first to introduce the concept of using feature and
classifier combination in the area of football outcome prediction.
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