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Preface

The First International Conference on Informatics and Intelligent Applications (ICIIA
2021) aimed to provide a platform to bring together informatics and artificial
intelligence/machine learning researchers and practitioners to exchange and share their
research and innovation results in the field of applied informatics and applications.

ICIIA 2021 was held virtually during November 25–27, 2021. It was organized by
the Centre of ICT//ICE Research at Covenant University, Nigeria. The theme of ICIIA
2021 was “Informatics for Sustainable Development.” ICIIA 2021 aspired to keep up
with advances and changes to a consistently morphing field. We invited three leading
experts to give keynote speeches that focus on state-of-the-art research. Participants from
around the globe presented the latest studies through papers and oral presentations.

We received 108 submissions from around the world. All the papers were 10–
16 pages in length. Each paper was allotted to three to five reviewers from the
international Program Committee. We adopted a single-blind process for review.The
whole program was divided into three tracks:Artificial Intelligence and its various
applications, Emerging Technologies in Informatics, and Information Security. Based
on the outcomes of the review process, 22 full papers were accepted to be included in this
volume of Communications in Computer and Information Sciences (CCIS) proceedings
published by Springer.

We would like to thank the team from Springer for their helpful advice, guidance,
and support in publishing the proceedings.

We trust that the ICIIA 2021 proceedings open you to new vistas of discovery and
knowledge.

November 2021 Sanjay Misra
Jonathan Oluranti

Robertas Damasevicius
Rytis Maskeliunas



Message from the Organizing Committee

On behalf of the Organizing Committee of ICIIA 2021, it is a pleasure to welcome you
to the proceedings of the First International Conference on Informatics and Intelligent
Applications (ICIIA2021), held duringNovember 25–27, 2021. ICIIA2021was planned
to take place at the Center of ICT//ICE Research, Covenant University, Nigeria, but was
held virtually due to the ongoing COVID-19 pandemic. The Department of Electrical
and Information Engineering and theDepartment of Computer and Information Sciences
of Covenant University jointly hosted ICIIA 2021.

Covenant University, the intended venue of the conference, is a gentle departure
from the hustle and bustle of the busy metropolitan life in the city of Lagos. It is a
serene campus with landscaped surroundings. It is currently among the most prestigious
institutions of higher education inNigeria and offers an excellent setting for conferences.
Founded in 2002, Covenant University is ranked the best performing university by the
National Universities Commission of Nigeria.

ICIIA 2021 included plenary lectures by leading scientists and several paper sessions
which provided a real opportunity to discuss new issues and find advanced solutions able
to shape new trends in the fields of Artificial Intelligence (AI), AI applications in various
areas, security, and emerging technologies. The conference could not have happened
without the dedicated work of many volunteers. We want to thank Covenant University
for the sponsorship as well as our fellow members of the local organization team.

On behalf of the Organizing Committee of ICIIA 2021, we would like to thank
everyone who participated in and contributed to this conference, making it much more
productive and successful.

Sanjay Misra
On behalf of the Organizing Committee
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Begreen

Ernest Cachia

Department of Computer Information Systems, Faculty of ICT,
University of Malta, Malta

Abstract. The notions and ideas relating to green and sustainable
Information Technology endeavors are becoming critical and crucial
requirements governing many IT and IT-related innovations. The need to
understand and respect our environment while striving to create solutions
to improve the human condition is a relatively recent state of realization
that derives from the fact that the two aspects are inseparable. Like all
other scientific studies, this necessitates a structured and demonstrable
approach that is based on appreciating and embracing digital realities,
understanding human activity, processes, and the changing economic
context and social patterns. Similar to the adoption of ubiquitous and
pervasive data in the creation of innovative solutions, green and sus-
tainable software development is based on the use and customization of
opportunities encountered. Therefore, it is necessary that modern soft-
ware developers understand the digital tools at their disposal, up-skill or
re-skill, to contribute to this ethos. And based on that, innovate.

Biography: Professor Ernest Cachia currently holds the position of Head of the
Department of Computer Information Systems, and for 12 consecutive years (2007–
2019), held the position of Dean of the Faculty of Information and Communication
Technology. Professor Cachia is also the Chairman of the Institute of Aerospace Tech-
nologies at the University of Malta and Director of the Malta Air Traffic Services
(MATS) company. Professor Cachia is the Nationally (Maltese) appointed represen-
tative on the European Union’s European Open Science Cloud (EOSC) Steering Board.
Furthermore, Professor Cachia is the University of Malta representative on the Malta
Competition and Consumer Affairs -sitting on the EU CEN e-Skills e-Competencies
Common Framework (e-CF) Standardisation Committee, he is a founding member of
the Malta IT Agency e-Skills Alliance, member of the Malta Cloud Forum within the
Malta Communications Authority, member of the e-Skills (Malta) Foundation, and a
founding member of (former) EuroCloud (Malta) organisation. Professor Cachia is also
one of the mentors and panel members on the “SeedGreen” EU and National Govern-
mental Green Project Awareness initiatives. Professor Cachia is also a member of the
Managing Committee of the COST Action on Gene Regulation Knowledge Commons
(GREEKC) working in the domain of FAIR Score assessment of Gene Ontology Tools.
Professor Cachia acted as the Innovation and Technology Module Leader in the creation
of a Joint Masters program for Boarder Management, coordinated by Frontex, the Euro-
pean Border Guard and BorderManagement Agency. Professor Cachia is also a member
of the IT Services Board of Directors of the University of Malta.



Modern Challenges in Computational Science

Osvaldo Gervasi

Department of Mathematics and Computer Science, University of Perugia

Abstract. In recent years we have witnessed an impressive development
of technology, which is continuously breaking down barriers consid-
ered insurmountable, and a massive and pervasive spread of services that
require increasingly high-performance networks and computers. Scien-
tists are called to reinvent algorithms and computational approaches in
order to face the growing and ambitious questions posed by the market,
society and science, particularly in times of extreme difficulty such as the
Covid-19 pandemic.

In this lecture we will try to illustrate some concepts that can ignite
in the researcher the desire to explore new frontiers of computational
computing to face the challenging demands of a fast-moving world.

Biography: Prof Gervasi is Associate Professor at the Department of Mathematics
and Computer Science, Perugia University. His Research interests are Computational
Science, HPC, Virtual Reality and Artificial Intelligence. He is Co-Chair of: The
International Conference on Computational Science and Its Applications (ICCSA) in
2004 (Assisi, Italy), 2005 (Singapore), 2006 (Glasgow, UK), 2007 (Kuala Lumpur,
Malaysia), 2008 (Perugia, Italy), 2009 (Sewon, Korea), 2010 (Fukuoka, Japan), 2012
(Salvador da Bahia, Brazil), 2013 (Ho Chi Minh City, Vietnam), 2014 (Guimaraes,
Portugal), 2015 (Banff, Canada), 2016 (Beijing, China), 2017 (Trieste, Italy) 2018
(Melbourne, Australia), 2019 (Saint Petersburg, Russia), 2020 (Online) and 2021
(Cagliari, Italy) and the ACM Web3D 2007 Symposium (Perugia, Italy). He published
more than 100 papers and co-edited more than 90 books. He was invited speakers at
the International Conference on Computing, Networking and Informatics (ICCNI 2017),
OTA (Nigeria), Oct 29–31, 2017; at the Advanced Signal Processing (ASP2016),Manila
(Philippines) Feb 12–14, 2016, at the 6th International Conference on Adaptive Science
and Technology (ICAST2014), Lagos (Nigeria) Oct 29–31, 2014; at the International
Conference on Hybrid Information Technologies 2006, Jeju Island (South Korea), at
the First International Conference on Security-enriched Urban Computing and Smart
Grids 2010, Daejeon (South Korea), at the Future Generation Information Technology
Conference 2010, Jeju Island (South Korea), and at the Future Generation Information
Technology Conference 2012, KangWanDo (South Korea). He was president of the
Open Source Competence Center (CCOS) of the Umbria Region, Italy from 2007–
2013 and ACM Senior Member and IEEE Senior Member, Member of the Inter-
net Society (ISOC), co-founder of the ISOC Italian Chapter, Member of the Web3D
Consortium and The Document Foundation (TDF) Member since 2013.
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Variation of the Intercession Coefficient Used
as a Hyper Parameter in Machine Learning

in Regression Models

Fabricio Echeverria1(B) , Marcelo Leon3(B) , Zila Esteves2(B) ,
and Carlos Redroban1(B)

1 Universidad Tecnológica Empresarial de Guayaquil, Guayaquil, Ecuador
2 Universidad de Guayaquil, Guayaquil, Ecuador

3 University of Huelva, Huelva, Spain

Abstract. Within the area of data science, the hyper parameters arguments affect
the execution of the algorithms and due to their particularity, must be used sep-
arately for each machine learning model in quantitative predictions, known as
regression. Two quality metrics from regression models will be used in order to
demonstrate the changes: Mean Square Error, (MSE) and the value of the R2
coefficient.

In the present work, using simulation of the interception coefficient, it will
be demonstrated the existence of machine learning algorithms that are sensitive:
Mean Square Error and/or the value of the R2 coefficient.

It is important to highlight that the intercept coefficient is considered as a ref-
erence argument. The present research is only a very small space of an automated
machine learning process (AutoML) with regard to sensitivity analysis.

Keywords: First regression analysis · Machine learning · Hyper parameter ·
Sensitivity analysis

1 Introduction

Machine learning has recentlymade great advances inmany application areas, leading to
a growing demand formachine learning systems, that can be used effectively bymachine
learning novices. Consequently, a growing number of commercial companies are aiming
to meet this demand. In essence, each effective machine learning service needs to solve
the fundamental problems of deciding which machine learning algorithm can use on a
given dataset, how to pre-process its features and set up all the hyper parameters [1].

In data science, machine learning algorithms are used, which at the same time use
datasets to obtain the patterns that allow us to make a quantitative prediction, known as
regression analysis. Considering the quality of the predictor MSE and R2. a reference
can be obtained, whose model should be applied in each case. In many scenarios, the
default values of the model are the only used, which lead us to obtain a set of results
that exploit values around an intercept change equal to zero. Some questions are made:

© Springer Nature Switzerland AG 2022
S. Misra et al. (Eds.): ICIIA 2021, CCIS 1547, pp. 3–19, 2022.
https://doi.org/10.1007/978-3-030-95630-1_1
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4 F. Echeverria et al.

What happens to model quality metrics if the intercept value is changed in regression
algorithms? What happens to model quality metrics if the intercept value is changed in
classification algorithms that are applied in regression? What happens to model quality
metrics in models that behave like black boxes? Can it be determined that models with
changes in the intercept can be found?

This research aims to demonstrate that, using exploration to simulate the interception,
there can be found amodelMeanSquaredError, (MSE) andR2metrics can be optimized.

The research methodology will use an algebraic and statistical deductive process in
order to deduce the formula on which the hypothesis formula is based, to follow with
a simulation process, taking the data of the variable to predict or dependent variable
modifying it, changing the variable of subtracting values in order to the intercept and
creating a new data set, in order to apply the machine learning algorithms to obtain each
regression and the metrics for each regression.

The results of the variants of the intercept with MSE and R2, will be presented
graphically, and comparisons will be made between the default values. Moreover, better
results were found for each machine learning algorithm in regression.

1.1 Linear Regression

In statistics, linear regression derives models that quantify the relationships between
variables. Initially, only two variables are considered, which are modeled as a linear
relationship with an error term [2]. The generalized concept of a linear regression [2]
looks for a line that satisfies the smallest quadratic distance to the points. In two variables,
this distance is represented as:

y
∧

i = β1 ∗ xi + β0 + e (1)

Where:

– xi y yi are the actual values and y
∧

i is the value to be predicted by xi.
– β1 y β0 are the coefficients of the line.
– i is the index which can range from 1 to n.
– e is the error term.

As a result, there is a generalization of multiple linear regression, where there are
several variables on the right-hand side of the relationship or independent variables.

y
∧

i = βk ∗ xki + . . . . + β1 ∗ x1i + β0 + e (2)

Where:

– xki y yi are the actual values and y
∧

i is the value to be predicted by xki .
– βk , . . . , β1, β0 are the coefficients of the line.
– i is the index which can range from 1 to the number of observations.
– k is the index which can range from 1 to the number of variables.
– e is the error term.
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1.2 Regression Analysis

In computer science andmachine learning, other algorithms are used tomake quantitative
predictions, which are known as Regression Analysis [4]. Among them we find:

Decision Trees, divides the space of predictors (independent variables) into distinct and
non-overlapping regions, in case there would be a quantitative independent variable, it
is known as regression trees [4].
K-nearest neighbors (k-NN), in which a distance type and an assumption are needed
since the points close to each other are similar, in case there would be a quantitative
independent variable it is known as k-NN regression, and the result is the average of the
nearest neighbors [4].
Random Forest, which is a model that uses a set of trees formed with different random
data sets [2] In the case of regression, it is used the average of the result of the trees.
Support Vector Machine, (SVM) that gives us the flexibility to define how much error
in a model is acceptable, and an appropriate line (or hyper plane in higher dimensions)
will be found in order to fit the data. This idea means a discrimination function, in case
it would have a quantitative independent variable, which is known as Support Vector
Regression (SVR) [3].
Artificial Neural Networks, that is a combination of artificial neurons which have input
variables and quantitative output variables, what means an activation function [4, 5].
C 5.0 is an improved algorithm to C 4.5 for regression trees [10, 11].
Bayesian networks, that use probability networks to determine the conditions under
which an answer could be given. This algorithm is a classification algorithm. If it would
be used as a regression algorithm, it has to perform a transformation from qualitative to
quantitative values.

1.3 Hyper Parameters

These are variables that are used before the training process, and cannot be adjusted
during training. However, the flexibility of these variables means that it is not an easy
process in case a better model would be obtained [3]. These variables need to vary in
order to know how the variables behave, according to the models found.

Next, a list of the values of the different algorithms used in R is represented in the
following table (Table 1).

The general regression analysis notation for the types of algorithms will be:

y
∧

i = regresion(xi, yi) (3)
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Table 1. List of values for the different algorithms used in R

Algorithms Hyperparameters

Linear Regression Set the intercept value to zero

Regression Trees Depth limit
Type of tree
Number of elements to consider when making a division

Random Forest Number of trees
Depth limit to be considered for each individual tree
Number of elements to consider when making a division

k-nearest neighbors Number of nearest neighbors
Minimum distance
Type of distance
Data standardization
Weights

Support Vector Machine Type of Kernel: linear, circular or polynomial
Cost
Scale

Neural Network Vector of neurons by hidden layers
Activation function type
Maximum number of iterations
Algorithm of solutions

Bayesian Networks Probability vector

C 5.0 Weight vector

1.4 Quality Metrics

Regression analyses have indicators to measure the results of the model, some of them
are:

Firstly, Mean Squared Error (MSE). It is a measure of dispersion that indicates the sum
of the squared distances among the predicted and actual values of a regression [6].

MSE = 1

n

∑n

i=1

(
y
∧

i − yi
)2 (4)

Secondly, coefficient of determination, also known as R2, measures the degree of dis-
persion with regard to the mean of the results, and the true values of a regression
[6].

R2 =
∑n

i=1

(
y
∧

i − y
)2

∑n
i=1

(
yi − y

)2 (5)
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1.5 Sensitivity Analysis

It consists on determining the range of variation of one of the parameters of the problem,
so that the optimal basis found remains optimal [10].

Sensitivity analysis is defined using a combination of hyper parameters with sensi-
tivity analysis and optimization processes in substitution of By using a combination of
hyper parameters with sensitivity analysis and optimization process can be defined. [1]
Appreciating the existence of objectives in which MSE is minimized and that MSE is
maximized, R2 is also maximised, with the considerations that the constraint behaviors
are non-linear [15].

2 Materials and Methods

2.1 Reduced to Absurdity

Scientific research dictates that logical methods can be used in order to demonstrate
different types of events. In the case of generalities, “reductio ad absurdum” can be
applied, where counterexamples can be sought to show that the generality does not hold
for all cases. This procedure escapes from programming books that exemplify the use
of machine learning with default parameters. Moreover, it does not explore the behavior
of the model in case the intercept variable is affected by a hyperparameter. β0 as a
hyperparameter.

It is shown that using sensitivity analysis, the value of β0 of a discretisation in a
range. It is obtained a profile of the quality measures of the regression analysis models:
MSE and R2 where it can be determined whether different optimal values exist.

Machine learning algorithms predict values y
∧

i [7] and can be modified to check the
variation of the intercept coefficient hyperparameter model with the change of variable,
generating a new form of algorithms. Changes to the intercept were made, making a
difference to the values of yi y y

∧

i values of the β0 (Fig. 1).

Fig. 1. Behavior of and with variations in intercept
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2.2 Definition of the Hyper Parameter B Using Mathematical Deductions

Variable b is used, which allows making the variations within the intercept. After
subtracting it from y

∧

i and yi remains the following hypothesis:

y
∧

i − b = regresion(xi, yi − b) (6)

Clearing the b-value, the result is this:

y
∧

i = regresion(xi, yi − b) + b

Since zi = yi − b, it is found that:

z
∧

i = regresion(xi, zi)

Substituting zi in the formulas of MSE and R2, it is obtained:

MSE = 1

n

n∑

i=1

(regresion(xi, zi) + b − yi)
2

R2 =
∑n

i=1

(
regresion(xi, zi) + b − y

)2

∑n
i=1

(
yi − y

)2

2.3 Pseudo-code of the Sensitivity Analysis, that Integrates the Hyper Parameter
of Variation of the Intercept Coefficient B

The pseudocode algorithm uses:

1. Initialization Data Frame with metadata (sensitivity analysis value, MSE, R2)
2. Do from b in [-interval, interval] in steps of 1 by 1

a. Modified predictor variable = predictor variable original data - b
b. Training data from Modified predictor variable with independent variables
c. Test data from Predictor variable modified with independent variables
d. Obtaining model from training data
e. Model prediction results using test data
f. Calculation MSE with test data
g. Calculation R2 with test data
h. Addition of record to Data Frame of the form (b, MSE, R2)

3. Presentation Data Frame with results
4. It was encountered lower MSE and then higher R2.

(en este punto, el 2.3 y el 2.4 sí mantengo los números y letras)
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2.4 Requirements to Implementing the Sensitivity Analysis Pseudocode
Algorithm, Integrating the Hyper Parameter of Variation of the Intercept
Coefficient B

The requirements in order to implement the method of sensitivity analysis are the
following; also considering the following assumptions within each experiment:

• The programming language used in the programming facility will be R [9, 17]. It
integrates different ways of handling data, such as vectors, data frames or lists.

• The use of the same seed for the generation of random values, in each case of the
simulation.

• The use of the same data set. In this case, the popular iris data is used [8] only in the
quantitative fields: Sepal.Length, Sepal.Width, Petal.Length and Petal.Width.

• The value of the coefficient of the intercept b, the reason for the sensitivity analysis,
will have a value that changes with values of 1, within the interval from −1000 to
1000, for the models generated by Linear Regression, Regression Trees, Random
Forest, Support Vector Machine, k-nearest neighbors, C 5.0 and Bayesian Networks.

• The value of the coefficient of the intercept b, the reason for the sensitivity analysis,
will have a value within the range of−100 to 100 for regressions generated by Neural
Networks with three hidden layers of 50 neurons each.

• The regression analysis algorithms in the R language will use:

– tree package for Regression Trees
– e1071 package for Support Vector Machine [7]
– random Forest package for Random Forest [6]
– neural net package for Neural Networks
– package C50 for algorithm C 5.0
– DMwR package for k-nearest neighbors’ algorithm
– e1071 package for Bayesian Networks [7]

• The result of the simulation is a data frame with three fields: sensitivity analysis value,
MSE and R2.

• In order to avoid changes due to random behavior of the data in Supervised Learning,
the same dataset is used for training and evaluation.

• The flowchart represents the algorithm, which changes the values in the sensitivity
analysis of the intercept within the regression model, after varying the values within
a range.

3 Results and Discussion

The results are presented through machine learning algorithm:

3.1 Linear Regression

Theoretically, there should be no difference, but numerically, due to the precision used
by the R language, differences have been noted in Fig. 2, 3 and 4, which with 12-digit
precision turn out to be insignificant when considering the lower value of MSE, or the
higher value of R2.
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Fig. 2. R2 with regard to the variation of the coefficient of the intercept in linear regression.

Fig. 3. MSE with regard to the variation of the coefficient of the intercept in linear regression.

Fig. 4. R2 with regard to MSE in linear regression

3.2 Regression Trees

It was found that, theoretically, there should be no difference, but numerically, due to the
precision used by the R language, there are differences that can be appreciated in Figs. 5,
6 and 7. These differences have a precision of 12 digits, that turn out to be insignificant
when considering the lower value of MSE, or the higher value of R2.
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Fig. 5. R2 with regard to the variation of the coefficient of the intercept in Regression Trees.

Fig. 6. MSE with regard to the variation of the intercept coefficient in Regression Trees.

Fig. 7. R2 with regard to the MSE in Regression Trees

3.3 Random Forest

After studying 10 random trees, it was found that comparisons can be made between the
results of the value models of the MSE and R2 metrics, in which it can be verified that
there was at least one better model (Table 2).
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Table 2. Comparison of models default and best obtained by scanning

Model type Subtraction coefficient MSE R2

Default 0 0.07457713 0.74783

Better MSE and R2 −505 0.07034927 0.75607

The following Figs. 8, 9 and 10 show the results of the sensitivity analysis.

Fig. 8. R2 with regard to the variation of the intercept coefficient in Random Forest.

Fig. 9. MSE with regard to the variation of the intercept coefficient in Random Forest.

Fig. 10. R2 with regard to MSE in Random Forest
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3.4 Support Vector Machine

With the linear kernel, it was found that comparisons can be made between the results
of the value models of the MSE and R2 metrics, in which it can be verified that there
was at least one model that was better (Table 3).

Table 3. Comparison of models default and best obtained by scanning

Model type Subtraction coefficient MSE R2

Default 0 0.09268055 0.7944314

Better MSE and R2 −507 0.09267984 0.7947467

The following Figs. 11, 12 and 13 show the results of the sensitivity analysis:

Fig. 11. R2 with regard to the variation of the intercept coefficient in Support Vector Machine

Fig. 12. MSE with regard to the variation of the intercept coefficient in the Support Vector
Machine.

Fig. 13. R2 with regard to the MSE in Support Vector Machine
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3.5 Neural Networks

It was found that comparisons can be made between the results of the value models of
the MSE and R2 metrics, in which it can be verified that there was at least one model
that was better (Table 4).

Table 4. Comparison of default and best scanned models

Model type Subtraction coefficient MSE R2

Default 0 0.0009513 0.99806

Better MSE and R2 77 0.0009482 0.99853

The following Figs. 14, 15 and 16 show the results of the sensitivity analysis.

Fig. 14. R2 with regard to the variation of the intercept coefficient in neural networks.

Fig. 15. MSE with regard to the variation of the intercept coefficient in neural networks.

3.6 C 5.0

It was found that comparisons can be made between the results of the value models of
the MSE and R2 metrics, in which it can be verified that the classification algorithm
used in regression did not change its results. Next Figs. 17, 18 and 19 show the results
of the sensitivity analysis.
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Fig. 16. R2 with regard to MSE in neural networks

Fig. 17. R2 with regard to the variation of the coefficient of the intercept at C 5.0

Fig. 18. MSE with regard to the variation of the coefficient of the intercept at C 5.0

Fig. 19. R2 with respect to the MSE in C 5.0
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3.7 Bayesian Networks

The main result was that comparisons can be made between the results of the value
models of the MSE and R2 metrics, in which it can be verified that the classification
algorithm used in regression did not change its results. Next Figs. 20, 21 and 22 show
the results of the sensitivity analysis.

Fig. 20. R2 with regard to the variation of the coefficient of the intercept in Bayesian Networks

Fig. 21. MSEwith regard to the variation of the coefficient of the intercept in Bayesian Networks.

Fig. 22. R2 with regard to MSE in Bayesian Networks

3.8 K-nearest Neighbors

With k = 3 and data normalization, it is found that comparisons can be made between
the results of the value models of the MSE and R2 metrics, in which at least there can
be verified the existence of at least one better model (Table 5).
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Table 5. Comparison of default and best scanned models

Model type Subtraction coefficient MSE R2

Default 0 0.1542 0.9825386

Best MSE 471 0.0956 0.9084909

Figures 23, 24 and 25 show the results of the sensitivity analysis.

Fig. 23. R2 with regard to the variation of the coefficient of the intercept at k-nearest neighbours
using k = 3

Fig. 24. MSE with regard to the variation of the intercept coefficient at k-nearest neighbors using
k = 3.

Fig. 25. R2 with regard to the MSE at k-nearest neighbors using k = 3
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4 Conclusions

After studying the quality metrics of regression models, it can be claimed that MSE and
R2 are sensitive to the value of the intercept coefficient in regression machine learning
algorithms, in particular: Random Forest, Neural Networks, k-nearest neighbors and
Support Vector Machine. Moreover, the results obtained are different from an overfit,
because the data have been transformed at each value of the sensitivity analysis. As
far as the model results are used, an additional operation must be applied. It has to be
highlighted that, the present research is only a very small space of an automated machine
learning process [1] (AutoML) with regard to sensitivity analysis. In this work, there are
no presence of algorithms in which the hyper parameter appears [5] (the original phrase
is Algorithms in which the hyper parameter does not appear [5] explored in this work
does not appear). Also, in the present research, a model can be discarded since the R2
has low quality, which can be sorted out by changing the variable in order to determine
which interception has the best R2. This would help us with the amount of data needed
to search for better models.
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Abstract. Vehicle theft is continuously being reported as a global prevalent crime
and the traditional mode of combating vehicle theft is faced with abnormalities
hindering accurate, timely prediction and recovery of stolen vehicles from crimi-
nals. In this paper, we use Adaptive Neuro-Fuzzy Inference System (ANFIS) - a
computational Artificial Intelligence (AI) technique to develop a model for mini-
mizing investigation time and the number of deployed security operatives towards
achieving a high success rate in the prediction, detection and recovery of stolen
vehicles. A collection of vehicle theft and recovery data for (6) six consecutive
years with fourteen (14) attributes collated by the Criminal Investigation Depart-
ment of the Nigeria Police Force, Abeokuta, Ogun state were further analyzed
through Dimensionality Reduction technique and Routine Activity Theory (RAT)
approach to extract the most significant features. Datasets were sub-divided into
60%, 20% and 20% for training, testing and validating the model respectively. A
significant result of 92.91% obtained with the Adaptive Neuro-Fuzzy Inference
System (ANFIS) model showed that it is most efficient in predicting, detecting
and recovering stolen vehicles as compared with other machine learning algo-
rithms such as Random Tree, Naïve Bayes, J48 and Decision Rule of prediction
accuracies of 86.51%, 71.24%, 67.68% and 55.73% respectively.

Keyword: Machine learning · Neuro-fuzzy · Prediction · Recovery · Selection ·
Significant features · Vehicle theft

1 Introduction

Crime is a prevalent criminal activity that poses threat to the peaceful co-existence of
people, communities, nations, countries and the world at large. It has spanned through
the existence of mankind from a little, unorganized form of theft [10] to a well complex
and organized form requiring sophisticated gadgets combined with special intelligence
for it to be curbed [7]. Perpetuators of crimes are often referred to as criminals and are
categorized based on the type of crime committed [13, 18, 19] ranging from murder,
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manslaughter, rape, human trafficking, drug addictions, armed robbery, assault, cyber-
crime, property theft, amongst others [10, 28]. Property theft especially car theft or
vehicle theft as defined in [5, 9, 27] is the successful and unsuccessful attempts by unau-
thorized persons to take a car without the consent of the rightful owners. It constitutes a
sizeable portion of the crime problem [12] not only in Nigeria but in other nations such
as the Great Britain and America. The terms car theft and vehicle theft are often used
interchangeably.

Vehicle thefts constitute a major constraint to commuters [4, 9] and transporters
in Nigeria. It possess a disturbing effect not only on security personnel but also to
businesses as goods and services transported from one location to another are easily
hijacked by criminals thereby causing great financial loss to industries [8, 17] and affects
the nation through a decrease in her Gross Domestic Product (GDP). The financial loss
[24] emanating from vehicle theft annually is estimated to be about 51% of the amount
lost by victims to property crime [12, 33], combined with the cost of getting vehicles
insured most especially in advance countries. It is therefore very obvious that vehicle
theft has great financial and psychological effects on victims and the society.

Recently, in Nigeria statistics revealed that the increased rate of vehicle theft is due to
the dwindling purchasing power of the naira against the dollar which makes importation
of vehicles very expensive. About 85–90% of stolen cars in neighboring countries are
shipped to Nigeria as fairly used (TOKUNBO) vehicles for purchase by un-noticing
citizens [1] thereby causing some well-meaning Nigerians be arraigned and charged to
court for car theft, occasionally with granted bail to the tune of a large sum of money.
There is a high risk of vehicle theft in urban and densely populated areas [30] with
high concentrations of industries and residential houses [3, 11]. Repair shops, religious
centres, stadiums and large business outfits with car parks are also locations prone to car
theft [2, 17, 21].

However, the persistent increase in the theft of cars [16] has made manufacturers
equip vehicles with advanced security features [21, 25] such as strong ignition and
steering locks, installing alarms, tracking devices, and object recognition devices. There
exist various techniques for identifying vehicles [24, 27, 30]. Several machine learning
algorithms are also available for prediction and classification of vehicle data [14, 18, 24,
27]. They also provide varied percentages and degrees of accuracy [6, 22, 32] depending
on the nature and type of data provided.

In this paper, the occurrence and pattern of car theft are exploited by analyzing data
from previously reported cases using computational artificial intelligence and machine
learning techniques. The objectives of this study can be summarized as follows:

(i) develop an Adaptive Neuro-Fuzzy model for vehicle theft prediction and recovery.
(ii) test and evaluate the accuracy of the Adaptive Neuro-Fuzzy model in aiding users

predict recovery locations for stolen vehicles by criminals.

This paper is structured as follows: Sect. 1 is an introduction to vehicle theft, Sect. 2
provides a detailed literature review of related works on vehicle theft as a criminal act
and the techniques adopted for tracking and recovering of stolen vehicles. Section 3
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presents the research methodology, architectural framework and the developed Neuro-
Fuzzy model for vehicle theft prediction and recovery with Sect. 4 detailing and depict-
ing the results, results analysis, evaluation and discussion. Finally, Sect. 5 concludes
the paper with an overview of the need for adopting a more accurate approach for
speedy prediction of vehicle theft recovery locations and recommendation of the research
methodology.

2 Related Works

In Shirota et al. [26], a method for analyzing car thefts and recoveries was presented
with connections to modelling origin-destination point patterns. Two major datasets
consisting of 4016 records of car thefts locations with a recovery percentage of 10% in
the year 2015 from Neva, Mexico and the other from Belo Horizonte, Brazil comprising
of 5250 pairs of stolen car data and location of recovery fromAugust 2000 to July, 2001.
The first set of data were categorized into two subsets and varied with variables including
population of citizens, number of apartments, health conditions of citizens and count
of gainfully employed people. The other category was varied with different crime types
linked to car theft to include murder, burglary, robbery and kidnapping. Furthermore,
a number of car theft event modelling techniques were analyzed with two performing
better than the others. The Non-Homogeneous Poisson Process (NHPP) and the Log-
Gaussian Cox Processes (LGCP) techniques led to the use of p-thinning cross validation
to validate test data combined with a Continuous Rank Probability (CRK) function for
the accuracy evaluation of predicted car theft recovery areas. Results generated indicate
that the recovery locations are dependent on the theft location due to the limited data
collected for the research and very low success rate (10%) achieved in the recovery of
stolen vehicles.

Initiator prediction and Near Repeat analysis was adopted by Eric and Jeremy [11] to
significantly detect the factors responsible for car thefts and residential burglar in the city
of Indianapolis, Indiana for a period of a year precisely in 2013 fromgeocodedX-Y coor-
dinates crime data provided electronically by the Information and Intelligence depart-
ment of the Indiana Metropolitan Police Division (IMPD). A group of four categories
(social disorganization, crime generators, geographic locations and date of occurrences)
were created for nineteen variables used for prediction. In addition, a dual reference
data table was adopted to maximize hit rate of the geocoded information by recording
incident address as a pair of street corners rather than the general address listing of
street names, a total of 8,075 residential burglaries and 3,149 motor vehicle theft inci-
dents were re- geocoded with the aid of the point distance tool in ArcGIS. The distance
between the two identified points was calculated to aid accurate precision. Crime genera-
tors informed by criminal environmental Specialist included in this research were liquor
stores, parks, shops, bars, ATMs and banks. Physical features of locations (trails, rail
roads, rivers, police patrol zones) aiding or hindering car theft were also considered as
some facilitated criminal movements between crime scenes and escape routes. Further
analysis was performed on the data similar to that performed by Bergstra and Bengio
[7] to extract relevant social disorganization variables including racial heterogeneity,
geographic mobility and population density from the dataset to predict the number of
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targeted cars at risks. In addition, a Near Repeat Calculator (NRC) which adopts the use
of Knox test by comparing each event in a data-set with every other event with records
of both spatial and temporal distances between the two points were used to identify
significant spatiotemporal clusters. Other utility functions of the software were used to
identify the number of times an incident acted as an initiator in the cluster. The memory
allocation, time complexities utilized by the distance calculator for computation weren’t
discussed and dataset comprises more of burglaries than vehicle theft.

The preliminary study involving integration of environmental factors researched by
Virginia et al., predicted and classified crime rates into four levels ranging from low to
high [29]. Street level images of captured areas where the crime events took place in the
year 2014 and 2015 were collected in Chicago city region of the United States, America.
These images were classified into equal sizes to aid accurate prediction of the 4-Cardinal
Siamese Convolutional Neural Network (4CSCNY) adopted. Four (4) cardinal points
images collected with respect to a given reference positions serves as input to the model
with pre-trained frozen weights adopted from the famous Alexnet Architecture. A single
output generated was attached to a descriptor which is then finally classified by a Multi-
layer Perceptron (MLP), into one of the earlier labeled levels. Although attention was
not focused on the number of years, quality of images, volume of dataset nor special
attributes but on the whole use of captured images, yet an overall accuracy of 54.3%was
recorded.

Xiangyu and Jilang [31] exploited spatial-temporal data comprising of data related
to Public security, Meteorology, Human mobility, Public Service Complain and Point
of Interests (POI) in New York with machine learning technique leveraged to predict
crime occurrence in other urban centres. Extracted features and patterns from collected
dataset were analyzed and classified into two groups based on the proximity of regions
in relations to the collected data. A total of thirty (30), eleven (11) and three hundred and
eleven (311) datasets were extracted fromMeteorology, Point of Interest and Public Ser-
vice Complaint (PSC) data respectively. These data became the base for the integration
of their proposed Transfer learning Model used to train parameters for the prediction of
crime in other cities in New York.

Similarly, a crime prediction model based on the application of multi-modal data
combined with an environmental theory titled “Crime Prevention through Environmen-
tal Design (CPTED)” and Break Window Theory (BWT) using Deep Neural Network
(DNN) was developed by Hyeon and Hang [15]. Datasets include crime related statis-
tical record obtained from various online sources including the City of Chicago Data
portal, demographics obtained from America Fact-Finder, weather data from Weather
Underground and captured Images fromGoogle Street view. Statistical Analysis on data
helped to determine the correlation between collected date and crime occurrence. The
DNN embedded with four feature extraction layers (Spatial, Temporal, Joint Feature
Representation and Environmental context layer) was used in predicting was used for
predicting crime.

A comparison of K-Nearest Neighborhood and Naive Bayes classifiers implemented
on python by Mrinalini and Shaveta [20] for crime analysis in multistate is one of the
applications of artificial intelligence adopted in crime prediction and classification. The
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analysis was performed to ascertain, compare the validity and determine the appropriate-
ness of the best algorithm for multistate crime data in India. In the K-NN, amarked value
of K which determines the success of classification by extracting its associated nearest
neighbours from a group of data is used in classification and could be trained continu-
ously until the best result is achieved. However, a similar technique with a conditional
model known as Naïve Bayes classifier was compared using the same dataset grouped
into training and testing data respectively. An accuracy of 87% was recorded against
the former classifier with 77% accuracy level. Similarly, the execution time comparison
revealed that the Naïve Bayes utilizes less time than the others with time duration of
0.03 s. This is simply a comparative analysis of machine learning algorithms with no
special technicalities.

The effectiveness and accuracy of soft computing techniques were also utilized in
[4, 23, 27, 29]. It was also noticed when Shiwen et al. [34] proposed exploring the
influence of truck proportion on freeway traffic safety using adaptive network-based
fuzzy inference system. The study sourced used data from VISSIM. Simulation and
orthogonal experiments were outlined for standardization of the data used, together with
the combination of SSAM to evaluate the influence of truck proportion on traffic flow
parameters and traffic conflicts. It was later proposed that the critical and conventional
conflict prediction model built on the Adaptive Network-based Fuzzy Inference System
(ANFIS) in establishing the influence of truck proportion on freeway traffic safety could
be adopted. Although, the study showed an increasing traffic conflicts, there was an
upsurge in travel time and average delay rate. Results also showed that ANFIS model
can correctly ascertain the influence of truck proportion on traffic conflicts under diverse
traffic volume, and also substantiate the learning capacity of ANFIS. The authors in
[13] developed a multi-ANFIS model based synchronous tracking control of high-speed
electric multiple units. The model learns from data gathered from vehicle motions in
real-time to illustrate the high-speed electric multiple unit (HSEMU). Results from the
study revealed that the modelling and operational procedure drastically enhanced the
effective running of HSEMU with respect to vehicle protection, promptness, ease and
parking precision.

Furthermore, Jomaa et al. [17] proposed speed prediction for triggering vehicle
activated signs. The study used Adaptive Neuro fuzzy (ANFIS), regression tree (CART)
and random forest (RF) model to determine a precise predictive model built on historical
traffic speed data to derive an ideal trigger speed throughout each period. The models
built were tested in contrast to findings acquired from artificial neural network (ANN),
multiple linear regressions (MLR) and naïve prediction using traffic speed data retrieved
at various locations in Sweden. The study revealed RF as an effective technique for
predictingmean speed for both the short and extendedperiod. Similarly, the paper showed
an upturn in response time with regards to computational complexity, functioning and
other features to the predictive model, and at the same time offering a low estimation
error.

The research conducted by Badiora [1, 5], adopted the use of Charnov’s Prey Selec-
tion model, Routine Activity and other associated variables including flow of cars,
guardianship level and social disorganizing factor to determine the most common car
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model stolen by criminals. Lagos state, Nigeria with a population of over seventeen mil-
lion people and known to be the centre of the nation commercial, financial and economic
capital was used for the research. Secondary data comprising of information relating to
number of car thefts, model of cars involved, place of theft, and number of thefts between
2009 to 2013 collected from the Lagos State Police command was used. Areas of theft
were classified into three based on population density as high, medium and low. Three
major places identified with high risks of car theft are residential homes, parking lots and
streets. Findings revealed that unemployed male between the ages of 20–39 years were
likely to be engaged in this criminal act and most common targeted areas are parking
lots in densely populated areas of the state.

3 Research Methodology and Hypothesis

This research method employs a mixed (qualitative and computational) approach for
predicting and improving vehicle theft recovery. Three major hypotheses formulated
below are used to determine the validity of the data collected and the objectives of the
research.

Ho1: There exists a correlative relationship between the attributes of data towards the
prediction of vehicle theft.
Ho2: Reduced dataset derived from adopted machine learning algorithm still possesses
the required strength to effectively depict the relationship among available data attributes.
Ho3: The developed model will significantly and accurately predict vehicle theft and
recovery locations.

Dataset used in this research was also collected from the Criminal Investigation
Department of the Nigeria Police Force, Ogun State Police Divisional Headquarters,
Abeokuta. It contains three hundred and ninety-four (394) instances and fourteen (14)
attributes/factors as shown in Table 2 was further reduced to four (4) critical factors with
the same number of instances which were later grouped into two and deployed for both
training and testing of the model. To retain only the critical factors from the data to be
simulated in the ANFIS model for prediction, a feature selection technique is adopted.
This ANFIS system learns from the extracted datasets and provides appropriate predic-
tions of vehicle safety and recovery locations by tuning a set of membership function
parameters combining the back- propagation algorithm and least squares method.

3.1 Data Representation

Given that there exist a single dataset {A} with n attributes combined to form a
N-dimensional vector obtained from the collection of datasets (b, c, d, e, f and g) from six
different years (2015–2020) with multiple similar attributes (n1, n2, … n6) respectively.
This single dataset {A} referred to as Unified-Multi Data (UMDat) acts as the basis and
bedrock for which the research data was performed.

{A} = ({b} U {c} U {d} U {e} U {f} U {g}) (1)
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where b, c, d, e, f, and g are datasets provided from 2015, 2016, 2017, 2018, 2019 and
2020 respectively by the Criminal Investigation Department of the Nigeria Police Force,
Abeokuta, Ogun state.

Cluster Classification of the Research Area
The research area for the study is Ogun State, Nigeria. It shares borders with Oyo, Lagos,
Republic of Benin and Ondo states towards the north, south, west and east respectively.
The state is located within latitudes 6°N–8°N and longitudes 3°E–5°E with twenty (20)
local government areas, towns and villages located in each local government area of
the state serve as a cluster for use in this research for the effective prediction of vehicle
recovery.

Fig. 1. Cluster classification of research area across the state.

The cluster groupings ranging from C0–C19 as contained in Table 1 represent the
local government area (LGA) in the state.

3.2 Feature Selection

A reduced training data model derived by employing a feature selection algorithm
through the Principal Components Analysis (PCA) maps four input variables to their
respective membership functions and associated rules. These rules are linked to a set
of output variables with associated membership functions. The membership functions
to a single–valued output for decision making. This determines the predicted recovery
location for vehicles thus enabling security agencies to channel a greater percentage of
resources, personnel and effort towards predicted locations to recover stolen vehicles
while an appreciable portion is also directed towards other location in a bid to hasten
the recovery process.
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Table 1. Cluster grouping of the research area

S/N Local Govt Code S/N Local Govt Code

1. IMEKO-AFON C0 11 OBAFEMI OWODE C10

2. EGBADO NORTH C1 12 SHAGAMU C11

3. EGBADO SOUTH C2 13 IKENNE C12

4. IPOKIA C3 14 REMO NORTH C13

5. ADO-ODO/OTA C4 15 ODOGBOLU C14

6. IFO C5 16 IJEBU EAST C15

7. EWEKORO C6 17 IJEBU NORTH EAST C16

8. ABEOKUTA NORTH C7 18 IJEBU ODE C17

9. ABEOKUTA SOUTH C8 19 IJEBU EAST C18

10. ODEDA C9 20 OGUN WATERSIDE C19

A combination of both the Least Square and the Back propagation algorithms is
used to train the Adaptive Neuro-Fuzzy Inference system at intervals of varying levels
of epoch until the best result is achieved.

Table 2. Dataset attributes before and after dimension reduction

Attributes before dimensionality reduction Attributes after dimension reduction

1. Name of vehicle owner 8. Engine number 1. Vehicle reg info

2. Sex 9. Chassis number 2. Vehicle type info

3. Address 10. Vehicle model 3. Chassis number

4. Vehicle name 11. Theft place 4. Year of vehicle theft

5. Vehicle type 12. Theft month

6. Vehicle colour
7. Plate number

13. Theft year
14. Recovery local govt

3.3 Architectural Framework Description

Afive-layer Sugeno-Fuzzy type of inference system and an in-built bell-shapedmember-
ship function is used to implement the prediction of stolen vehicles recovery locations.
The feature extraction layer deals with the extraction of the most important factors from
the dataset presented. These factors include Vehicle Owner Registration info (name,
address, info of owners), Vehicle Info (name and type) Chassis number (C), and year of
theft (date and month).

A newly derived reduced-factors dataset divided into training, testing and validation
sets whose process commences by dataset input-output pairs efficiently aid the safety
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Fig. 2. Principal components ranking of combined attributes

Fig. 3. ANFIS model structure

prediction and recovery of stolen cars at a given location. It employs 263 nodes, 560
linear parameters, 32 Non-linear parameters, the total numbers of parameters is 592,
training data pairs are 263, and checking data pairs are 79 and 112 fizzy rules to predict
recovery location of stolen cars.

The architecture in Fig. 4 consists of two major phases: Training and Testing phases.
In the Training phase, feature extraction is first applied to the raw criminal data to remove
noise and then the resultant data is stored in memory as the training dataset.
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Fig. 4. Vehicle theft recovery location prediction system framework

The ANFIS model then uses the training dataset for learning. In the testing phase
the ANFIS algorithm is presented with a new instance for classification; at run- time,
to perform an alignment with the memory where the training dataset is stored using
the Euclidean distance function and finally classify the new instance into the closest
neighbor in the training dataset.

4 Implementation, Results and Discussion

The training dataset, being a derived set from the collection of a Unified-Multi Data
(UMDat) contains four factors deployed as input into the Neuro-Fuzzy vehicle safety
prediction model with recovery location as the output. This dataset is divided into three
subgroups, pre-processed in matrix form with four input columns and a single output
column. The implementation of all the algorithms for this study was run using Java
programming language and performed on an Intel® Core™ i5-5020UCPU@2.20 GHz
workstation, embedded with a 12 GB RAM, 1 TB of hard disk drive and installed
softwares (MATLAB, WEKA and Java NetBeans).
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A Fuzzy Inference System (FIS) is generated with the specified number of input
parameter sets to include the required number of membership functions and types. The
model is trained until the desired result is obtained with the least minimum error. In this
paper, zero (0) was selected for the error tolerance and an epoch of hundred (100) for a
more accurate and prediction. Testing data are also loaded into the model.

4.1 Adaptive Neuro-Fuzzy Based Vehicle Theft and Recovery Model Validation

The dataset used for validating the model is loaded from the MATLAB workspace into
the system. It is depicted as balls superimposed on both training and testing datasets with
the aim of testing the efficiency of the system at each epoch. A list of 112 different rules
generated by the Neuro-Fuzzy model for the prediction of vehicle theft recovery level
and location is obtained. An automatically generated rule editor allows for modification
of the input factors combined with if-then (construct) rules for accurate prediction. An
adaptive Neuro-Fuzzy model structure with assigned membership function and sample
table representing the generated rules is shown in Fig. 3 andTable 3 respectively. Figure 5
is the surface viewer of the vehicle theft prediction and recovery model which can be
adjusted and tuned by a rule viewer to see the different variations and the magnitude of
influence of each factor in the result generated.

Fig. 5. ANFIS vehicle theft prediction and recovery surface viewer
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Table 3. ANFIS rule table

S/n Veh. reg. info Vehicle
name and
type

Chassis
number

Theft
year

Cluster
group

Pred. location

1 PRIVATE TOYOTA
CAR

UNIQUE 2020 C3 IPOKIA

2 COMMERCIAL MAZDA
BUS

UNIQUE 2019 C17 IJEBU ODE

3 GOVT. OWN CINO
TRUCK

UNIQUE 2021 C4 ADO-
ODO/OTA

4 OTHERS M/BENZ
VAN

UNIQUE 2020 C0 IMEKO-
AFON

5 COMMERCIAL NISSAN
BUS

UNIQUE 2017 C17 IJEBU ODE

6 PRIVATE LEXUS
CAR

UNIQUE 2017 C8 ABEOKUTA
SOUTH

4.2 Machine Learning Predictions, Result Analysis and Evaluation

It was established that time of the day, place and security precautions attached to vehicles
are key factors that could help determine the safety of cars. The comparison of accurate
predictions of the Adaptive Neuro-Fuzzy (ANFIS) model with other machine learning
algorithms (such as J48, Naïve Bayes, and Random Forest) embedded in WEKA JPI
on the transformed range of data from the Unified–Multi Data (UMDat) set predicted
varying degree of correctness and errors.

Evaluations based onwell-known evaluationmetrics including the RelativeAbsolute
Error (RAE), Root Mean Square Error (RMSE), Mean Absolute Error (MAE) and Root
Relative Square Error (RRSE) ware also analyzed. The results of the accuracy compari-
son are depicted as shown in Fig. 6 with error values recorded by other commonly used
machine learning algorithms as given in Table 4.

Table 4. Evaluation error metrics result

S/N Algorithm RAE (%) RMSE (%) MAE (%) RRSE (%)

1 ANFIS 10.24 0.1012 0.025 22.18

2 J48 37.37 0.7757 0.036 80.05

3 Random Forest 39.40 0.1158 0.038 52.80

4 Naïve Bayes 38.10 0.1476 0.037 67.25

5 DecisionRule Class 92.67 0.2027 0.089 92.37
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Fig. 6. Machine learning algorithms evaluation comparison

5 Conclusion and Future Work

The report of vehicle theft is no longer strange news, it has become a major constituent
(headline) of broadcast news on a timely basis not only in Nigeria but in the world at
large with only about thirty-two (32%) of tracked stolen cars, recovered and returned to
their rightful owners. In this paper, we have applied Adaptive Neuro-Fuzzy Inference
System (ANFIS) method to accurately predict recovery locations of stolen vehicles with
a recorded accuracy value of ninety-two (92.91%) percent which surpassed other well-
known classifiers including Naïve Bayes and J-48 and used in this research as shown in
Fig. 6. The selection of the four (4) most significant attributes from the whole dataset
proved very efficient in minimizing memory utilization and improves the computation
speed of the model.

Although, the model was deployed on a limited amount of data collected within the
state, yet a significant success rate was recorded. The three hypotheses developed and
tested for this study returned positive which shows that the model can be relied upon for
accurate predictions.

Furthermore, it is therefore recommended that adequate security precautions be put
in place for vehicles regardless of the time or places where they are parked. Adoption
of this Neuro-Fuzzy model for developing intelligent vehicle tracking systems will aid
security personnel takes appropriate decisions at given times to reduce car theft incidents,
minimize investigation time, manpower and energy in predicting cases associated with
vehicle theft and recovery. Future work will seek to incorporate data from more states
within the country and incorporate other artificial intelligentmethods including ensemble
or deep learning approaches for improved results.
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Abstract. Heart Disease (HD) is a candidate for the utmost communal death-
recording diseases in history and an early detection is a herculean task for count-
less physicians. This paper aims at developing a precise and efficient machine
learning (ML) classification model for HD. The HD dataset was subjected to
seven different machine learning models, including k-Nearest Neighbour (k-NN),
eXtreme Gradient Boosting (XGBoost), Extra Trees (ET), Decision Tree (DT),
Light Gradient Boosting Machine (LGBM), Support Vector Machine (SVM), and
Random Forest (RF). Recall, precision, F1-Score, accuracy, ROC, and RPC were
all used to evaluate the proposed models. The results obtained based on the afore-
mentioned metrics in comparison to other models indicate that ET performed
better. ET achieved 87% accuracy, precision (0.88), RPC (0.86), Recall (0.87),
ROC (0.94), and F1-score (0.935) respectively. The outcomes indicates that ML
models can classify HD patients effectively.

Keywords: Heart disease ·Machine learning · Boosting · Classification ·
Decision tree · Random Forest · Extra tree · Light gradient boosting method

1 Introduction

HD is frequently viewed as among the life-threatening human disorders. It also is a
candidate for the utmost communal death-recording diseases in history.With this disease,
the heart fails when the appropriate volume of blood cannot be pumped to other parts
of the body [1]. Shortness of breath, physical weakness, swollen feet, and exhaustion
are all indications of heart illness. Other signs of functional cardiac or noncardiac issues
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include a high jugular venous pulse and peripheral oedema [2]. The early-stage detection
procedures for HD were comprehensive, and the resulting complication is one of the
key problems hurting people’s standard of living [3, 4]. The diagnosis and treatment of
heart disease is highly challenging, particularly in developing nations, due to a lack of
diagnostic technology, specialists, and other facilities, all of which make it difficult to
accurately anticipate and treat heart patients [5].

Patients’ heart disease risk must be accurately and properly diagnosed in order to
reduce the risks cause by various illness such as heart failure, or even leads to death of
such patient [4]. The report from the European Society of Cardiology (ESC) indicates
that HD 3.6 million of new cases each year, and the illness has affected over 26 million
elderlies globally [6, 7]. The patients that die with 1–2 years was put at 50%, and high
cost of maintainance of HD contributed to this number with about 3% of healthcare
budget [8, 9]. Invasive diagnostic approaches for HD are based on medical specialists
analyzing the patient’s laboratory report, analysis related symptoms, medical history,
and physical inspection report. All of these procedures lead to erroneous diagnoses and,
in many cases, delays in diagnosis findings owing to human error. Furthermore, it is
costlier and computationally complicated, and it takes longer to examine [8].

To solve the aforementioned challenges of these complexities in invasive-based diag-
nosing of HD, the study therefore, proposed ML-based classifiers for HD classification.
Reference [10] proposed the use of classifier subset evaluator to select it 14 out of 76
attributes from the combination Switzerland, Cleveland, Long Beach and Hungary heart
disease datasets to get 1025 instances of patients. 10 different classifiers- k-NN, SVM,
Naive Bayes (NB), Stochastic Gradient Decent (SGD), DT, JRip, AdaBoost, and Deci-
sion Table were applied to the dataset for prediction and compared based on accuracy.
k-NN gave a superior performance of 99.073% with minimal number of attributes over
other models.

The proposed study designs amachine-learning-based heart disease classification for
the diagnosis of heart disease. For the classification of patients with heart disease and
healthy people, various machine learning predictive models such as k-NN, XGBoost,
ET, DT, LGBM, SVM and RF were utilized. The main novelty of this study is rooted
in the parameter tuning. The parameter fine tuning was done by adjusting the default
parameter settings for each of the models in order to produce optimum results.

The specific paper contributions are as follows:

1. The researchers presentedML classifiers for an intelligent and accurate classification
system for HD and can be utilized by doctors and healthy people.

2. The use of different ML classifiers for the classification of HD on the used dataset.
3. The performance of the machine learning classifiers analyzes using accuracy,

PRC, precision, recall, ROC and F1-Score, recommend the best classifier for the
classification of heart disease.

2 Related Work

2.1 Literature Review

This sections details the research in the literature related the classification of HD with
machine learning and data mining models. Authors in [11] made comparison on pop-
ular data mining open-source tools like ORANGE, MATLAB, WEKA, Scikit-Learn
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RapidMiner and KNIME based on six ML models- SVM, Logistic Regression (LR),
k-NN, Artificial Neural Network (ANN), Naïve Bayes (NB), and RF using HD dataset.
Accuracy, recall and specificity metrics were used to assess the MLmodels on the tools.
ANN algorithm in MATLAB outperform all other tools with the highest accuracy score
of 85.86%, and highest recall value of 83.94% while SVM algorithm in RapidMiner
obtain the highest score of 93.38%. Authors in [12] designed a web-based fuzzy expert
system to diagnose diseases like malaria, asthma, tuberculosis, hypertension, and dia-
betes. Using the mandami inference technique, the proposed method achieved an accu-
racy value of 97%. Also, reference [13] proposed a hybrid strategy to ML models like
LR, AdaBoostM1, Genetic Fuzzy System-LogitBoost (GFS-LB), Multi-Objective Evo-
lutionary Fuzzy Classifier (MOEFC), Fuzzy Hybrid Genetic Based Machine Learning
(FH-GBML) and Fuzzy Unordered Rule Induction (FURIA). Based on recall, accuracy,
error rate and specificity metrics, the voting ensemble scheme outperform other models
in WEKA tool and FURIA performed best on KEEL open-source tool.

Authors in [14] applied Fast DT and pruned DT to coronary artery disease from
four different sources. The highly correlated feature was selected and removed leaving
smaller but effective number of features for optimum classification result. Fast DT per-
formed better than DT with a classification accuracy of 78.06%. Also, reference [15]
proposed five different base learner (k-NN, NB, SVM, DT and RF) and their ensembles
on HD dataset. The authors also suggested feature selection techniques such as linear
discriminant analysis (LDA) and principal component analysis (PCA). The bagging
ensemble method with PCA on DT gave the best performance across all measures used
in the study. In [16], the authors empirically evaluate the performance of ML models
(BayesNet, SGD, LR, k-NN, JRip, AdaBoost and RF) on HD dataset by applying PCA,
Chi squared testing, symmetrical uncertainty and ReliefF feature selection method to
create distinct feature sets. The best performing model is BayesNet on dataset created
by Chi-squared feature set with an accuracy value of 85%, recall value of 85.56% and
precision value of 84.73%. In the study of Ali et al. [17], an ensemble deep learning
model rooted in feature selection techniques was used for heart disease prediction. The
authors used the feature selection techniques to select the best features for input into
the deep learning model for heart disease prediction. The evaluation comparison on the
same benchmarked dataset showed better accuracy for the developed method compared
to other state-of-the-art methods. Beunza et al. [18] compared machine learning algo-
rithms for the prediction of the risk level for coronary heart disease. The authors used
and compared results from different statistical software platforms. The results indicated
neural network and support vector machine as the top machine learning algorithms for
risk level prediction for coronary heart disease. In another study, El Hamdaoui et al.
[19] developed an ensemble of machine learning models for predicting heart disease.
The authors reported that Naïve Bayes performed better with increased accuracy in both
validation and testing compared to other machine learning models under comparison.
The study of Kavitha et al. [20] developed a hybrid machine learningmodel tested on the
Cleveland heart disease dataset for heart disease prediction. The hybrid model consists
of RF and DT. The authors reported that the hybrid model outperformed the individual
single machine learning models for the prediction of heart disease. Aggrawal and Pal
[21] developed a Sequential Feature Selection (SFS) model with ensemble of machine
learning models for the prediction of death occurrences in heart disease patients in the
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course of treatments. The SFSwas combined with several machine learning models with
random forest classifier showing the best accuracy. The study of Wu et al. [22] devel-
oped an hybrid of learning vector quantization (LVQ) neural network and the Fisher
SVM coupling algorithms for the prediction of risk of hypertension of steel workers.
The results showed that the classification accuracy of the developed algorithm depends
on the sample size.

2.2 ML Algorithms

Random Forests (RF) [23] is an ensemble of multitude decision trees constructed dur-
ing training time. The average predictions of each of the trees is returned as the final
prediction. Support Vector Machine (SVM) [24] is a binary predictor that assigns new
instances to any one of the binary classes. Light Gradient Boosting Machine (LGBM):
construct trees leave-wise instead of level-wise based on the leave with maximum gain.
eXtreme Gradient Boosting (XGBoost) [25, 26] is an ensemble of weak decision trees
constructed to give a final prediction model. k-Nearest Neighbors (k-NN) [27] is made
up of k closest neighbors in which the final prediction for an instance depends on the
majority vote or average of its closest neighbors. Decision Tree (DT) [28, 29] builds a
predictive model by representing observations as branches and based on a set of rules
arrives at a target value represented as the leaves. Extra Trees (ET) [29, 30] is an ensemble
of many decision trees similar to the RF but with simpler algorithm and better results.

3 Materials and Methods

The methodology used for the purpose of this study, the dataset used and the different
models adopted for the study are discussed in this section. Figure 1 shows the workflow
adopted in this study.

Fig. 1. The work-flow of the proposed model

3.1 Dataset

The HD dataset was obtained from Kaggle1. The dataset contained 303 instances with
14 variables. Table 1 shows the description, the representation format and the data type
of all the features used in the study.

1 https://www.kaggle.com/johnsmith88/heart-disease-dataset.

https://www.kaggle.com/johnsmith88/heart-disease-dataset
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3.2 Proposed Method

The proposed method consists of four major phases: data collection, classification,
parameter tuning andmodel assessment. The collected HD dataset was used as input into
the classification phase that includes ensemble of machine learning models for heart dis-
ease prediction. The parameter tuning was used to optimize the individual model results
by adjusting the default parameter settings for each of the models. Finally, the model
assessment was done to evaluate which of the optimizedmodel is better for the prediction
of heart disease.

Table 1. Feature description of the heart disease data

Feature Description Representation Data type

age Patient’s age in years Numeric

sex Gender of the patient Male = 1; Female = 0 Numeric

cp Type of chest pain No chest pain = 0; Typical angina = 1;
Atypical angina = 2; non-anginal pain = 3;
Asymptomatic = 4

Numeric

trestbps Resting blood pressure mm Hg Numeric

chol Serum cholesterol mg/dl Numeric

fbs Fasting blood sugar >
120 mg/dl

True = 1; False = 0 Numeric

restecg Resting
electrocardiographic
results

Normal = 0; Having ST-T wave
abnormality = 1; Showing probable or
definite left ventricular; hypertrophy by
Estes’ criteria = 2

Numeric

thalach Maximum heart rate
achieved

Values between 71–202 Numeric

exang Exercise induced angina Yes = 1; No = 0 Numeric

oldpeak ST depression induced by
exercise relative to rest

Patient obtained value Numeric

slope The slope of the peak
exercise ST segment

No sloping = 0; Upsloping = 1
Flat = 2; Down sloping = 3

Numeric

ca Number of major vessels
flourosopy ca

(0–3) flourosopy was used to color Numeric

thal Defect = 0; Ordinary = 1; Stable = 2;
Reversible = 3; non-reversible = 4

Numeric

target The class of the patient Heart Disease = 1; No Heart Disease 0 Numeric
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4 Results and Discussion

This unit explains all the results obtained by all models deployed for classification in this
study on the HD data. The method applied a train-test split of 80:20 split ratio for the
dataset. Parameter tuning was used on the models to give optimum results. Accuracy,
recall, precision, F1 score, ROC, and RPC are the performance metrics for this study.
The ratio of accurately predicted examples to total examples is known as accuracy. The
ratio of correct positive predictions to total projected positives is the precision [31].
The ratio of correct true positives to total essential features is called recall, and the F1-
Score is the modulation index of accuracy and recall [32]. An assessed model with the
aforementioned metric of values nearer to 1 indicates a superior performance to other
compared models. The formula for these metrics is shown in Table 2. All experiment
were performed on OMEN Hp Intel(R) Core™ i7-8750H CPU @2.20 GHz 2.21 GHz.
RAM of 32 GB with 64-bit OS, x64-based-processor. Storage of 512 GB SSD.

Table 2. Metrics and their description

Metric Formula

Accuracy

Recall

Precision

F1_score

False Positive Rate (FPR)

ROC

4.1 Model Parameters

The section shows the parameters of models used for this experiment as shown in
Table 3. The parameters of the models were fine-tuned for better classification
performance except for SVM where the default values were used.
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Table 3. Model parameters

Model Parameters

• Extra Trees • n_jobs: -1
• criterion: gini
• max_features: 0.9
• min_samples_split: 30
• max_depth: 4
• explain_level: 2

• Decision Trees • n_jobs: -1
• criterion: gini
• max_depth: 3
• explain_level: 2

• k-NN • n_jobs: -1
• n_neighbors: 1
• weights: uniform
• explain_level: 2

• Random Forest • n_jobs: -1
• criterion: gini
• max_features: 0.9
• min_samples_split: 30
• max_depth: 4
• explain_level: 2

• XGBClassifier • n_jobs: -1
• objective: binary:logistic
• eta: 0.075
• max_depth: 6
• min_child_weight: 1
• subsample: 1.0
• colsample_bytree: 1.0
• explain_level: 2

• LGBM • n_jobs: -1
• objective: binary
• num_leaves: 63
• learning_rate: 0.05
• feature_fraction: 0.9
• bagging_fraction: 0.9
• min_data_in_leaf: 10
• metric: binary_logloss
• custom_eval_metric_name: None
• explain_level: 2
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4.2 Classification Performance Result

Figure 2 presents the accuracy results of seven diverse classifiers based on the valuation of
accuracy. This result is based on the 20% of the dataset. It is detected that ET attained the
utmost classification result of more than 80% across all metrics. The valuation reported
87% for accuracy for ET model in Fig. 2. Therefore, this study proposes the use of ET
for heart disease diagnosis.

Fig. 2. Accuracy result of all study models

Theperformance of the sevenMLmodelswas tested using the followingperformance
metrics namely: accuracy, precision, PRC, recall, ROC and F1-Score are presented in
Fig. 3. It is also detected that ET attained the utmost classification result of more than
80% across all metrics. The valuation metrics shown 0.88 of precision, 0.86 of recall,
0.87 of F1-score, 0.94 of ROC and 0.94 of RPC respectively for ET as shown by Fig. 3.
Its performance rate is similar across all evaluationmetrics thanwith other models. SVM
is the least performing model attaining a 57% value for accuracy as shown by Fig. 2.
This outcome indicates a random guessing for the model as indicated by Fig. 3.

4.3 Confusion Matrix (CM)

This unit takes the model assessment further by using the CM for the test dataset as
illustrated by Figs. 4(a)–(g). the results shown that CM for ET have a better recall for
eachmodelswith least error rate as displayed in Fig. 4c. The binary classeswasmeasured
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Fig. 3. The results comparison of the performance metrics used in the study

using ‘0’ as no HD, and ‘1’ as HD is present. For Fig. 4(b) representing the XGBoost
classifier, 21(75%) examples were suitably classified as No HD, 7(25%) examples were
wrongly classified as with HD from 28 test examples of No HD. The results show that
15.16% represents 5 were classified wrongly while 84.85% representing 28 samples
were classified correctly as having HD cases. When comparing the seven models used
in this study, ET model perform better as shown in Fig. 4(c) having 0.86 recall. The ET
model from 28 samples of No HD, 87.57% represent 22 were classified as no HD with
21.43% represent 6 were misclassified as HD cases. In the HD cases, 93.94% represent
31 were correctly classified as HD cases, and 6.01% represent 2 were misclassified as no
HD. As the objective of the study is to build a classification model with the least error,
this has been achieved with the with ET model.

4.4 ROC Curves

The ROC curves for the seven models are displayed in Figs. 5(a)–(g) which is the trade-
off between TPR and FNR rate having established that it performed best of the models
as shown by Figs. 5(a)–(g). The ROC values for all metrics are close to 1 showing a
very good classification performance. For example, for Extra Trees Figs. 5(c) model the
ROC values 0.94 for both classes heart disease and No heart disease respectively. The
overall average is 0.94 showing a good trade-off between recall and precision.

4.5 The Precision-Recall Curve (PRC)

As displayed by Figs. 6(a)–(g), the PRC proves the compromise within recall and preci-
sion for diverse likelihoods threshold as presented by Figs. 6(a)–(g). The values of PRC
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(a) XGBoost (b) LGBM 

(c) ET (d) DT 

(g) RF 

(f) SVM (e) k-NN 

Fig. 4. (a)–(g) Confusion Matrix for heart disease classification
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(a) XGBoost (b) LGBM 

(c) ET (d) DT 

(e) k-NN (f) SVM 

(g) RF 

Fig. 5. (a)–(g) ROC curves for HD classification
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(a) XGBoost (b) LGBM 

(c) Extra Trees (d) Decision Tree 

(e) k-NN (f) SVM 

RF (g)

Fig. 6. (a)–(g) RPC curves for HD classification
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that goes nearer to value of 1 indicates a better classification performance for the model.
If the value of PRC is high, this indicates a high precision and recall rate for both metrics
for the model. But a big value of precision indicates a low FPR, and big value of recall
indicates a low FN rate. Big values for both recall and precision shows that the model’s
outcomes are accurate, likewise returning most of the positive examples. Figures 6(c)
shows that ET model the PRC values of 0.94 and 0.935 classes with No heart disease
and heart disease respectively. The overall average is 0.935 showing a good trade-off
between recall and precision.

5 Conclusion

Heart disease has been proved as one of the recent illness that has claimed many life
globally. There have been various research work towards providing solution to reduce
the case of inaccuracy and imprecision of physicians in the diagnosis of heart diseases.
Various ML-based models has been used in this direction to provide solution to the
aforementioned problems. In the same direction, this study presents an ensemble system
that uses seven ML-based models in the classification of heart disease. The best over-
all model was them adapted for the final prediction based on model assessment. The
paper conducted a matching analysis of seven different ML classification models on HD
dataset. k-NN, ET, DT, LGBM, XGBoost, SVM and RF classifiers were applied and per-
formance evaluation was based on accuracy, F1-score, recall, precision, RPC, and ROC
metrics. The results of the proposed models showed that ET model performed better
when compared with other ML-based models with 0.88 of precision, 0.94 of ROC, 0.86
of recall, 0.93 of PRC, 0.87 of F1-score and 87% of accuracy respectively. ET achieved
87% accuracy, 0.88, 0.94, 0.86, 0.93 and 0.87 values for precision, ROC, recall, PRC
and F1-Score respectively. Future work on this will be to apply explainable AI to explain
the features that gave the greatest impact to the model.
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Abstract. The emergence of medical sensors in smart healthcare has brought
about an intelligent Internet of Medical Things (IoMT) system for detecting life-
threatening ill-ness globally. The IoMT-based system has been used to generate
a huge amount of data that experts can use for various purposes like diagnosis,
prediction, and real-time monitoring of patients. However, patients’ health data
must be transferred to cloud database storage and external computing devices
for processing due to the limited storage capability and calculation capability of
IoMT-based devices. This can result in security and privacy issues due to a lack
of control over the patient’s health information and the network’s vulnerability
to numerous forms of assaults. Therefore, this paper proposes a swarm-neural
net-work-based model to detect intruders in the data-centric IoMT-based system.
The proposed model can be used to detect intruders during data transfer, allowing
for efficient and accurate analysis of healthcare data at the network’s edge. The
performance of the system was tested using a real-time NF-ToN-IoT dataset for
IoT applications that collected telemetry, operating systems, andnetwork data. The
results of the proposed model are compared over the standard intrusion detection
classification models that use the same dataset using various performance metrics.
The experimental results reveal that the proposed model attains 89.0% accuracy
over the ToN-IoT dataset.

Keywords: Intrusion detection · Internet of Medical of Things · Machine
learning · Networks vulnerability · Security and privacy · Healthcare data and
information
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The Internet of Medical Things (IoMT) has been used recently in healthcare systems to
generate various physiological data from people, which can be used for various purposes
[1]. This recent research has allowed the links of digital sensors and devices to physical
systems for capture and collection of various signs and symptoms frompatients. The used
of various sensors in IoMT-based system generate huge data, and these data that can be
process in other to make serious decision in healthcare systems. To increase patient stais-
tifation, productivity, and reliabilities in the IoMT-based system, the machine learning
(ML) and Deep Learning algorithms can be used for the processing of gather data using
technological innovations, sensors, and applications [2]. The IoMT can boost efficiency
and production by allowing for intelligent and remote management, but it also raises
the risk of cyber-attacks, and has encountered several issues [3]. These cyber-attacks
have jeopardized its capacity to supply healthcare system with seamless application and
operations [4]. Hence, possible risks to IoMT applications and the need to mitigate risk
have lately been a study issue of interest. Effective Intrusion Detection Systems (IDSs)
that can call handle and suite for IoMT systems need to be created to fight these treats,
and require an updated and representative IoMT-based dataset for proper processing,
training and evaluation [4, 5].

However, there has been lot of research in this direction but some of these techniques
still lack the capacities to handle the cyber-attacks and threats of IoMT-based system [5].
Despite the fact that IoT can boost productivity and efficiency by allowing for intelligent
and remote management [6, 39], the lack of proper protection in their environment has
make way for cyber-attacks. These vulnerabilities make IoMT devices vulnerable to
various cyber threats in and out of IoT-based networks [3, 5]. In recent year, IoMT-based
systems protection has been a hot research in the f cyber security fields. Some IoT-based
applications, like Industrial IoT (IIoT) entail mission-critical functions like industrial
control and groundwork that demand a high level of security [7, 8].

According to reports, many power substations in Ukraine were breached in the most
recent attack against IIoT applications, resulting in a power outage that impacted around
225,000 customers [9]. The SCADA system has been recently be threat by attackers by
using acquire credentials to enter the systems, shut the power off through an IT network,
and the monitors and smart grids IIoT devices was compromised [9]. The Mirai botnet
attacks in the late 2016 is another instance of attacks on various high-profile firms. This
attack is a distributed denial-of-service (DDoS) attacks that cause total Internet-wide
outages [10, 11]. Hence, to secure these applications, an effective and precise security
technique is necessary. Therefore, this paper proposes an intelligent DL-based model to
detect intruders in the data-centric IoMT-based system. The performance of the proposed
modelwas tested usingToN-IoTdataset, and themodel used a three-tier design for IoMT-
based systems. The use of Deep Auto-Encoder (DAE) to feature selection differentiate
the proposed system from several existing models.

The proposed model have three major contributions, and as follows:

(i) in the Internet of Medical Things network, a technique for intrusion defense is
proposed. A new IoT/IIoT systems dataset introduced recently was used to test the
proposed model.

(ii) an intelligent DL-based model for in-depth intrusion detection analysis was used
on the IoMT-based systems.
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(iii) Some existing models in intrusion detection in IoT-based platform network was
used to test the performance of the proposed model based on various evaluation
metrics. The results of themodel shownbetter performance in termof thesemetrics,
and thus work efficiently, reliabley, and give more resourceful light.

2 Related Work

NIDSs are critical tools for protecting computer networks from increasingly commonand
sophisticated cyber threats. Machine Learning (ML-based NIDSs have recently received
a lot of attention in the scientific community. The availability of high-quality datasets
is crucial for the training and evaluation of ML-based NIDS, as it is for any ML-based
application. The lack of a common feature set in the currently available NIDS datasets
is one of the major drawbacks. Because each publicly available dataset uses a unique
and private set of features, comparing the effectiveness ofML-based traffic classifiers on
multiple datasets is nearly impossible. and, as a result, to assess these systems’ capacity
to generalize across various network contexts became a challenge.

It’s critical to test intrusion detection systems specificially for IIoT applications. This
will help to reallymeasure the efficiency and accuracy of IIoT intrusion detetionmethods
applied within the systems. The utilization of IoT-based related features is very critical
to reflect the true picture of IDS model used. The application of dataset that capture the
features of IIoT system is a key roadblock to evaluating intrusion detection technologies
targeted to IoT/IIoT submissions. The lack of such datasets makes it difficult to create
and develop IIoT-based IDS models, the application of these methods will really help in
the justification and assessment of such methods on IoT-based systems. In [12–14], the
authors surveyed cyber-security research for IDSs using datamining andML techniques.
The results shown a significant gap in the development of a promising anomaly-based
IDSs. The system lack a real IIoT-based datasets to test the system accuracy. The IoT-
based datasets are not made public for the use of researchers to the efficiency of the IDSs
models in this environment [12, 13].

The IDs served as a key determinant driver for routing traffic, and security manage-
ment sniffer by detecting suspicious activity enomalous behavour in network nodes [15],
and serves as a packet decoder and capture engine inmaintaining security in IoMT-based
systems. Thewas be since themodel can track both the zero-day and visible threatswithin
a system, thus creating a pattern from generated data and classifying any deviation as
an intrusion [16]. For example, in [17, 18], the authors developed a One-Class Support
Vector Machine (OCSVM) methods for Particle Swarm Optimization (PSO) techniques
are used to detect ADS and the model given an impressive results when compared with
some existing models. In [19], an IDS models was used for network traces to detect
intrusion within a SCADA setup by the authors with an offline data, the results of the
model perform reliably better.

The author in [20] proposed a recurrent K-means cluster model with OCSVMmeth-
ods to avoid the consequences of factors existing method to accurately detect network
threats. In [21], the authors suggested a critical infrastructure intrusion detection system
using ANN classifier method with back-propagation and Levenberg-Marquard features
to detect aberrant network activity. In a related attempt, the authors in [22] employed
an ANN model for intrusion detection in IoTs, while The authors developed a modular



A Deep Learning-Based Intrusion Detection Technique 53

IDS based on artificial immunity for IoT devices in [23]. Another group of researchers
proposed the Possibility Risk Identification centered IDS (PRI-IDS) in [24] describes
a method for detecting replay attacks in Modbus TCP/IP protocol network data. These
systems, on the other hand, had a high rate of false alarms and had difficulty detecting
certain novel threats.

In [25], the authors proposed a IDs in wireless networks, and the Aegean AWID
dataset was used to test the accuracy of the system. The AWID dataset was acquire from
a SOHO 802.11 wireless network protocol using a desktop, two laptops, one tablet, two
smartphones, and a smart TV. However, the collection only contains traces from the
Media Access Control (MAC) layer frame and does not include IoT device telemetry
data. In [26], the authors developed a BoT-IoT dataset using a realistic model based on
IoT network. The legitimate and hostile traffic decoveredwere DDoS, DoS, service scan,
and keylogging, and data exfiltration are examples of assaults that include both legitimate
and hostile traffic. From the simulated IoT-based model using the BoT-IoT dataset, the
network traffic recorded was over 72 million. For evaluation purposes, the author has
offered a scaled-down version of the dataset with around 3.6 million records. In similar
work in [27], an IoT-based dataset was used for ADS detection based on DoS threats
in a network of IoT devices. The data collected using conventional and DoS attacks are
SNMP/TCMP flooding, Ping of Death, and TCP SYN flooding, they emulated a smart
home setting. But the dataset was not captured using IoT-based devise, thus not having
attacks like XSS-Cross-site-site Scripting and malware.

To extracted malware images with a mix of local and global properities, authors in
[28] and [29], proposed a ML-based model. The Mailing dataset used contained 9339
samples from 25 malware family, and these were used to test the performance of the
proposedmodel. Themodel provided 99.21%classification accuracy using 5288 samples
from 8 malware family from the dataset after features extraction, and 98.40% precision
classification. To separate risk from corpus of binary executables, the authors in [30]
proposed a CNN model, and their model yeided 98.52% classification accuracy using
Mailing dataset with 9339 samples from 25 malware. Aside from that, this template is
used to pick 10% of samples at random to analyze the dataset. The authors proposed a
malware detection model based on CNN in [31]. This model had a 98% accuracy rate on
the same dataset. A random technique is utilized to select 10% of samples to examine
the malware family in question in each loop.

In [32], the authors proposed using a Gaussian distribution for population initializa-
tion. Furthermore, the Gaussian density function and the local-global best function were
used in conjunction with the local search mechanism to achieve better exploration dur-
ing each generation. The performance of LGBA-NN was compared with several recent
advanced approaches such as weight optimization using Particle Swarm Optimization
(PSO-NN) and BA-NN. The experimental results revealed the superiority of LGBA-NN
with 90% accuracy over other variants, i.e., BA-NN (85.5% accuracy) and PSO-NN
(85.2% accuracy) in multi-class botnet attack detection.

The authors of [33] propose an ensemble learning-based malware detection method.
A stacked ensemble of fully connected and one-dimensional convolutional neural net-
works (CNNs) performs the base stage classification, while a ML algorithm performs
the end-stage classification. The study compared and analyzed 15 MLg classifiers for a
meta-learner. Five ML methods were utilized in the comparison: nave Bayes, decision
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tree, random forest, gradient boosting, and AdaBoosting. Experiments on the Windows
Portable Executable (PE) malware dataset yielded the following results. An ensemble of
seven neural networks plus the ExtraTrees classifier as a final-stage classifier produced
the best results.

The authors of [34] propose a novel multistage deep learning picture recognition
system for network intrusion detection. The network characteristics are converted into
four-channel pictures (Red, Green, Blue, and Alpha). After that, the photos are utilized
to train and evaluate the pre-trained deep learning model ResNet50. The proposed app-
roach is evaluated using two currently accessible benchmark datasets, UNSW-NB15
and BOUN Ddos. On the UNSW-NB15 dataset, the proposed approach achieves 99.8%
accuracy in the detection of the generic attack. The proposed approach achieves 99.7%
accuracy in detecting DDos attacks and 99.7% accuracy in detecting regular traffic on
the BOUN DDos dataset.

Based on previous research, DL models may be utilized to significantly improve
the efficiency of IDS for IoMT by achieving the best possible forecast accuracy while
maintaining a low false alarm rate. Hence, the use of the DLmodel for the extraction and
reduction of feature and data anomaly detection has been depth coverage justified. The
proposed model uses a DAE-DFFNN method to categorize IoMT networks based on
DAE constraint values. It can find a good approximation for communication networks
and use the DAE-DFFNN model’s reduced layer to transform data dimensionality.

3 Methodology

3.1 The Proposed Model DFFNN Classifier

The most fundamental DL models are deep feedforward networks, often known as
feedforward neural networks or multi-layer perceptrons (MLPs). The f x as a function is
to approximate the feedforward network. For example, y = f x(x), x is an input that can
be be converted to a category y in a classifier. A feedforward network learns the values
of the parameters that result in the best function approximation by producing a mapping
y = f (x). These models are known as feedforward models because information flows
through the function being evaluated from x.The intermediate calculations needed to
define f, and then the result y. Because there are no feedback links, the model’s outputs
do not flow back into it, and the Feedforward NNs that have been extended to include
feedback connections are known as recurrent neural networks. An ANN technique using
input neurons and a large number of hidden nodes, A DFFNN is an input neuron and an
output neuron that are all directly coupled without the use of a cycle [35].

In this DL-based model, the source data is fed into input nodes before being for-
warded on to hidden units, which causes a non-linear manipulation of the information
before being carried on to the output nodes. A for feature role or back-propagation
defect is determined to evaluate the quality of the outcome [36], which is the difference
between the expected and actual presentation, and whose value is relayed backward
across unknown nodes in order to change the masses. Rather than measuring the entire
set of training instances, the loss function is calculated using solitary or mini-batch
specimens, and during each test, the loads are calibrated to ensure that the model is well
fitted. The random chance of NN variable activation underpins our computation training
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data approach, and thus the template is placed in minimum solutions that have poor
normalization [37, 38].

3.2 Deep Auto-Encoder (DAE)

This is a fast unsupervised computing approach based on a feed-forward neural network
[39]. It explores the estimation of a single task, where the output (x) equals the input
(x̌), in order to generate a definition of a set of data, namely

(
x → x̌

)
, (x). Its schematic

representation is made up of vectors

(
x

(
ĩ
))

in the input nodes and many non-linear

initiation attributes hidden units. To learn compact features of the input data, the extracted
features employ fewer neurons than the input nodes. As a consequence, it recognizes the
most important properties, reduces three-dimensional size, and considers the supplied
data to be an abstraction. The output layer

(
x̌i

)
is given as a near representation of the

input layer at the end of the technique.
The input, secret, and ouput are the three layers of a basic AE, and with n samples

with a training data of

(
x

(
ĩ
))

, each

(
x

(
ĩ
))

(iε(1, . . . , n)). The Tanhinitiation function

in [39] is employed and calculated utilizing different proportions as well as a spatial
function vector (d0).

T (t) = 1 − e−2t

1 + e−2t , (1)

TheAE algorithm as it is used in [37]with two components encoder and decoderwith

a deterministic mapping of (f θ) encoder is used to transform the input vector

(
x

(
ĩ
))

into hidden layer image of

(
z

(
ĩ
))

and the x(ǐ) dimensionality is reduced to provide the

right number of codes [40, 41].

f θ
(
x(i)

)
= T

(
Wx(i) + b

)
(2)

where θ , [W , b] are the mapping options, T is the Tanhinitiation utility, b is the bias
vector with d0 ×dh, dh represent W weight matrix, and the dh is the number of neurons
in a concealed level

(
d0 < dh

)
.

The product of the hidden layer’s image is plotted, and the predictable plotting
method is used to determine the translator method

(
gθ ′) as a rough estimate

(
x̌i

)
to

reorganize the data into an estimate
(
x̌i

)
.

gθ ′(x(i)
)

= T
(
W ′

z(i) + b′), (3)

W′ is a d0 × dh weight matrix, b′ is a bias vector, and θ ′ represents the mapping
parameters

[
W ′, b′].

After being converted to suit the hidden surface, the information contained in the
compressed form is used to recover the original data. The reform error is calculated
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by the training technique (i.e., the distinction between the original document and its
low-resolution replica) for a standard or mini-batch training set (s).

E(x, x̌) = 1

2

∑s

i

∥∥∥x(i) − x̌(i)
∥∥∥
2
, (4)

θ = {W , b} = argminθE
(
x, x̌

)
, (5)

Therefore, an effective IDs is proposed in this study for protecting the IoMT system
from malicious activity.

3.3 The Dataset Used

The study makes used of NetFlow records from the ToN-IoT dataset’s publicly avail-
able to research communities. The NF-ToN-IoT dataset contains 1,379,274 data flows,
with 1,108,995 (80.4%) attack samples and 270,279 (19.6%) benign samples. Table 1
summarizes the features NF-ToN-IoT dataset.

Table 1. Features of the used dataset

Class Total Characteristics

Benign 270279 Normal unmalicious flows

Backdoor 17247 A method of attacking remote-access computers by responding to
specially built client programs

DoS 17717 An attempt to overburden the resources of a computer system in order
to impede access to the availability of its data

DDoS 326345 An attempt similar to DoS but has multiple different distributed
sources

Injection 468539 SQL and Code injections are two of the most common attacks that
provide untrusted inputs in order to change the path of execution

MITM 1295 Man in the Middle is a method of intercepting traffic and
communications by placing an attacker between a victim and the host
with which the victim is attempting to communicate

Password 156299 Covers a wide range of brute-force and sniffer attacks targeted at
obtaining passwords

Ransomware 142 An attack that encrypts files on a server and demands payment in
exchange for the decryption method/key

Scanning 21467 An attack that encrypts files on a server and demands payment in
exchange for the decryption method/key

XSS 99944 Cross-site Scripting (XSS) is a sort of injection in which an attacker
sends malicious scripts to end-users through online applications
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3.4 Performance Analysis

The following performance metrics were utilized to evaluate the proposed algorithm’s
performance and compare it to other current models using DL and hybrid rule-based
models. In a classification task, the number of correct and incorrect outcomes were
addedup and compared to the reference results. Themost frequentmatrices areAccuracy,
Precision, Recall, Specificity, and F1-score. To solve the confusion matrix, the statistical
indices true positive (TP), true negative (TN), false positive (FP), and false negative (FN)
were generated, as indicated in Eq. (6)–(12) [42].

Accuracy: TP + TN

TP + FP + FN + TN
(6)

Precision: TP

TP + FP
(7)

Sensitivity or Recall: TP

TP + FN
(8)

Specificity: TN

TN + FP
(9)

F1-score: 2 ∗ Precision ∗ Recall

Precision + Recall
(10)

TPR = TP

TP + FN
(11)

FPR = FP

FP + TN
(12)

4 Results and Discussion

Table 1 shows the suggested model’s accuracy and Detection Rate (DR) on the datasets.
The findings reveal that the proposed model on the ToN-IoT dataset model has 81.24%
DR and accuracy of 83.0%.

Table 2 shows the performance of the projected model using on NF-ToN-IoT dataset
based on various performance metrics. The proposed model is highly essential and
important in IoMT network intrusion detection for attack prediction, and as well as
categorisation based on the findings of several measures.

4.1 The Proposed Model’s Comparison to Existing Methods

To compare the model’s detection efficiency to that of existing classification models,
Table 3 compares the suggested method to a number of other methods. Using the NF-
ToN-IoT dataset, Table 4 shows the cumulative performance measures for the proposed
systemandothermodels. Theprecision and accuracyof the proposedmethod are superior
than those of existing methods. In general, the proposed network intrusion detection
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Table 2. Proposed model performace evaluation.

Class name DR rate Accuracy

Benign 99.5% 99.3%

Backdoor 99.2% 98.4%

DoS 96.3% 67.3%

DDoS 72.4% 75.1%

Injection 65.3% 70.4%

MITM 62.5% 59.2%

Password 87.3% 92.5%

Ransomware 89.5% 88.7%

Scanning 78.3% 80.3%

XSS 98.4% 99.2%

Weight average 81.24 83.00

Table 3. The evaluation of performances metrics for the dataset.

Class name Accuracy F-score Recall Precision

Benign 0.99 0.97 0.99 0.98

Backdoor 0.98 0.96 0.99 0.97

DoS 0.67 0.66 0.69 0.70

DDoS 0.75 0.76 0.77 0.77

Injection 0.70 0.74 0.75 0.76

MITM 0.63 0.61 0.63 0.62

Password 0.92 0.94 0.92 0.93

Ransomware 0.89 0.90 0.90 0.91

Scanning 0.80 0.84 0.79 0.82

XSS 0.99 0.98 0.99 0.99

Weight average 0.83 0.84 0.84 0.85

method has a 0.89% accuracy, which is 0.1% higher than the second-highest accuracy
CART. Similarly, when compared to other classifiers, the precision of the suggested
technique is higher by 0.1%. The proposed approach outperformed existing strategies
on all assessment parameters when compared to the NF-ToN-IoT dataset. Because of
its robust DAE for feature clearing, the suggested technique has a marginally greater
accuracy.

In general, the proposed model has a 0.89 accuracy, which is 0.1 greater than the
second-highest accuracy CART model. Similarly, when compared to other classifiers,
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Table 4. Comparison of the proposed model with other related classifiers.

Class name Accuracy F-score Recall Precision

Linear Regression 0.61 0.46 0.61 0.37

LDA 0.68 0.62 0.68 0.74

Random Forest 0.85 0.85 0.85 0.87

CART 0.88 0.88 0.88 0.90

SVM 0.61 0.46 0.61 0.37

LSTM 0.81 0.80 0.81 0.83

K-NN 0.84 0.84 0.84 0.85

NB 0.62 0.46 0.61 0.63

Proposed model 0.89 0.90 0.90 0.91

the proposed technique performs significantly better than existing models employing
assessment metrics. When compared to previous dataset-based models, the proposed
technique outperformed them on all evaluation metrics.

5 Conclusion

Using theNF-ToN-IoT and IoT-IIoT datasets, this study presents anADSmodel for iden-
tifying attackers and risks in IoMT-based networks. With DAE feature improvements,
a DL-based model was applied. The DAE is a DL model that uses automated dimen-
sionality reductions to provide a good representation of typical network architectures.
The proposed DAE-DFFNNmodel has been effectively used to generate useful features
and remove unwanted features from the dataset, thus improve the overall efaccuarcy
and fectiveness of the model. In comparison to other methodologies that used the same
dataset to construct models, the proposed model achieves a better identification rate of
0.89 and the best DR of 90% on the dataset. The NF-ToN-IoT dataset was used because
the dataset is collected using IoT-based devices, and contains threats that a related to
IoT-based system. Recent works in the areas of instruction detection of IIoT/IoT-based
model are using the dataset as a benchmark. In the future work, a better DL-model
with feature selection algorithms will be used to really improve the accuracy of the pro-
posed model. In addition, the proposed model will be extended to accommodate various
protocols within IoMT-based networks.
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Abstract. There are challenges in evaluating and predicting student learning out-
comes because they are based on multiple factors. Predicting the performance of
students in the exam is very important for identifying capable students or not too
good students and its sole purpose is to identify students who may need extra
assistance before the examination is conducted. Several researchers have worked
on these challenges and so far no comprehensive research has been conducted
to compare in detail the performance of machine learning techniques related to
predicting student performance. This study proposes data extraction techniques
decision tree (DT) and K-Nearest Neighbour (KNN) for the prediction of the stu-
dent’s performance in the exam. The article then compare the result of the two
techniques to recommend the best. The study shows that Decision Tree DT for
predicting pass/fail status of students in an academic course delivers the most suc-
cessful outcomes, giving 91% success rate. The model would aid the professor in
taking the required measures to assist students with issues in their courses, which
generally result in a course being repeated.

Keywords: Decision tree · K-Nearest neighbor · Learning outcome ·
Education · Machine Learning · SDG 4

1 Introduction

Assessments are an important part of performance monitoring because they provide
information that helps students, instructors, administrators, and policymakers make
decisions. The quest to effectively and efficiently monitor student performance in edu-
cational institutions has led to the use of data mining techniques, which employ various
intrusive data penetration and investigation methods to isolate vital implicit or hidden
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information, which is now moving away from traditional measurement and evaluation
techniques. Data mining is a type of machine learning that is used to find hidden pat-
terns in massive datasets. It is normally applied in various fields including educational
settings. Education Data Mining is an exciting field of research to better understand
and improve the outcomes of education by extracting hitherto unknown patterns from
education databases.

For higher education institutions, it is very important to predict student progress.
Its purpose is to improve the overall academic ability to meet the educational needs of
students. In this sense, acquiring valuable daily data and knowledge for use in predicting
student academic performance [1]. Students’ success depends on many factors, so, the
overwhelming challenge is to assess and predict the success of a student’s education.
However, studying student success is a very important effort for students and teachers
to avoid bad learning outcomes, develop well-trained and knowledgeable students, and
create a comfortable environment for their future. With the help of precise prediction,
it can provide a way to resolve these factors in order to detect, respond to, and promote
better execution, taking into account all variables that affect students [2].

The use of learning analytics is fraught with a slew of possible issues and diffi-
culties. One of the well-known and frequently discussed difficulties that might arise
from insufficient implementation of learning analytics, as mentioned by [3], is profil-
ing. In predicting scholar examination performance, for example, lies a risk that using
predictive analytics would result in the establishment of a positive or negative student
profile. Perhaps a positive or negative reputation of a certain faculty/course, as well as
an assumption that some students will perform poorly based on previously constructed
profiles. To avoid such circumstances, it is vital to comprehend the problem and obtain
insight into what influences successful learning patterns positively and negatively. It’s
also helpful to decide which qualities should be prioritized to build a predictive model
that is both efficient and resilient, as well as one that fits the objectives of the knowledge
procedure by giving a viable solution to the problem.

Student engagement, or contact with the learning platform, is a critical aspect when it
comes to exam performance forecast. However, as [4] points out, monitoring or tracking
student actions is a difficult process. This is primarily reliant on the institution’s learning
platform and its integral features for tracking students’ interactions with learningmateri-
als. Different learning platforms keep track of different student activities and engagement
metrics. Platforms like Moodle, Canvas, EPIC, and Blackboard, for example, can keep
track of the number of times a scholar has visited the system and the number of time he
or she has actually accessed the learning resources.

Ethical, legal, and risk considerations are another issue that arises in the field of
learning analytics as addressed in [5]. Access to learning data may be subject to data
privacy restrictions (e.g., student activities, demographic data, etc.). Respecting students’
privacy and maintaining their anonymity can improve the utility and accuracy of data.
The interpretation of the results and sharing with external parties is also a hurdle (e.g.,
outside the faculty or institution where learning analytics is used). [6] has provided six
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suggestions to follow in order to preserve student privacy while achieving educational
goals and maintaining the efficiency of the learning process. According to one of the
ideas, the focus should be on understanding the educational process as well as the moral
needs relatedwith data use. The students should then be asked to consent to the collection,
storage, and use of their data by the university. The identity and rights of students have
also been addressed. All acquired data should have an expiration date, and students
should be able to delete it if they meet certain guidelines in particular conditions.

The following principle states that students’ performance should be evaluated using
several factors that reflect a wide range of complexity and considerations. It was also
mentioned that utilizing data in a transparent manner is vital when it comes to the inter-
pretability of supplied outcomes. Finally, due to its potential positive impact on thewhole
learning process, the last premise suggests that educational institutions explore employ-
ing learning analytics. The other part of this paper includes Sect. 2 that review related
works of literature; Sect. 3 discusses the approach and the performance metrics adopted
for the study. Section 4 shows the comparison result of the model and gives results and
discussion of datamining approaches. Lastly, Sect. 5 recapitulates the research outcomes
and proposal for future work.

2 Review of Related Works

There are several studies on the area of student test performance analysis that have been
published so far. These studies addressed the problem of classification, which mainly
focused on the analysis of test scores in educational institutions, categorising scholars
into two categories: “pass” or “fail”. The purpose of these studies was to predict ‘high
risk’ students droppingout of certain courses. Figueroa-Canas et al. [7] found that quizzes
played an important role in predicting at-risk students at the start of an online statistics
course using quizzes as a fitness assessment tool. An important contribution of this study
is to provide a clear and interpretable process using tree classification models to classify
dropouts and failing students before half of a semester. The models assume that lifelong
learning achieved at least in the first half of the course is a major contributor to final
exam results.

Wu, Z. et al. [8] proposed a new EPG approach, applying a DKT model to predict
learning performance and using dynamic programming and genetic algorithms to opti-
mize test quality. For different data sets, the AUC scores obtained by the DKTmodel are
not the same, which tests the accuracy gap in how student skills are predicted in practice.
Nadu et al. [9] used a regression model and a tree model were created to provide the
best prediction with high precision. The basic idea is to improve the efficiency of the
prediction results by using different algorithms. Research-related data includes attributes
such as high school level, learning style, curriculum, mathematics, and English scores.
In this study, a multiple linear regression was constructed for the programming course
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based on the training set, and different models including SVM, decision tree, RF were
used to evaluate the results. Therefore, when calculating RMSE, they found that SVM
provided the best result.

Christina [10] attempted to use a classification model to find the effect of a proposed
trait on the prediction of student learning outcomes. The functional space is built taking
into account the characteristics of the student’s household expenses, household income,
personal information, and household assets. Using the SVM classification algorithm,
the analysis was found to be highly effective for the student’s family spending and the
proposed characteristics of the personal information portfolio. Results obtained from
academic, family, and personal information have a very strong impact on a student’s
academic performance for the instinctive reasons provided in the discussion.

Saheed,Y. et al. [11], predicted academic performance of students at private universi-
ties in northern Nigeria. EDMwas a hotbed of research for academia and policy makers.
This test used ID3, C4.5 and the CART decision tree algorithm. The results obtained
show that C4.5 works better than other algorithms. In their research, they compare three
algorithms that help education stakeholders make important decisions. In Abeer and
Elaraby [12] conducted a related research to classify and predict the academic ability of
several people for 6 years usingmultiple features collected from educational institutions.
As a result, you can improve your grades through training in weak areas to avoid a failure
rate that could predict the grades of students in a particular subject.

Kabakchieva et al. [13] conducted survey using four classification models: Neural
Networks, OneR Rule Learners, Decision Trees, and Neighbor K-Nearest Neighbour.
Three independent models are suitable for the “weak” category and the neural network
model is suitable for the “strong” category. Compare the results of each model with
other models on the same set of attributes and data. Tanner and Toivonen [14] shown
that KNN can accurately predict student learning outcomes. It has been observed that
early skill tests can also be good predictors of final scores in other skill-based courses.
The driving force behind thiswork is to provide a betterway for teachers to use computer-
based teaching in their classrooms. Reliable predictions about student performance allow
teachers to focus on the issues that matter most to their students.

The authors of [16] looked examined how association rule mining could be used
to evaluate student academic outcomes and generate recommendations for improving
course material. The chapter proposes a framework for mining educational data using
association rules, aswell as a newmetric termed “cumulative interestingness” for judging
the strength of an association rule. In a case study, the chapter use association rules to
analyze the results of Informatics course examinations, rank course topics according to
their importance for final course marks based on the strength of the association rules, and
recommend which specific course topic should be improved to improve student learning
effectiveness and progress.
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3 Methodology

The suggested model in this study focuses on using classification techniques to cre-
ate a model. The dataset was obtained from Kaggle’s repository. This data collection,
comprises four hundred and eighty (480) instances, each with seventeen characteristics.
The dataset’s characteristics are then categorized using the Decision tree and K-nearest
neighbour classification methods, and the results are compared for accuracy, precision,
and recall.

3.1 Decision Tree

A decision tree is a Machine Learning method under supervised ML. It may be used
for regression as well as classification [15]. To address the prediction problem, Decision
Trees employ tree representation, having an external node and leaf node with is the
termination stage. The external node and the leaf node in DT represent the class labels
as well as the attributes. The following is the pseudo code for the Decision Tree model:

Step 1: The root of the tree is picked as the best attribute.
Step 2: The training set is split into subgroups, each with identical values for each
characteristic.
Step 3: Steps 1 and 2 are repeated for each subgroup until all of the leaf nodes on the
tree have been visited (Fig. 1).

Fig. 1. Shows a typical example of Decision tree with its root and leaf nodes
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3.2 K-nearest Neighbours (KNN) Algorithm

TheK-nearest neighbours (KNN)methodwhich is a type of supervisedmachine learning
(ML), may be used for both classification as well as regression prediction tasks.

Lazy learning algorithm − KNN is a lazy learning algorithm to use all data for
training during classification without any special training step.

Non-parametric learning algorithm − KNN is also a non-parametric learning
algorithm because it doesn’t assume anything about the underlying data.

The following steps will help us understand how it works;

Step 1 – Load the training and test data.
Step 2 − Next, we need to choose the value of K i.e., the nearest data points. K can be
any integer.
Step 3 − For each point in the test data do the following −

Using any of the following methods, calculate the distance between test data and
each row of training data: Euclidean, Manhattan, or Hamming distance. The Euclidean
technique is the most widely used method for calculating distance.

Now, based on the distance value, sort them in ascending order.
It will then select the top K rows from the sorted array.
It will now assign a class to the test point based on the most often occurring class in

these rows.
Step 4 – End (Fig. 2).

Fig. 2. Shows the detailed system framework
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3.3 System Algorithm

Step 1: Start
Step 2: Get Dataset
Step 3: If Dataset is in CSV or ARFF format
Go to step 4
else; 
go back to step 2
Step 4: Load WEKA 3.9.5
Step 5: if Dataset is set to Nominal 
continue to step 6
else;
return to step 2
Step 6: Apply ‘Remove Duplicates’, ‘Numeric to Nominal’ and ‘Resample’ Filter
Step 7: Create training set and test set
Step 8: Apply Decision Tree algorithm J48 
Step 9: Test Decision Tree on Trained dataset
Step 10: Classify 
Step 11: Analyze and display classification result
Step 12: Check for performance (accuracy, precision and recall)
Step 13: Display Performance result
Step 14: Divide Data into k set
Step 15: Set test to k-fold cross validation
Step 16: If test is set to k-fold cross validation
Go to step 14;
Else;
Go back to step 11;
Step 17: Apply KNN 1BK algorithm
Step 18: classify
Step 19: Analyze and display classification result 
Step 20: Check for performance (accuracy, precision, recall)
Step 21: Display Performance result
Step 22:  If J48 result > 1BK result
Display J48 Result;
Step 23: Else; 
Display 1BK Result;
Else if J48 result = 1BK result

Display Same result;
Step 24: End; 
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3.4 Performance Metrics

Accuracy
When dealing with problems, accuracy is evaluated as the number of appropriate pre-
dictions for which a model has been generated for all types of predictions. The accuracy
with which the classes of variables in your data roughly balance is a good metric.

AC = TN + TP

TP + FP + FN + FN

Where:

True positive (TP) – which is the outcome where the model correctly predicts positive
class
True negative (TN) – which is the outcome where the model correctly predicts negative
class
False positive (FP) – which is the outcome where the model incorrectly predicts positive
class
False negative (FN) –which is the outcomewhere themodel incorrectly predicts negative
class
Accuracy (AC) - Is referred to as Accuracy.

Precision
Precision is a measure of the percentage of accurate predictions made for predictions.

Precision = TP

TP + FP

Where TP is true positives and FP is referred to as false positive.

Recall
Recall, also known as sensitivity, checks the proportion of positives that were correctly
identified as positives.

Recall = TP

TP + FN

Where TP is true positives and FN is referred to as false Negative.

3.5 Research Tools

This study proposes to develop the implementation using WEKA.

4 Implementation

4.1 Data Set and Attribute Selection

The data file has to be in either in ‘ARFF’ or ‘CSV’ format. Figure 3 shows the dataset
in CSV.

Figure 4 show data distribution for the attributes on the dataset.
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Fig. 3. Shows the used dataset sample which is in CSV format

Fig. 4. Shows the data distribution for the attributes of the dataset used

4.2 Pre-processing

An initial step in the evaluation of this project is the pre-processing of the data. The study
uses the explorer interface of WEKA. Source data files are selected from the computer’s
local storage. After importing data, it was expand it by selecting one of the many options
called “Clean Data”. Figure 5 shows a pre-processed version of the dataset. The number
of attributes, relation’s name, and number of records are displayed on the left side of
the screen. On the right, the attribute values, types, and counts of individual values are



72 K. M. Abiodun et al.

displayed. The requirements for each property are displayed in the bottom right corner
of the screen.

4.3 Filtering

In the pre-processing area, filters can be specify that modify the data in a variety of ways.
The Filters area is used to specify the filters to be used. Filters are classified into two
types: supervised and unsupervised. In this case, unattended category filters are applied.
If there are numeric values in the dataset, we need to convert them to nominal values
(since WEKA can only take nominal values) using the ‘Numeric To Nominal’ filter in
the dataset. The “remove duplicates” and “Resample” filters will also be used to refine
and remove duplicate data from the large data set. The 10x cross-validation will only
be used for the IBK method at the test option to test how the IBK algorithm works on
invisible data [17, 18].

4.4 Classification

WEKA contains classifiers that can predict nominal or numeric quantities. For our fore-
cast, a classifier must be chosen. The study use a standard classifier named J48 and Lazy
1BK for classification [19].

4.5 Confusion Matrix Table of Decision Tree

Table 1. Indicates the percentage of misclassified test cases for decision tree

A B C ←Classified as;

173 6 20 a = M

4 135 0 b = L

12 1 127 c = H

Table 1 indicates the percentage of test cases that are misclassified as misclassified test
cases. Integers are shown in the confusion matrix, where a, b, and c represent the class
labels.

Detailed Accuracy of the prediction model by Class for J4.8 in Table 2.
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Table 2. Shows detailed accuracy of the prediction model by class

Precision Recall Area class

0.915 0.869 M

0.951 0.971 L

0.864 0.907 H

Weighted Avg. 0.911

4.6 K-Nearest Neighbour

Fig. 5. Shows accuracy results of 1BK algorithm

Figure 5 shows the accuracy results for K-NN, 1BK performs well as a classifier, with
an accuracy of 87.6569% of properly categorized cases after (10-fold) cross-validation.

4.7 Confusion Matrix for 1BK Algorithm

See Table 3.

Table 3. Indicates the percentage of misclassified test cases for IBK algorithm

A B C ←Classified as;

169 15 15 a = M

9 130 0 b = L

20 0 120 c = H
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Detailed Accuracy by Class for 1BK Algorithm
See Table 4.

Table 4. Shows the precision and recall for IBK Algorithm

Area class Precision Recall

M 0.854 0.849

L 0.897 0.935

H 0.889 0.857

Weighted Avg. 0.876 0.877

4.8 Performance Evaluation and Comparison

Table 5. Compares the result of J4.8 and IBK

Precision Recall

Area Class J4.8 1BK J4.8 1BK

0.915     0.854     0.869     0.849 M
0.951     0.897     0.971     0.935 L 
0.864     0.889     0.907     0.857 H 
Weighted Average  

Precision (%) 
Weighted Average  

Recall (%) 
91.1% 87.6% 91.0% 87.7% 
Overall Accuracy Overall Accuracy 

91.0 % 87.7% 

Table 5 compares the results of the J4.8 and 1BKalgorithms in terms of average precision,
recall, and overall accuracy.

4.9 Comparison of Related Works

Table 6 shows the comparison of the result of this article with others that have been done
before. It is in line with what others have done.
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Table 6. Compares the results of the J4.8 and 1BK algorithms with others

Methods used Accuracy

(Figueroa-Canas et al. 2020) Decision Tree (C4.5) 83.3%

Support Vector Machine 83%

(Saheed et al. 2018) Decision Tree algorithms

1D3 95.9%

(Saheed et al. 2018)
Kotsiantis et al.

C4.5 98.3%

Simple CART 98.3%

C4.5 83.75%

Proposed system Decision Tree (J48) 91%

K-NN (IBK) 87%

5 Results and Discussion

The classification accuracies of the models created with Decision Tree (DT) and K-
Nearest Neighbor (K-NN) are shown in Table 5. Decision Tree outperformed K-Nearest
Neighbor in precision and recall for both the Low-Level andMiddle-Level classes, while
K-Nearest Neighbor outperformed Decision Tree in the High-Level class. Overall, the
Decision Tree (DT) algorithm achieved a 91% accuracy. The DT algorithm accurately
categorized 435 of 478 cases having a root mean square error of 0.2053%. Also it had
relative absolute error of 19.2705%, and a kappa statistic of 0.8635%. In comparison,
the K-Nearest Neighbor method had an overall accuracy of 87%, accurately identifying
419 out of 478 cases. The root mean squared error of the 1BK method was 0.2699%,
the relative absolute error was 20.8738%, and the kappa statistic was 0.812%.

Fig. 6. Scatter plot
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Figure 6 shows the Scatter Plot relationship between class subjects and the graded
class.

6 Conclusion

In summary, the study shows that decision tree has an accuracy of 91% in predicting
students’ performance in their examinations. Therefore, according to the concept, stu-
dents with a cumulative grade average more than 89 have passed all of their courses
and can serve as tutors to other students with lower marks. Students with a cumulative
grade average of less than 70, on the other hand, will be appointed tutors and given sup-
plementary notes and textbooks to help them pass. These insights can be utilized to put
some beneficial policies in place. A lecturer can report students with lower grade point
averages and focus on this group of students who require more academic assistance. In
conclusion, the vast collection of information kept in the databases of the educational
sector at institutions is continuously growing. Student achievement and progress may be
measured by gaining knowledge from such data. The WEKA tool is used to perform the
classification procedure. The study’s findings demonstrate the classification accuracy of
both a decision tree method and the k-Nearest Neighbor technique. In this study, it was
demonstrated that using Decision Tree DT for predicting pass/fail status of students in an
academic course delivers the most successful outcomes, even giving a 91% success rate.
Themodel would aid the professor in taking the requiredmeasures to assist students with
issues in their courses, which generally result in a course being repeated. The drawback
of this study is the little quantity of data gathered, which is the cause of certain missing
values in the data collected. Future work can introduce more data from other years to
improve forecast accuracy. Other data mining tools and techniques can also be tried to
find out the best among them.
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Abstract. The cloud computing space is enjoying a renaissance. Not long ago,
cloud computingwas confined to thewall of high-revenue companies, but in recent
times a growing number of businesses, public and private institutions are turning
to the cloud computing platform to reap the benefits of a self-service, scalable, and
flexible infrastructure. Moreover, with the increased implementation, advantages,
and popularity of artificial intelligence, the demand for computing environments
to solve age-old problems such as malaria and cancer is on the rise. This paper
presents the implementation of a cloud computing infrastructure, the FEDerated
GENomics (FEDGEN) Testbed, to provide an adequate IT environment for cancer
and malaria researchers. The cloud computing environment is built using Open-
stackmiddleware.OpenStack is deployed usingMetal-As-A-Service (MAAS) and
Juju. Virtual Machines (Instances) were deployed, and services (JupiterHub) were
installed on the FEDGEN testbed. The built infrastructure would allow the run-
ning of models requiring high computing power andwould allow for collaboration
among teams.

Keywords: Cloud computing · Federated cloud · Openstack ·MAAS · Juju

1 Introduction

The concept of cloud computing has revolutionized the way researchers address com-
putational resource issues. Cloud computing is all about delivering information technol-
ogy services (IT services) on-demand and on a pay-as-you-go basis over the Internet.
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In fact, cloud computing allows flexibility, scalability, rapid elasticity, resource pooling,
availability, cost-effectiveness, etc. [1].

Substantial quantities of biological data can be gathered continuously over a short
period of time or over several months due to the rapid advancement of biological tech-
nologies.Most commonly used tools can be computationally intensive when considering
such large amounts of biological data. Cloud computing has been identified as a promi-
nent technology in the evolution of bioinformatics and supplying massive amounts of
processing capability [2].

Cancer and malaria are problems scientists around the world have been combatting
for years [3, 4]. Therefore, the large amount of data collected from patients needs to
be analyzed in order to address cancer and malaria health-related issues. Furthermore,
it is recognized that in developing countries, the lack of computational capability is an
ache that Africa is significantly suffering from, which has an impact on her development
[5]. The Federated Genomics (FEDGEN) project was set up by the Covenant Applied
Informatics and Communication-Africa Centre of Excellence (CApIC-ACE) to provide
solution to the limited computational capability in Africa.

The aim of the FEDGEN project is to evolve a Federated Genomic (FEDGEN) cloud
infrastructure towards informatics-based genomic research in Africa and the develop-
ment of personalizedmedicine; and to provide technical assistance in terms of processing
resources in order to propel the research in the development of new diagnoses and treat-
ments for malaria, prostate, and breast cancer. Therefore, the FEDGEN project target is
to provide a world-class federated genomics cloud infrastructure. The FEDGEN testbed
provides an environment that helps developers, students and researchers test and run
their applications, pipelines, and IT solutions before deployment in a full-fledged data
center.

Cloud management software are tools and technologies that assist in the creation
and management of cloud installations. They guarantee that cloud-based resources work
properly and interact with end-users and other services in an optimal manner [6]. Among
the different open-source cloud middleware such as OpenNubula, Eucalyptus, Cloud-
Stack, etc., OpenStack is chosen as cloud management software for the deployment
of the FEDGEN cloud environment. This is because OpenStack provides considerable
flexibility in handling the interactions between the cloud environment and the cloud
administrator and also offers high availability in themarketplace [7]. OpenStack includes
different components that interact together to provide a functioning cloud environment.
The basic components available consist of Keystone (user management module), Nova
(compute module), Glance (image management module), Neutron (network module),
Swift (object storage), Cinder (block storage), and Horizon (web-based user interface
portal) [8].

The implementation of a federated infrastructure is challenging in terms of efforts and
resources. Building a robust and well-equipped cloud computing platform necessitates
major investments from large commercial Cloud Service Providers (CSPs) or public
organizations willing to invest in the long-term objective of establishing a true cloud
infrastructure for science. The federated strategy, which builds infrastructure bottom-
up by merging medium/large facilities from multiple CSPs into a bigger one to attain
appropriate size, is one viable alternative to a central major financing approach. Several
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sponsored projects have emerged in recent decades tomeet the requirements of a specific
community or to make data available to a wider audience.

Large research infrastructures have been designed at the European Union (EU)
level as part of the European Strategy Forum on Research Infrastructures (ESFRI)
roadmap, with the goal of providing researchers with the tools they need to conduct
scientific research [9]. This necessitates meeting rising data volume and computing
power demands. Indigo-Datacloud [10], European Grid Initiative (EGI) [11], European
Open Science Cloud [12], and HelixNebula [13] are projects targeting the development
of cloud services for the European academic community.

Indigo-DataCloud has built a middleware to implement a variety of cloud services,
including authentication, workloadmanagement, and datamanagement. Rather than cre-
ating its own cloud service, the Indigo effort focuses on bridging the gap between cloud
developers and the services provided by existing CSPs [14]. EGI manages a federated
cloud that relies on Open Cloud Computing Interface (OCCI) and Cloud Data Man-
agement Interface (CDMI) as web services endpoints to access resources and services
from OpenNebula and OpenStack-based cloud infrastructures, as well as other public
CSPs. The strategy entails adding an extra abstraction layer to resources supplied by
national grid projects, which are, however, distinct and unrelated [15]. HelixNebula has
focused on getting the most out of commercial cloud providers when it comes to cloud
infrastructure procurement for research and education. The strategy denotes forming a
public-private partnership to provide hybrid cloud infrastructure, and it has now entered
its third prototype phase, including three contracting consortia [13]. The European Com-
mission promotes the EuropeanOpenScienceCloud as a broad platform for open science
and research. This project covers a wide range of concerns, from technical to accessibil-
ity and governance, with the exception of establishing a distinct cloud infrastructure but
connecting as many research clusters’ infrastructures as feasible. Moreover, there are
initiatives that aim to build federations of cloud infrastructures offering a high-quality
cloud compute service with a potential user base of 100,000 or more. These initiatives
are the bwCloud project [16] by the state of Baden-Württemberg in Germany, and the
GARR Cloud project [17] in Italy.

The foregoing illustrates regional efforts for provision of robust computation infras-
tructure for regional research ecosystems. However, such efforts are hardly available
within the Africa research space. Thus, the FEDGEN testbed cloud infrastructure is
designed based on the open-source OpenStack middleware to address this regional gap.
Automated orchestration of resources is in use to facilitate the deployment of cloud
applications and services. The remainder of this paper is as follows: Sect. 2 presents the
materials and methods used; Sect. 3 presents the results; and finally, Sect. 4 concludes
the paper.

2 Materials and Methods

The FEDGENTestbed is implemented on six physical servers using various software and
packages, includingMAASand Juju. In this section, the architecture of the cloud comput-
ing environment and the tools used to deploy the FEDGEN cloud testbed infrastructure
are presented.
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2.1 System Architecture

The FEDGEN cloud infrastructure is deployed using the Openstack framework, as pre-
sented in Fig. 1. The design is suitable for medium and large-scale cloud deployments.
Increasing computational capacity is as simple as adding more compute nodes. Critical
services are implemented in many availability zones to achieve scalability, robustness,
and high availability. Subsequent paragraphs, however, are indented.

Fig. 1. FEDGEN testbed cloud architecture

Installation, configuration, and maintenance of physical and virtual resources that
make up the cloud platform are all automated. The first step is to set up the MAAS
controller as the underlying environment. Then, the Juju controller is implemented
as the management solution and administrative node for the cloud environment. Juju
allows the automated deployment of the fully-fledged OpenStack cloud. The configu-
ration of the cloud environment starts with Networking. OpenStack Networking allows
the development of complex virtual network topologies, firewalls, load balancers, and
Virtual Private Network (VPN). Prior to moving forward, it’s vital to configure the stor-
age. OpenStack supports both ephemeral and persistent storage. When an instance is
terminated, ephemeral storage is destroyed, whereas persistent storage is left in place.

2.2 OpenStack

OpenStack is a cloud operating system that controls large pools of computing, storage,
and networking resources throughout a data center, all managed and provisioned through
APIs with common authentication mechanisms [18]. The resources are managed via a
collection of packages such as Nova, Glance, Keystone, and many others [19]. Figure 2
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shows the major OpenStack components used to achieve resource management. Each
component is deployed on various nodes, as seen above in the FEDGEN cloud infras-
tructure. The controller nodes run the image services, networking services, dashboard,
database, messaging system, and administration portion of the compute, block storage,
and object storage services. The compute node is in charge of the hypervisor, which
manages virtual machines. Kernel-based Virtual Machine (KVM) is used as the hyper-
visor. Storage nodes provide object storage, while the configured nodes support both
object and image storage. The object storage is where the glance image is saved.

Fig. 2. OpenStack components

2.3 Networking

There are two separate physical network interfaces needed for the cloud infrastructure.
These are the Data traffic network and the Intelligent Platform Management Interface
(IPMI) network. The IPMI network controls the physical servers while the data traffic
network supplies an internet connection as well as the handling of different classes of
traffic under other logical networks. These logical networks include:

1. Management network: This is a private network that is used to communicate
between the various fundamental OpenStack components, such asmessages between
modules, database access, etc.

2. API network: This is a public network for controlling the services of the cloud such
as identity, compute, etc.

3. Data network: This is a private network managed by OpenStack networking services
to isolate the traffic of various user groups.

4. External network: This is a public network that the OpenStack networking service
manages to allow external access to virtual instances.

5. Storage network: this is a private network for communicating between storage and
compute nodes.
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2.4 Storage

In the OpenStack cloud computing environment, there exist three types of storage. They
are:

1. File storage arranges data in a hierarchical directory structure.
2. Object storage is a type of storage that handles data as “objects” with metadata

to characterize them. In OpenStack, Swift is frequently utilized to provide object
storage.

3. Block storage is a type of storage that groups data into blocks of sectors, simulating
a physical hard disk. Cinder provides it in OpenStack.

The train release of OpenStack was successfully deployed on the FEDGEN testbed.
To achieve this, MAAS, Juju, and OpenStack charms were used. OpenStack charms
are configuration files targeting the installation of specific applications in the cloud
environment. Our testbed deployment for a multi-node OpenStack cloud consists of six
bare metal servers comprising 1 MAAS System, 1 Juju controller node, and four cloud
compute nodes. On each of the six nodes, the operating system is Ubuntu 18.04 LTS
(Bionic), which is installed using MAAS.

2.5 MAAS

Metal-As-A-Service, also known as MAAS, is an open-source program for building
data centers. It takes bare-metal servers and turns them into cloud instances of virtual
machines, removing the hassle of managing them as individual machines. It gives the
ability to control, provision, or destroy machines as though they were instances hosted
on a public cloud such as Microsoft Azure or Google GCE. Figure 3 shows the MAAS
dashboard presenting all the bare-metal servers nodes that constitute cloud instances.

Fig. 3. MAAS dashboard
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MAAS also works well with Juju, model management, and an orchestration tool
[20]. MAAS manages the machines in the cluster, while Juju manages the services
running on those machines. The MAAS controller also acts as a Domain Name System
(DNS) and Dynamic Host Configuration Protocol (DHCP) server for all other nodes
in the FEDGEN cloud infrastructure. Other advantages and features of the Metal-As-
A-Service program include automation, hardware testing, and Networking. Automation
allows every network device to be discovered automatically. IPMI, Automatic Multicast
Tunneling (AMT), and other protocols are supported by the Baseboard Management
Controller (BMC). The Preboot Execution Environment (PXE) is supported on both
IPv4 and IPv6 networks [21].DNS,DHCP, IPAM, server configuration, and provisioning
APIs are all available. Tests are run to acquire the most up-to-date information on the
health of the pool of resources in hardware testing. Also, the performance of the disk,
RAM, CPU, and network is benchmarked. The network traffic is monitored in real-
time, and every active IP address is logged from an unknown source, rogue devices,
IP addresses, and MAC addresses are found. Active scanning of network ranges is also
enabled. These features make MAAS a wonderful tool for data center management.

2.6 Juju

Juju is an orchestration software that drives software and helps with controlling appli-
cations, infrastructure, and environments in different cloud computing scenarios [22]. It
eliminates the redundancy of having too many configuration files, charts, scripts, plans,
etc. It also helps to save countless hours of script management time, cut costs wherever
possible, ensures redundancy and resiliency, observe all activity on all substrates, and
make the most of cloud setup.

Juju made the deployment of all applications required by OpenStack train a seamless
operation. It possesses all the aforementioned advantages and cuts down deployment
time by 80%. All Juju commands were run on the MAAS node, increasing the ease of
operations.As discussed earlier,OpenStack ismadeupof packages/software, also known
as “Charms,” in Juju. Charms are small applications or packages containing certain
maintenance functions such as computing and networking workloads across the cloud.
Juju also uses a Charmed Operator Lifecycle Manager, which helps operations teams
manage applications on the cloud without the need to dive too deep into configurations.
The Manager also makes troubleshooting various scenarios easy. Figure 4 reveals the
Juju dashboard showing the deployed applications such as ceph, cinder, glance, keystone,
neutron, nova, and their accompanying derivatives.

Table 1 shows the roles of deployed applications in the OpenStack-based FEDGEN
testbed cloud environment.

Juju was also used to manage the applications through relations. Relations are a big
feature of charms that allow individual applications to relate with other applications,
making cross-servicing and management of the cloud easy. Relations exist in “models”;
the models describe which applications provide a service and how they interact with
one another. Models, cross-modal relationships, and model-driven operations provide
one with the control they need to handle large-scale deployments and operations. This
is shown in Fig. 5.
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Table 1. Deployed application and their role

Application Role

Ceph Ceph offers unified scale-out storage based on commodity x86 hardware that is
self-healing and predicts problems intelligently

Cinder Cinder is an OpenStack Block Storage service. It’s intended to show end-users
storage resources that can be used by the OpenStack Compute Project (Nova)

Glance VM images are discovered, registered, and retrieved using the Glance image
services

Keystone Keystone is an OpenStack service that implements OpenStack’s Identity API to
offer API client authentication, service discovery, and distributed multi-tenant
permission

Neutron In the OpenStack environment, it maintains all networking features for the
Virtual Networking Infrastructure (VNI) and the access layer parts of the
Physical Networking Infrastructure (PNI)

Nova Nova is an OpenStack project that enables the creation of compute instances
(VMs)

Fig. 4. Juju dashboard showing deployed applications
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Fig. 5. Juju applications and relations on the FEDGEN cloud

2.7 Hardware Specifications

The various hardware that constitutes the FEDGENTestbed includes BareMetal 0, Bare
Metal 1, 2 racks, and a network switch. Bare Metal 0 and Bare Metal 1 servers make the
nodes of the cloud infrastructure. Table 2, Table 3, and Table 4 depict the used hardware
specifications.

Table 2. Bare metal 0 hardware specification

5 × Bare Metal 0 Dell Poweredge R620

Processor Intel® Xeon® E5-2620 12 cores @ 2 Ghz

Memory 8 Gb

Storage 1 × 299 Gb (hdd)

Network 1 × 900 Gb (hdd)

Form-factor 4 × NICs

Table 3. Bare metal one hardware specification

1 × Bare Metal 1 Dell Poweredge R620

Processor Intel® Xeon® E5-2620 24 cores @ 2 Ghz

Memory 8 Gb

Storage 1 × 299 Gb (hdd)

Network 1 × 1000 Gb (hdd)

Form-factor 4 × NICs
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Table 4. Mount rack specifications

Rack

Form-factor 42U

Features PDU, Cables

Fig. 6. FEDGEN cloud testbed hardware

Figure 6 shows the real-life implementation of the FEDGEN testbed at Covenant
University.

3 Results

In this section, the various implementations and achievements of the FEDGEN Testbed
are presented and discussed. The different tools the platform readily provides for
researchers and students and various use cases for the cloud platform is presented.
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3.1 VM Instances

Instances are virtual machines that are provisioned by OpenStack on the compute node
[23]. Once provisioned, the instance consolidated to a full-fledged virtual machine with
the network, storage, security, etc., provided by other applications. Once complete, a
complete virtual computer similar to what is available on public cloud service providers
like Amazon AWS, Microsoft Azure, etc., is made available. Openstack’s dashboard,
Horizon, simplifies the process of spawning instances. With a few clicks and minor con-
figurations, we spawn instances in a matter of seconds. Figure 7 shows the OpenStack’s
dashboard, Horizon.

Fig. 7. Horizon dashboard showing running instances

3.2 Jupyterhub

Jupyterhub is a tool that creates a multi-user Hub that launches, manages, and prox-
ies several instances of the single-user Jupyter notebook server [24]. Jupyter initially
founded the Jupyterhub project to support a class of students, a corporate data sci-
ence group, a scientific research project, or a high-performance computing group [25].
Jupyterhub was successfully deployed on an instance of the FEDGEN cloud, as seen
in Fig. 8. FEDGEN uses the Jupyterhub project to provide computational resources for
a team of researchers and students. The functioning principles of Jupyterhub are: Hub
launches a proxy; The proxy forwards all requests to Hub by default; Hub handles login
and spawns single-user servers on demand; and Hub configures proxy to forward URL
prefixes to the single-user notebook servers. Jupyterhub also provides a REST API for
the administration of the Hub and its users.
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Fig. 8. Jupyterhub user homepage

3.3 Remote Logging

As part of the research, an instance on the FEDGEN cloud was set up as a remote system
log server. All the computing nodes and containers that contain vital applications such
as Nova, Neutron, Glance, etc., report application-specific log and overall system log to
our remote system log server. We used rsyslog [26], a fast and reliable program for log
processing.

Aside from the aforementioned, other services the FEDGEN cloud can provide
includes Bootcamps/training, lectures [27, 28], and a synchronized University platform.

4 Conclusion

In this paper, we have been able to report the preliminary outcome of setting up a cloud
computing infrastructure using MAAS, Juju, and OpenStack as the cloud operating sys-
tem, which would aid research and provide platforms for researchers to collaborate with
ease. We have also exploited the basic advantages of flexibility, reliability, scalability,
etc., that a cloud computing infrastructure provides and highlighted different services
provided by the FEDGEN cloud testbed. However, the scale of our testbed configuration
is small compared to other cloud computing infrastructures. We plan to address this in
the future, where we morph this current architecture into a full-fledged datacenter.
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Abstract. Predicting outcomes of football matches is among the rapid growing
area of research due to the interest of large number of people, and the stochastic
nature of the results.Many researches have been conducted to predict the outcomes
of football matches. Statisticians predict the football match outcomes to showcase
their skills whereas Operational researchers use the prediction to experiment with
various effects of football tournament design. This research is aimed at determin-
ing feature and classifier combination that would provide the best English premier
League football outcomes prediction accuracy. Despite the fact that feature and
classifier combination might effects the football outcomes prediction accuracy,
however, based on our knowledge, no other researches had considered to deter-
mine which possible feature and classifier would produce a good English Premier
League football prediction accuracy. We proposed to use multiple machine learn-
ing classifiers and features combination to determine which feature and classifier
combination would produce high football prediction accuracy. Experiments were
conducted using various feature and classifier combinations including previous
football match records of English premier league for two seasons. The results of
all feature and classifier combinations were compared to determine the one that
would achieve the highest accuracy. The result of the experiments show that using
home team factor, away team, twenty two (22) first players from the two teams,
and goal difference together with K-NN machine learning classifier achieved the
highest accuracy of 83.95%. In addition, the result of the best feature and classifier
combination was compared with the result of the existing English Premier League
football prediction accuracy and found that our result achieved improvement over
existing results.

Keywords: Features · Football result · K-NN · Machine learning techniques

1 Introduction

Football which is frequently referred to as soccer is the most popular sport that attracts
a large number of fans throughout the world [1, 2]. The football sport can either be
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domestic or international leagues. Examples of domestic leagues are English Premier
League (EPL), Liga Super Malaysia (LSM), Australian Football League (AFL), etc.
Example ofmost famous international tournament is the world cup. For domestic league,
each team has to play with each other both at home and away. Football has three (3)
possible outcomes, win, lose or draw [3]. Each match win carries three (3) points, one
point (2) for draw, and nil point (0) for lose. The team with highest number of points
at the end of the season of the league will be crown the champion. A quite number of
leagues exist, and there is an estimate of 108 professional soccer leagues in the world.
English premier league is the top league in United Kingdom (UK). It is the most popular
league that attracts many followership across the globe, investors, etc., than the other
leagues in the world which was reported to be watched on television for about nineteen
(19) hours by approximately 4.6 billion audiences [1].

Predicting outcomes of football match is challenging and difficult due to its high
dependence on many interactive factors that cannot be easily interpreted, such as refer-
eeing subjectivity, key players, home team, coaching strategy, field dimension, distance
between the two teams, etc. Study had shown that machine learning (ML) can be used
in football outcomes predictions with better accuracy than the natural human expert
[4]. The machine learning aims at determining the value of an unknown sample through
learning from the already known dataset [5, 6]. Examples of suchmachine learning tech-
niques are ANN, K-NN, Genetic Programming algorithm (GPA), SVM, Naïve Bayes
(NB), and many others [7–9].

Selecting both feature and classifier plays an important role in determining the suc-
cess of football match outcomes prediction accuracy. Good choice of features and clas-
sifiers tends to improve the prediction accuracy, while wrong choice of features and
classifiers tends to decrease the prediction accuracy [10, 23]. Previous work by Cui et al.
[11], an ensemble concept was proposed, where Genetic programming together with the
majority voting function were used to predict the outcomes of English Premier League
Matches. The number of features used in this experiment was six (6), and they included
the dynamics profile factor, the ranking factor, the home advantage factor, the strength
factor, the infirmity factor and the odds factor. The system achieved the overall accuracy
of 75%.

Predicting outcomes of football matches has proven to be difficult and challenging to
implement [3, 11].According toHucaljuk andRakipovic, such complexitywas as a result
of a presence of many uncertainties that cannot easily be interpreted. Many researches
have been conducted to predict the outcomes of a football match event. Despite the fact
that the researches showed that competing interaction improves the prediction accuracy
[12], however, based on our knowledge, it had never been indicated which feature and
classifier combinationwould produce high football match outcomes prediction accuracy.
Additionally, the fact that the current best English Premier League prediction accuracy
is 75%, still there is the need for improvement since it is not up to 100%. The major
contribution of this study is that veterans and novice researchers can come up with a
new method for predicting different sporting events while considering other uncertain
features.
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The rest of the paper has been organized as: Sect. 2 contains a literature review, Sect. 3
contains a methodology of the research, and Sect. 4 encompasses Results, Discussion
and evaluation. Finally Sect. 5 concludes the research.

2 Literature Review

Predicting football match outcomes has been repeatedly studied for decades. For exam-
ple, in 1982, Mahar was first to use a statistical approach to predict the football match
outcomes, where Poisson distribution was used to predict a result based on the goals
scored by both home and away teams.

Most of the previous approaches predict the football outcomes based on the number
of goals conceded for each team, while the obtained match results will determine the
actual champion winner [13–15].

Current football prediction approaches determine the outcomes of football matches
directly based on one of the three distinct parameters [3, 11]. These parameters include
win (w), lose (L) or draw (D). There are two categories of football outcomes prediction
techniques, namely football prediction using statistical techniques and prediction using
machine learning techniques.

2.1 Predictions Based on Statistics Techniques

In sporting event prediction, football outcome prediction is a popular issue among
researchers. Many researches have been conducted to predict football scores.

Poisson distribution technique has been widely accepted. A technique that uses
Univariate and Bivariate Poisson distribution was proposed in the study ofMaher (1982)
to reflect the defensive and offensive capabilities of both the two playing teams. Another
approachwhich ismore complex than the one proposed byMaherwas proposed byDixon
and Coles [13], where the “correction factor” was applied to the independent Poisson
model to enhance the performance of the system. Another more powerful approach
which uses Bivariate Poisson distribution with more complex likelihood function was
proposed. The covariance between the goals scored by two teams was added in the
research, such that proposed by Tsionas [14].

In another study, an extremal statistics (ES) was used to analyse the distribution of
number of goals that are scored by Home teams, away teams and the overall number of
goals in the match in domestic football games from 169 countries between 1999 to 2001
[15].

Besides that, Monte Carlo analysis (MCA) was also proposed to generate a sequence
of simulated match outcomes for different teams based on Zero persistence assumptions
[16].

2.2 Predictions Based on Machine Learning Techniques

Ong and Flitman [4] proposed an artificial neural network to predict the binary outcomes
of a sporting event, namely winner of an Australian Football match where the datasets
from 1992 to 1994 were used for training purpose. Comparisons were made between
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neural networks, logistic regression (LR), and human experts (HE). The result shows
that neural networks outperformed both the Logic regression and natural human expert
in prediction accuracy. While the logic regression outperformed human expert. Finally,
the authors concluded that machine learning techniques can be used to replace human
experts in football prediction. One shortcoming with this approach is that the system
could not predict the draw outcome.

Rotshtein et al. [18] proposed the use of Fuzzy Logic (FL), Genetic Algorithm (GA)
as well as Neural Turning to predict the football results of championship in Finland
for eight (8) years from 1994 to 2001. Twelve (12) features were used in this research.
These features include the results of five (5) previous matches of the two teams, and the
results of the two (2) previous matches between the two playing teams. The results were
compared with other classical time series. The fuzzy logic was found to decrease the
number of experimental data due to the expert knowledge.

Framework for sport prediction was proposed by Min et al. [19] which combined
Bayesian network along with Rule-based reasoning. The result was found to provide
more reasonable results in predicting World cup result by simulating various strategies
together with their subjective information. However, the research does not consider the
domain that has insufficient expert knowledge. That is, the system was solely dependent
on expert knowledge.

Bayesian networks was proposed by Joseph et al. [20] to predict the outcomes of
English premier league played by Tottenham Hotspur in two seasons namely 1995/1996
and 1996/1997. The classifiers used in this experiment includes naïve Bayes, K-NN,
HuginBN andExpert BN. Seven (7) featureswere used in the experimentwhich revealed
that Expert BN outperformed the Naïve Bayes, K-NN and Hugin BN classifiers with
accuracy of 59.21%. The limitation of this technique is that the datasets used were
relatively very small. Similar approach was proposed by Hucaljuk and Rakipovic [3]
to predict the outcomes of English Champion league matches by using large sets of
classifiers. The research contained all features and some other classifiers used in other
studies [20, 21], butwith little increment in classifiers. The accuracy of 60%was achieved
in this study, which was better than the result found in the previous study [20].

Recently, another machine learning approach called ensemble concept using genetic
programs system was proposed to predict the outcomes of English Premier League
Matches [11]. The number of features used in this study was six (6), and this includes the
dynamics profile factor, the ranking factor, the home team advantage factor, the strength
factor, the infirmity factor and the odds factor. The system was evaluated by comparing
the results with that of Artificial Neural Networks. The result achieved by a single
Genetic-Program (GP) was 68.8%, which was almost similar with that of referenced
paper (Artificial Neural Network which accuracy of 70%). However, after combining
the results of GP-generated with that ofMajority Voting function (MVF), the accuracy of
the whole system was increased to 75%. Finally, the authors concluded that combining
decisions of a number of classifiers provides better improving performance than just a
single decision. Major limitation of this prediction technique is that it is very complex
and time consuming as many classifiers might be involved in the prediction process.

All of the techniques discussed above have only directly considered the use of a
number of features together with a particular machine learning classifier in trying to
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predict a football match result for a particular league, with the aim of achieving higher
accuracy. However, in reality, identifying appropriate feature and classifier combination
is an important factor in determining high prediction accuracy result of football matches.

3 Proposed Methodology for a Football Match Outcomes
Prediction

3.1 Data Sampling

During every English Premier League season, exactly twenty (20) teams participated in
the competition, where each team played twice with one another – one match at home,
while the second away. A complete season of English Premier League consists of three
hundred and eighty (380) matches. For the purpose of this research, data for two seasons
were used: 2011–2012 and 2012–2013, which is equivalent to seven hundred and sixty
(760) differentmatcheswhich have been extracted from the following prominent English
Premier League websites:

• http://www.premierleague.com
• http://www.bbc.co.uk/sports
• http://statto.com/football/stats/england/premierleague.

3.2 Features Used and Process of Feature Selection

Selecting relevant features is significant in providing accurate prediction accuracy as it
affects the performance of machine learning classifiers [23].

For the purpose of this research, various combinations of the following thirty-three
(33) features were selected and used in the study. These selected features include twenty-
two (22) player names for both home and away teams,HomeTeam,AwayTeam,Average
Home Team Goals per Game, Average Away Team Goals per Game, Home Team Rank,
Away Team Rank, Home Team Attack, Away Team Attack, Home Team Defence, and
Goal Differences.

A sequential Forward Selection (SFS) technique was adopted for the feature selec-
tion, due to its relatively low computational burden of [24]. This SFS is based on the
algorithm, called a greedy search algorithm, which determines an optimal set of features
for extraction by first starting from an empty set and then adding a single feature that
increases the values of the chosen objective function in the superset in sequence to the
subset. Pseudocode for SFS is shown as below:

Feature set initialization

F0 = {∅}; i = 0

Select the next best feature

x = argmax[J (Fi + x)].

where x �= Fi

http://www.premierleague.com
http://www.bbc.co.uk/sports
http://statto.com/football/stats/england/premierleague
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Update the feature set

Fi+1 = Fi + x.

While i < d

i = i + 1

Go to step 2

3.3 Machine Learning Classifiers

The following machine learning classifiers were used in the experiments:

• Logistic Regression
• SVM
• Random Forest
• K-NN
• Naïve Bayes

Each of the above mentioned classifiers was trained and tested with different feature
combinations to determine the best combination.

3.4 Experimental Methodology

INFORMATION 
FROM FIFA 

WEBSITE
FEATURES MACHINE LEARNING MACHINE LEARNING 

CLASSIFIERS

LINKED FEATURES TO BE TESTED WITH MACHINE LEARNING 
CLASSIFIERS

SIMULATION

MATCH OUTCOME
 (LOSS (L), WIN (W), OR 

DRAW (D))

TRAINING

Fig. 1. Experimental methodology processes

In Fig. 1, a large amount of datasets for two previous seasons of an English Premier
League matches, seven hundred and sixty matches (760) have been retrieved from
the aforementioned English premier league websites. The two English premier league
seasons considered are 2011–2012 and 2012–2013. It is then followed by feature and
machine learning classifier selections. And it then followed by combining these selected
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features with the selected machine learning classifiers one at a time. These retrieved
datasets were divided into two. The first dataset for 2011–2012 season is used for train-
ing purpose, while the second dataset which contains information about matches for
2012–2013 season is used for testing purpose. The predicted result could either be home
win, draw, or home loss.

Lastly, we then compared the accuracy of our prediction approach in two phases.
The first phase is to compare the results of our five (5) classifiers. The second phase is
to compare the prediction accuracy of our best classifier with the performance of the
existing similar football prediction techniques.

3.5 Final Implementation Based on the Experiments

K-NN machine learning classifier calculates the distance between scenarios that exists
in the dataset and a query scenario using distance function formula to compute the
distance between scenarios, where a, b scenarios have N features, in this case, the
value of N = 25, such that a = {H_Team, A_Team, Goal_Diff, Player1a, Player2a,
…, Player11a, Player1b, Player2b, …, Player11b}, and b = {H_Team1, A_Team1,
Player1a1, Player2a1, …, Player11a1, Player1b1, Player2b1, …, Player11b1}.

Where d(a, b) can be obtained in two ways:

1. Using absolute distance formula,

dA(a, b) =
N=25∑

i=1

|ai − bi|

2. Using Euclidean Distance formula,

The procedure is as follows:
Step 1: Set z ← 380.
Step 2: Store the output of the p nearest neighbours to the query scenario q in vector

r = {r1, . . . , rp} by repeating the following loop p times:

i. Go to the next scenario si in the data set, where i is the current iteration within the
domain {1,…,z}

ii. If q is not set or q < d(q, si):q ← d(q, si), t ← oi
iii. Loop until the end of the data set (i.e. i = z)
iv. Store q into vector c and t into vector r.

Step 3: Calculate the arithmetic mean output across r as follows:

r = 1

p

P∑

i=1

ri

Step 4: Return r as the output value for the query scenario q.
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4 Results, Discussion, and Evaluation

4.1 Presentation of Experimental Results

In this section of the chapter, the results obtained from the experiments conducted are
presented and described.

Empirical evidences indicated that match location (either team is playing at home or
at the opposition home), match status (whether team was losing, wining or drawing) and
the quality of opposition features have been reported to be among the most significant
influences on football match performance [25–27]. Similarly, the current position of the
team in the League ranking and the average number of conceived and the scored goals
per game features have been selected in the research of Hucaljuk and Rakipovic [3].

Experiment 1:
In this experiment, thirty eight (38) matches played byManchester United team have

been considered in order to start with a small scale number of datasets. Therefore, eight
(8) distinct features have been considered in the experiment as follows:

Home Team, Away Team, Home Team rank, Away Team Rank, Home Team attack,
Home Team Defence Rank, Away Team Attack Rank, Away Team Defense Rank.

After applying our proposed five (5)Machine Learning Classifiers, we have obtained
the result shown in Fig. 2.
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Fig. 2. Results achieved in Experiment-I

Experiment 2:
In this experiment, the same sets of dataset as in experiment one (1) were used. It

is noted that some features are complimentary: For instance, the average home team
goals per game and the average away team goals per game are complimentary with
goal difference. Therefore, a technique called feature combination was used, which is a
method used in object classification activity which takes the advantage of combining the
strength of multiple complementary features to provide a more powerful feature [28].

Adding these features to the features used in the previous experiment, experiment I,
the researcher had eleven (11) distinct features, and they were used in this experiment
and the subsequent one. These features are as follows:

Home Team, Away Team, Average Away Goals per Game, Average Home Goals Per
Game, Home Team Rank, Away Team Rank, Home TeamAttack, Home TeamDefence,
Away Team Attack, Away Team Defence, and Goal Difference.

After our five (5) Machine Learning classifiers have been applied on the aforemen-
tioned feature combination, the results illustrated in Fig. 3 have been obtained from this
experiment:
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Fig. 3. Results achieved in Experiment-II

Experiment 3:
Due to the small scale number of testing datasets that were used previously in the two

preceeding experiments to test the feature and classifier combination, and also because
the number of dataset might affect the success of football outcomes prediction [23], the
number of testing dataset used here was increased to three hundred and eighty (380)
matches played by all the twenty (20) English premier league teams in 2012/2013. Ten
(10) features were considered in this experiment. These features include:

Home Team club, Away team club, Average Home Team Goals per Game, Average
Away TeamGoals per Game, Home Team Rank, Away Team Rank, Home TeamAttack,
Away Team Attack, Home Team defence, Away Team Defence.

The results are illustrated in Fig. 4 below:
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Fig. 4. Results achieved in Experiment-III

Experiment 4:
As in the previous experiment, experiment 3, three hundred and eighty (380) English

premier league football matches played by all the twenty (20) teams for 2012–2013 were
also used in this experiment. The only difference here is the addition of twenty two (22)
player names and goal difference, making features to become thirty three (33) features.
This is because, players are complementary with one another, and also the average home
team goal per game and the away team goal per game are both complementary with the
goal difference. These features are reported as follows:

Twenty-two (22) player names, Home Team, Away Team, Average Home Team
Goals per Game, Average Away Team Goals per Game, Home Team Rank, Away
Team Rank, Home Team Attack, Away Team Attack, Home Team Defence, Away Team
Defence, & Goal Difference.

Figure 5 has illustrated the results, after applying our five (5) Machine Learning
classifiers on the aforementioned feature combinations.
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Fig. 5. Results achieved in Experiment-IV

Experiment 5:
As in the experiment 3 and experiment 4, three hundred and eighty (380) English

premier league matches played by twenty (20) teams were used in this experiment. The
number of features used in this experiment was twenty-five (25). These features were
reported as follows:

Twenty-two (22) Player names, Home Team, Away Team & Goal Difference.
The result is presented in Fig. 6 as shown below:
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Fig. 6. Results achieved in Experiment-V

From the results of all the experiments that have been conducted so far, it is observed
that the feature combination used in the second experiment, experiment 2,which includes
the home team club, away team club, average away team goals per game, average home
team goals per game, home team ranking, away team ranking, home team attacking,
away team attacking, home team defence, away team defence and goal difference with
the Logistic Regression classifier that were used in Fig. 3 provided the most poorest
prediction accuracy result; while the feature combination that was used in the fifth
experiment, experiment 5, which includes home team club, away team club, twenty-two
(22) players, and goal differences, and K-NN classifier in Fig. 6 produced the highest
prediction accuracy. In most cases in this experiments, it is observed that the classifiers
find it difficult to predict the draw; this is the facts that when draw occurs, either the home
team is better than away team, or vice-versa, making the prediction task to become very
difficult due to the occurrence of tie under potential upsets. In other cases, the classifiers
also find it difficult to correctly predict the loss; this occurred possibility due to the poor
decisionmade by the teammanager (coach) purposely designed to intentionally increase
the team chance of losing the match instead of ordering the players actually on the field
to deliberately underperform.

For the evaluation purpose, another experiment was conducted, where the features
comprises home team club, away team club, twenty-two (22) players, and goal differ-
ences together with theK-NN classifier combinationwere tested but different leaguewas
considered, Australian League, in twenty (20) matches played by an Adelaide United
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club as with the previous experiment, where the best feature and classifier combination
were obtained. The result achieved the overall prediction accuracy of 80.00%. Even
though the result was not as good as the result that was achieved in experiment 5, where
the best feature and classifier combination were obtained, however, an accuracy which
is higher than that obtained from the previous related studies was still obtained.
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Fig. 7. Comparisons between predicted result and evaluated result

Figure 7 compares the classification rates between the results that we were obtained
(experimental results) and the result of the experiment that have been conducted (eval-
uated results) to measure the effectiveness of the proposed approach. In terms of pre-
dicting the loss; the classification rate of the experimental result is 87.27% while the
classification rate of the evaluated result is 90.91%. In terms of winning prediction; the
experimental result achieves the classification rate of 90.75%while the classification rate
for the evaluated result is 75.00%. Lastly, for draw prediction; the experimental result
achieves the classification rate of 68.04% while the classification rate for the evaluated
result is 60.00%. This shows that the approach works efficiently.

Comparing the accuracy that has been achieved with all the accuracies achieved by
the previous techniques, the approach has the highest accuracy.

5 Conclusion

In this research article, an approach which was not previously explored was used, deter-
mining the feature and classifier combination to predict the outcomes of an English
Premier League football matches with a better accuracy than the existing research. The
past and the current research efforts in football outcomes prediction were extensively
reviewed, determining their strengths, weaknesses, evaluation techniques used and con-
clusion. A feature and classifier combination which provide better accuracy than other
related existing approaches previously used in predicting football match outcomes have
been presented.

After conducting series of experiments, the result shows that using home team, away
team, twenty-two (22) players and goal difference features helps provide best prediction
result. Additionally, the results show that K-NN classifier can be used to predict the
outcomes of English premier matches, getting a highest prediction accuracy of 83.95%,
which is better than all other classifiers used in the research. This indicates that the
combination of home team, away team, twenty-two (22) players, and goal difference
along with K-NN classifier has the highest prediction accuracy.
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Comparing the prediction accuracy of the best classifier to that used in other similar
research in Joseph et al. [20] and Cui et al. [11], it can be concluded that the approach
had achieved the best prediction accuracy.

However, the combination of features used in the second experiment, experiment
2, which includes Home Team, Away Team, Average Away Goals per Game, Average
Home Goals Per Game, Home Team Rank, Away Team Rank, Home Team Attack,
Home Team Defence, Away Team Attack, Away Team Defence, and Goal Difference
with both the random forest and logistic regression, respectively, presented to provide
the poor draw prediction accuracy. The reason for that might be the facts that when
draw occurs, either the home team is better than away team, or vice-versa, causing the
prediction task difficult due to the occurrence of tie under potential upsets. In future
research, more data and more feature combinations should be used to design a more
accurate model.

Indeed, this research was the first to introduce the concept of using feature and
classifier combination in the area of football outcome prediction.
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Abstract. In this paper, we present a variant of the standard PSS-
R (Probabilistic Signature Scheme with message Recovery) signature
scheme, called pqPSS. Our scheme is an RSA-based signature scheme but
with a random element generated for each signature process. It is proved
secure against chosen message attacks in the random oracle model. Its
security level is close to that of RSA. For a random of 5 bits, we have
εR = 0.96875 εA, where εR is the success probability of a reduction algo-
rithm R that can invert RSA by using an attacker A that breaks pqPSS
with probability εA. We have also the success probability of the simula-
tion independent of the number of signing and hashing oracle queries and
it is possible to sign and recover a message with a large size while keep-
ing the size of the random salt also large. This new signature scheme is
more secure than PSS-R relatively to all known reductions, but it is less
efficient. It is also intended to be used to obtain the integrity and authen-
ticity of GOOSE (Generic Object Oriented Substation Event) messages
in the same way as other RSA-based signature schemes such as PSS.

Keywords: Post-quantum RSA · Signature scheme · PSS · Security
reduction · CMA · Cybersecurity · Generic Object Oriented Substation
Event (GOOSE)

1 Introduction

The threat in existing public-key systems caused by Shor’s algorithm [24] has
generated considerable interest in post-quantum cryptosystems, namely systems
that remain secure in the presence of a quantum adversary. Then, with quantum
computers using Shor’s algorithm, the problem of factoring becomes obsolete.
An adversary can factor an RSA public key n almost as quickly as the legitimate
RSA user can decrypt. The same catastrophe arises when it comes to solving the
discrete logarithm problem (DLP) and elliptic curve discrete logarithm problem
(ECDLP). This being said, all the public-key cryptography deployed or standard-
ized will be lapsed. For ensuring against this risk, it is up to the cryptographic
specialist to find solutions. Then, it was the appearance of alternative public-
key cryptography algorithms called post-quantum algorithms that would resist
c© Springer Nature Switzerland AG 2022
S. Misra et al. (Eds.): ICIIA 2021, CCIS 1547, pp. 107–120, 2022.
https://doi.org/10.1007/978-3-030-95630-1_8
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quantum computers. The most prominent example is the standardization pro-
cess launched by the National Institute of Standard and Technology (NIST) in
2017, whose objective is to evaluate post-quantum algorithms for cryptosystems
that can withstand both classical and quantum computers and also interact with
existing communication network protocols (cf-[1,8]). Thereby, in order to keep
RSA always in use, D.J. Bernstein et al. proposed the post-quantum RSA [4]
in that competition. It is a variant of the RSA cryptosystem designed to stop
Shor’s algorithm by using extremely large keys. The private key here is many
primes, say a list of K (a power of 2) primes and the public key is the product
of these primes. Although their submission didn’t succeed for the second round,
it is a good idea to think about it to preserve the use of RSA in a post-quantum
era.

However, it sounds important to adjust the RSA parameters to build post-
quantum cryptosystems which can withstand quantum attacks while signature
and verification remain feasible. Thinking the storage problem no longer arises
for a quantum computer, generating large keys would not be surprising. This pro-
posed technique will allow all algorithms whose security is linked to the problem
of factorization of integers to remain usable in complete security even in the
presence of an adversary that has access to a quantum computer.

Our goal is to keep RSA still in use in a post-quantum era by generating large
keys to establish a secure signature scheme called Post-Quantum Probabilistic
Signature Scheme (pqPSS). Its security, relatively close to that of RSA, will be
proven in the random oracle model.

Security proof of signature scheme generally proceeds by demonstrating that
if a polynomial-time adversary A can break the signature scheme, it can be used
by a reduction algorithm R to invert in polynomial time some related one-way-
function. Given an attacker A which can break the signature in time τA with
success probability at least εA, for the reduction proof, R must simulate the
environment of A and solve the problem (invert the one way function) with time
τR ≥ τA and success probability εR ≤ εA. For tightness of the reduction, it is
required to have εR ≈ εA and τR ≈ τA + polynom(k), where k is a security
parameter.

The implementation of public-key cryptography to guarantee the security of
data, at the level of their storage or transmission and of computer tools as well
as communications, is the subject of several research works. The application of
the RSA algorithm on the PSS signature scheme as defined on the RFC 8017
[21] and specified by the IEC 62351-6 standard, is a real motivation to design
a signature scheme that can be used in the cybersecurity field. The application
of our scheme to GOOSE messages supported by the IEC 61850 standard (cf-
[15]) that can run on TCP/IP networks, appears to be a real advantage in this
domain.

The structure of the paper is based on the method proposed by Sanjay Misra
(see [20]). It is organized as follows. The next section describes some previous
works about the security tightness of PSS and PSS-R signature schemes. In
Sect. 3, we describe what gives our paper its importance compared to others in
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the same framework. In Sect. 4, we present some preliminaries which help to
understand the rest of the paper (security model in Sect. 4.1, signature scheme
in Sect. 4.2, and post-quantum RSA problem Sect. 4.3). Section 5 prescribes the
pqPSS scheme which is a post-quantum version of RSA-PSS-R signature scheme
with a random exponent for the RSA’s trapdoor. Subsection 5.1 illustrates the
signature process and in Subsect. 5.2, we give the security proof of the scheme.
In Sect. 6, we give a comparative security analysis and performance evaluation
of our scheme to others which are both RSA-based signature schemes. Finally,
Sect. 7 concludes the paper.

2 Related Works

In order to strengthen the Full Domain Hash signature scheme, Bellare and
Rogaway proposed in [3] the probabilistic Signature Scheme (PSS). The security
of this scheme can be tightly related to that of RSA. In fact, assuming that RSA
is (τR, εR)-secure, given qsig and qH , the scheme PSS is (τA, qsig, qH , εA)-secure,
where (τA and εA) are given by the following relations τA = τR−poly(qsig, qH , k)
and εA = εR − o(1), the factor o(1) is a function exponentially small in k0 and
k1 and poly is a specific polynomial.

A variant scheme proposed in this same seminal work is the Probabilistic
Signature Scheme with message Recovery (PSS-R). The idea is to make the
bandwidth much more important. Only the signature σ is transmitted and the
verifier will be able to to recover m from σ and simultaneously check the authen-
ticity.

In order to enhance the security tightness of PSS, Coron in [10] focused on
the random length salt k0 which can be reduced in k0 = log2 qsig bits, which is
equivalent to qsig = 230 for k0 = 30 bits.

In practice, Coron proposed in theorem 3 of [10] a security reduction where
the algorithm R provides a perfect simulation and (εR, τR)-solves RSA trapdoor
permutation with success probability εR = εA−2·(qH+qsig)

2·2−k1

(1+6·qsig.2−k0 )
and time bound

τR = τA + (qh + qsig)k1O(k3).
Regarding security reduction, PSS-R is as secure as PSS (see [10]).
In 2002, Dodis and Reyzin in [13], generalizing Coron’s work, showed that a

similar result held for any trapdoor permutation induced by a family of claw-free
permutations. They showed that, with a small random, getting a tight security
reduction for RSA-FDH, RSA-PFDH and PSS-R is not possible. Furthermore, if
the scheme is to be analyzed with a general “black-box” trapdoor permutation
f , they can prove this case for any signature scheme outputting sign(m) =(
f−1(RO(m))

)
or signr(m) =

(
f−1(RO(m, r)), r

)
, where f−1 is the inverse of

the trapdoor permutation, m is the message and r is a random.
In 2003, Jonathan Katz and Nan Wang proposed in [17] a variant of PSS

which achieve tight security proof without using no random salt. Their technique
is based on the notion of claw-free permutation. They also showed that the
same idea applied to PSS-R provides tight security and allows to recover longer
messages than previous schemes (for analyzes with a 1024-bit RSA modulus the
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seminal of PSS-R [3] allowed to recover 663-bit messages, [10] 813-bit messages
and their new scheme 843-bit messages).

In 2009, Coron and Mandal in theorem of [12] proved the security of PSS
and PSS-R against random fault attacks (see [11]) under the RSA assump-
tion. They said that if there is no algorithm that invert RSA in time τ with
probability better than ε′ then PSS[k0, k1] is (τ, qh, qg, qs, qfs, ε)-secure where,
τ(k) = τ ′(k)[qs(k)+qg(k)+qh(k)+] ·k0O(k3), ε(k) = ε′(k)+(qs +qfs +1) ·(qs +
qfs + qh) · 2−k0 + 8 · qg · qfs · 2−min(k1,k/2) + (qh + qs + qfs) · (qh + qg + qs + qfs +
1) ·2−k1 +qh ·qfs ·2−k0 +4qfs ·2−k/2, where qh, qg, qs, qfs designates respectively
the number of h queries, g queries, signature queries and fault signature queries
made by the adversary.

Recently, in 2019, the implementation of PSS signature scheme with 1024 and
2048-bit keys was proposed by Farooq et al. [15] for the authentication of GOSSE
messages. They analyzed the timing performance and said that the specification
proposed by the IEC 62351-6 standard towards the RSASSA-PKCS1-v1 5 digital
signature algorithm [16] needs to be revisited.

3 Contributions

In this paper, we propose the post-quantum version of the probabilistic signature
scheme with message recovery (PSS-R), called the Post-Quantum Probabilistic
Signature Scheme (pqPSS). A random salt is generated to compute the expo-
nentiation in RSA trapdoor permutation at each signature process.

The reduction algorithm of pqPSS succeeds with probability εR = εA(1− 1
2|r| )

and time bound is given by τR ≤ τA + qT O(1)+ qG(qH + qT )O(1)+ (qH + qsig +
2)O(k3), where 2|r| is the number of random allowed to use for exponentiation
in pqPSS signature.

To have this good success probability we use a signature with random such
that the trapdoor permutations are randomly chosen and inverted at each
signature process; namely, the general form of our signature is signr(m) =(
f−1

r (RO(m, r)), r
)

or signf (m) =
(
f−1(RO(m)), f

)
.

The security reduction of our scheme is tight (which means that it is equiv-
alent to RSA). With a random of 5 bits, we have εR = 0.96875 εA, where εR
is the success probability of an algorithm R that can break RSA by using an
attacker A that breaks pqPSS with probability εA.

The success probability of the simulation is independent of the number of
signing and hashing oracles queries. It is possible to sign and recover a message
with a large size while keeping the size of the random salt also large.

Comparing our scheme to the seminal PSS scheme proposed by Bellare and
Rogaway and the one proposed by Coron, the tightness of our scheme is closer
to that of RSA. That means pqPSS is more secure than these previous schemes.

Our scheme also appears as a useful tool in the security of Computer Science.
Like the PSS signature scheme specified by the IEC 62351-6 standard for using it
to secure GOOSE messages, pqPSS, which is a variant of PSS, can also provide
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security in this portion of cybersecurity. It can allow guaranteeing the integrity
and authenticity of GOOSE messages.

4 Preliminaries

In this section, we recall some definitions and known results about signatures.
Definitions, basic notations and classical results are followed in “Introduction to
Modern Cryptography” [17] of Katz and Lindell, and in “Provable Security for
Public Key Schemes” of Pointcheval [23].

4.1 Security Model

Random Oracle Model: For any constant k, a random oracle is a function Frand

selected randomly in the set Fk of functions from {0, 1}∗ to {0, 1}k.

Proof in the Random Oracle Model: Proof in the Random Oracle Model is
described in [2] and [6].

– Suppose that the hash function is a random function i.e. in the simulation
process, the hash function is replaced by a random oracle which outputs a
random value for each new input.

– The only way to compute the hash function is to query the oracle hash.
– The reduction algorithm R must simulate the environment of the attacker A

with her public key only.
– When the attacker A requests the oracle hash, the reduction algorithm R

can choose the random to return as digest; hence R is able R to invert the
related one-way function at the end of the game) of his choice in the answer
of the oracle hash to the requests of A.

– At the end of the simulation, if the attacker A outputs a valid forgery (which
be never returned by the oracle signature) then R must be able to invert the
related one-way function with good tightness.

Significance of a Proof in the Random Oracle Model: Note that proof in the
random oracle model does not imply that the scheme is secure in the real world
(Canetti, Goldreich and Halevi, 98) in [6], it is widely believed to be an acceptable
engineering principle to design provably secure schemes in the random oracle
model.

4.2 Signature and Security Model

Randomized Signature Schemes: A Randomized signature scheme is described
by three algorithms:

– Key Generation algorithm (KG): with input a security parameter k, the KG
algorithm outputs a pair of keys (pubkey, seckey).
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– Signature algorithm (SIG):
- with input a security parameter k, the signing algorithm produces a
random r.
- with input (seckey,m, r), the SIG outputs a signature σ.

– Verification algorithm (VER): with input (m,σ, pubkey), the VER algorithm
returns 1 if the signature is valid, and 0 otherwise.

Security of Randomized Signature Schemes: Goldwasser, Micali and Rivest (in
1988) in [19], introduced the basic security notion for signatures called “existen-
tial unforgeability with respect to adaptive chosen-message attacks”.

For this, a reduction algorithm R and an attacker A simulate the following
game

Setup: R runs the algorithm SIG with a security parameter k as input, to
obtain the public key pubkey and the secret key seckey, and gives pubkey to the
adversary.

Queries: Proceeding adaptively, A may request a signature on any message
m ∈ M (multiple requests of the same message are allowed) and R will respond
with (m, r, σ) where σ = SIG(seckey,m, r) and r is a random. Let Hist(S)
be the signing data base (=set of signatures already outputted by the oracle
signature to the queries of the A).

Output: Eventually, A will output a pair (m, r, σ) and is said to win the game
if VER(pubkey,m, r, σ) = 1 and if (m, r, σ) /∈ Hist(S) (this last condition forces
the attacker A to output his own forgery).

The probability that A wins in the above game is denoted AdvA.

Unforgeability Against Adaptive Chosen Message Attacks (EUF-CMA): A signa-
ture scheme (KG,SIG,VER) is existentially unforgeable with respect to adaptive
chosen message attacks if for all probabilistic polynomial time attacker A, AdvA
is negligible in the security parameter k.

BR-CMA: This adversary model is CMA where the number of random used by
the probabilistic signature algorithm is fixed, says D. Hence the signer cannot
sign (and outputs distinct values) the same message more than D times.

4.3 Post Quantum RSA

Post-quantum RSA consists of adjusting RSA parameters to make extremely
large keys that will resist the power of quantum computers. The idea is to use
many small primes which constitute the secret key and their product gives the
public key. Clearly, a user generates K primes q1, q2, ..., qK of the form qi =
2pβi

i + 1, where 1 ≤ i ≤ K and establishes n =
∏K

i=0 qi.
Now, for a given pqRSA modulus n, an integer e coprime with ϕ(n) =

(q1 − 1)(q2 − 1) · · · (qK − 1) and z ∈ ( Z

nZ )∗, find x such that xe = z mod n, is
the pqRSA problem. Then, an algorithm R is said to (τR, εR)-solve the pqRSA
problem, if in at most τR operations, Pr{(n, e) ← RSA(1k), z ← ( Z

nZ )∗, x ←
R(n, e, z), xe = z mod n} ≥ εR, where the probability is taken over the distri-
bution of (n, z) and over R’s random tapes.
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5 On Post-quantum PSS Signature Scheme with a Tight
Reduction

In this section, we propose a new signature called pqPSS which is a variant of
PSS-R. Under RSA assumption, our scheme is proven EUF-BR-CMA secure in
the random oracle model. A random salt is used to generate the RSA exponen-
tiation for each signature process.

5.1 Signature Process

Our signature scheme pqPSS is parametrized by two integers ke and kw such
that kw + ke ≤ k − 1, where k is the security parameter. It works as follows:

Key Generation: KGkey(1k) runs RSA(1k) to obtain the modulus n = q1 × q2 ×
· · ·×qK , where qi = 2pβi

i +1 is a prime integer, and and outputs (pubkey, seckey),
where pubkey = n and seckey = (q1, q2, ..., qK). The signing and verifying algo-
rithms make use the following hash functions:

T : {0, 1}kr �−→ {0, 1}ke ∩ Nodd, H : {0, 1}km+ke �−→ {0, 1}kw

and G : {0, 1}ke+kw �−→ {0, 1}k−kw−1

where Nodd is the set of odd integers and km is the size of the message m to be
signed. We suggest that km = k − kw − 1 in order to be able to fold the entire
message in the signature.

Remark 1. To build T , one can proceed as follows.
Let T ′ : {0, 1}kr → {0, 1}ke−2 be a hash function, where ke is a security

parameter. We define the hash function T by T (x) = 1||T ′(x)||1 ∈ [0, n − 1] ∩
[2ke , 2ke+1[ ∩ Nodd, where Nodd is the set off odd integers.

Remark 2. Since T (x) is an odd integer then, with a hight probability, T (x)
is coprime with ϕ(n) = (q1 − 1)(q2 − 1)...(qK − 1) = 2Kpβ1

1 pβ2
2 ...pβK

K , because
finding an odd integer which is not coprime with ϕ(n), is equivalent to factoring
n (which is known to be difficult).

Signature Algorithm SIG(seckey,m): it produces a signature with a generated
random salt under the RSA private key.

To sign a message m, the signer proceeds as follows:

1. select a random r ∈ {0, 1}kr , compute e = T (r) and d = e−1 mod ϕ(n);
2. compute h = H(m||e), w = (0�||r) ⊕ h, where � is an integer such that kw =

� + kr and m∗ = G(e||w) ⊕ m;
3. set y = 0||w||m∗;
4. compute σ = yd mod n and output (r, σ).
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Verification Algorithm VER(pubkey, r, σ): it verifies the signature of the message
with the corresponding RSA public key.

For a given signature (r, σ), to verify, the verifier proceeds as follows:

1. compute e = T (r), y = σe mod n and parse y as b||w||m∗ (b is the first bit of
y, w the next kw bits and m∗ the remaining bits);

2. compute m = G(e||w) ⊕ m∗;
3. compute h = H(m||e) and break up w ⊕ h as (0�||r), where � is an integer,

r ∈ {0, 1}kr such that kw = � + kr;
4. if h ⊕ (0�||r) = w and b = 0 then return 1 and m else return 0.

5.2 Security Proof: Reduction in the Random Oracle Model

Theorem 1. If there exists an attacker A that (qT , qH , qG, qsig, τA, εA)-solves
EUF-BR-CMA(pqPSS), then there exists a reduction R simulating the environ-
ment of A in the random oracle model that (τR, εR)-solves RSA with success
probability εR = εA(1 − 1

2|r| ) and time bound τR ≤ τA + qT O(1) + qG(qH +
qT )O(1) + (qH + qsig + 2)O(k3), where |r| is the size of random used for expo-
nentiation, R receives qsig signature queries, qH , qG and qT queries respectively
for the hash oracles H, G and T from A and k is a security parameter.

The proof of the theorem will be detailed after the following discussion.

Discussion:

1. Oracle queries: Note that qsig, qG, qT and qH do not modify the success
probability but only the time bound in a polynomial way.

2. Random: If we want to consider the case where the random has different size,
we can replace 2r by J , where J is the number of random used for signatures.

3. Security gap between pqPSS and RSA:

εR
εA

= 1 − 1
2|r| as a discrete function of the size of the random salt r

|r| 1 2 3 4 5 6 7 8 9 10
εR
εA

0.5 0.75 0.875 0.937 0.968 0.984 0.992 0.996 0.998 0.999

In this table, if |r| ≥ 4, we see that εR is close to εA.
But in PSS (as in PSS-R) of Coron, it is proved that it is necessary to use
random with size grater than log2 qsig + 8 ≥ 38 (where qsig is the number of
signing queries), in order to have εR = 1.04 εA.
Hence, this comparison shows that pqPSS is more secure than PSS-R.

4. Bandwidth: In PSS-R (PSS with message recovery) the goal is to save band-
width such that the message is recoverable from the signature; hence it is not
necessary to send the message separately.
pqPSS is also a signature with a message recovery, but the signature outputs
(r, σ) instead of (m,σ) as in PSS. Nevertheless it is better to output (r, σ)
than (m,σ), because in general |m| � |r|.
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5. Message recovery: In PSS-R, the random salt r and the message m are embed-
ded in the signature process via r∗ = g1(w) ⊕ r and m∗ = g2(w) ⊕ m, where
g1 is a function, which on input w ∈ {0, 1}kw , outputs a string of length kr,
and g2 is a function, which on input w ∈ {0, 1}kw , outputs a string of length
k − kr − kw − 1. We have also σe mod n = 0||w||r∗||m∗. Hence, if one fixes
the size of n, ω and m∗, it is not possible to increase the size of m without
decreasing those of r.
By comparison with pqPSS, we have the following.
The random salt r and the message m are embedded in two different boxes,
namely, r is embedded in w via w = (0�||r) ⊕ H(m||e) and m is embedded in
m∗ via m∗ = m ⊕ G(e||w), and we have also σe mod n = 0||w||m∗. Hence
if one fixes the size of n, w and m∗, it is possible to increase the size of r
without changing the size of m.

Proof. of the Theorem 1
Our reduction R behaves as follows:

1. A security parameter k, a simulator R (which is given n ← RSA(1k) a
random v ← [0, n − 1] ∩ Nodd and y ← Z

nZ

∗
), and an attacker A that

(qT , qH , qG, qsig, τA, εA)-solves EUF-BR- CMA the pqPSS signature scheme
are given;

2. R simulates Gkey and transmits some public key pk = n to A;
3. R receives queries for T from A: it will have to simulate T at most qT times;
4. R receives queries for G from A: it will have to simulate G at most qG times;
5. R receives queries for H from A: it will have to simulate H at most qH times;
6. R receives signature queries from A: it will have to simulate a signing oracle

at most qsig times;
7. A outputs a forgery (e∗, σ∗) for pqPSS,
8. R simulates a verification of the forgery which is valid with probability εA;
9. R outputs x such that xv = y mod n.

Simulation of Oracle Key Generation KGkey: The reduction R
– sets Hist(S) = ∅ (Signing oracle database);
– sets Hist[T ] = ∅ (Oracle T database);
– sets Hist[G] = ∅ (Oracle G database);
– sets Hist[H] = ∅ (Oracle H database);
– sends the pqPSS public key n to A;
– selects N (with N < 2|r|) random integers i1, ...., iN ∈ [1, 2|r|] where 2|r| is

the number of random to be used for exponentiation in signature process;
and puts Z = {i1, ...., iN}.

Simulation of Oracle Hash T: when A makes a T -oracle query with a random
rj , 1 ≤ j ≤ 2|r|,

– R checks in Hist[T ], if rj was queried in the past. If T (rj), is already defined
to a value Trj

, returned this value.
– If j /∈ Z, R picks at random trj

← [0, n − 1] ∩ Nodd and defines T (rj) = trj
.

– If j ∈ Z, R picks at random t′rj
← [0, n − 1] ∩ Nodd and defines T (rj) = vt′rj

.
– R memorizes

(
rj , T (rj)

)
in Hist[T ].
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Simulation of Oracle Hash H: when A makes a H-oracle query with a couple of
message and random (m, e), R,

– checks in Hist[H], if (m, e) was queried in the past. If H(m||e) is already
defined as hm||e, returned hm||e to A;

– checks in Hist[T ], if e was computed in the past;
– If not, picks a random h0 ∈ {0, 1}kw , sets H(m||e) = h0 and returns h0 to A;
– It e was already computed R picks the unique (rj , ej) ∈ Hist[T ] such that

e = ej ;
– if j /∈ Z, R;

• Repeats xj,m
R←− Z

∗
n, yj,m ←− x

ej

j,m until the first bit of yj,m is 0 and
breaks yj,m as such that 0||rj ||wj,m||m∗

j,m;
• Sets H(m||e) = wj,m ⊕ (0�||rj) and return this value to A;
• R memorizes (m, rj , ej ,m

∗
j,m, xj,m, ωj,m) in Hist[H]

– if j ∈ Z, R;
• picks xj,m

R←− Z
∗
n such that y(xj,m)ej mod n = 0||rj ||wj,m||m∗

j,m;
• defines and returns H(m||ej) = wj,m ⊕ (0�||rj) to A;
• memorizes (m, rj , ej ,m

∗
j,m,⊥, y) in Hist[H].

Simulation of Oracle Hash G: when A makes a G-oracle query (e, w), R:

– checks in Hist[T ], if e was was computed in the past;
– if not, randomly pick g0 ∈ {0, 1}k−kw−ke−1, sets G(e||w) = g0 and returns g0

to A;
– picks the unique (rj , ej) ∈ Hist[T ] such that e = ej ;
– checks in Hist[H], if there exists (m, rj , ej , α, β, γ) such that γ = w;
– if not, randomly picks g1 ∈ {0, 1}k−kw−ke−1, sets G(e||w) = g1 and returns

g1 to A;
– picks the unique (m, rj , ej , α, β, ω) in Hist[H], defines and returns G(ej ||w) =

m ⊕ α to A;
– memorizes

(
rj , ej , w,m ⊕ α

)
in Hist[G].

Simulation of Oracle Signature SIGT,H,G: when A requests the signature of
some message m, R,

– selects randomly j in [1, 2|r|] \ Z, after R;
– invokes its own simulation of T , H and G to compute ej = T (rj), H(m||ej);
– searches the unique (m, rj , ej , α, β, ω) in Hist[H] with w = H(m||ej)⊕(0�||rj)

and α = m ⊕ G(ej ||w) and returns (ej , β) as the signature;
– stores (ej , β) in oracle database Hist[S].

Simulation of Verification VERT,H,G: Given a signature (e, σ), R
– computes b||e||w||m∗ = σe mod n;
– if b = 1 outputs 0;
– invokes the simulation of G to get G(e||w);
– sets m = m∗ ⊕ G(w||e);
– invokes the simulation of H to get h = H(m||e) and computes 0�||r = h ⊕ w;
– invokes the simulation of T to get T (r);
– if e = T (r) outputs 1 (and m) otherwise outputs 0.
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Final Outcome: assume that at the end of the game, A outputs (e∗, σ∗) as a
forgery. Then,

– R simulates VERT,H,G to verify if (e∗, σ∗) is a valid forgery;
– if the verification returns 0 or (e∗, σ∗) ∈ Hist(S), R aborts;
– σe∗

∗ mod n = 0||w||m∗;
– set m = m∗ ⊕ G(e∗||w);
– Compute h = H(m||e∗) and set 0�||r = h ⊕ w;
– search for (m, r, e∗,m∗, x, w) ∈ Hist[H]; there exists j ∈ [1, 2|r|] such that

r = rj0 and e∗ = ej0 ;
– if j0 /∈ Z, R aborts;
– R sets x =

( σ∗
xj0,m

)ej0/v (note that xj0,m is coprime with n with a hight prob-

ability because of the intractability of the factorization of a RSA-modulus,
hence xj0,m is invertible);

– R outputs x.

Tightness of This Reduction:

– R perfectly simulates the scheme (oracles key generation, hash, signature and
verification) with probability 1.

– A then outputs (e∗, σ∗) with probability at least εA after time τA,
– since Z is independent from A, the event j0 ∈ Z occurs with probability N

2|r| .
– Hence R then outputs a solution x such that xv = y mod n with probability

one.

Summing up, R succeeds with probability εR = N
2|r| .εA and time bound is given

by
τR ≤ τA + qT O(1) + qG(qH + qT )O(1) + (qH + qsig + 2)O(k3)
where 2|r| is the number of random allowed to use for exponentiation in

pqPSS signature.
To have εR = εA(1 − 1

2|r| ) it will suffice to choose the maximal value of
N = 2|r| − 1.

6 Security Analysis and Performances

The pqPSS signature scheme designed here is an RSA-based signature scheme
like Full Domain Hash, Probabilistic Signature Scheme, and Probabilistic Full
Doman Hash. The main goal is to propose a signature scheme offering a much
better level of security while remaining a variant of those already existing. Com-
pared to these schemes, the advantage lies in the choice of the random, which
allows getting better tightness of the security. With a much smaller random size,
we obtain a security level much closer to RSA. In fact, in [3], the authors show
that the security reduction for FDH bounds the probability ε of breaking FDH
in time τ by (qh + gs) · ε′, where ε′ is the probability of inverting RSA in time
τ ′ close to τ and where qh and qs are the numbers of hash queries and signature
queries performed by the forger. This was improved by Coron in [9] to ε = qs ·ε′,
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which is better since in practice qs happens to be smaller than qh. However,
the security reduction is still not tight, and FDH is still not secure as inverting
RSA. For PSS and PSS-R, to have a tight security proof, the random salt used
to generate the signature must be of length at least k0 = 2 · log2 qh + log2(1/ε′)
(see [3]), where qh is the number of hash queries requested by the attacker and
ε′ the probability of inverting RSA within a given time-bound. It is enhanced
in [10] to obtain tight security for a random salt as short as log2 qs bits, where
qs is the number of signature queries made by the attacker. It is shown that
a random of k0 = 30 bits is sufficient to guarantee the same level of security
as RSA. But for our scheme a random of k0 = 5 bits is sufficient to guarantee
the same level of security as RSA and taking longer salt does not increase the
security level. For a random of 5 bits, we have εR = 0.96875 εA, where εR is
the success probability of a reduction algorithm R that is able to invert RSA by
using an attacker A that breaks pqPSS with probability εA. But for PSS-R, it
is not possible to reach this level of security with a random of size 5.

Other signature schemes based on isogenies or lattices are updated to hope
to resist quantum computers (see [5], and [25]).

In the framework of the lattice-based signature scheme, we can retain the
BLISS scheme (see [14]), which achieves performance nearly comparable to RSA.
However, it must be noted that ideal lattices have not been investigated nearly as
deeply as standard lattices and thus there is less confidence in the assumptions
(cf. [7,22]).

7 Conclusion

In this paper, we propose to revisit the RSA cryptosystem to make the modulus
unbreakable against the quantum computer by multiplying many primes to form
it. We also describe a new signature scheme whose security is proven in the
classical random oracle model. This is a variant of PSS-R designed by Bellare and
Rogaway but with a random salt generated to compute the RSA exponentiation
for each signature. The security reduction of our scheme is better than those of
FDH, PFDH, PSS, and its variant PSS-R because a much shorter random salt
(a random of size 5) is sufficient to achieve a security level relatively close to
breaking RSA. The security proof is done in the random oracle model.

However, to prove the security of our scheme against an adversary that has
access to a quantum computer, one can use the notion of history-free reduction
which ensures that security in the classical random oracle model implies security
in the quantum-accessible random oracle model. So, showing that pqPSS is a
history-free reduction from a given hard problem P , ensures roughly speaking
its security in the quantum-accessible random oracle model, which means that
pqPSS is secure against an attacker that has access to a quantum computer.

The pqPSS can also be used for securing GOOSE messages. Analyzing its
timing performance and evaluating its suitability for securing IEC 61850-based
networks is a good idea.
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Abstract. Clarity of Terahertz images is essential at various secu-
rity checkpoints to avoid life’s dangers and threats. However, Terahertz
images are distorted by noise. During the image gathering, coding, deliv-
ery, and processing steps, noise is typically present in the digital image.
Without a prior understanding of the noise model, removing noise from
images is extremely challenging. Wavelet transforms have gained popu-
larity as a tool for image denoising. In this paper, we advance a solution
to this challenge using Global Threshold selection as well as wavelet
transform filters. When compared to denoising Gaussian noise at the
same percentage induced, biorthogonal is the most effective denoising
filter for salt and pepper noise. As the salt and pepper noise increases
from 20% to 60%, the hidden security image as our target varnishes or
is overpowered by the induced salt and pepper noise. We discover that
despite the fact that the bior 4.4 and sym 4.0 wavelet transform filters
prove powerful in denoising the image, it is still not clearer and that
when an image is tainted by Gaussian noise, wavelet shrinkage denoising
is nearly perfect in both bior 4.4 and sym 4.0, whereas when the image
is tainted by salt & pepper noise, wavelet shrinkage denoising is nearly
perfect in both bior 4.4 and sym 4.0.

Keywords: Terahertz image · Information engineering · Wavelet
transform · Biorthogonal · Gaussian noise · Salt & pepper noise

1 Introduction

Image enhancement is not the same as image denoising. Image enhancement is an
objective process, while image denoising is a subjective process, as Gonzalez and
Woods [1] demonstrate. Image denoising is a restoration technique in which an
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image that has been degraded is attempted to be recovered using previous knowl-
edge of the degradation process. The technique of modifying an image’s features
to make it more appealing to the human eye is known as image enhancement.
Terahertz images produced by the IMPATT Diode (IMPact ionization Transit
Time), power, and the detector camera reflect, diffract, and scatter signal as
normal digital CCD camera for photography [17,22] does. These low-resolution
images produced by the terahertz machine as shown in Fig. 1 above are affected
by noise and sometimes can lead to false detection at security checkpoints. The
operations of these digital cameras, color, and light intensity are measured by
the sensor [29]. The image is converted to a digital signal by an analog-to-digital
converter (ADC), [11] which depicts the block diagram ideas similar to the ter-
ahertz capturing system that adds noise to the image. Since it is symmetric,
continuous, and has a smooth density distribution, most denoising algorithms
assume zero-mean additive white Gaussian noise (AWGN). Classical examples of
noise distributions include Poisson, Laplacian, and non-additive Salt-and-Pepper
noise. A typical instance is a correlated noise with a Gaussian distribution [7].
Bit errors in image transmission and retrieval, as well as in analog-to-digital
converters, cause salt-and-pepper noise. Signal-dependent or signal-independent
noise exists. For instance, consider the quantization procedure [13] (dividing a
continuous signal into discrete levels).

However, a lock-in-amplifier cannot be synchronized to multiple pixels result-
ing in a significant reduction in SNR as compared to the scanned method [28].
Finally, scattering is a challenge for THz systems. This is a common deficit in
many imaging systems. The major transport phenomenon in optical tomogra-
phy is the scattering of X-ray photons, which causes distortions in reconstructed
images. Photon propagation is modeled using a diffusive technique in optical
tomography reconstruction algorithms. Because of their longer wavelength, THz
photons encounter reduced Rayleigh scattering unlike optical and X-ray photons.
Scattering, on the other hand, is still a problem in T-ray imaging, and accurately
modeling the scattering process could support future imaging algorithms.

Human protection is very key in life therefore a lot of research has emerged
such as techniques for securing medical images [6,18], airport security image alert
relating to luggage and people [8,10,25], pharmaceutical drug coating [5,19],
and industrial safety [23]. All these are enabled by imaging factors as the digital
image becomes clearer and sharper for making on the-spot decisions. While these
signals from microwave and x-ray producing these images somehow endanger
human life, THz signals stand to be the best but suffer from noise due to low
resolution hence calls for work on denoising (we focus on salt & pepper and
Gaussian noise) and image enhancement which are the focal points for this work.

The most difficult component of using region-based techniques is determining
how to generate appropriate region-based method similarity benchmarks. Vari-
ous types of filters are utilized in the application of denoising in imaging tech-
niques. A compromise between averaging and an all-pass filter is constructed as
an exponentially generated filter kernel. Similar to wavelet transform, the answer
of the filter varies locally depending on the coefficient of variation.
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The remainder of this paper is structured as follows. Section 2, we entails
related work regarding image denoising techniques. In Sect. 3 we extensively
present frequency and wavelet filters and their applications followed by mathe-
matical models for Orthogonal and biorthogonal in Sect. 4. We present a wavelt-
based denoising implementation via Matlab in Sect. 5 and provide results and
discussion on diverse experiments in Sect. 6. Section 7 concludes the paper.

2 Related Works

2.1 The General Noise Issues in Terahertz Images

The signal-to-noise ratio is another challenge faced by THz imaging systems.
This is inherently tied to the average power of the THz emitter. In Terahertz
linear scanned imaging systems, a significant Signal-Noise-Ratio (SNR) can be
calculated [26,30]. However, numerous factors interact in imaging applications
to drastically diminish the SNR to the point that it becomes a limiting concern.
The necessity to accelerate imaging acquisition speed and the high absorption of
many materials are two of these considerations worth mentioning. To accomplish
real-time imaging, significant improvements in THz system acquisition speed is
necessary. Conventional THz imaging systems rely on scanning the sample in the
x and z dimensions to obtain an image. This places a severe limit on the available
acquisition speed. Recently, two-dimensional (2D) electro-optic sampling has
been used for example, in CCD cameras [20] to provide a dramatic increase in
speed of imaging.

Wavelet transforms as an information engineering [16] technique is used in
this paper for denoising THz noisy images as shown in Fig. 1. The following are
some of the disturbance artifacts caused by noise:

1. Blur: The picture can have smooth edges due to the impedance of high spatial
frequencies.

2. Ringing/Gibbs Concept: Quantization of high frequency transform coeffi-
cients can result in picture oscillations or ringing distortions.

3. Staircase Damage: Data loss of high-frequency elements in the image can
result in stair-like structures.

4. Checkerboard Damage: Denoised images may have checkerboard structures
on occasion.

Wavelet edges effects noticeable in the denoised images, are distinct repeated
wavelet-like structures that occur in wavelet domain architectures. Several appli-
cations are used for image and signal processing.

2.2 Wavelets in Image Applications

There are serval wavelet operators [4,9,12,15,24,31] used for image processing
either dimensional or multi-dimensional image filtering properties applied to
orthogonal and biorthogonal filters as shown in Table 1. In this section, the
most commonly used image denoising and enhancement images techniques.
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Table 1. Wavelet properties based on their families and functions.

Wavelets with filters Wavelets without filters

With compact support With non-compact Real Complex

Orthogonal Biorthogonal Orthogonal gous, mexh, morl cgou, shan, fbsp, cmor

Db, haar, sym, colf bior Meyr, dmey, btlm

Fig. 1. Terahertz acquisition image system and samples

Wavelet for Denoising: An orthogonal wavelet such as Symlet or Daubechies
wavelet is good for denoising signals whiles a biorthogonal wavelet can be good
for image processing. Finally, the biorthogonal wavelet filter has a linear phase
which is good for image reconstruction and for compression such as bior4.4 or
rbior3.9 as shown in Table 1.

Wavelet for Compression: Biorthogonal wavelets particularly bior4.4 or rbior
3.9 are good for image compression because they are symmetric, hence lin-
ear. Wavelet with higher vanishing moments should be considered because such
wavelet produces fewer significant coefficients, therefore the majority of the coef-
ficients are neglected to achieve compression results. Additionally higher van-
ishing moments cause more regular wavelet, therefore, smooth reconstruction
of image or signal. Maximal Overlap Discrete Wavelet Transform (MODWT)
is needed when the goal is geared toward acquiring variance analysis. This
MODWT conserves energy for the analysis stage by using orthogonal wavelet
such as db, and sysm. Other Applications of Wavelet include:

1. Image watermarking: Wavelet with higher vanishing moments (more regular)
and symmetry (linear phase) such as bior 6.8

2. Edge detection: Wavelets with smaller support (less vanishing moments) such
as haar, bior1.1

3. ECG signal extraction: sym4 is widely used for this purpose
4. Feature extraction for OCR: Wavelet with higher vanishing moment such as

db10
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3 Frequency Filters

The image and signal processing tool for denoising and multispectral possibili-
ties is wave-transform (WT). In contrast to the Fourier transform (FT) where
only frequency signal is known, whiles WT is suitable for transitory and non-
stationary signals frequency response varying in time [2,21]. Signals are typically
limited by the band, which corresponds to finite energy, which means that only a
limited range of scales needs to be used inversely proportional to the frequency of
the radius. Consequently, high-scale and dilated wavelets are the corresponding
low frequencies. Global information is extracted from a signal known as approx-
imations utilizing wavelet analysis on a high scale. While fine information is
extracted from a signal core details at low scales.

3.1 The Fourier Transform Theory

Fourier transform has two forms: the Content Time Signal and Discrete-Time
Signal. Both can be mathematically expressed as Eq. 1 and 2 and Fig. 2.

For Fourier transform for Content Time Signal = Infinite extent

F (ω) =
∫ ∞

−∞
f(t)e−jωtdt (1)

Fourier transform for Discrete-Time Signal = Finite extent.

F (ω) =
∞∑

−∞
f(n)e−jωn (2)

Fig. 2. Signal decomposition and STFT Signal representation

Decomposition of the signal f(t) in an infinite number of sine/cosine waves
(harmonics). FT does not identify exactly where an event occurs meaning the
time information is missing and only frequency and magnitude are given as shown
in Fig. 2a. This nature makes it discontinuous and bursts of signals. In the chirp
signal, the content increases with time as the corresponding full spectrum, but
when the signal is reversed, its frequency decreases with time, then the same
magnitude of the full spectrum would be derived which tells what is happen-
ing in the time domain. The solution to this problem was proposed by Dennis
Gabor (1946) introducing the STFT as an advantage but for analyzing only a
small section of the signal at a time with a technique called Signal-Windowing.
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This is done when the Segment of the signal is assumed stationary as expressed
in Eq. 3 and Fig. 2b. A function of time and frequency

STFT ω
x (t′, ωt) = ∫ [x(t).W (t − t′)].e−jωtdt (3)

The drawback also in STFT is the Unchanged Window, which makes it uncertain
because is difficult to tell what frequency exits at what time intervals.

The uncertainty Procedure of Resolution goes like this:

– If Narrow window, (good time resolution) then a poor frequency resolution
is obtained.

– If Wide window, (poor time resolution) then a good frequency resolution
would be the outcome.

3.2 The Theory of Wavelet

A wavelet is a waveform of effectively limited duration that has an average value
of zero. It is defined as shown Eq. 4,

ψp,q(t) =
1√
p
ψ(

t − q

p
)p, q ∈ R (4)

Where p and q are called Dilation (Scale) and Translation (Position) param-
eters respectively.

An example of a wavelet is shown below, with the help of p, we stretch the
wavelet to size and with the help of q, the wavelet will be shifted for a long time
period. Equation 5 is a complex wavelet called Morlet Wavelet.

ψ(t) = ejω0te− t2
2 (5)

3.3 Comparing the Fourier Transform and the Wavelet Transform

In Fourier transform, any signal is expressed by its harmonics component, which
is of sine, cosine, and an infinite number of sine cosine. This means the main
function of FT is a constituent of sinusoidal of different frequencies while in
Wavelet transform the signal can be expressed by wavelets of different scales
and positions.

In this section, the theory of wavelet is advanced with emphasis on the various
categories.

3.4 Categories of Wavelet Transforms

Wavelet transform is grouped into two; Continuous Wavelet Transform (CWT)
and Discrete Wavelet Transform (DWT).
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Fig. 3. Fourier transform and wavelet transform

– Continuous Wavelet Transform (CWT): The Continuous Wavelet Transform
(CWT) of a signal f(t) is given as shown in Eq. 6.

CWT (p, q) = (f, ψp,q) =
1√
p

+∞
∫

−∞
f(t).ψ∗(

t − q

p
t)dt (6)

Here, (f, ψp,q) is the L
2 inner product. The results of the CWT give many

wavelet coefficients, which are a function of p (scale) and q (position).
Wavelet coefficients are arranged as shown in Fig. 3b c11–c1n shows all the
first line coefficients of scale one; then scale two is arranged from c21–c2n and
scale three is arranged from c31–c3n until all the coefficients are arranged.
The p, is compressed and the wavelet is captured at all high frequency com-
ponents available in the signal and with q the wavelet is sliced along the time
axis and then multiplied with signals and finally integrated. This repeated
until the entire coefficients at scale 3 are derived as shown in Fig. 3b. At
low scale, fine frequency details as wavelets are compressed it captures high-
frequency as high scale the wavelet is stretch and it captures low-frequency
details

– Discrete Wavelet Transform (DWT): The constant transformation of the
wavelet gives us lots of redundant data. DWT requires less space, using
space-saving coding based on the fact that wavelet families are orthogonal or
biorthogonal so that redundant analysis is not performed. The DWT matches
its continuous version, usually sampled on a dyadic grid, meaning that the
scales and translations are powerful.
The DWT is calculated in practice by a high-pass and low-pass filter to suc-
cessively pass a signal. The High-Pass filter that forms the wavelet function
generates approximations p for each decomposition level. Details of D [3,14]
are provided by the complementary low-pass filter representing the scaling
function. This algorithm is referred to as sub-band coding. During the filter-
ing process, the resolution will be modified, and the sampling scale will be
changed either up or down. The p is chosen to be an integer power of one
fixed dilation parameter po > 1, i.e. p = pm

o . The different values of m corre-
spond to wavelets of different widths. Small steps are used to translate narrow
wavelets, while larger steps are used to translate wider wavelets. Whiles, q is
discretized by q = nq0a

m
0 , where q0 > 0 is fixed and n ∈ Z.
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The corresponding discretely labeled wavelets are, as shown Eq. 7

ψm,n(k) = p
−m

2
0 ψ(p−m

0 (k − nq0p
m
0 ))m, n ∈ Z (7)

For a given function f(k), the inner product (f, ψm,n) then gives the discrete
wavelet transform as shown in Eq. 8

DWT (m, n) = (f, ψm,n) = p
−m

2
0

∞∑
k=−∞

f(k).ψ∗(p−m
0 k − nq0) (8)

– DWT: Multi-Resolution Analysis (MRA) Dyadic scales are scales and posi-
tions that are based on powers of two. This, according to [14] perspectives,
will make analysis much more efficient and precise. For a particularly special
choice ψ(k) with good time-frequency localization features, as shown in Eq. 9,
constitutes an orthonormal basis for L

2 (R).

ψm,n(k) = 2−m
2 ψ(2−mk − n)m, n ∈ Z (9)

For a given function f(k), the inner product (f, ψm,n) then gives the discrete
wavelet transform as shown in Eq. 10,

DWT (m, n) = (f, ψm,n) = 2− m
2

∞∑
k=−∞

f(k).ψ∗(2−mk − n) (10)

The wavelet decomposition of a signal s(t) based on the multi-resolution theory
given by S. Mallet and Meyer [14] can be performed using digital FIR filters as
shown in Fig. 4.

4 Orthogonal and Biorthogonal Wavelet Mathematics

The mathematical foundations of orthogonal and biorthogonal wavelets are
examined critically in this section. The Haar wavelet function is defined as shown
in Eq. 11 and 12 and the wavelet decomposition of a signal as shown in Fig. 4.

ψHaar(x){
1, 0 ≤ x ≤ 1

2−1, 1
2 ≤ x ≤ 1

0, otherwise
(11)

ψHaar
j,k(x) = 2j/2ψHaar(2jx − k) = {

1, k
2j ≤ x ≤ k+1/2

2j ,

−1, k+1/2
2j ≤ x ≤ k+1

2j ,
0, otherwise

(12)

Characterizes sample wavelet scale Aφ(t) is a scaling function in time t as shown
in Eq. 13

φj,k(t) = 2j/2φ
(
2jt − k

)
(13)
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Fig. 4. Wavelet decomposition of a signal

Where j is the scaling parameter and k is the translation parameter, and
both j and k are part of S. A set of integers is referred to as S. Translation and
scaling are necessary for the formation of a class of functions, and dilation can
be used to form the filter coefficient as shown in Eq. 14.

φ (t) =
√

2
∑

n

hnφ (2t − n) (14)

The filter coefficient and the scaling factor is specified. The presence of the
parental wavelet (wavelet function that defines the basic wavelet shape) is
denoted as shown in Eq. 15

ψj,k(t) = 2j/2ψ
(
2jt − k

)
(15)

φ(t), represents the weighted sum of the shifted φ(2t) this generated the orthog-
onal fundamental for L2 R as shown in Eq. 16

ψ(t) =
√

2
∑

n

gnφ(2t − n) (16)

The wavelets section necessitates the use of orthogonal complement space. The
wavelet filter and scaling coefficients are required for orthogonality, and they are
connected as shown in Eq. 17.

gn = (−1)nh1−n (17)

A Cartesian coordinates mirror high pass and low pass filter is what this pair of
gn and hn is called. The biorthogonal wavelet is a consequence of this method
of the classical orthogonal generalization The dual scaling function is depicted
mathematically as shown in Eq. 18.

φ̃(t) =
√

2
∑

n

h̃nφ̃(2t − n) (18)
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In the same way, a duality wavelet is denoted as shown in Eq. 19.

ψ̃(t) =
√

2
∑

n

g̃nφ̃(2t − n) (19)

Finally, the duality scaling gives the output as shown in Eq. 20.

[{gn = (−1)nh(1−n)

gn = (−1)nh(1−n)
.] (20)

4.1 Biorthogonal Wavelet Filter

Biorthogonal wavelet belongs to the family with compact supports, an example
is bior. This is a powerful tool for image denoising. W. Sweldens pioneered the
use of the lifting scheme [24,27] to create the biorthogonal wavelet. Lifting is a
straightforward method for increasing the vanishing moments of duality wavelets.
Cohen et al. and Swelden were the pioneers of the lifting system. The initial
collection g0, g̃n, h, h̃0 is presumptively believed as a term used to describe finite
biorthogonal wavelets. As a result, a new package deal g0, g̃n, h, h̃ is gathered
made up of a finite biorthogonal filter as shown in Eq. 21.

[
h(w) = h0(w) + g(w)(s(2w))
g(w) = g0(w) + h(w)s2(w) ] (21)

The scaling and duality wavelet filters are not altered, as can be seen from the
above equations. As a result, biorthogonal functions are derived from the filters
described above. The set package ψ0, ψ̃0, φ0, φ̃0 the biorthogonal scaling function
is contained in the initial package set. Therefore, a new set package as ψ, ψ̃, φ,
φ̃ is arrived as shown in Eq. 22

ψ(x) = ψ0(x) − ∑
kSkφ(x − k)

φ̄(x) = 2
∑

kh̃0
kφ(2x − k) +

∑
kS(−k)ψ̃(x − k)

ψ(x) = 2
∑

kg̃kφ̃(2x − k)
(22)

The dual functions and wavelets derived from a simple scale function are manip-
ulated by the value of S in this case. Sk can be chosen at random in this case.

– Orthogonal: Properties (asymmetric, orthogonal, biorthogonal). Wavelet
transform is used to compress and split details into long, vertical and diag-
onal. The estimated image includes the pixel values, along with the general
context details. If the image details are minimal, then reduce the threshold
to 0. It will be fully undistorted if the energy stored is 100%. However, if a
change in value is discovered, that signifies a loss of compression. In order to
reach this equilibrium, the Haar wavelet is a perfect and noiseless solution for
this problem. Averaging and differentiation of the image matrix result in a
sparse matrix that is highly compressible. It works well for image compression
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Fig. 5. Wavelet scaling functions of Haar and Bior

to obtain a new resolution with new pixel values, the first pairwise combina-
tion is computed as shown in Fig. 5. During this process, information is lost
as depicted in Eq. 23.

hk(t) =
1√
N

2p/2(q − 1)/2p ≤ t < (q − 0.5)/2p

−2p/2(q − 0.5)/2p ≤ t < q/2p

0otherwise
(23)

The translation and dilation of the scaling function φj,k(x) composes the basis
for Vj and Wj from ψj,k(x). If they are orthonormal to each other, then it
follows the property as shown in Eq. 24.

Vj⊥Wj

〈φj,lφj,l′〉 = δj,l′〈ψj,l, ψj,l′〉 = δj,l′

〈φj,lψj,l′〉 = 0
(24)

– Biorthogonal Wavelet: (Properties: symmetric, not orthogonal, biorthogonal).
In signal and image reconstruction, linearity is a critical and advantageous fea-
ture. The freedom provided by a biorthogonal wavelet is greater than that of
an orthogonal wavelet. Biorthogonal wavelets and a filter with a finite impulse
response help exact and symmetrical reconstruction. A reverse biorthogonal
wavelet is created by combining two biorthogonal wavelets. The biorthogonal
wavelet graph is shown in Fig. 5b. The freedom provided by a biorthogonal
wavelet is greater than that of an orthogonal wavelet.
A biorthogonal wavelet proves two multi-resolution analyses: Vj , Wj , φj,k, ψj.k

and Ṽj , W̃j , ψ̃j,k, φ̃j.k. Dilation and translation of scaling function, (φ̃j,k(x))
and (ψ̃j.k(x)), comprise the basis for Ṽj and W̃j respectively. The biorthogo-
nality satisfies the properties shown in Eq. 25.

Ṽj⊥Wj

Vj⊥W̃j

〈φ̃j,l, φj,l′〉 = δl,l′

〈ψ̃j,l, ψj,l′〉 = δj,j′δl,l′

〈φ̃j,l, ψj,l′〉 = 0and〈ψ̃j,l, φj,l′〉 = 0

(25)
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5 Algorithm: Wavelet-Based Denoising of Images Using
Matlab

The Global Threshold selection is implemented using MATLAB. The following
command is chosen:
Using CMP(): Function used for denoising images and compression of 1D or
2D signals.
Imgden = wdencmp(‘gbl or lvd’, img, ‘wvname’, N, THR, SORH, KEEPAPP)
Where,
Img: input noisy image and imgden: Output denoised image
Gbl or lvd: Either used ‘gbl’ for single global threshold or ‘lvd’ for level-
dependent threshold
wvname: Name of wavelet used
N: Number of decomposition levels
THR: Threshold level(s) [Single value for ‘gbl’ and 3xN matric for ‘lvd’. Three
rows each for Horizontal, diagonal, and Vertical detailed coefficients and n num-
ber of columns, where N is decomposition levels.
SORH: ‘s’ or ‘h’ corresponding to soft and hard thresholding respectively.
KEEPAPP: Either 0 or 1. If 1 approximation coefficients cannot be thresholded
otherwise they can be thresholded.
OR
Use of ddencmp(): Function used for finding default values for denoising image
or compression for 1D or 2D signals
Imgden= [THR, SORH, KEEPAPP] = ddencmp(‘den’, ‘wvname’, img)
Where,
Img: Input noisy image
THR: Default global threshold level.
SORH: ‘s’ or ‘h’ corresponding to soft and hard thresholding respectively.
KEEPAPP: either 0 or 1. If 1 approximation coefficients cannot be thresholded
otherwise they can be thresholded.
ddencmp() computes threshold value based on ‘UniversalThreshold’ Method of
Donoh as shown in Eq. 26.

[
λj = σj

√
2 log(Nj)

]
(26)

The following measures are included in the performance assessment proce-
dures

1. Add noise type to image
2. Select Wavelet Type
3. Select level of decomposition
4. Apply Thresholding technique
5. De-noise the image
6. Compute the Noisy-SNR
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6 Results and Discussion

The SNR values of synthesis by denoising and enhancing terahertz hidden secu-
rity image with the corresponding information filter coefficients are also com-
pared. Finally, in the proposed Matlab algorithm, a comparison of SNR values
obtained using Symlet-4, and bior-4.4 wavelets for Gaussian and salt & pepper
noise is shown Figs. 6 Biorthogonal wavelet filters produce one scaling func-
tion and wavelet for decomposition and another pair for reconstruction, while
orthogonal wavelet filter banks generate a single scaling function and wavelet.

Findings show that using symmetric extension improves the performance of
orthogonal wavelets significantly. Furthermore, the research reveals that linear
filters are critical for denoising and compression images edges problem that has
previously gone unnoticed. The results also show that when biorthogonal and
orthogonal wavelets have similar filter properties and use a symmetric extension,
they produce similar compression and denoising performance. The biorthogonal
wavelets show a slight performance advantage for low-frequency images, however,
this advantage is much smaller than previously published results and can be
explained by wavelet properties that were not previously considered.

Fig. 6. Wavelet biorthogonal and orthogonal filters on salt & pepper vs Gaussian noise

Figures 6a and b, show that whenever the percentage of the induced SNR
noise type increases the denoised SNR wavelet filter which serves as a catalyst
also varnishes along its horizontal, vertical, and diagonal detailed coefficient
thresholding. In Figs. 6a and b, the green lines represents denoising at salt and
pepper while red lines also indicate denoising by Gaussian. Biorthogonal bior4.4
and sym 4.0 for orthogonal are used in this work. Biorthogonal is the most
effective in filter for donoising salt and pepper noise as compared with denoising
the Gaussian noise at the same percentage induced. It, therefore, makes wavelet
localized features in the image pixel data to have different scales as it preserves
important image features whiles removing noise from the image because wavelet
denoising or wavelet thresholding is the wavelet transform that leads to a sparse
representation for images.

As Salt & pepper noise increases from 20% to 60%, the hidden security image
serving as the target varnishes or is over powered by the induced salt & pepper
noise as shown in Fig. 7b and Fig. 8b though bior 4.4 and sym4.0. Wavelet
transform filters prove powerful in denoising the image but it is still not clearer.
When an image is impaired by Gaussian noise, wavelet shrinkage denoising has
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been found to be nearly perfect in both bior4.4 and sym 4.0 than when the image
is corrupted by salt & pepper noise. The visually comparative analysis of the
Gaussian and salt & pepper noise parameters is shown in Fig. 7a and Fig. 8b.

Fig. 7. Using Biorthogonal bior4.4 filter @ Gaussian and Salt & pepper noise

Fig. 8. Using orthogonal sym4.0 filter @ Gaussian and Salt & pepper noise

7 Conclusion

This work represents a comparison of denoising methods for Terahertz images
in the frequency domain filters. This outcome is a promising future for security
application images. The frequency-domain denoising used in this work is the
wavelet transform for high/low pass filters and low/high pass filters. It shows
that biorthogonal filters are very effective to terahertz low-resolution images
due to some level of noise in the image in the capturing process and in the
transferring of the images unto a disks. Since wavelets cannot simultaneously
possess the desirable properties of orthogonality and symmetry, they are used
for image denoising and enhancement. Biorthogonal wavelets have been the de
facto norm for image denoising and compression applications, for a long time, and
their qualities contribute to image enhancement. The primary explanation for
their superior success is the feasibility of symmetric extension with biorthogonal
wavelets.
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Abstract. Aconceptual intelligent framework for securingCloudForensicReadi-
ness framework for a proactive collection of potential digital evidence from the
Cloud and enhancing trust in chain-of-custody is presented in this paper. The
complexities of Cloud technology including multitenancy and inter-jurisdictional
spanning aremaking forensic investigation onCloud storage difficult. The immen-
sity of the Cloud data makes it difficult to be thoroughly searched as required for
forensic investigation. Securing the integrity of digital evidence in the hands of
its custodians is also important. These problems and other challenges peculiar
to the Cloud call for effective solutions. Forensic readiness is used to maximize
the ability to collect digital evidence and minimize the cost of forensic during an
incident response investigation. Researchers have proposed different solutions to
improve forensic readiness systems and make them suitable for their purposes.
Preventing digital evidence in a forensic readiness system from being corrupted
by its custodians is found to be open to research. A blockchain solutionwith crypto
hash security for collaborative mutual authentication of the proactively collected
data is proposed in this work. It uses the elliptic curve cryptography algorithms
for verification of the custodians of data and authentication of the digital evidence
integrity. The solution will adequately mitigate sharp practices from the digital
evidence custodian who may want to compromise it, and also enhance the admis-
sibility of the digital evidence in court by ensuring an acceptable standard for its
collection.

Keywords: Cloud forensic readiness · Potential digital evidence · Chain of
custody

1 Introduction

The increasing reliance on digital devices and the amount of potential digital evidence
exchange on them have made the role of digital forensics to be prominent in the legal
system.Many cold cases are now being cracked with the aid of data stored on computers,
e.g. online DNA databases [1]. Heaps of data are left behind by users in the Cloud
through the Internet of Things (IoT),mobile computing, social networks and other related
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technologies. The digital forensics (DF) investigator can parse through and scope out
artefacts that can be used as evidence from the data [2] to support a claimant’s claim.
Digital forensics is now helping to unravel hidden facts behind different crimes that
are not committed with a computing device because of the high connection between
people’s physical activities and their data on digital storage. Cloud computing provides
convenient universal on-demand access to data [3] through the Internet. Several services
are provided through Cloud computing for convenience and ubiquity. Among them
is Software as a Service (SaaS) which allow users to use the cloud service provider’s
(CSP’s) online application services [3] such as email, enterprise relation planning (ERP)
and customers relationship manager (CRM) [4]. Another is the Platform as a Service
(PaaS). PaaS gives the client limited usage permission on the CSP’s infrastructure to
run the client owned application. Unlike PaaS, there is Infrastructure as a Service (IaaS)
whereby the client is given space in the Cloud with full storage permission to run the
client own virtual machine, install the client own operating system and applications. In
both PaaS and IaaS clients only have limited permissions to choose and use network
infrastructure. Another Cloud computing service is Storage as a Service (StaaS). StaaS
providers allow clients to store their data in the provided Cloud storage space. Shared
storage space (also referred to as multi-tenancy [5]) are usually provided for users to
optimise available storage space for accommodating a larger number of clients [3].
The services provided through Cloud computing enhance the ease of doing computing
jobs at cheaper rates and faster delivery. Thus, cloud computing is becoming more
popular and gaining more users, making standalone computing systems becoming out-
of-date. Attackers are also leveraging on modern technology’s prevalence to exploit
the features of Cloud computing to perpetrate crimes [2]. Investigating crime in Cloud
environment poses many challenges due to the huge size of its storage and complexity of
its infrastructure. This is making researchers to continue to develop new and improved
mitigating solutions to minimize criminal activities on computing systems.

The application of scientific methods to law and its eventual testing by use in court
is referred to as Forensic Science [6]. Forensic science is used to inspect evidence by
applying special tools to extract facts in it. Digital forensics (also called Computer
Forensics [7]) is the applied computer science and technology process used to carry
out correlational analysis on digital evidence to show its relevance to an incident being
investigated [8]. The practice of taking pre-emptive measures to prevent the occurrence
or identify the course of an undesirable incident in a system often assist to hasten the
successful conclusion of a forensic investigation process when there is a need to carry
it out. The pre-emptive measure could be the installation of closed-circuit television
(CCTV) cameras for video recording of activities. A clocking card system or keeping
a movement book to monitor movement into or out of an environment is another pre-
emptive measure. Any type of such pre-emptive measures or counterstrategies that could
be implemented to collect evidence before incidents occur make the system forensic
ready [9].

2 Challenges of Cloud Forensic

Some challenges hinder the smooth process of analyzing data in the Cloud and make
Cloud forensic investigations difficult. As mentioned in the previous section, the use of
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a multitenancy system by CSPs to accommodate massive data from a large number of
subscribers on a fixed size of the Cloud physical storage poses a challenge to forensic
investigation [10].Multitenancymakes it difficult to attribute data to a user if itsmetadata
has been lost. another peculiar difficulty with the Cloud forensic investigation (CFI) is
determining Cloud resources that are necessary to be investigated [11]. The determina-
tion is not easy unless an indication was found on a user physical digital device showing
that data uploaded onto the Cloud would be useful to the investigation. It is also identi-
fied that Cloud evidence collection faces challenges which include; the data spreading
across multiple Cloud servers, servers that may be located in different jurisdictions [12],
and the loss of the metadata for the PDE, which could make it difficult to attribute the
data to an individual.

Data stored on a computer can be easily changed as desired by anyone that has the
appropriate access to it, e.g., the computer administrator. A digital forensic investigation
result can be damaged if the data was compromised while in custody. Some of the ways
evidence may be compromised in custody and the importance of mitigating attempts to
corrupt it are;

1. Tampering with evidence in a custody is one of the challenges that do affect the
correct interpretation of the evidence by an investigator. The study has shown that
most of the activities performed on files either modify them or their metadata [13].

2. Tampering experiment by planting items in evidence was conducted in [14, 15].
Their reports show that the more control the person tempering the evidence has on
it the easier the tampering can be done successfully. The reports also showed that
the effort required to detect tampering of evidence is less than the effort required to
tamper it. A similar experiment was conducted on main memory images

3. The research report on MtGox showed that custodian of evidence can misrepresent
their data for personal benefits [16]. MtGox claimed a loss of $850,000 and filed
bankruptcy due to Bitcoin malleability attacks on it. MtGox was having over US $50
million of subscribers’ money in their custody at the time. Contrary to the MtGox
claim, researchers reported that only $386 could have been lost by MtGox even if
all the Bitcoin malleability attacks that happened during the period were directed to
MtGox alone.

4. The importance of protecting tampering of evidence data on a computer by its cus-
todian is further established in John Nunez appeal case [17] where it was stated that
proof of no tampering is acceptable, among other conditions, “by the testimony of a
participant in the conversation together with proof by an expert that the recording
has not been altered, or by testimony establishing the chain of custody of the record-
ing (id., 68 NY2d at 527–528).” Also, it was clearly stated as well in a submission
during the proceeding of the Karen T. Ely appeal [18] that the proof of no tampering

“requires, in addition to evidence concerning the making of the tapes and identi-
fication of the speakers, that within reasonable limits those who have handled the
tape from its making to its production in court ‘identify it and testify to its custody
and unchanged condition’”
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5. Other users’ rights to have access to their data as at when desired, the privacy of
data of other users, the huge size of the Cloud storage farm and the distribution
of data centres across different geographical locations [19] are concerns that can
hinder confiscating the Cloud servers. Therefore, access to required data on the
Cloud depends on the level of cooperation from the CSP with the DF investigators.

6. In a situation, the potential evidential data may not reside on the on-premise system
of the user but only be stored on distributed nodes in the Cloud [3] it may hinder
successfully access to the complete data required for an investigation.

The Cloud forensic investigation challenges here highlighted show that the avail-
able digital forensic methods and tools are not adequately suitable for ensuring the
inviolability of data in the Cloud that are potential digital evidence.

3 Related Works

Tan proposed the concept of digital forensic readiness to enhance the soundness of
incident evidence data and reduce the cost of digital forensic investigation during an
incident response [20]. Other solutions have been proposed in the literature to mitigate
cloud forensic challenges. A generic digital forensic business model [21] for Malaysian
ChiefGovernment SecurityOffice (MCGSO) authors reviewed the existingDFI standard
operation procedure (SOP) and establish a relationship between the DFI key compo-
nents identified as human, digital evidence, and process. A generic DFI business model
was designed to enhance an easy investigation process and productivity. An integrated
digital forensic investigation framework for an IoT-Based Ecosystem, called IDFIF-
IoT, focused on conveniently achieving forensic capabilities in an IoT-based ecosystem
through the proactive process. The [22]. Proactive incident response readily addresses
many time-travelling investigations problems by revealing deleted and overwritten data
[23]. Secure Log-as-a-Service for Cloud Forensics (SecLaaS) used daily encrypting of
Cloud log files to mitigate the challenge of untrusted CSP or a DF Investigator who may
want to damage the evidence recorded on their system [24]. But the same encryption
private key is used by the stakeholders which still expose the data to insider tamper-
ing. A secured Digital Forensic Readiness framework for extracting forensically sound
potential digital evidence in an e-Supply Chain network for extracting forensically sound
potential digital evidence in an e-Supply Chain network was proposed in [25]. The solu-
tion stores PDE in a central data repository (CDR) and it is controlled by an administrator
who may be compromised. Efficient and secure data provenance scheme (ESP) solution
suggested in [26] employed Ethereum blockchain mechanism to mitigate tampering of
data. Provenance information is generated by the provenance server and provided to the
user who makes changes to the blockchain. Compromising the information server can
break the security of the solution.

The need for a new approach to carrying out the forensic investigation of data in the
Cloud because of its peculiar challenges has been established [27]. This study proposes
a framework that can be used to mitigate digital forensic investigation problems in the
Cloud, ensure proactive collection of forensically sound potential digital evidence, and
improve transparency in the chain-of-custody.
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3.1 The Objective of This Research

The objective of the conceptual intelligent framework proposed in this paper is to provide
a solution for securing the integrity of chain-of-custody of data, forensic soundness of
the potential digital evidence (PDE) and enhancing the investigation time to analyze
the enormous Cloud data. The integrity of the PDE will be secured with blockchain
and a 100% validation mechanism that ensures the original data as created by users is
not changed in the chain-of-custody. An autonomous group called forensic readiness
team (FRT) in a separate cluster to capture and store PDE hash digest and metadata in
a distributed blockchain ledger is introduced. A dynamic user validation system using
evidence of past transactions (EPT) is also introduced to prevent intruders into the FRT.
Also, a hundred per cent (100%) consensus mechanism based on confirmation of a
PDE originality by all members of FRT rather than majority voting is used to accept
transactions into the blockchain. A crypto-hash based collaborative integrity verification
(CIV) model is employed for authenticating the PDE by FRT members before it can be
accepted and mined into the blockchain. This solution will use artificial intelligence to
hasten the investigation process.

4 The Proposed Solution, a Secured Intelligent DFR Framework

A digital forensic readiness mechanism logs forensic-relevant data proactively to lever-
age forensic analysis of the data during an investigation, Fig. 1 shows stages of traditional
digital forensic investigation for forensic ready systems. The need to minimize the cost
and time of investigation during incident response has given prominence to proactive
forensic data collection in the face of vast data usually involved for digital forensic
investigation. The International Organization for Standardization and the International
Electrotechnical Commission, (ISO/IEC), included the digital forensic readiness in the
ISO/IEC 27043:2015 for a digital forensic investigation process [28].

Evidence Analysis
Proactive Data Capturing
and Analysis 

Device 
Acquisition Reporting 

Fig. 1. Framework of digital forensics process for a forensic ready system

The solution proposed here, a secured intelligent digital forensic readiness frame-
work, comprises an Artificial Intelligence (AI) Machine, Approbator Machines, Evi-
dence Server, and a Cloud node controller. The AI Machine intelligently extracts rele-
vant digital artefacts, while the Approbator Machines serve the purpose of confirming
the integrity of the potential digital evidence collected. The AI, the Approbator, and the
Evidence Server machines of the framework are called the Forensic Readiness Team,
FRT. Figure 2 shows the interconnection between the FRTmembers. They are connected
through a virtual private network (VPN) for secured communication. The proposed solu-
tion can be implemented as a separate system, e.g., by a Forensic as a Service provider.
It could as well be incorporated into the cloud system as may be required. The process
for creating a transaction and adding it to the blockchain is given in the following.
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Fig. 2. The secured intelligent digital forensic readiness framework

4.1 Blockchain Transaction Creation Process

The elliptic curve used for blockchain can be defined over prime fields, ƑDp, or binary
fields, ƑD2

m. The fundamental equation for the ƑDp is of the form

Y2 = X3 + AX + B (1)

While for the ƑD2m is given by

Y2 + XY = X3 + AX + B (2)

Where A & B ∈ ƑDp satisfies

4A3 + 27B2 �= 0 (mod p) (3)

Thus, the parameters of E(ƑDp), here denoted as #E, can be expressed as

#E = {p, FR, A, B, G, n, h) (4)

The parameters in Eq. (4) are p the field size which could be a prime number or 2m,
Field representation FR indicating the representation used for the elements in E [29]
shows whether it is a prime or binary field. The A & B are coefficients in Eqs. (1) and
(2) G is a finite prime order base point (XG, YG) of order n in E(ƑDp). While h is the
cofactor defined by h = #E(ƑDp)/n.

Equation (3) set conditions that nust be satisfied by coefficient A & B in Eqs. (1)
and (2). #E(ƑDp) is the number of points on the elliptic curve, E, given by;

#E(FDp) = p + 1 + t
(
where |t| ≤ √

p
)

(5)

Equation (5) gives the order of E [30].
The process of the user data inspection and transaction block mining into blockchain

distributed ledger based on Eqs. (1) to (5) is explained in the following steps. It shows
the interactions between the FRT members in Fig. 2. All communications between
FRT members and the controllers, (Cloud Controller, Cluster Controllers, or Node
Controllers) pass through a separate VPN that connects them.

https://doi.org/10.1007/978-3-030-95630-1_2
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b) The Flowchart of the proposed Secured Intelligent Digital Forensic Readiness Framework 

a) The block diagram of the ECDSA signing process used in the proposed 
framework 

Data Signing and Signature Verification Process

Fig. 3. Data signing, verification, and the process flow of the proposed framework
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a. Users’ transaction messages are received by the Cloud Controller
b. Each FRT member receives a copy of every user transaction message (hereafter

called the “original message”) and its metadata from the Cloud Controller through
their Node Controller and generates the original message’s digest

c. Cloud processes the transaction message. The applicable node controller broadcasts
the original message’s digest, timestamp, the storage location ID for the message
in the Cloud storage, the message metadata, log entry for the message, and the log
name to other FRT members

d. Every FRT member receives the data from the node controller, it verifies the data
by comparing the original message digest and the metadata. This is to ensure it is
for the original message. The log entry is appended to the member’s copy of the
appropriate log

e. Eachmember signs the original message digest and uses results from step d. to create
and sign the digest of the log, the report of the verification, the digest of metadata
received, and the digest of the original message

f. A transaction block will be created consisting of the items signed in step e.
g. The block created in step f. is broadcasted for others to verify with theirs.
h. Each FRTmember verifies others’ signatures and the identity on the received blocks.

If the identity and signature are correct, then the correctness of the contents of the
block is confirmed. The member will append its signature to the correctly verified
block. Otherwise, the block will be marked incorrect without signing. The block is
then rebroadcasted.

i. AI determines the forensic relevance of the original message and sends its results
and the message reference on the Cloud Server to the evidence server.j

j. The block that is confirmed by all FRT and its forensic relevance report is appended
to the main distributed ledger tagged by its storage location ID and timestamp.
FRT members, except the Cloud, will discard the original message and the user’s
identification information.

k. Every member of FRT and the evidence server store a copy of the main blockchain
ledger.

l. If for a particular transaction, disparities were found in a block without having all
members signatures. Then, for the transaction with disparities;

(1) Each member will check if IDs and signatures on all of its blocks that the
member received were correctly verified, then

i. Each member will check if multiple blocks of that transaction were created
by an FRT member, to suspect an attack.

ii. If no multiple blocks of the same transaction were created from an FRT
member, other attacks like man-in-the-middle or compromised member or
data transmission error could be suspected.

(2) Each member will check if IDs and signatures on some or all of the blocks it
received were not correctly verified, then
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i. If all the blocks it received were not from known members, it means the
member has been cut off from the FRT

ii. If some but not all blocks carried correct members’ identities, then intrusion
by attackers will be suspected.

(3) FRT members will compare their results for (1) and (2) above against other
members results for confirmation.

xiii. The erroneous blocks will be stored separately and not included in the
main distributed ledger

xiv. The intrusion detection system will be alerted of the suspected problem
detected in step l. to raise alarm.

xv. Appropriate attack prevention or incident response measures will then be
activated as appropriate.

xvi. The Cloud promptly broadcasts any update action, e.g., delete or other
manipulations, effected on the user data in the Cloud as soon as the update
occurs. FRT will repeat steps d. through l. for every update message
received from the Cloud.

The only thing the Cloud contributes to the FRT activities is supplying the user
transactions to them for logging as at when created. All other forensic readiness tasks are
carried out by the FRT members only. The signing and signature verification processes
are illustrated in Fig. 3a. The flowof the blockchain transaction creation process is shown
in the flowchart in Fig. 3b for a clearer view of the activities of the forensic readiness
team members to ensure a reliable PDE collection process.

4.2 Message Signing and Data Sharing Among FRT Members

The elliptic curve digital signature algorithm (ECDSA) protocol is used for signingmes-
sages by themembers of the Forensic Readiness Team to ensure verifiable authentication
of the message received from other members. ECDSA has the advantage of being able
to use different pairs of private and public keys for different transactions. This enhances
the security provided by the algorithm. Elliptic Curve Diffie–Hellman Key Exchange
(ECDHKE) protocol is employed for sharing data to enhance securing the integrity of
data shared among the FRT members during mutual authentication. ECDHKE has been
used in different applications for securing data sharing between devices [31]. Separate
protection of authenticity and integrity of themessage is needed because different attacks
can target either of the two features.

Using ECDHKE for securing data sharing enables intermittent verification of the
members’ identity to avoid an attacker being able to intrude into the team.

The ECDSA message signing process consists of three stages [32] as explained in
the following using parameters defined in Eq. (4) and other random numbers:

Public and Private Key Generation
A random number δ, such that 1 ≤ δ ≤ n−1 is chosen
Compute Q = δG

https://doi.org/10.1007/978-3-030-95630-1_3
https://doi.org/10.1007/978-3-030-95630-1_3
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is the public key, the private key is δ.
Signature Creation
Choose another random number −1≤ ≤ n−1

Compute NG = (x1, 1), then convert x1 to integer 1
Compute � = x1 mod (n). If � = 0, go to step 1
Compute −1mod (n)
Compute SHA−1(m), the SHA-1 of HASH of the messagem, and convert the HASH

to integer, Ḿ
Compute S = −1(Ḿ+δ�) (mod)(n). If S = 0, go to step 1.
The signature on message m is (�,S)
Signature Verification
Verify that � and S are integers in [1, n−1]
Compute SHA−1(m) and convert it to integer, Ḿ
Compute ω = S−1(mod)(n).
Compute u,. 1= Ḿω(mod)(n) and u,. 2= �ω(mod)(n)
Compute � = u,. 1G+u,. 2
The signature is invalid if Φ = 0. Else, convert the x-coordinate of � to an integer,

ẍ, and compute ṽ = ẍ(mod)(n)
Signature is valid only if � = ṽ

4.3 The Elliptic Curve Diffie–Hellman Key Exchange Process

The ECDHKE uses the parameters of the elliptic curve cryptography to establish trans-
action session security. The client identifies itself to the server and the server confirms the
identity presented by the client to be that of a known user. Likewise, the server identifies
itself to the client for confirmation as the server that the client intended to transact with.
Mutual identity verification is also adopted for preventing an intruder from getting into
the team. The process of mutual identity verification among the members of the team is
explained in the following:

To use the ECDHKE, the FRT members first agreed on, and securely share the
public parameters of the elliptic curve (EC) field Ē to use. The parameters include the
field generator G, the EC fundamental equation coefficients A & B, the field order p, the
field representation FR, the order n of the base point, and the order, h, of the elliptic curve
itself, Eq. (4). Consequent values that are used for authentications and confirmations are
chosen from the values in the agreed elliptic curve field.

Every FRTmember chooses its private key, say κ such that κ ε Ē, different from other
members secret parameter. They calculate the scalar product of their secret parameters
and the field generator, e.g., κ.G, and broadcast the scalar product to others as their
public keys. Once the necessary verification parameters have been set, they can be
used to reliably verify other members identities. The security of ECDHKE relies on the
hardness of the elliptic curve discrete logarithm problem.

Figure 4 is used to illustrate the initial registration process and consequent verifica-
tion process among the FRT members as is used for the session protection mechanism
proposed for the framework.

https://doi.org/10.1007/978-3-030-95630-1_4
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Process of Users Registration 

(A) Registration process among the FRT members 

A1 B1 

(B) Verification process among the FRT members

Fig. 4. The registration and verification process for session protection amongFRTMembers using
evidence of past transactions, EPT.

4.4 The Dynamic User Validation Scheme with Evidence of Past Transactions

The process in Fig. 4 as used for registration and verification is the same for every pair
of the FRT members. In Fig. 4A, the dynamic user validation scheme introduced by this
research called evidence of past transactions, EPT, is created in block A1 by member
A. Member A is the client registering with member B as the server for the transaction.
Member B creates its EPT in blocks B1 Both users confirmed that the EPT sent was
received on the other end correctly by comparing it with what was sent back to them.
The EPT is used for validation in Fig. 4B. Member A wants to start a transaction with
Member B but B needs to confirm that A is the known owner of its identity. B creates
the hash of one of the q-crypt tokens it shared with A during registration and send a part
of the hash to A as a challenge.

https://doi.org/10.1007/978-3-030-95630-1_4
https://doi.org/10.1007/978-3-030-95630-1_4
https://doi.org/10.1007/978-3-030-95630-1_4
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A ensures that no other token in q-crypt except the chosen token has a matching
characters sequence like the one it is sending. A will find the token in q-crypt that has a
hash that contains a similar characters arrangement as part of it. It will send the full hash
back to B. Member B will confirm the full hash sent by A with the hash of the token it
chose earlier to validate A and continue the transaction or abort the transaction if A sent
the wrong token digest. After validation is concluded, member B use the challenge token
together with its public key to create a session key as shown in Fig. 4 which member
A confirms and accept to continue the transaction. If it was A that want to confirm B
it will use a token from P-crypt and a similar process will be run. All used tokens are
deleted from the list as soon as it is used so that it is never used twice. The tokens were
never transmitted in open text neither at establishing nor confirmation stages. The EPT
tokens, P-crypt and q-crypt, can contain any number of token numbers as agreed by the
parties. The EPT creator determines its validity period and a new one is created each
time the registration is renewed. Multiple EPTs for different sessions can be available
with a user at a particular time fromwhich the authenticating user can choose anyone for
the challenge. It is dynamic because a token in EPT is chosen at random as a challenge
to validate the user. The EPT tokens are changed periodically synchronously on both
users ends based on creation and expiration timestamps attached to the tokens.

Another EPT can be used for revalidation during a session when necessary. The
security of EPT is implemented by sending a part of the characters of the hash of the
chosen token. There could be a digest of another message that the attacker may be able
to generate which may contain the same character arrangement in its hash but the full
hash will not be the same in the absence of digest collision. Using tokens from EPT
of earlier transactions may expose a session hijack attack or a Sybil node that may be
using spoofed identity [33]. Although EPT may not prevent compromising a member of
FRT, CIV mechanisms will detect abnormal activities from the compromised member
and trigger an alert as indicated in Fig. 3b.

4.5 Automation of Potential Digital Evidence Capturing with AI

Artificial intelligence is the simulation of human intelligence behaviour in computers.
It is based on the system’s experience of specific tasks that are related to information
processing andmobility of intelligent systems [34]. Natural Language Processing (NLP)
is a subset of AI that is used to process human-understandable language in computers.
There are different applications developed for natural language processing like Natural
LanguageToolkit (NLTK) in python, SpaCy,BERT,Keras, andTensorflow.Tensorflow is
selected for this project because of its wide supports, being an open-source free software.
Tensorflow was initially developed by Google before it was released to the open-source
community. A large training dataset is available in the Tensorflow blog database through
crowdsourcing for training Tensorflow. The AI can be trained with an aggression texts
dataset from the Tensorflow blog database or other types of cyberbullying datasets as
may be required. The AI will then be able to extract the PDE based on the type of data
used to train it.

https://doi.org/10.1007/978-3-030-95630-1_4
https://doi.org/10.1007/978-3-030-95630-1_3


150 O. W. Salami et al.

5 Conclusion

This work proposes a conceptual intelligent framework for mitigating the problems with
provenance and the trust of stakeholders in the chain-of-custody of proactively collected
PDE. The solution employs elliptic curve cryptography enhanced security model for
creating a user authentication model for members of the forensic readiness team, and a
CIV mechanism for ensuring the integrity and forensic soundness of the extracted PDE
in a blockchain distributed ledger. The user authentication model will prevent insider
attacks and intrusion into FRT. The CIVmechanism will prevent malicious modification
of PDE. The artificial intelligence machine determines the forensic relevance of the user
transaction data. Thus, the incidence response investigation time can be highly improved
by this solution by assisting the investigator to quickly identify relevant evidential data.

The prototype of this conceptual framework will be developed and tested in a stan-
dard testbench. the result of the practical test of the framework will be explained with
quantitative data in our next report.
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Abstract. There is a global exponential increase in the number of con-
nected devices, which leads to an increase in the vulnerabilities of IoT
devices. Most IoT devices receive their data from an external environ-
ment. It can be any sensor data, but sometimes this data is sent into the
cloud without any encryption due to the limited space in IoT devices.
This paper aims to tackle this issue by using stateful inspection of the
data and determining its authenticity with the help of the previous val-
ues received by the gateway and removing devices which do not satisfy
the stateful inspection.

Keywords: IoT devices · State based system · Tamper prevention ·
Security

1 Introduction

Internet of Things (IoT) refers to a network of billions of physical devices con-
nected by the internet for exchange of data. By the end of 2018, approximately 22
billion IoT connected devices existed across the globe. This exhibits the sophis-
tication of technology growth in the consumer electronics industry. Further it is
predicted that by 2025 there will be over 38 billion interconnected IoT devices
around the world [1]. With the global exponential increase in the number of con-
nected devices, the vulnerability of these IoT devices to malware and hacking
also skyrockets. Current trends [2] depict that the annual total damage caused
by cybercrime in IoT will reach $6 trillion by the end of 2021. This led to com-
panies spending over $3 Billion for IoT security. Between 2017 and 2018, an
instance of 600% sharp increase in IoT device cyber crime attacks.

In the industrial IoT sector it is seen that 3 in every 4 companies predict
an ICS (Industrial Control System) security attack will happen to them. It is
also seen that only 10% of organizations are confident in being protected against
c© Springer Nature Switzerland AG 2022
S. Misra et al. (Eds.): ICIIA 2021, CCIS 1547, pp. 153–164, 2022.
https://doi.org/10.1007/978-3-030-95630-1_11
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IoT-related cybercrime. One of the major concerns is the data integrity risks of
IoT security in healthcare. Most IoT devices receive their data from an external
environment. It can be any sensor data, but sometimes this data is sent into the
cloud without any encryption due to the limited space in IoT devices. As a result,
this allows the hacker to gain access to IoT devices and send false data to the
device tainting all the data it has collected. For example, any medical controlled
IoT device can send false signals and lead to actions that may damage the health
of the patient [3].

Observing the above gaps in security this system aims to tackle the issue of
data integrity of IoT devices. This covers a broad spectrum of issues like fraudu-
lent devices entering an IoT network, receiving compromised data from tampered
devices or hijacked devices and so on. The main novel idea proposed here is to
blacklist devices that attempt to inject fraudulent data via a rogue node masking
it’s device ID. The proposed stateful inspection plays a major role in the black-
listing of rogue devices by incorporating the device’s previously sent data into
the hash. This paper also focuses on checking if the function is synchronised with
the gateway at the device level. The problem of fraudulent devices is addressed
by introducing a biometric authentication layer before allowing devices into the
network.

The rest of this paper is organized as follows: Sect. 2 provides a literature
survey of previous related works and how they influenced this paper’s research.
Section 3 discusses application level security in IoT devices and it’s current
trends. In Sect. 4 we present the proposed idea of using stateful inspection to
provide data integrity for IoT devices. Finally Sect. 5 and 6 briefly concludes the
paper and discusses the results of the stateful approach and it’s future work.

2 Literature Survey

With the advancement of technology, finding ways to secure them is an ever
growing field. Security is one of the most pressing issues of modern IoT devices
due to their small computation power. Arlen Baker et al. [4] proposed a first
known strategy to mitigate threats is by maintaining the CIA triad. Here the
integrity component is split into three parts: data integrity, boot process and
AAA (Authentication, Authorization, Accounting). The proposed solution refers
to using HMAC (Hash Message Authentication Code), unique enumeration val-
ues and API for the software. Chain of trust is maintained and integrity is best
maintained if it is checked while booting. Following these policies can provide a
base level to secure various software.

Hasija et al. [5] conducted a survey on various IoT security threats at all the
implementation layers. This study also explored the various security loopholes
and opened up problem statements that are to be worked on. Hash functions
and encryption methods are some of the suggested areas of research. Lightweight
hash functions are integral for IoT devices due to the constrained memory. Seok
et al. [6] stated that comparing the various hash functions is challenging as there
are various characteristics to be considered. Mentions the standard metrics to
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be considered are area, cycles, time, throughput and power. This paper does a
comparative study on various hash functions and concludes that PHOTON hash
has the lowest power consumption and data path size.

Recently many IoT devices implement blockchain technology for device
authentication. Nesa et al. [6] observed the use of merkle trees requires a
lightweight hash function which is collision resistant. The study done with respect
to the hash function concludes that QUARK followed by PHOTON and SPON-
GENT are the most suitable hashes. Mohanta et al. [7] provides a clear picture
of the existing security issues and proposes a merkle tree approach. They provide
message signing and verification algorithms using elliptic curve digital signature
algorithm and a separate key generation algorithm. The blockchain uses SHA-256
and Elliptic Curve Cryptography (ECC) for data integrity and authentication.

Ferrag et al. [8] proposed and implemented various blockchain solutions. This
research work highlights the various domains like healthcare, 5g and smart vehi-
cles. It also highlights various possible attacks and threat models like identity
based attack, manipulation based attack, cryptanalytic based attack and service
based attacks. It also mentions the current research avenues and the current
viable solutions to a few attacks.

With blockchain being the base for new secure IoT devices there are a few
different approaches taken while proposing solutions. Machado et al. [9] pro-
posed that the data integrity verification is specific to the Cyber Physical Sys-
tems (CPS), where it aims to provide an energy efficient and time predictable
data verification for a constrained CPS. It is a very hardware specific approach
that combines the master’s uuid and timestamp to generate a One Time Pass-
word (OTP) to validate devices, gateways and the master key itself. Trust-Space
Time Protocol (TSTP) assures data confidentiality, integrity and authentication
between the devices and the gateways. This approach also uses the concept of
‘split blockchain’, where the architecture is divided into three parts, namely IoT
level, fog level and cloud level.

Continuing on the path of blockchain, Lau et al. [10] defined an authentication
approach via a distributed blockchain model. There are two types of devices in
the system, the normal device and the hardware authenticator which acts as
an access point which is not connected to the internet hence least susceptible
to cyber-attacks. Private key pair is generated by ECDSA, where the public
key is the device ID and the private key is used by the hardware authenticator
and authentication is done by Authenticated Devices Configuration Protocol
(ADCP). When communicating, a device needs an identity proof such as an
authenticated device identifier. A request is sent to another device, the device
identifier is encrypted using the public key of the device and the payload is
encrypted using the device identifier.The payload and the identifier are then
sent to the device to establish a connection.

Hang et al. [11] proposed a blockchain approach security solution at the ser-
vice layer. Used the concept of smart contract to provide a solution for secu-
rity issues regarding authentication. This model uses CONNECT, a theoreti-
cal blockchain architecture for IoT. The IoT blockchain service layer contains
modules that organize common services to provide various features of blockchain
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technologies, including identitymanagement, consensus, andpeer-to-peer commu-
nication. When a new device is authenticated the device owner sends a request to
blockchain and once both endorsers and commiters verify the signature the entry
is made to a ledger. Once the device is authenticated data can now be transmitted
in the network. Execution and use cases are also documented for the given secure
model. Using concepts similar to blockchain Hakiri et al. [12] proposed a solution.
It is based onproof-of-work (PoW), they use an algorithmcalled proof-of-authority
(PoA) which is an algorithm to identify fraudulent IoT devices.

Table 1. The literature review

S. No. Paper name Inference Year Citation

1. Addressing Security and Privacy
Issues of IoT using Blockchain
Technology

Talks about existing security issues and proposes
a merkle tree approach. Message signing and
verification is done using Elliptic Curve Digital
Signature and has a separate key generation
algorithm

2020 [7]

2. Blockchain Technologies for the
Internet of Things: Research Issues
and Challenges

Elucidates the various cyberattacks and the
current research avenues. It also talks about the
applications of blockchain in 5G and healthcare

2019 [8]

3. IoT Data Integrity Verification for
Cyber-Physical Systems Using
Blockchain

This model uses CPS (Cyber Physical Systems)
which provides an energy efficient data
verification system. It uses blockchain concepts
in IoT

2018 [9]

4. Blockchain-Based Authentication in
IoT Networks

This approach uses a distributed blockchain
model. The hardware authenticator is not
connected to the internet hence is less susceptible
to cyber attacks. A private key pair is generated
using ECDSA and the authentication is done
using ADCP (Authenticated Devices
Configuration Protocol)

2018 [10]

5. Design and Implementation of an
Integrated IoT Blockchain Platform
for Sensing Data Integrity

This model uses CONNECT, a theoretical
blockchain architecture for IoT. This approach
provides a security solution at the service layer of
the IoT protocol stack

2019 [11]

6. A Blockchain Architecture for
SDN-enabled Tamper-Resistant IoT
Networks

This model uses a proof-of-authority (PoA)
which is a concept derived from Proof-of-Work
(PoW). This algorithm is used to identify
fraudulent IoT devices

2020 [12]

3 Application Level Security

Just as classical networks have a protocol stack, IoT devices also have a protocol
stack for communication. Each layer in the IoT protocol stack is vulnerable
to attack. It is quite obvious that security measures have to be enhanced in
all layers to give an overall protected connection. The application layer is the
topmost layer of the protocol stack as standardised by the Institute of Electrical
and Electronics Engineers (IEEE) and Internet Engineering Task Force (IETF)
stack (ISO/IEC 7498-1). Thus, it is the most visible layer of the IoT protocol
architecture. Application layer is usually implemented based on the http protocol
and secured using https protocol, but these protocols cannot be implemented in
IoT devices due to constraint in resources [13].
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Since the layer is the closest to user interaction, Gartner security claims
that the application layer currently contains 90% of all security vulnerabilities
[14]. The application layer is said to be the most challenging layer to implement
security features for due to the complexity of attacks and limited resources to
prevent it [15]. Therefore, security at this layer is quite crucial. It is necessary to
innovate new solutions to secure this layer from malicious users even if the device
is physically under the custody of the attacker. Nevertheless, the application
layer has comparatively more flexibility when it comes to adding or modifying
protocols without disrupting existing protocols.

Application layer protocol, Message Queue Telemetry Transport (MQTT)
protocol uses a simple subscription and publish algorithm to transfer data in
the application layer. This protocol was made secure by Key/Ciphertext Policy-
Attribute Based Encryption (KP/CP-ABE) using lightweight elliptical curve
cryptography (SMQTT) [16]. The Constrained Application Protocol (CoAP) is
an application layer protocol for constrained resources in devices. It is capable
of M2M data transfer. Security in this protocol is enhanced by using integration
of Datagram Transport Layer Security (DTLS) over CoAP (Lithe) [17]. The
Extensible Messaging Presence Protocol (XMPP) is used for streaming XML
short messages through a client-server architecture. This protocol, once primar-
ily used in short messaging applications, now has found a place in IoT commu-
nications. Security in XMPP is assured by SASL protocol and TLS (RFC6120)
[18]. Advanced Message Queuing Protocol (AMQP) uses a publisher subscriber
architecture for transfer of data. Since it is an open standard, it can be secured
in multiple ways. Commonly secured using SASL and TLS.

The application layer being the topmost layer in the OSI model has the
advantage of not having to depend on a layer above it for data. Hence, the
protocols can be made relatively easy to implement in this layer. To prolong the
battery life, IoT devices generally contain lesser memory and lower processing
capabilities [19]. Classical application layer network security algorithms can’t
be applied to IoT devices for the same reason. Memory and power constraints
issues must be considered while designing an application layer protocol for IoT
devices. Since the application layer is under the direct access of the user, they
lack the expertise to secure the layer during initial configuration setup. For
instance a weak password setup by the user can cause an easy breach in security.
Considering the pros and cons of application layer security it can be observed
that if at all a new application layer security protocol is to be created, it should be
a lightweight protocol with minimum configurations and less power consuming.

4 Proposed Work

This paper attempts to solve the injection of fraudulent data from a rogue IoT
device by proposing an application level protocol which introduces the concept of
states to validate a device. Before we get this step we need to make sure that only
authorized nodes exist in this network. The first step is to authenticate the new
device that is being added to the existing network of devices. Authentication is
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done using a biometric sensor, the user pre-configures the gateway to only accept
devices that are authenticated by an authorized person’s fingerprint. After the
device is authenticated, the system uses the state of the device to prevent any
physical tampering. A “state” is the information remembered by a system. Here,
the state simply refers to an internal value of the synchronising functions which
provides a response to a validation request. The “change in a state” is linked to
the previous “states” of the device and new values generated by the device thus
leading to a high entropy environment. Using the history of the device states
for security purposes is an indigenous and feasible idea which will be further
explained in subsequent sections.

4.1 Module Split Up

The model consists of three modules, namely the Authentication Module, the
Gateway Module and the Device Module. Initially, the user authentication is set
up at the gateway. The authentication module installed in the gateway serves this
very purpose. After authentication, the device module changes its state based
on the data it sends, while the gateway module consistently synchronises itself
with the state of the device using the data it receives as shown in Fig. 2. With
the states in sync, the gateway module can now check the validity of the device
at any time by simply challenging the device by sending a validation request.

Fig. 1. The authentication module

4.2 Authentication Module

The Authentication Module is installed on the gateway. It uses client-server
technology where the gateway acts as the server and the device as the client.
The user sets up a biometric, like fingerprint, at the device. This has to be done
before setting up the IoT network [20]. The digital signature of their fingerprint
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is recorded and stored in a secure database in the cloud. When the user wants
to add a new device into the network, the device sends the digital signature of
the user’s fingerprint information to the gateway. The authentication module at
the gateway uses this information to verify the device against the secure digital
signature database from the cloud as seen in Fig. 1. This is done to prevent
malicious devices being added by an attacker. Once the device is added into the
network, the Gateway Module and Device Module will prevent it from being
tampered with.

Fig. 2. The gateway module and the device module working

4.3 Device Module

The device is responsible for transmitting collected data to the gateway. The
Device Module uses the data transmitted by the device to ensure security in the
form of a “state”. Before the data is sent, a lightweight hash function preferably
photon [6], is used to hash a fixed length of data packets, say ‘k’ packets. The
resultant hash is sent to the stateful response sub-module as seen in Fig. 2. This
sub-module is the main component that handles the state-based approach. It is
responsible for maintaining the “state” of the device. This module receives the
hash and updates its current state using the same hash and the device’s previous
state. The sub-module, at any given time, computes its state and awaits to be
challenged for validation. When challenged, it uses its current state to modify
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Fig. 3. State diagram for device module

the challenge value and transmits it back to the gateway to verify the device.
Meanwhile, the transmission of collected data that is being sent to the gateway
acts as a parallel process without stopping the sub-module and vice-versa.

Figure 3 shows the state diagram for a new device at the device level. The
initial state is the current state of the network. Once the biometric authentication
is done the network is in the default state where messages are passed. Once ‘k’
packets are passed the state is updated and the system is in the default state. A
challenge is sent at a random time to test if the device has been tampered with
or not (checks the validity of the state). If the device has not been tampered,
then the challenge value will be accepted and normal functioning continues, if
the value is not accepted (because of invalid state)then the device is blacklisted.

Fig. 4. State diagram for gateway module
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4.4 Gateway Module

The gateway is responsible for receiving information from the devices and pro-
cessing it before letting it be used for it’s actual task. The gateway module is
present where the gateway does it’s processing. Here, a queue is present to pre-
vent the loss of data as it is absolutely critical to avoid data loss. Before the
information from the queue is processed the values of a fixed number of packets
‘k’ (as mentioned in Sect. 4.3) is taken and hashed. This hash value is sent to the
verifier sub-module as seen in/cite. The verifier sub-module is the key component
in the Gateway Module as it maintains the predicted state of the devices. With
the incoming hash value and its current state, the verifier sub-module calculates
the state of the device. This is done by using the same function used in the
Device Module. This procedure allows the Device Module and Gateway Module
functions to be synchronised.

Figure 4 shows the state diagram for a new device at the gateway level, it is
similar to the device state diagram but with a few modifications. When a new
device is being added to the network biometrics are verified after connecting to
the cloud database. If the biometric is successfully verified the device is added
to the network otherwise the new device is ignored. The gateway in its default
state monitors the flow of traffic, manages the secure devices and their states.
Once a device sends ‘k’ packets the state is updated, this is also reflected at the
gateway. A list of the blacklisted devices is also sent to the gateway.

4.5 Scenario Using the Framework

Here we elucidate the case in which the given model would work. Once the
authentication of the device is completed and the device enters the network in
it’s default initial state, let this state be ‘A’. The gateway module recognises the
new device and initializes its corresponding state as ‘A’. Then the device begins
to consistently send data to the gateway. For every ‘k’ length of data sent by the
device, the state of the device module is updated. Now, the same data received
in the gateway updates the state of the gateway module which is synchronous
to that of the device module.

Let us assume that both device module and gateway module are in the same
state ‘B’ as seen in Table 3, when the malicious user decided to attack. In this
scenario, the user tries to infiltrate the network with their own rogue device by
masking the device ID to match the ID of the device they are attacking. As the
internal state of the original device module cannot be retrieved, the malicious
user has only two choices to either start with the initial state or to start with a
random state. Let’s assume the rogue node’s state is ‘C’. Because of the state
mismatch the state of the Device Module will not be in sync with the state of
the Gateway Module.

The challenger of the gateway module sends a challenge value ‘3’, now by
the state on their responses given in Table 2, the correct response from the
device should be ‘2’ but since the malicious node is responding in the wrong
state it returns ‘1’. This is detected by the gateway and the node is classified as
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a malicious node and is blacklisted. In this scenario we are working with only
three states. However when implemented the number of states can be increased,
as more the number of states, higher the entropy of the system.

Table 2. Example of sync function where the state changes based on a hash value

STATE A B C

Challenge 3 3 3

Response 3 2 1

Table 3. State changes in the scenario

Events Gateway module Device module Malicious device module

A Default state - -

B New node verification
(verified)

Initial state -

C Default
state-synchronised
Internal state-update
state

Default
state-synchronised
internal state-state
updation

Masks the original
device-not synchronised

D Send challenge Calculate response-send
response

Calculate response-send
response

E Accept/Blacklist Accepted, default state Blacklisted-shutdown

5 Result

The novelty of the proposed model is that it calculates the new state of the
device using values taken from the previous state and the transferred data. The
advantage of doing this is the resulting high entropy of the hash value. This hash
value cannot be pre-calculated as the new state depends on the previous state,
making it in theory, unpredictable. The attackers have no way of figuring out the
previous state unless they keep track of the data from the time the device joined
the network. All these security measures are to happen without affecting the
normal traffic flow. If a device is tampered with it will be labelled as malicious
and will be blacklisted. Usually the gateway has to handle a vast number of
devices. In this model it has to remember each device and its corresponding
state. This may consume a lot of memory, which is the main drawback of this
framework. Calculating the hash may also cause some time delay.

Since most frameworks improve with time and implementation we have sug-
gested a few future modifications to this system. In this model both the verifier
sub-module and the stateful response of the device start in the same state. To
prevent continuous change of state in high traffic environments, a sync token
can be added to the model. Only when the sync token is sent by the device, the
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state update takes place in the verifier function and the stateful response func-
tion based on the previous state and the hash value of the last ‘k’ data packets.
This relieves the computation power at the cost of memory to store the last ‘k’
data packets. Where ‘k’ is a fixed arbitrary number of packets.

6 Conclusion

Our proposed system addresses the data integrity issue of the IoT devices. We
resolve the issue of injection of false data from a rogue IoT device by using state-
ful inspection on the received data. To further enhance the system authentication
of devices using biometric is done to prevent fraudulent devices from entering
the IoT network. As of now it is a proposed framework which can be solidified
with implementation. This system provides data and device integrity with a low
traffic flow. Due to the introduction of hashes the time delay might increase. We
can also identify further drawbacks based on actual tests by simulating in an
IoT environment.
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Abstract. Computer networking is actively moving towards intelligent manage-
ment of corporate networks. AI plays a more and more significant role in corpo-
rate traffic management on Software Defined Networks. The centralized nature
of the SDN management gives potential attackers great chances to compromise
it and subsequently jeopardize the whole network security. The SDN controller
is the center point for connections between the applications and the network,
becomes the potential candidate for network attacks such as man-in-the-middle
or distributed denial of service (DDoS) attacks. In this paper, the SDN infras-
tructure was exposed to various DDoS attacks and then the results of the attack
were analyzed to outline the potential severity of the attacks. In a nutshell, this
paper studies the potential security vulnerabilities of unencrypted communication
in the northbound and southbound channels of SDNs. It was indicated that even
most-recommended security mechanisms such as VLAN traffic segregation may
not protect SDN controllers from being impacted by the attack happening in a
different VLAN on the same private cloud platform.

Keywords: Intelligent networks · Software Defined Networks · Controller ·
Northbound interface · Southbound interface · DDoS · OpenFlow

1 Introduction

Software-Defined Network (SDN) is actively emerging in the industry. In traditional
networking, the hardware and software are used to transfer the data across the switches
and routers. IN contrast to the traditional approach, Software Defined Networking seg-
regates the control plane-where the network is managed and the data plane-where the
traffic is directed through routers and switches [1]. In other words, the intelligent control
mechanisms that manage the network (controllers) are being virtualized and separated
from the network devices that are just moving traffic as per the requirements set by con-
trollers. The controller has software installed to handle and manage the network traffic
that will route through a series of switches and routers of the data center. Virtualizing
the SDN network helps to dynamically perform a segmentation of the traditional net-
works, dedicate a segment of the overall network to a specific application, and apply
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specific security policies to each segment of the network. SDN provides agility because
the intelligent software-based controller can dynamically adapt to multiple use cases.
The significant features of SDN are:

• Microsegmentation to enhance network security: Microsegmentation allows dividing
the network and isolating each segment in such a way that if one of the networks is
under attack, others are safe. Such a feature provides security at a granular level and
gives pricewise control over the network traffic.

• Centralized Control: SDN offers centralized control to the data plane and application
plane. It makes easy network management of the physical and virtual resources from
one centrally controlled location. Network Administrators can centrally manage the
resources as per the security policies and dynamic information about events that are
happening on the network [10].

• Virtualization offering agility: Virtualization allows the developers to control the
allocation of resources at different locations, centrally from the SDN Controller.

• Easy programming of networking devices: In SDN, the northbound interface allows
the connections between the controller and the various applications. The pro-
grammable interface allows developers to build smart applications to control network
traffic. For example, AI-based methods are actively used on the application layer of
SDNs to suppress malicious traffic that intelligent methods recognize as abnormal.
Such smart programmable applications are very different from the traditional net-
works where the devices are programmed with vendor-specific configurations and
protocols [2].

• Less deployment and operational cost: In SDN, switches, routers, and other net-
working devices are centrally controlled and managed, reducing the overall setup,
maintenance, and operational cost.

• SDN cloud abstraction: Flexibility of SDN platforms allow networking management
in large data centers from a single point and have better coordination between various
platforms [2]. Applications and controllers can be virtualized in an SDN environ-
ment which makes them a perfect fit for cloud-based deployments. SDN allows a
greater level of automation in the cloud, improving configuration, provisioning, and
management.

The layout of an SDN infrastructure is conducive to innovation. Apart from SDN
Controllers’ various benefits such as flexible traffic engineering, and dynamic configu-
ration, the centralized nature of the SDN architecture makes these systems vulnerable
to various attacks. This paper explores various ways in which an SDN controller can be
exploited using Distributed Denial of Service (DDoS) attacks. The main contribution of
the paper: shows that simple and commonly recommended measures such as traffic iso-
lation may not work well in virtual environments and traffic storms in virtually separate
networks may lead to denial of service in SDN-based networks. The paper suggests that
additional levels of isolation are required to achieve a reasonable level of security in the
public cloud environment.
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2 Background and Related Work

This section reviews SDN architecture and security issues related to SDN infrastructure.
It further provide details on previous research on DDoS attacks on SDN and protective
mechanisms recommended by SDNvensors and researchers. The section shows the need
for additional studies for DDoS in cloud implementations of DDoS.

2.1 SDN Architecture

SDN segregates the data plane and the centralized control plane for running multiple
types of applications. In a standard architecture, SDN is divided among three different
planes: Application Plane, Control Plane, and Data Plane, as shown in Fig. 1 below.
All the layers are separated and isolated in this architecture, but they interact using the
northbound and southbound interface. SDN components include:

• Data Plane: The data plane of the Software-Defined Network is also referred to as
the Forwarding Plane. It includes network devices such as routers, bridges, switches,
etc., which are programmable and managed by the SDN Controllers [3]. Instead of
working as a vendor-specific routing device, the software-based devices process and
forward the data traffic as per the OpenFlow controller’s instructions.

• Control Plane: The control plane is the processor of commands in the SDN archi-
tecture. Control Plane controls the data plane by providing an abstraction layer that
allows intelligent applications to dynamically manage the network traffic. It man-
ages the flow in the networking devices through Southbound Interface while getting
decisions on traffic flow from the Northbound Interface (NI) and supplying relevant
information to the applications via the same NI [3]. All the functionality of the control
plane is software-based, which allows dynamic configuration and easy management.
For example, a network administrator can update flow table entries of data packets
through the centralized application without making any changes at the individual
switches. The administrator can also prioritize or block certain data packets. Control
Plane typically offers various networking services such as statistics gathering, routing
module, device management [3], firewall management, etc.

• Application Plane: Application Plane provides intelligent management of the traf-
fic by getting relevant information about traffic from the controller, analyzing it and
releasing decisions on the permissions and traffic routes back to the controller. For
example, Machine Learning (ML) based intrusion detection system on the application
plane may spot malicious traffic and suppress it by giving a relevant command to the
controller via NI [4]. Essentially applications control, manage, manipulate, and set the
policies for underlying physical and virtual network devices. Additionally, it consists
of applications utilizing the network services such as Network Security, Access Con-
trol Management, Load Balancing, Quality of Service, Traffic Engineering, intrusion
detection systems, virtualization services [4], etc.

• Northbound Interface: Northbound APIs are the upper part of the SDN and commu-
nicate between the controller and the application layer components [5]. It allows the
network provider to utilize the interface to build the SDN or regain information using
relevant applications [6]. Northbound API also allows an easy interaction of the SDN
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Fig. 1. SDN architecture and potential location of the attackers on the interfaces

Controller with the firewalls, load balancers, software-defined security services, and
cloud devices.

• Southbound Interface (SI): SouthboundAPIs are anOpenFlow (or others such asCisco
OpFlex, CLI) protocol specification used to communicate between the controllers and
data plane devices [5]. Open-Flow is the standard Southbound interface that creates
a secure channel between the Open Flow Controller and Open Flow Switch [7]. It
is a Southbound API that can be more responsive to real-time traffic demands and
allows network administrators to remove or add the network devices’ routing table
entry [5]. The SI’s main challenge arises from vendor-specific network devices [3],
that are being managed by and standardized southbound API interface.

• East/Westbound Interface: East/West-bound Interface is used to communicate among
the distributed SDN Controllers. It also monitors to ensure that the controllers are up
and working.

2.2 Security Issues Related to SDN

Being the network’s processing unit, the SDN controller enables the connection between
the applications and network devices and decides the flow and control of packets across
the data plane. Therefore, it becomes a potential candidate for an attack that can make
a severe impact on the network. There are many vulnerabilities in the SDN controllers,
such as weak encryption, information disclosure, weak authentication, etc. [12], which
leads to various attacks, including DoS, Spoofing, Tampering, Elevation of Privileges,
DDoS, IP address forgery to get trust from switches on the back plane [13, 14], config
file injections [15], SQL Injection Attack into controller’s database [16], etc. Forwarding
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Device Attack: In this attack, the malicious entity generates excess traffic from the data
plane devices such as switches to overwhelm the controller [17, 24]. This can affect the
communication between the southbound, northbound interface, and the processes.

Information Disclosure and Tampering: SDN Controllers have the possibility of
information disclosure due to the unencrypted channel between the controller and appli-
cations in the northbound interface [15]. It may be configured to use HTTP instead of
HTTPS for the interactions. Moreover, the southbound interface communication can
also use unencrypted channels [15].

Man in the middle attack (MitM): Most controllers are vulnerable to the tampering
of the data due to the unsecured flow of data packets between the controller and the
northbound applications [18, 19].

Spoofing: In SDN Controllers, spoofing is likely to happen because of the absence
of an authentication mechanism in both the northbound and southbound interface [15].
An attacker with a spoofed MAC address similar to the real machine can alter the
configuration and attack the network [15]. Additionally, a controller can accept a packet
from a switch without performing authentication on it.

2.3 DoS/DDoS Attacks on the Controllers and Their Protection

DOS/DDOS attacks are the most challenging threats to any organization’s network.
Attackers attempt this type of attack in multiple ways to make the network services
unavailable by choking links, overwhelming servers, and flooding the buffer of network
devices with illegitimate traffic.

The following DDoS attacks are known in an SDN environment:

1. Flooding Packet-in message: Packet-in messages are used by the virtual switch to
get the new packet controller’s flow rule. The attacker floods the multiple packets
to switch with a spoofed IP address, which forces the switch to send the flow rule
request in bulk andmakes the controller busy to entertain the fake flow requests [11].

2. Saturating Controller: The Controller creates a queue to cater to the multiple flow
request, but an attacker generates numerous fake packets, which results in degrading
the controller performance by utilizing the controller resources [12].

3. Southbound API’s Congestion: Virtual switch always sends some part of the
packet alongwith packet-inmessages to a controller for the new rule. Once the switch
buffer gets full, it sends the entire packet with a packet-in message to the controller
via southbound API [13]. This attack makes the southbound interface unavailable,
which breaks the connection between the controller and data plane devices.

Protection Mechanisms on the Northbound Interface
The SDN controller combines with the application plane to form a Northbound Interface
(NI) to enable the interaction of applications with the controller and data plane devices.
However, Northbound APIs are vulnerable to malicious intrusion due to the connectivity
to the application plane. The architecture of Northbound APIs could be created using
a variety of different technologies and programming languages. The vulnerability of
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such programming languages will be carried forward and acts as a potential for mali-
cious activity on the controller. In other cases, an attacker might create their policies by
exploiting a vulnerability of ni api and gaining control of the sdn environment.

Some of the suggested protection mechanisms against DoS/DDoS attacks that can
be implemented on the NI of the SDN are as follows:

• Entropy: An SDN controller can control the entropy and bandwidth of each packet
passing through it [20]. The author suggests using entropy to evaluate traffic and
enforce mitigation strategies by filtering out malicious users.

• OAuth: It is used as an authentication framework in the SDN controller northbound
interface utilizing the tokens and the authorization [21]. An authentication server is a
mechanism where the API key and secret are exchanged for an access token, and the
user is not involved in the authentication process.

• The third-party installation: Tools such as iftop are used to evaluate the incoming
data packets’ bandwidth with the conditions of a DDoS attack [22] Hence, using
these kinds of third-party tools restricts network access to the network, preventing an
intruder from gaining access to the server.

• Cryptographic Certificates: In this case, the controller requires a legitimate server
certificate called the database certificate [23]. The controller is signing a certificate,
and the certificate authority (CA) verifies the signature, which ultimately enhances
the integrity and prevents the DDoS attack but typically comes with the cost of slower
communication.

• DDoS management using Rate Limiting, Event Filtering, Packet Dropping, Rule
Timeout adjustment, etc. [19].

• Defense4All: In ODL, the Defense4All mechanism can remove the threat of denial
of service in the controller [15]. It secures the northbound, southbound processes and
data from the network attacks.

Protection Mechanism on the Southbound Interface
Southbound Interface (SI) ensures how the data plane should exchange information with
the SDN controller to adjust the network. The OpenFlow needs the channel between
controllers and switches to be secured using Transport Layer Security (TLS). In SDN,
the SI is necessary to get the control plane’s instruction to forward the data plane devices’
packets. However, the attacker could exploit Southbound APIs’ vulnerabilities or data
plane devices to attack and make it unavailable. Also, the switch buffer could be flooded
by fake traffic generated by an attacker to saturate the buffer memory and flood the
controller from the SI [13]. This attack may ultimately cripple the SI and make the entire
environment inoperational.

The security solutions thatmayhelp tomitigateDDoSattacks in theSDNarchitecture
from the SI are as follows:

• AVANT-GUARD: It is an SDN key solution against DoS attacks in the framework
where the attacker uses a spoofed IP address [18]. It defends against the saturation
of controller and communication overhead in the Southbound interface. It solves the
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issues by limiting the interaction between the data plane and control plane with the
connection migration module’s help.

• Authors in [19] also address the communication overhead in a SI by implementing a
3-phase solution called state sec. This solution is implemented on the switch is used
to detect and mitigate the DOS/DDOS attacks. Those three steps are as follows:

– Monitoring: In this step, the switch uses stateful programming to monitor the traffic
based on the port number and IP address of both source and destination.

– Detection: In this step, traffic is being analyzed to differentiate between fake and
legitimate traffic by detecting anomalies with an entropy-based algorithm.

– Mitigation: Rate-limiting is being used to mitigate the attack after detecting the
anomaly in the traffic.

The SDN is always the key target for the attackers because it is the primary point
for decisions in a network and a primary point of failure. The above sections clearly
state the vulnerabilities that are coming along with the unlimited benefits of SDN. SDN
is beneficial in removing multiple layers of a firewall with just one layer but, on the
other hand, also exposes layers of the susceptible network to attack. To provide a rea-
sonable protection level that would meet the risk appetite of an enterprise, reducing the
exposures by hardening the controllers and protocols will be a short-lived solution, but
understanding the vulnerabilities and applying several appropriate security layers will
reduce most of the attacks.

Additionally, it is essential for the SDN controller’s security to fend off malicious
attacks and unintentional changes. Therefore, this practical research will contribute to
the existing knowledge base around the technology and improve SDNcontroller security.
This improvement would encourage more extensive use of the technology in cloud com-
puting,wide area networks,mobile andwireless technologies. Specifically, the research’s
security recommendations will help the organizations securely manage the controllers
and quickly respond to evolving business requirements.

3 Experimental Setup

3.1 Methodology

This research emphasizes the experimental and studies analysis of the vulnerabilities
of SDN controllers. While conducting the analysis, the existing SDN Controllers’ vul-
nerabilities have been exploited to implement the Distributed Denial-of-Service attack
successfully. The exploitation of these vulnerabilities helped to measure the impact of
the attack on an SDN controller with the various protections on communication chan-
nels such as VPN, VLAN and application layer encryption. Further to that, the perfor-
mance of the SDN Controller under the DDoS attack has been analyzed. The following
methodology has been followed:

Step 1: After analyzing various available resources related to SDN vulnerabilities, a
testbed is created for performing the experimental research. It consists of multiple virtual
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machines based on the Ubuntu OS platform having an ODL controller (https://docs.ope
ndaylight.org/en/latest/downloads.html), mininet (http://mininet.org/download/), and
two attackers in action. Rapid Access Cloud (https://rac-portal.cybera.ca) public cloud
service was used to host all the machines in an isolated manner.

Step 2: Communication protection mechanisms that are typically recommended to
secure the SDN environment have been implemented. HTTPS security was implemented
as application layer encryption to protect NI communications. Additionally, the VLAN
and VPN are also implemented to add an advanced security layer to the infrastructure.

Step 3: ODL controller was bombarded with excessive traffic under different setups
with the intent to derail the communications on both SI and NI. cbench and Apache
benchmarking tools have been used to measure the effectiveness of DDoS attacks.

3.2 Experiment

In this research, DDoS attacks have been performed on the OpenDayLight (ODL) con-
troller using standard DDoS testing tools such as hping3, LOIC & Scapy Script Attack.
Further to that, the cbench load generator has been used to generate traffic across the
victims and the attackers. Usually, numerous hosts and massive topology is required to
launch the DoS attack on the victim. As a controller, OpenFlow-based ODL has been
used due to its programmability and adaptive features.

Step 1: Implementing Security at ODL
In SDN architecture, the controller is the central unit that manages the entire operations
in a software-defined network. The controller consists of several northbound and South-
bound API to manage the network, so implementing security to the controller is at most
priority.

• The oneway to secure the controller is by securing access to it. In our test environment,
HTTPS has been implemented in the ODL controller using Java Keystore to ensure
secure access to the API’s and controller. Java Keystore is a container of security
certificates that can be used for encryption and authentication over HTTPS.

• Network segmentation in the ODL network also enhances security by limiting the
attacks like DDoS to one network without affecting the other. One of the ways to
achieve network segmentation is through a virtual local area network (VLAN). VLAN
allows a network admin to put a host in multiple broadcast domains which restricts
the host from different broadcast domains to communicate with each other. In this
ODL controller, python code is created using Southbound API like Netconf, mininet
to create VLAN on switches and control them by the ODL controller. After the instal-
lation, 6 hosts were configured in the two different VLANs, and connectivity was
tested. The test results showed that the host h1, h3 and h5 of VLAN 200 are not able
to reach the host h2, h4 and h6 of VLAN 300. Hosts of VLAN 200 and 300 were not
able to pass traffic between each other (ping) as Fig. 2 shows.

https://docs.opendaylight.org/en/latest/downloads.html
http://mininet.org/download/
https://rac-portal.cybera.ca
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Fig. 2. Ping response from the host in different VLAN.

Later, an attack was initiated in the first VLAN network to test whether it has any
effect on another VLAN network.

Step 2: Attacking Procedures
Flood: hping3 is a penetration tool that has been used to create TCP SYN floods on the
ODL web server [8]. The overall architecture used in the flood is presented in Fig. 3.
In this attack, cbench has created some fake switches that can send fake IP packets
to the target controller IP address. It is a benchmarking tool designed to estimate the
performance of OpenFlow SDN controllers. Simultaneously, the hping3 command has
been used from the attacker machine to bombard the TCP packet’s target controller. This
tool helps to simulate a DDoS attack on the ODL Controller by affecting the bandwidth
and increasing the response time.

LOIC Attack: Low Orbit Ion Cannon (LOIC) was another penetration tool used for
network stress testing andDDoS attacks using UDP flood andHTTP request GETs [9] to
have an impact on the channel that used application layer encryption. AttackDescription:
Attack simulation has been launched by sending a continuous stream of GET requests
to the targeted server. LOIC builds connections to the targeted server and then bombards
the server with requests until the server becomes overwhelmed and cannot respond to
legitimate requests [9] (Fig. 4).

Fig. 3. Network Topology for SYN flood attack using hping3



174 P. Kaur et al.

Fig. 4. Network Topology for LOIC attack

Scapy script attack: Scapy [10] has been used to construct a UDPflood of fragmented
packets to test SDN’s resistance to IP fragmentation attacks.

Step 3: Results
After generating the floods, Apache benchmarking tool was used to measure the per-
formance of ODL with a workload of 16–20 switches. To calculate the performance,
measurements were taken before and after every attack (TCP, UDP, HTTP) as shown in
the graphs.
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Fig. 5. Workload of 16 switches

An SSL encryption was implemented on the ODL and the Apache benchmark was
used to measure the performance before the attack and under attack. As shown in
Fig. 5(a), it took approximately 18 ms to complete 50% of requests and approximately
60 ms to complete all 100% of the requests. The next step was to attack the ODL with
TCP, UDP, and HTTP requests using the LOIC attack tool, as illustrated in Fig. 5(b). It
can be seen in Fig. 5, that the increase was about 20 times to process 50% and 100% of
the requests under the attack. Although, SSL guarantees confidentially of the commu-
nication, it still leaves the communication channel highly susceptible to DDoS floods.
Figure 6 indicated very similar results for workload with 20 switches before and after
the attack. It can be seen that even with isolated traffic the DDoS has a drastic impact
on the communication channel.
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Fig. 6. Workload of 20 switches

Vendors recommend numerous DDoS defense mechanisms for the SDN environ-
ment. Dumping suspicious packets, restricting ports, and rerouting traffic are all fre-
quently used control measures in SDN. There are more controls like changing the IP
and MAC Address implementing VPN and VLAN for secure communication. While
for quick solutions mechanisms such as dumping packets or restricting ports may work
because of their simplicity and low cost, more advanced mechanisms such as network
isolation and traffic segmentation are being recommended asmore sustainable and appli-
cable in the public cloud environment. In modern data centers, they are various applica-
tionswith different requirements for networks and services. Specific critical applications,
for example, have stringent uptime and availability requirements. As in the case of these
applications, rapid detection and suppression of an attack are critical. Some applications
have very strict uptime requirements and even short interruptions may have a severe
impact on the systems. The existence of diverse applications requiring customizable
solutions that respond to attack threats all come together to make it a requirement for
a large-scale data center to include many applications and an array of varying levels of
security sensitivity. DDoS attacks in a segmented network: VLANs were implemented
to limit traffic between segments to isolate potential attackers. The concept was imple-
mented with virtual switches in an SDN network to test the performance and security
of the controller by attacking the host on one VLAN and monitoring the impact on the
traffic in another VLAN. The test environment is created in mininet and the topology
used is shown in Fig. 7.

As shown in Fig. 7, multiple hosts were placed in VLAN 200 and 300. The ping
response and packet drops between the hosts of VLAN 200 have also been tested before
initiating the attack in VLAN 300. In the results, good ping response and no packet drops
between the hosts of VLAN 200 can be seen in Fig. 8.

After successful ping results and latency tests between the hosts in VLAN 200, a
DDoS attack was initiated in VLAN 300 by making H2 as a victim and H4 and H6 as
the attackers. hping3 utility was used in hosts H4 and H6 to generate massive traffic
with a random source IP address, which started sending large packets towards the H2.
Due to no existing flows in the switch, the packets were forwarded to the controller by
the switch to get the flows for forwarding the packets destined towards H2. Attack was
underway and the reachability of hosts in VLAN 200 was checked and packet loss with
high latency was clearly present: Fig. 9.
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Fig. 7. VLAN attack topology

Fig. 8. Low latency and no packet loss between H1 and H5 (before attack)

Fig. 9. High latency and packet loss between H1 and H5 (after attack)

Before and under attack tests of the network are shown in Fig. 10. The results clearly
indicated a high impact of the attack in VLAN 300 on the reachability of hosts in VLAN
200. The final test of pingall showed the significant packet loss in the SDN environment
with the host deployed in multiple VLANs. The same VLAN hosts can ping each other.
The same can be seen in Fig. 10.

The results of this experiment proved that the DDoS attack in one VLAN impacted
the services of other VLAN. VLAN was created to segment the traffic with no inter-
VLAN communication. However, huge traffic generated through DDoS attacks in one
VLANexhausted the resources of the virtual platformand controller,which subsequently
delayed the response of legitimate traffic from other VLANs and resulted in DoS for the
isolated VLAN.
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Fig. 10. Results of the attack. (a): Before the attack (same VLAN hosts successfully ping each
other). (b): After the attack (Packet loss between all VLAN hosts).

4 Conclusion

In this paper, experimental evaluation has been performed to measure the throughput
and latency of the traffic in the SDN environment under various DDoS attacks. This
experiment was conducted in two modules, without any security implementation on the
communication channel and with security implementation placed at the communication
channels on the north- and south-bound interfaces. In both cases, multiple switches were
simulated on the data plane to stress-test the controller.

The results of the experiment showed that implementing a security layer at the
communication layer and adding a VLAN between the controller and the data plane was
able to provide confidentiality but did not reduce the susceptibility of the infrastructure
to the DDoS floods. It was demonstrated by conducting various DDoS attacks such
as TCP floods, UDP, and HTTP floods in a controlled environment. These floods at
different paces overwhelmed the controller and impacted the processing of the requests
at a greater rate. However, the controller with the secure communication layer performed
better with higher throughput and lower latency as compared to the controller without
it.

Overall, OpenDayLight Controller with default settings showed a lower throughput
and higher latency when under a DDoS attack. Even when VLANs were implemented
to separate traffic the attack from a cloud neighbour still had an impact on the SDN con-
troller as virtual networks use RAM for the link-layer delivery on the cloud hypervisor.
The research may be extended to focus on advanced security mechanisms for the SDN
controller which can prevent DDoS attacks to a greater extent.
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Abstract. Active use of geolocation tracking inAI-enabled applications demands
to have an understandable and robust privacy policy implemented along with these
services.Many alreadydeployedpoliciesmay lack important statements to achieve
this robustness, and some are too cumbersome for the end users to understand. A
privacy policy template has been proposed in this research which is intelligible
to the privacy policy developers and end-users. It includes all typical information
which a policy should have. Based on this template, two sample privacy policies
also have been proposed. The aimof presented projectwas to help developersmake
policies that will protect the organization from potential liabilities and help users
understand how their data are being collected, stored, and processed in simpler
words.

Keywords: Privacy policy · Policy template · Geolocation tracking · Location
based services · Intelligent services · AI-enabled services

1 Introduction

Due to the extensive use of GPS (Global Positioning System),Wi-Fi (Wireless-Fidelity),
wireless cellular networks, and IP location identificationmethods, a broad variety of arti-
ficial intelligent (AI) tools tomonitor user location are available tomobile appdevelopers.
Customizing information and services to consumers in specific locations, performing
location aware banking transactions, utilizing the capability to intelligently synchronize
devices via various cloud services are the examples of such services [1].

Marketers, merchants, government bodies, law enforcement, attorneys, and unfortu-
nately, criminals are all interested in using location technology to tailor a user experience.
One of the latest examples of extensive use of intelligent geo location services was mas-
sive deployment of contact tracing applications by various health authorities in order to
contain the spread of COVID-19. Other uses for geolocation data include localization
of provided content, targeted advertising, access enforcement, e-discovery in favor of
lawsuits and regulatory enforcement, geographic delivery restrictions, fraudulent detec-
tion and prevention, network traffic analysis, and real-time incident management via
geolocation improvement of logs as well as other IT information. Expanding these tech-
niques and related demand calls for increasing issue of the sensitivity of the data linked
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with them, which is frequently private and/or sensitive. To be able to utilize geolocation
technologies properly, it is necessary to be extremely conscious of concerns connected to
security and privacy [1]. It is a well-known fact that despite their significant advantages,
these services may potentially endanger users, service providers, and those who rely
on the data collected by the service providers. Many individuals and businesses have
adopted this technology due to the potential benefits, resulting in increased data and
personal privacy risks [1].

The privacy of such sensitive information as geo-location of an individual is a major
concern, and it needs to be protected so that the data does not get exposed. Geolocation
refers to an individual’s private space and location. It is used for identifying the place or
the area where the individual resides and can be useful in tracking the whereabouts of
an individual [2].

These Location Based Services (LBS) play a significant role for providing the
geolocation-based information. There are many technologies that are used for LBS:

• Tracking via GPS – the technology uses an array of satellites build for the purpose
of providing positioning signals across the planet. The receiving device compares the
signal delays and can triangulate its own location.

• AGPS – Assisted GPS works as GPS but also collects the location information from
nearby cell towers and enhances the performance of standard GPS.

• RFID – The RFID scanner has a static location. When the scanner is turned on, it may
record the access and tag its position. This is used to determine where the device that
is accessing the scanner is located.

• Wi-Fi access points/IP address – This technology widely adopted by Android- and
IOS-based mobile devices is using the fact that urban locations can be determined by
unique sets of Wi-Fi access points that are available in that specific location.

The fact that AI-based geo-location technologies are readily available for developers,
supports easy deployment andwidespread use of such technologies.On another end some
of the organizations that deploy LBS and geolocation tracking may take a fast-and-loose
approach to privacy and subsequently fail to provide adequate policies to protect users.
There are many common issues these privacy policies have [3]:

• Overuse of Legalese language. A language which only some technical professionals
and lawyers understand.

• Poor compliancewith relevant legislations. For example, organization needs to comply
with 3 different legislations if they collect data fromEuropean residents, have amarket
for children and sell goods with California. The fact that typically mobile applications
are beingmade for global market adds evenmore complexity to the compliance aspect
of the problem.

• Missing important clauses. Good privacy policy should represent all the ways orga-
nization collects, stores, and uses the data. It should also include what happens with
data if the organization’s business is sold or organization dissolves. Failure to include
this information leaves the policy incomplete.

• Lack of information on how to contact the organization in case of privacy concerns.
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To resolve these issues, a template has been proposed in this research. This template
will help organizations to comply with relevant privacy laws, protect themselves from
potential liabilities, includes most of the relevant important clauses, and is intelligible
to an end user.

The rest of the paper is organized as follows: Relatedworks section outlinesworkings
of IP geolocation tracking, and privacy related issues associated with them. It further
discusses how a good privacy policy can help mitigate the issues. The Template develop-
ment section explains research and development process and address the issues involved
in Geolocation tracking. It also defines the data collection methods and provides details
on findings. The Template section of the research provides structure and detailed policies
needed to resolve issues present in current policies regards to IP geolocation tracking.
Application 1 & 2 subsections outline sample policies for two applications that use
geo-location. The conclusion part summarizes achievement of research objectives.

2 Related Works

Privacy related risks have been escalated exponentially in this era of digitalization.
Maintaining the Confidentiality, Integrity, and Availability of user information can be
facilitated by placing privacy rules at the top of priorities for an organization that deploys
geo-location services. The privacy of the data must become a paramount concern for
any organization, and hence it must be properly protected so that the data does not get
revealed [4].

Privacy of an individual’s location refers as Geolocation privacy is utilized for iden-
tifying the place where the individual is currently located or historical information about
user locations. Geolocation makes use of a variety of technologies mentioned in the
previous section of the paper. Moreover, most of the consumer mobile devices use more
than one of such technologies in order to get more precise information or get it with use
of less resources or both. To add to the complexity of the technologies used, AI is being
actively used to fill the gaps in the tracked user locations and, subsequently, may be used
to track a user when she/he does not want to be tracked. Therefore, the AI-enabled user
tracking applications produce inferred data that may not be covered in the policies that
user has agreed to [2].

For example, even though the information can be listed as being utilized for the pur-
pose ofmarketing, inferred information of the potential locationswhere the user has been
maybe used for other purposes. there are many ways in which the data can be misused.
To protect the data related to the privacy and to develop and refine representations of the
location in the IP’s as well as to assure that the Confidentiality, Integrity, Availability
are being properly maintained.

The Concept of Geopriv
Geolocation Privacy was introduced alongwith related standards. To take care of privacy
related issues in geolocation, IETF (Internet Engineering Task Force) developedGeopriv
architecture [5]. According to architecture there are four significant entities involved in
the location tracking:
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• Location Generator: The Location Target collects the location of the end-user, as
well as the location object, determines the location. This information is passed to the
location server [6].

• Location Server: This is a place where the rules are made and applied to location
objects. It receives the publications from the Location Generator as well as the
subscriptions from the local recipients.

• Location Recipient: It receives the notifications of the location object from the
Location Servers.

• Rule Holder: It has the privacy rules that are used for obtaining, sorting, and for the
distribution of the location objects for the targets. Transformation of the rules may be
made from Rule Holder to the Location Server [6].

Even though the Geopriv standard was introduced more than a decade ago, few
researchers indicated that major mobile platforms fail to support it as such support
would require a split of entities mentioned above. As a result, users of the most common
mobile platforms effectively opt-out of having control over their geo-location privacy
when they accept to share the location. Because of this, many users want to remain
anonymous and avoid being identified by providers of LBS when the data specifically
disclose the location of the user [2, 7].

Usually, Apple iPhone Operating System is recognized as a very closed platform.
Not like Android phones, Windows platforms, and BlackBerry phones where, before
installing, an application is needed to declare the necessary application rights for end-
user examination and agreement, iPhone applications can access everything on the phone
by default and the OS gives a warning to users only when its location is accessed by the
application. The end-user options are presented by Android and Windows, while Apple
favors the OS to make the decision on device permission during the installation process
[2, 7].

There are only a fewways to protect geoprivacy when personal data are at stake. One
way is to bring strict and detailed government regulations. The purpose is to ensure the
rights and privacy of an individual are properly safeguarded [8]. Legislation that takes
to protect individual privacy, may obstruct the non-intrusive and socially desirable use
of georeferenced data. Privacy of geolocation can also be protected using the standard
protocol – GeoPriv, which describes how to securely collect and transmit location infor-
mation about a target for LBS at the same time it protects the privacy of the individuals
that are involved.

Other than forced government rules, statistical methods are there, which is known
as statistical masking. A geographical mask is a procedure of changing or hiding the
original location of point.Masking the data set,will specify that onewill be able to protect
the entities which points to the access to data set [2]. These conventional methods do
not seek to protect the individual level and they do not aim to prevent locational or
geographical information from being released or linked to individual attributes [8]. But
users can also refer to the related privacy policy as one of the protective mechanisms to
limit the exposure of their location information.
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The geolocation policies are available for the users to accept and to provide their
details when and where it is required. The policies are used for routing the traffic based
on the location of the users using the applications. The privacy policies are used for
specifying the privacy practices that are followed in an organization which states what
sort of information will be collected and how the information will be used. The policies
are created and defined in terms of the privacy regulations that are created already.

A privacy policy is always needed for any organization that gathers, utilizes, reveals,
and handles a customer or client’s data. A Privacy Policy is a mandatory document that
should be disclosed while dealing with user’s personal information. It is also a great way
to show users that organization can be trusted. It ensures users that organization have
procedures in place to handle entrusted personal information with care. As the review of
whitepapers and research literature revealed, at the time when this project was proposed,
there was no template available for privacy professionals that would be generic enough
to cover a variety of LBS and would be comprehensive to cover most of the privacy
aspects related to location information. The proposed template can help professionals to
develop privacy policies and privacy impact assessments for their services.

3 Template Development

3.1 Structure of the Template

To address the privacy issues related to the use of geolocation monitoring tools, this
project proposes a template to generate security and privacy policies that can be applied
in an organization. To serve this purpose a template of policies has been proposed from
reviewing various existing geolocation monitoring policies and identifying the common
elements amongst them. The policy template has been built with detailed consideration
on compliancewith the lawwith a list of clauses to categorize the policies and integrations
of policies based on the data collected, stored, and used. The template can be used by
security andprivacyprofessionals, at the organizations deploying location-based services
that store or process geolocation information. The proposed structure of the template
includes 15 elements as discussed below.

1. Introduction

• Purpose: The introduction clause gives a brief overview of what the reader will
find in the policy. Key information such as the scope of the policy, laws complied
indicates that organization takes their user’s privacy as a serious matter.

• What to include:

– Briefly explain the purpose of the privacy policy here, including:
– The date of publishing or updating of the privacy policy.
– Summary of what can be found.
– The scope of the policy
– Clearly mentioned laws to which the organization complies.
– Defined keywords or acronyms that are used in the policy.
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2. Description of the organization

• Purpose: This clause details the organization’s mission and business objectives.
It is advisable to provide details on how and whom to contact in case a user has
concerns or questions regarding the policy.

• What to include:

– Identify the organization’s name, its mission, and reason behind collecting
personal information. Identify the person or team behind making the policy
and guide briefly guide on how to contact the organization in case of queries.

3. Types of Data collection

• Purpose:

– Data collection clause makes it clear to a user which type of information the
organization needs to function correctly and permits users to decide whether
they are willing to share that information with the organization.

– This clause can save the organization from potential liabilities as the organi-
zation is forthright about information that they collect. Which eliminates a
possibility of a claim of wrongful data collection.

– Best practice is to describe the type of information collected in simple words.
For example, username, email address, IP address, etc. However, this can
work against the organization if the list is not complete.

• What to include:

– Identify the types of personal information that the organization collects and
stores.

4. How the data are collected

• Purpose: This clause describes all the sources and ways an organization collects
data from. Even if the organization only uses and collects data that is directly
provided by the user, a provision describing that process is helpful.

• What to include:

– Clearly state the source of personal information. E.g., a form, survey, cookies,
sign-up, etc.

5. Disclosure

• Purpose: This clause is used to specify any scenario in which an organization
might disclose the non-public (private) information to government bodies or the
public without consent.

• What to include:
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– Identify any scenarios in which organization might disclose user’s personal
information to public or government bodies.

– Clearly specify if the organization discloses personal information without
consent in any scenarios.

6. Data usage & Processing

• Purpose:

– This clause explains why the organization collects personal information and
what does it do with it. Depending on the business an organization can have
several purposes for gathering data from users.

– This phrase should be worded in great depth since no organization wants to
be accused of improperly utilizing personal information.

– Themost important aspect of any privacy policy is a clear explanation of how
the website/application owner may use the information and whether that use
includes or may involve sharing it with others.

• What to include:

– Describe all the ways in which the organization uses and processes the
collected data.

– Explain if data will be transferred to other countries outside of the user’s
home country, with the safeguards that the organization uses to secure data
in transit.

– List countries that may receive/process the data and for what purpose.
– Define any steps taken that will ensure the data is processed according to this

privacy policy and the applicable law(s) of the country in which the data is
located.

7. Legal basis of processing

• Purpose:

– It is important that an organization complies with laws in the country they
operate and to the country, the organization takes private information from.

– For example, it is necessary to complywithGDPR if the organization collects
data from European residents.

– If the organization’s website targets children under the age of 13, it is sub-
ject to the Children’s Online Privacy Protection Act (COPPA). Hence the
organization needs to meet those rules and disclose it in the privacy policy.

• What to include:

– State all the laws that the organization complies with.
– List countries, high-level data category, and purpose of collection.
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– Provide information on relevant regulations and how the data is protected in
all those jurisdictions.

8. Specific Data use

• Purpose: Specific use of data clause tells a user why and how their data is being
used for. It protects the organization from potential liabilities as well.

• What to include

– Include all uses of data, along with purpose and legal basis of processing.
– Outline other uses of personal data that may be performed without users’

consent (e.g., when anonymized or when legally required).

9. How long data is stored for.

• Purpose: Many privacy laws such as GDPR require not to store user’s private
information more than the time, the data is needed.

• What to include:

– Outline all data retention requirements.
– Justify the duration for data storage.
– Add a link to a retention schedule if needed.

10. How data is protected

• Purpose: This clause will let users know that how the organization is protecting
user’s data and what implementations are there to follow for organization in a
case of data loss.

• What to include:

– Describe security measures and controls that are implemented for data
security. Consider the following:

– How to protect against accidental loss, misuse, unauthorized access, modi-
fication, and disclosure.

– How to provide business continuity and disaster recovery.
– How to train employees on proper data security.
– How to conduct privacy impact assessments in accordance with laws and

regulations.
– All controls implemented to protect personal data.

11. Use of Cookies or other user-side tracking mechanisms

• Purpose:

– This clause will let users know that organization uses cookies and other
technologies to track them and will have a link to read the cookie policy.
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– This clause also tells users how tomanage their cookie data and how to refuse
organization from creating cookies on their browsers.

• What to include:

– Mention if cookies or similar tracking technologies are used, why they are
used.

– Develop a separate cookie policy to define what type of cookies and
techniques are used and how to manage them.

– Any EU-based firm or any foreign company dealing with EU citizens must
comply with the EU cookies directive.

12. Business Transfer

• Purpose:

– Organizations can protect themselves from liability by adding this clause
and offer some reassurance for users to continue the consent for the private
information given.

– Even if the organization doesn’t anticipate selling or merging the organiza-
tion, having this clause makes future processes easier if ever organization
favors selling as the market changes very quickly.

• What to include:

– Define what happens to the user’s private information if the organization’s
business merges with another organization or gets acquired by another larger
organization.

– merely state that users’ data will be safeguarded in the same way as it was
previously under the prior Privacy Policy.

13. User’s rights regarding personal data

• Purpose: This clause explains what rights users have concerning their informa-
tion used by the organization.

• What to include:

– Outline users’ rights and describe how users can access and manage their
personal data, as required by your regulatory obligations.

14. Contact Information

• Purpose:This clause informs consumers about how toobtain answers to inquiries
concerning their personal information privacy.

• What to include:
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– Explain how a user can reach out to the organization for any questions,
concerns, or requests.

– Provide Phone number, email address, and mail address to contact.

15. Changes to privacy policy

• Purpose: It is important to announce any changes to the privacy policy to users.
The method for notification can be defined in this clause.

• What to include:

– Mention the date policy was last updated.
– Explain the ways users can get informed about the privacy changes.

The policy template is provided on the following website: https://sites.google.com/
concordia.ab.ca/privacy-protection-in-geolocat/.

The fifteen-sections template has been implemented for two mock applications that
track user location information. A brief description of these two applications along with
the links to respective sample policies is provided below.

3.2 Application 1: IP MONITORING

The application gathers IP addresses to analyze possible collusion between students
during tests. The screenshot is provided below in Fig. 1. As Fig. 1 shows the application
can scramble IP addresses but still can identify the same IPs. As user’s activities are saved
in Moodle’s database as various kinds of logs, the report searches course management
system logs for fields containing the same IP address used by several students for a
given module. It filters the date to produce accurate results. This information comprises
the action performed, the IP address, the origin of the IP address, the date, and the
username. The same data is used in this report to discover IP addresses that have been
logged with various users in the same activity. Sample policy based on the developed
template is provided on the following website: https://sites.google.com/concordia.ab.ca/
privacy-protection-in-geolocat/.

The code to add this plugin inmoodle is available on the followingGithub repository:
https://github.com/CyberJedi42/Moodle_code.

3.3 Application 2: On-Campus Tracking

On-campus tracking is done on users who are connected to campus WiFi. This will help
in notifying people who were potentially in close contact with a person who may be a
carrier of a highly contagious disease. This is done by analyzing the logs collected from
campus Wi-Fi and drawing the path of their visit on a map. The aim is to give more
specific data on the epidemic, neighborhood-by-neighborhood, to help ‘bend the curve’
so that hospitals are not overburdened.

Data collected:WiFi logs include IP address, E-mail address, Location id, timestamp,
etc. The sample of such data is represented in Fig. 2. The data collection of any campus
user takes place through the Wi-Fi logs. The devices connected to the Wi-Fi logs are

https://sites.google.com/concordia.ab.ca/privacy-protection-in-geolocat/
https://sites.google.com/concordia.ab.ca/privacy-protection-in-geolocat/
https://github.com/CyberJedi42/Moodle_code
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Fig. 1. IP address similarity report

used for tracing the route of any user. When a device connects to the Wi-Fi, details
are automatically collected, merged, and placed on the campus map as presented in
Fig. 3. Sample policy for this application based on the developed template is provided
on the following website: https://sites.google.com/concordia.ab.ca/privacy-protection-
in-geolocat/.

Fig. 2. On – campus device tracking log

3.4 Policy Reviews

Aprivacy policy should be in place for every firmor organization that gathers information
about its customers or users. The table givenbelow reviews tendifferent policies collected
from various organizations over the internet with the template proposed in this research.
The purpose of such a review is to verify the comprehensiveness of the proposed policy.
The template in this document includes clauses such as Description of the Organization,
Types of data collected,How the data is collected,Disclosure,Data usage and processing,

https://sites.google.com/concordia.ab.ca/privacy-protection-in-geolocat/
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Fig. 3. Sample of user tracking on campus map

Legal basis if processing, specific data use, how long the data is stored, how the data is
protected, use of cookies, business transfer and user rights regarding their data. From
the table, some companies may or may not have the mentioned policies. Some clauses
are common to a particular set of companies whereas on the other hand some clauses
are not included in that organization. Terms used in the table:

• Yes – Policy had all the necessary information within the clause.
• P – Policy had partial information within the clause.
• No – Policy did not mention the clause and had no information regarding it elsewhere.

As it can be seen from the table, the proposed template covers all typical areas that
are being used in similar templates. The template can be also used as an assessment
tool to review existing policies related to intelligent applications that are collecting and
processing users’ geolocation information (Table 1).
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Table 1. Summary of reviewed policies
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(1) P Yes Yes Yes P P Yes No Yes Yes No No

(2) Yes Yes Yes No Yes Yes Yes No Yes Yes Yes Yes

(3) Yes Yes P No Yes Yes No Yes No Yes No P

(4) No Yes P Yes Yes Yes Yes No P P Yes P

(5) P Yes Yes No P Yes No No No Yes Yes No

(6) No Yes Yes Yes P Yes No No Yes Yes Yes Yes

(7) Yes No Yes Yes Yes Yes P Yes Yes No No Yes

(8) Yes Yes Yes Yes No P Yes No Yes Yes No Yes

(9) Yes Yes Yes Yes P Yes P No No Yes Yes No

(10) Yes No P Yes No P No P No No No P

Organizations (rows).

1. University of Alberta (https://www.library.ualberta.ca/about-us/policies/privacy-
policy)

2. Emerson College (https://www.emerson.edu/policies/privacy)
3. University of Alabama (https://www.uab.edu/privacy/statements
4. GAIA GPS (https://www.gaiagps.com/company/privacy/)
5. Location Smart (https://www.locationsmart.com/privacy-policy)
6. Geoloqi (http://geoloqi.com/privacy/)
7. University of Toronto (https://www.provost.utoronto.ca/wp-content/uploads/sites/

155/2018/06/fippa.pdf)
8. Fortinet (https://www.fortinet.com/corporate/about-us/privacy)
9. Dropoff (https://www.dropoff.com/privacy/)
10. Life360 (https://www.life360.com/terms_of_use/, https://www.life360.com/pri

vacy_policy/)

4 Conclusion

Developing a detailed privacy policy is typically oversight by many organizations when
it comes to geolocation tracking services. This leaves the organization vulnerable when

https://www.library.ualberta.ca/about-us/policies/privacy-policy
https://www.emerson.edu/policies/privacy
https://www.uab.edu/privacy/statements
https://www.gaiagps.com/company/privacy/
https://www.locationsmart.com/privacy-policy
http://geoloqi.com/privacy/
https://www.provost.utoronto.ca/wp-content/uploads/sites/155/2018/06/fippa.pdf
https://www.fortinet.com/corporate/about-us/privacy
https://www.dropoff.com/privacy/
https://www.life360.com/terms_of_use/
https://www.life360.com/privacy_policy/
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legal issues arise and makes users nottrust itss practices. The presented template was
derived from observing and comparing several privacy policies and statements. The
presented template allows to identify the issues present in current privacy policies and
provides a robust structure to ensure that policy includes every essential clause and is
clear and direct. Two sample policies derived from the template, showhowmuch detailed
and elaborative a privacy policy needs to be. This template will help IT professionals
to develop policies that protect the organization from any liabilities and help end-user
understand how their personal information is being collected, stored, and processed at
the organization.
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Abstract. The study aims to research stakeholders’ perspectives of digital tech-
nologies and platforms that can help with the transition to smart campuses. A
South-African University of Technology (SAUoT) was used as case study, focus-
ing on five thematic areas namely: Stakeholder experience; ICT infrastructure;
End-user capability in the use of ICT; ICT support capacity; and Data disci-
pline, which constitutes the five-pillar framework. Primary data was collected
from stakeholders (staff and students) through focus group discussion and both
qualitative and quantitativemethods were used to perform the analysis. The results
revealed many challenges affecting the use of the five-pillar framework. In terms
of the level of awareness of digital technologies and platforms, 47.82% of staff
responded “no”, whereas, on the “Use by Entity”, 59.91% of staff responded that
they are “unsure” of the use by their department. While 58.41% of staff responded
“no” to personal use. In conclusion, it is indicative that there is a low level of
awareness of digital technologies and platforms. The respondents who are student
representatives indicate that, with the level of awareness of digital technologies
and platforms, 10.56% responded “no”. Additionally, on the “Use by Entity”,
7.76% responded “no” to use by entity or department. While 8.62% responded
“no” to personal use. The study recommends seminars and workshops for staff
and students on digital platforms. Also, harmonization of digital platforms, the
use of IoT technologies, and cloud computing systems are imperative for smart
campus transition, thus, the AI nexus framework is hereby proposed.
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1 Introduction

The Fourth Industrial Revolution (4IR) presents a unique opportunity to interconnect the
cyber-physical space where the fusion of technologies from physical, digital, and bio-
logical spheres encourages efficient resources utilization. The desire to include resource-
efficient measures and technologies is because of dwindling resources being experienced
by institutions of higher learning [1]. It is expected that the fusion will enhance decision-
making and reduce human interventions inmonitoring the state of resources. As technol-
ogy advances, it is important to harness the opportunities of digital technology to create
a sustainable system [2]. Some interventions towards smart campus are Web of Things
[3], online peer tutoring application in a smart campus [4] and manymore. Governments
and businesses have contributed immensely to digital transformation initiatives. While
governments develop national policy documents that encourage innovation, businesses
are positioned to drive the innovations which are imperative in bridging the digital divide
towards enhancing the quality of life of citizens.

The education sector has also witnessed this new wave of digital transformation,
which has the potential to create a digital campuswhere technologies are used to optimize
the use of resources. The emergence of digital learning has re-defined and broadened
access to education by making high-quality resources available to a large audience and
enabling peer-to-peer feedback. This encourages campuses to transition from paper-
based to digitally enabled systems, and eventually to a smart campus.

The increasing demand for university education has led to the expansion of univer-
sity campuses’ physical infrastructure. Almost every program available to a student has
an online component, or at least some digital elements built into the learner experience.
Institutions of higher learning must leverage the capabilities of technology on their cam-
puses. However, without the knowledge of the challenges associated with current digital
platforms, it is difficult to recommend appropriate interventions. Therefore, the objec-
tive of this paper is to identify challenges from the stakeholder’s perspective focusing
on Stakeholder experience; ICT infrastructure; End-user capability in the use of ICT;
ICT support capacity; and Data discipline; which is being referred to as the five-pillar
framework of the SAUoT. Because there are different perceptions on the understanding
of the concept of smart city/campus among different organizations, they have defined
their structure or framework that fits into the smart city/campus concept. Thus, an exam-
ination of such structure is imperative to know whether there are gaps to be filled to
achieve the smart campus status.

The remaining sections of this paper are organized as follows: Sect. 2 presents the
background of the study; Sect. 3 presents literature review; Sect. 4 presentsMethodology
approach and data collection; Sect. 5 presents on challenges, analysis and proposed
framework; and Sect. 6 presents the conclusion and future work.
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2 Background

The 4IR creates opportunities to assist communities, businesses, and policymakers to
harness emerging technologies and design an all-inclusive, human-centric future. South
Africa is one of the countries championing the fusion of Smart Technologies between
the physical, digital and biological spheres which are considered essential to empower
its citizens to bridge the digital divide between the digitally empowered and the digitally
deprived. Its vision is premised on developing and governing digital technologies such
that they advance a collaborative, empowering and sustainable foundation for socio-
economic development. By ensuring an all-inclusive growth, mainly in sectors such as
economic development, trade and industry, agriculture, infrastructure, labour, science
and technology, basic and higher education, health, and communications are significant.
South Africa is in the process of designing an optimal structural and institutional frame-
work that will respond to this vision, and it is imperative to understand the issues and
capabilities of SAUoT to provide the necessary steps that strategically align it with the
overall digital technology strategy of South Africa. The education sector has benefited
immensely from digital technologies and several applications have been created aiming
to improve research, teaching and learning experiences [5].

Championing digital transformation is a multi-faceted initiative that requires the
engagement of all key stakeholders. Digital transformations faces risk associated with
organizational resistance when implementing AI applications [6]. This paper identifies
the issues associatedwith thefive-pillar framework fromstakeholder’s view; and assesses
the level of awareness, use by the entity and personal use of digital technologies and
platforms of SAUoT through stakeholder engagements. Africa has immense potential
for innovation in smart cities applications and this requires technological companies,
university campuses, technology incubation centres and science parks to collaborate
in optimizing activities of urban dwellers and push economic growth while improving
quality of life through the use of smart technologies [7]. Education institutions have not
utilised the smart campus application and smart technologies to the fullest because of
the absence of well-defined criteria on smart campus applications [8]. Although several
criteria of smart campus from stakeholder’s perspective were outlined by [8], some
educational institutions are yet to transform their ICT infrastructure and systems to
drive their smart campus agenda. Although the meaning of smart campus is diverse, it is
imperative to examine stakeholders’ perspectives of ICT infrastructure and systems of a
SAUoT. To this end, the contribution of this study focuses on addressing the following
questions:

• Froma stakeholder’s perspective,what are the challenges of the five-pillar framework?
Technically, the outcome will identify gaps with the five-pillar framework to help the
SAUoT’s drive towards smart campus agenda.

• What is the stakeholder’s perspective on the level of awareness, use by an entity and
personal use of digital technologies and platforms?

• Propose a framework for smart campus transition. Technically, the framework iden-
tifies the components that can be considered for the transition to the smart campus
status.
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3 Literature Review

3.1 Concept of Sustainability

Sustainability can be defined as the development that meets the needs of today without
compromising the ability of future circumstances andgenerations tomeet their ownneeds
[9]. There are three key underlying concepts of sustainability, these are environmental,
economic, and social factors [10]. A sustainable future should create a link between
people, companies, technologies, infrastructure, consumption, energy, and space [11].

3.2 Smart City

The concept of a smart city has gained popularity in developed nations and has ensured
the integration of cities and society. The concept advocates for new policies for urban
planning [12]. Additionally, it is associated with the technology adoption and integration
of information systems in operating urban infrastructure and services such as buildings,
transportation [13], electrical and water distribution, and public safety. Thus, the concept
is technology-based innovation in the planning, development, andoperationof cities [12].
In this regard, several policies and technological interventions have been spearheaded
to foster the development of smart cities. In [14] a blueprint to support the development
of smart cities initiatives by the central Government of six nations namely Austria (AT),
Germany (DE), Spain (ES), France (FR), The Netherlands (NL), and Britain (UK), was
provided.

The strategic decision of a government can play an important role in determining
how resources are harnessed throughmodern technology to encourage innovation within
specific sectors of countries [15]. For instance, in Hong Kong, the government has “HK-
SAR Smart City blueprint” for 70 initiatives for its special administrative region in the
following areas “Smart Mobility”, “Smart Living”, “Smart Environment”, “Smart Peo-
ple”, “Smart Government” and “Smart Economy”. Among such initiatives are smart
lampposts, electronic identity or digital persona, virtual bank licenses and many more
[16]. In Scotland, a smart city blueprint has also been initiated to address four priority
areas namely, citizens and communities; business and economy; environment; perfor-
mance and operation of cities [12]. The smart city provides an opportunity for cities to
learn from each other, imitate and replicate successful business models that can foster
cross-sector working and cross-city collaboration. Cities are facing very similar and
common challenges in respect to physical infrastructure, utilisation of resources, tech-
nology, services and many more [17, 18]. Thus, learning from one another is imperative
to close the gap between advanced and less advanced cities.

InAfrica, a smart city blueprint has been developed to supportAfrican cities’ agendas
on smart city development initiatives [19]. The aim is to ensure each country has a
specific contribution to the overall goal of smart city development and benefits from
others’ experience as well. In Cape Town -South Africa, the smart city strategy focuses
on four dimensions namely: digital government, digital inclusion, digital economy and
digital infrastructure [20]. Digital government focuses on improved service delivery to
citizens and created an efficient organization. Digital inclusion focuses on reducing the
digital divide (access to the use of technology and connectivity). The digital economy
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focuses on creating an enabling environment for technology businesses and job creation.
Digital infrastructure is the networks that form the IT backbone of a city.

The policies and technological interventions in smart cities are aimed at efficient
resource allocation, service delivery and improved quality of life, which likely brings
enormous socio-economic benefits for countries and the world at large. The smart city
environment is multi-sectoral and that requires different fields of study to work together
towards optimizing resources [11]. A multi-sectoral environment could create interop-
erable systems to drive its operations. A university is an example of an environment with
an interoperable system that could depict the smart city concept. E Estevez, NV Lopes
and T Janowski [21] indicated that smart cities can be made smarter using artificial
intelligence techniques to support mobility and enhance service delivery in a resource
constraint environment.

3.3 Smart Campus

The smart campus was initially used by European universities and has also been adopted
by African universities [22]. Smart Campus is an intelligent and smart environment
that supports teaching, learning, research and living, through the utilisation of Internet
technology and application services [8]. Thus, it is the integration and combination of
applications using the Internet of Things, cloud computing, and GIS technology that
support information acquisition, services, and sharing, to promote the intelligence pro-
cess of teaching, learning, research, and services. The smart campus can be related to a
small city with its functions, users, activities, and interconnectivity. Primarily, university
campuses mimic cities in many respects with their standard operating procedures, build-
ings, etc., and university campuses are more suited to adhere to a smart city model [5].
Smart campuses are defined based on three underlying approaches, namely technology-
driven, smart city concept adoption and development of business processes [23]. It is
an emerging trend that encourages education institutions to combine smart technolo-
gies with physical infrastructure for improved services, decision making and campus
sustainability [5]. Technology-driven encourages the use of technologies that provide
services over the internet using IoT service providers and cloud computing integrated
systems. Technology-driven processes would support efficient data collection and report
on all aspects of campus life including learning, teaching, social interaction for work
collaboration, and building management.

University evolves to a smart campus after going through the following stages: tra-
ditional campus, e-campus and digital campus [24]. In a traditional campus, teaching is
a face-to-face interaction between lecturer and student. University that adopts Informa-
tion and Communication Technology (ICT) transform into an e-campus with the most
common example being the use of the internet to disseminate learning materials. The
smart campus is a trend that has been associated with digital campuses [24].

Data and the use of technology are identified as the enabler of smart cities, and
as technology advances, the opportunity for smart city applications continues to rise
[14]. The enablers of smart campus are the technology environment, application and
systems sharing or management between business processes [23, 24]. The technology
environment focuses on the use of IoT [25, 26], cloud computing [27], wireless net-
works, mobile network, RFID. The application provides interoperability and connected
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environments supported by the Internet of Things (IoT) [28, 29], cloud computing, and
Big Data Analytics under the sustainable Smart Campus framework. This framework
consists of Security, Mobility, Administration and Government, Environment and effi-
ciency, Lifestyle for Education and Learning [30]. System sharing provides efficient
use of resources and service delivery between different business processes within an
organisation. With the advent of new technologies such as cloud computing, IoT appli-
cations and many more, there is an opportunity to unify the management of multiple
geographically dispersed facilities within a university [31].

3.4 Artificial Intelligence

Artificial Intelligence (AI) focuses on creating machines referred to as an intelligent
agent that can engage in behaviours that humans consider intelligent [32]. The intelligent
agents can provide prescriptive analysis on the best solution to an event when given the
necessary system’s parameter and it draws on measures to deal with similar events in
the future. In order to be smart and enhance campus experience, technologies require
a large amount of data to formulate a cohesive model to support digital integration.
Artificial intelligence provides the foundation for smart livings in cities [5]. Moreover,
this data can be collected from various sensors deployed across the length-and-breath of
university campuses and can be processed in real-time using cloud computing services. O
Zawacki-Richter, VIMarin,MBond and FGouverneur [33] indicated thatAI technology
is inexorably linked to the future of higher education, which suggests the significant role
it plays in the education sector.

3.5 Challenges and Prospects of Smart Campus Transition in South Africa

Scholars have stated the challenges of smart campus transitions from various view-
points. M Naphade, G Banavar, C Harrison, J Paraszczak and R Morris [34] alluded
to challenges to smart transition as political, technical, and socioeconomic. With the
lack of political will and technical hurdles, it is challenging for a society to realise the
economic benefit of smart campus initiatives. These notwithstanding, the smart campus
initiatives require coordination and support from different functional units. The lack
of coordination among entrepreneurship, innovation, productivity, economic image and
international involvement is another key factor to facilitate smart campus transition [35].
Such coordination encourages knowledge and skills transfer for smart campus initiatives
in South Africa [36]. Again, exclusion of user perception, lack of connectivity of sys-
tems, and investment in infrastructure and services are also some of the challenges [37].
The benefit of a smart campus is that it improves access to information on resources in
any resource constraints environment [38].
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4 Methodological Approach and Data Collection

The five-pillar framework constitutes the methodological framework on which data was
collected from the focus group and through a research questionnaire. The research ques-
tionnaire was formulated on digital platforms to understand the level of Awareness, use
by department/Entity, and personal use. The research questionnaire was administered
to students and staff. A staff was purposely selected because they manage key facilities
within the university. Meanwhile, the leader of the Student Representative Council was
purposely selected whereas other students were randomly selected for the different cam-
puses of the SAUoT. The focus group approach was chosen to identify the challenges
faced towards the digital transformation of SAUoT. The focus groups were engaged via
an online virtual platform. Table 1 shows the stakeholders, the number of participants in
the focus group discussion and the number of participants who completed the research
questionnaire.

Table 1. Stakeholders in the focus group discussion and research questionnaire completed

Stakeholders Number of participants in the
focus group

Number of research
questionnaires completed

Staff (key executives From
Estate and Infrastructure,
Marketing and Communication,
ICT and HR)

17 8

Staff (Academic administrators) 12 6

Staff (Research office,
managers of ICT)

15 6

Staff (Librarians) 13 7

Student Representative 9 1

Total 66 28

5 Presentation on Challenges, Analysis and Proposed Framework

This section presents challenges of five-pillar framework, analysis and discussion on
digital platforms from stakeholder’s perspective, and framework for smart campus
transition.
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5.1 Stakeholder’s Perspective of Challenges of the Five-Pillar Framework

The stakeholder’s perspectives of the challenges towards the smart campus transition
of SAUoT are presented in Table 2. These challenges are categorised into the various
aspect of the five-pillar framework.

Table 2. Challenges of the five-pillar framework from stakeholder’s perspective

Five-pillars Challenges identified

Stakeholder experience 1. Unavailability of research output to interest
partners to enhance research collaboration
2. An ineffective digital platform to ensure
information sharing
3. Ineffective access to university facilities e.g.,
sports, library, etc.
4. Ineffective operational processes and ability to
monitor changes in the internal process for
amendment and review
5. Unaligned internal processes with the systems of
external stakeholders
6. Inability to enhance customer experience using
ICT
7. Inefficient business model to support digitization
for service delivery and information flow
8. Prolonged, antiquated processes
9. Low response time to external stakeholder’s
request
10. Lack of user-friendly processes to enable external
stakeholders to channel issues or requests
appropriately

ICT infrastructure 1. Need to improve the technical know-how and
remote access to the campus network
2. Need to create awareness on new ICT platforms
and provide training to staff and students
3. Information collected is not centrally accessible to
guide decision making
4. Need for the integration of digital infrastructure
and improving the security of the systems
5. Licensing of digital platforms
6. Need to improve network and internet connectivity
7. Server Downtime
8. Need to have alternative sources of power supply
to ensure
9. Timely renewal of licenses for anti-virus software
10. Inadequate knowledge on usage of existing ICT
infrastructure

(continued)
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Table 2. (continued)

Five-pillars Challenges identified

User (e.g., staff and students) capability
in the use of ICT

1. Lack of awareness, use and familiarity with digital
platforms
2. Too many digital platforms are available hence
usage is subject to user comfortability some digital
platforms are not user-friendly
3. Need for a centralised data repository
4. Need to have a digital payment platform
5. Long wait times for IT repair and replacement
6. Need to integrate currently available digital
platform to reduce the use of antiquated processes
7. Low adoption of new ICT platforms
8. Inadequate knowledge of capabilities of some
platforms in performing work-related activities
9. The students particularly freshers have little
knowledge of most ICT platforms of their institution
10. Need for students to know the services being
offered by the various department (e.g., Library) that
is improving the students’ information literacy
11. Unavailability of a digital platform for issuing
online cubicles to students in Library of SAUoT
12. Lack of engagement and collaboration between
departments towards implementation of new
technologies
13. Lack of clearly defined business rules between
departments to facilitate system integration
14. Need to capture Staff and Student experience
from the first day of using the current digital
platforms

ICT support capacity 1. Lack of skill and capacity impact the quality of
staff response to queries
2. Delay in response to queries
3. Need to adopt AI chat in support services
4. The use of obsolete computers
5. Inadequate number of support staff
6. Low response time to student complaints
7. Unavailability of an online platform to offer
after-hour services
8. Need for self-service support for students

(continued)
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Table 2. (continued)

Five-pillars Challenges identified

Data discipline 1. Ineffective data management system
2. Low levels of data accountability or stewardship
3. Need to reduce reliance on manual processes or
forms to collect data on physical assets
4. Non-existence of business intelligence tools for
data analytics
5. Re-engineering of data collection process to
ensure standardization and uniformity
6. The need to automate data capture and
dissemination to reduce dependency on data owners
in providing information
7. Need to create a centralised system and data
repository
8. Need to improve data discipline in respect of data
collection, usage, analytics and ethics
9. Lack of clear data definition to facilitate reporting
and understanding
10. Lack of clearly define a format for obtaining
information from departments
11. Need to provide data governance framework to
address issues of data quality, integrity, ownership
guidelines and accountability and security
12. Underutilization (non-use) of available data in
decision-making

Table 2 shows the stakeholder’s perspective of challenges identified on aspects of the
five-pillar framework during the focus group discussion. The main issues identified with
the five-pillar framework can be categorised into technology environment, application,
and systems sharing and integration, and central data repository.

5.2 Analysis and Discussion of Stakeholder’s Perception of Digital Platforms

The research questionnaire on digital technologies and platforms was administered to
participants who are stakeholders of SAUoT to identify their level of Awareness, used by
their department/Entity, and personal use of digital platforms, where participants were
asked to respond as Yes, No and Unsure.

Therewere 54digital platforms currently available at theSAUoTwhichwere selected
and administered to participants. Their responses were collected from eight (8) staff in
executive positions and analysed using Microsoft excel. The quantitative results are
presented in graphs [39]. The responses are presented in Fig. 1 where the y-axis is the
percentage of participants and the x-axis is the response categorised into “Awareness”,
“Used by Entity” and “Personal use”.
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Fig. 1. Staff response on digital platforms in a SAUoT

Figure 1 shows the respondents’ responses as 36.42%, 47.82% and 12.28% respec-
tively for Yes, No and Unsure on the level of “Awareness” of the digital platforms. On
the use of digital platform by Entity, there are 25%, 13.79% and 59.91% for Yes, No and
Unsure respectively. On the personal use of the digital platform, 17.03%, 58.41% and
22.84% for Yes, No and Unsure respectively. The analysis data is focused on the high
percentages on the level of awareness, use by the entity and personal use. On the level of
awareness, it indicates that 47.82% of staff responded “no” to awareness of digital tech-
nologies and platforms in their institutions. Whereas, on the “Use by Entity”, 59.91%
of staff responded that they are “unsure” of the digital technologies and platforms used
by their entity. While 58.41% of staff responded “no” to the use of digital technologies
and platforms for their personal use.

Also, the response from the Students’ representative of the SAUoT is presented in
Fig. 2. Again, in Fig. 2, the y-axis represents the percentage of participants and x-axis
is the response categorised into “Awareness”, “Used by Entity” and “Personal use”.
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Fig. 2. Responses of the Students’ representative on digital platforms in the SAUoT
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Figure 2 shows the respondents’ responses as 1.72%, 10.56% and 0.00% respec-
tively for Yes, No and Unsure on the level of awareness of the digital platforms. On the
use of the digital platform, there is 4.53%, 7.76% and 0.00% for Yes, No and Unsure
respectively. On the personal use of the digital platform, 3.66%, 8.62% and 0.00% for
Yes, No and Unsure respectively. The analysis of data on the level of awareness indi-
cates that 10.56% of the students’ representatives responded “no” to awareness of digital
technologies and platforms in their institutions. Also, on the “Use by Entity”, 7.76% of
the students’ representatives responded “no” to the use of digital technologies and plat-
forms by their entity. While 8.62% responded “no” to the use of digital technologies
and platforms for their personal use. The high number of “nos” observed on the level of
awareness from both staff and students’ representative perspectives suggests the need to
consolidate digital technologies and platforms that could enhance user capability in the
use of ICT. The consolidation could help create a single platform where other technolo-
gies and platforms are integrated. Consequently, the complexity, diversity, dynamic and
sustainable [11, 40] characteristics of a university campus can be assured through the
technology-driven process that encourages the use of technologies to provide services
over the internet using IoT service providers and cloud computing integrated systems.

5.3 Proposed Framework for Smart Campus Transition

This section focuses on the proposed framework that namely uses AI for the transition to
smart campus. The advent of artificial intelligence (AI) technology has led to innovation
in the education sector [41]. Such innovations have made digitization the key instrument
in the transformation in the HEI [42]. Since several digital platforms are being used
by the SAUoT, the AI system consolidates the digital technologies and platforms to
form a nexus framework. Fundamentally, the creation of a smart campus hinges on
integrated systems and the use of smart technologies. However, the stakeholder’s view
of the physical and technological infrastructure of the SAUoT shows unconsolidated
systems and bridging this gap requires an intelligent system. For instance, the paucity
of clearly define business rules between departments suggests that the current system of
SAUoT is not adaptive and unable to learn fromprevious interactions and processes. This
instance among other challenges demonstrates the need for an AI nexus framework as
the bedrock for the transition to smart campus status. The advantage of using AI models
is the ability to learn from historic data on interactions and processes to automatically
adapt to new data with minimal human intervention. AI could be the most suitable
solution because of the possible high cost of developing new physical infrastructure for
traditional universities that wants to achieve smart campus status. This is a dilemma of
most African Universities which makes this proposed AI nexus framework (in Fig. 3)
the best fit for smart campus transition. Also, factors elicited on the AI nexus framework
are aligned with the five-pillar in Table 3.
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Fig. 3. Components of AI nexus framework for smart campus transition

Table 3. Factors on AI nexus framework and the five-pillars

Five-pillars AI nexus framework factors

Stakeholder experience Use of cloud computing for information
sharing and service delivery to external
stakeholders; monitoring of operational
changes; business model for service and
process digitization

ICT infrastructure Use of wireless networks for remote access
to campus network; use of IoT technologies

User (e.g., staff and students) capability in the
use of ICT

Information sharing; service delivery;
students’ information literacy; centralised
data repository; use AI to learn past
business rules that facilitate system
integration

ICT support capacity Support service delivery; create after-hour
services; and self-service support

Data discipline Business intelligence gathering and data
analytics, data governance

In the case of SAUoT, digital technologies and platforms are not integrated and are
not supported by IoT technologies. It is therefore imperative to focus on providing cloud
computing and IoT technologies to create the AI nexus framework to ensure the criteria
for the smart campus are met. The use of IoT technology and cloud computing compo-
nents is lacking in the case of SAUoT. The functionality of the IoT technology is that
it helps to collect timely data from the campus environment in the aspect of teaching,
learning, research and living; while the cloud computing environment provides comput-
ing services to end-users, that is staff and students of SAUoT, to support information
sharing, acquisition, and services. The detailed functionality of the components is pre-
sented in Table 4. The main challenge identified with the five-pillar framework and
digital technologies and platform is the lack of system interoperability.
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Table 4. AI nexus components and functionality

Components Functionality

IoT technology Internet enable devices that can easily connect and deployed
on the internet

Cloud computing Enables storage and processing of data

Smart campus criteria/enablers These criteria comprise applications that provide “seamless
and connected environments that are supported” by the IoT,
cloud computing, and Big Data Analytics [8]

Therefore, the proposed AI nexus combines the five-pillar framework, IoT tech-
nologies, and cloud computing towards smart campus status. By creating an AI nexus
framework to integrate the technologies and digital platforms, the SAUoT can be assured
of a consolidated framework to support the digital transformation drive.

5.4 AI Nexus Implementation Platform

AnArtificial Intelligence framework allows for fast and easy creation of AI applications.
AI application learns using algorithms which are developed either with deep learning
models or natural language processing or machine learning models [43]. Such AI nexus
is achieved by “Algorithmia” which offers centralized repository for algorithms that are
backed by GitServer and served via our REST API [44]. “Connectors” are one of the
key components of the “Algorithmia” that offer a convenient API to access data stored
across several storage provider platform and related IoT technologies.

6 Conclusion and Future Work

In this paper, we focused on the stakeholder’s perspective of the five-pillars, and the digi-
tal technologies and platforms. The data collected from stakeholderswere analysed using
qualitative and quantitative methods. The results of the study show the level of aware-
ness on digital technologies and platforms among staff to be 47.82% which represents
the percentage of “nos” to awareness of digital technologies and platforms. Also, the
“Use by Entity” was 59.91% of staff who responded that they are “unsure” of the digital
technologies and platforms used by their entity or department. Furthermore, 58.41% of
staff responded “no” to the use of digital technologies and platforms for their personal
use. In terms of student representatives, the level of awareness was 10.56% “nos” to
awareness of digital technologies and platforms. Again, the “Use by Entity” was 7.76%
“nos” to the use of digital technologies and platforms by their entity or department.
While there were 8.62% “nos” to use of digital technologies and platforms for their per-
sonal use. The finding suggests the need to create more awareness of digital technologies
and platforms in higher educational institutions. Hence, the study recommends aware-
ness creation through workshops and seminars among staff and students to facilitate the
digital transformation agenda of the university. Though “Use by Entity” of digital tech-
nologies is low among students, it is expected that such workshops and seminars could
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enhance the use of digital technologies. It is suggestive that system consolidation, use
of IoT service providers and cloud computing are imperative to support the transition
to a sustainable smart campus. Such consolidation results in a single platform where
different IoT devices are connected. When different IoT devices are used, they generate
different kinds of data which the proposed AI nexus would facilitate to ensure a smooth
transition to a smart campus. Future work should focus on stakeholder interactions on
the feasibility of the proposed AI nexus framework to consolidate digital technologies
and platforms with IoT technology and cloud computing platforms. Though the study
focused on administrators and students, future work should include the perspective of
other staff of the university.
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Abstract. Finding an efficient search strategy to solving complex or difficult
problems has been a subject of interest across multiple disciplines particularly in
computer science and engineering. In recent times, the applications of metaheuris-
tic algorithms based on evolutionary computation and swarm-based intelligence
have demonstrated outstanding performances in search for global optimal solu-
tion for any optimization problem. A metaheuristic search algorithm applied in
hyper dimensional search space, to find a global optimal solution do not specifi-
cally require information about the nature and complexity of the problem because
of ease of adapting to some maximum or minimal parameters/constraints of the
problem space. In this paper, we present an enhancement to the relatively new
developed algorithm called social spider prey (SSP) algorithm for global opti-
mization problem. This algorithm mimics the foraging behavior of social spiders
in capturing prey(s) on the social web. The weight of a prey which stimulates
the spider’s web and cause vibration is depicted and modelled in SSP to enhance
the searching strategy of the algorithm particularly, in a hyperdimensional search
space. Thus, for improved global optimization algorithm such as SSP to stand the
test of time, it is imperative to have it tested on proven benchmarked test functions
which is achieved in this paper. A computational experiment was carried out to
ascertain the performance of SSP in dealing with complex optimization problems,
and the results were discussed. SSP demonstrated outstanding global optimization
performance as shown in all the results in all the test functions converging nearly
at the global optimum value 0. This study shows the prospects of this relatively
new SSP algorithm to solving complex optimization problems.

Keywords: Hyper dimensional search space · Swarm intelligence · Optimization

1 Introduction

As the scientific and engineering computational problems continuously grow in com-
plexity with multiple conflicting objectives to be met, the need for an efficient solution
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approach becomesmore relevant. There are several optimization problems in the sciences
popularly referred to as NP-hard. These problems appear practically impossible to solve
in reasonable time frame with classical optimization methods such as linear program-
ming, trade-off approach, mixed-integer programming, graphical etc. However, meta-
heuristic based on evolutionary computation (EC) and swarm intelligence (SI) promise
a good solution in reasonable time. EC and SI are algorithms based on evolution process
and behavioral characteristics of some insects or animals found in nature. The natural
phenomenon exhibited by individuals or group of organisms living in colonies such as
flock of birds, school of fish, swarm of bees etc. present worth of insight to finding opti-
mal solutions to many scientific and engineering problems. By simulating the behavioral
characteristics of individuals, groups, or the entire colony specific task are carried out
to achieve optimality [1, 2].

EC techniques have wider scope of application in computational problems classi-
fied as multi-modal, discontinuous, non-linear, noisy, discrete variable space and so
on. Such problems are predominant in engineering application, information sciences,
data/information processing, operation research, mathematical applications, and the
likes. As result of such problem complexity metaheuristic search algorithms use either
blind or informed search strategies to find a good solution to a given problem [1]. Table 1
outlines briefly outlines the advantages and disadvantages of metaheuristic particularly
EC techniques for optimization.

Table 1. Advantages and disadvantages of EC techniques for optimization

Advantages Disadvantages

Applicable to optimization problems where no
method is available
Suitable for multimodal and multi-objective
optimization problems
Low development cost and it adopts to new
problem space easily
It does not require any presumption of the
problem to solved

It does not guarantee an optimal solution in
finite amount of time
Parameter tuning is achieved mostly by
trial-and-error
Population based approach may be
computationally expensive

In this study we present a global optimization model that mimics the foraging
behavior of social spider and the prey (SSP) on the social web proposed in [3].

The remaining of this study is organized in the following sections: Sect. 2 presents
overview of related work on bio-inspired algorithms for global optimization; Sect. 3
discusses the experimental and methods employed; Sect. 4 provides the analysis of the
results and finally, Sect. 5 concludes the study.

2 Related Work

Swarm intelligence-based algorithms have attracted a lot of attention from researchers
and the scientific communities particularly in the last two decades. As new algorithms are
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developed every now and then they are distinct by the inspiration that guide the flow of
information. The behavioral characteristics of some animals and insects including birds,
fish, ants, bees, cows, elephants, firefly, grey wolves, social spiders etc. have been suc-
cessfully modelled into global optimization algorithms. The class of algorithms inspired
by biological entities are generally referred as bio-inspired metaheuristic algorithms.
Accordingly Genetic Algorithm (GA), Particle SwarmOptimization (PSO), Ant Colony
Optimization (ACO), Firefly Algorithm (FA), Kestrel Search Algorithm (KSA) [4], Bat
Algorithm (BAT), Social Spider Optimization (SSO), Social Spider Algorithm (SSA)
[5, 6] are few among the list of bio-inspired algorithms noted for global optimization.

2.1 Bio-Inspired Search Algorithm for Global Optimization

Threemost popular bio-inspired algorithmwith high application in several disciplines are
GA, PSO andACO [1]. GA is themost popularmetaheuristic algorithmwhich is inspired
by the principle of natural genetics and selection founded onDarwin’s principle of natural
evolution. GA like many swarm-based intelligence algorithms is a population-based
metaheuristics. GA has been used in divers study areas such as engineering, computer
science, mathematics, energy, and social sciences etc. PSO mimics the dynamics of
social behavior of school of fish and flock of birds whilst they search for food. The
application of PSO include hybrid renewable energy optimization, data clustering, wind
energy forecast, stock prediction, neural network training, etc. [7]. Similarly, ACO is a
bio-inspired algorithm with mimics the foraging behavior of ants searching for the best
(shortest) path between their colony and a food source [8]. With the aid of pheromone,
a chemical substance secreted by the ants as the move along their path other ants are
informed of the best path to choose. ACO has many applications [9].

Due to the variations in the algorithmic structure of metaheuristic and the varying
intelligent movement employed by developers for the search agents, almost all meta-
heuristic algorithms perform differently on any given problem ‘no free lunch (NFL)
theorem’ [10]. The NFL theorem purports that if an algorithm performs exceptionally
well in a particular class of problems the same algorithm is offset by performance over
another class of problems. To this effect, there has been a risen trend in developing new
algorithms or enhancing what already exist either by hybridizing two or more techniques
or modifying one to suite a particular problem [11]. PSO operations, for example, have
been extended to the galactic swarm optimization (GSO) algorithm to allow parallel
execution of many instances of the PSO algorithm for autonomous control of GSO
parameters using a hidden Markov model technique [12].

Applying any metaheuristic to solve an optimization problem requires modelling
the problem and stating the objective function(s) and the constraints if any. Thereafter,
the algorithm and the optimization problem interact to find the best solution. The rela-
tion between a metaheuristic technique and an optimization problem is represented in
Fig. 1. Generally, the algorithm (metaheuristic technique) randomly generates candidate
solutions or single solution (search agents) of the same dimension of the optimization
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problem’s decision variables. The search agent(s) undergo series of repetitive refining
processes and evaluations; upon completion of each iteration the solution(s) are sub-
jected to the objective function to test how best that solution is (solution fitness) as
compared to its previous iteration value. Depending on the refining strategy employed
by the algorithm a solution is either accepted and kept in memory or discarded based on
the solution fitness. This cycle continues and the algorithm with the help of intelligent
operators refines the search agents. This process continues until a termination criterion
is met.

Fig. 1. Interaction between metaheuristic technique and optimization problem

2.2 Social Spider and the Prey Characteristics

SSP mimics the foraging behavior of social spiders and prey on the social web. Here,
the search agents are distinctively identified as spiders and preys, there could be one or
many preys on the social web depending on the sizing of the search agents. Whereas the
preys are trapped and restricted to search only their neighborhood spiders on the other
hand can move to anywhere on the social web. This phenomenon is modelled into SSP
to improve both exploitation and exploration search mechanism.

The intensity and frequency of vibration distinguish SSP from other social spider
inspired algorithmsnamelySSAandSSO.Thenovelty distinction inSSP is the frequency
of the vibration source, usually from a prey, signifies the stability or sustenance of
the source; a larger value represents a good food source and a lower otherwise. The
intensity of vibration is a function of the fitness relation of candidate solution(s) identified
as prey(s). Once a prey is trapped on the social web, its information is disseminated
across the search space informing artificial spiders to move in such direction. A trapped
prey is restricted to make any significant move on the social web, so it only searches
its neighborhood. In summary, the following are behavioral characteristics of the prey
considered in SSP:

• every caught prey has a location on the web.
• prey generates web vibration which is shared across the search space.
• the frequency of vibration is an indication of freshness and stability of the prey, and
it is proportional to the prey’s weight.
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2.3 SSP Algorithmic Phases

SSP algorithm is enhanced to show how each search agent function in achieving a com-
mon goal. In this paper we present SSP algorithm as two phases searching technique
similar to what was proposed in [13]. The next subsection briefly describes the phases
in SSP. Once the initial population is generated with the help of the upper bound, lower
bound and dimension of the problem, SSP randomly chooses prey(s) depending on the
number of search agents. For a very large population size of one hundred and above SSP
randomly select 30% of the initial population as preys otherwise prey size is prefixed
in the algorithm in the range of 1 to 3. A prey carries out a neighborhood search (inten-
sification/exploitation) by adjusting one of the decision variables. After the prey phase
spiders sense the vibration of the prey(s) and the move towards the prey. By modelling
the vibrations propagated on the social web caused by spiders or prey, SSP can find an
optimal solution to a global optimization problem.

2.4 Mathematical Formulation of the SSP

The mathematical formulation of SSP is based on the characteristics of the social spider
and prey as described in Sect. 2. The vibration intensity propagated on the web by the
prey is given by Eq. 1:

IPrey =
{

1
1+f (Xi)

, f (Xi) ≥ 0

1 + abs(f (Xi)), f (Xi) < 0
, (1)

where f (Xi) is the fitness value of the prey Xi. The vibration of the prey spread across
the web at a frequency frq which signifies the freshness and sustainability of the prey on
the web, and it is given by Eq. 2.

ξ = 1

2
π

√
k

m
× rand , (2)

where k represents themaximum intensity andm is the prey’s intensity, a randomnumber
of rand ∈ (0, 1) represent captured or an escaped prey. The position of a prey on the
social web is given by Eq. 3:

X r
Prey,i = X r

i + ξ
(
X r
best,prey − X r

average,prey

)
, (3)

where X r
Prey,i is the new position of the ith prey, X r

best,prey is the position of the best-found
prey and X r

average,prey is a derived prey with the average value of preys along the decision
variables.

A captured prey’s information is disseminated across the social web to inform spiders
of the necessary actions to take. The prey phase of SSP is like what is been proposed
in artificial bee colony [14]. The next step involves artificial spiders been manipulated
to locate a prey on the social web, a hyper dimensional search space. Each spider keeps
memory of its location, vibration and other parameters that drives its search mechanism.
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Any vibration detected by a spider has a source and intensity. The vibration intensity I
generated and perceived by other spiders at time t is given by Eq. 4:

I(Pa,Pb, t) = log

(
1

f (Ps) − C
+ 1

)
(4)

where I is the source intensity, f (Ps) is the evaluated fitness value of spider P, C is a
small constant which is estimated to be less than the any objective function value, and
Pa,Pb represent source and destination of vibration. The attenuation rate of vibration
over distance Pa and its destination Pb is defined by 1-normManhattan distance in Eq. 5:

D(Pa,Pb) = ‖Pa − Pb‖1. (5)

The vibration attenuation received by a spider is calculated by Eq. 6:

I(Pa,Pb, t) = I(Pa,Pa, t) × exp

(−D(Pa,Pb)

σ × ra

)
, (6)

where ra represents a user-controlled parameter which controls the attenuation rate of
the vibration over distance, and σ is the standard deviation of all spider positions along
the dimensions. Moreover, spiders utilize dimensional mask (dm) changing and random
walk to move from one position to the other with the help of the following position given
by Eq. 7. The dm is made up of binary vector whose elements are zeros and ones and,
its length equals the dimension of the optimization problem. The algorithm initializes
all the elements of dm with zeros, but in each iteration a spider changes its mask value
using a probability of 1 − Pn

c where Pn
c ∈ (0, 1). If the mask is decided to be changed,

each bit of the vector has a probability of Pm to be assigned with a 1 and 1 − Pm to be
assigned a zero.

Pt
k,follow,(r) =

{
Pt
k,target,(r) ifmt

k,(r) = 0

Pt
k,random,(r) ifm

t
k,(r) = 1

(7)

Once the following position is generated, each spider performs random walk using
Eqs. 8 and 9.

Pt+1
k = Pt

k + PMk × randk +
(
Pt
k,follow − Pt

k

)
� R (8)

PMk = Pt
k − Pt−1

k (9)

Where R is a vector of uniformly generated random numbers from zero to one and
� denotes elementwise multiplication as discussed in [5].



220 S. O. Frimpong et al.

2.5 Pseudocode of SSP Algorithmic Phases

1. Initialize SSP parameters // upper and lower bounds, number of agents, itera-
tion 

2. Define the objective function and the dimension of the problem 
3. Generate random population of search agent 
4. Evaluate objective function for each agent 
5. while stopping criteria is not met do
6. Identify the prey(s) on the search space  
7. for each iteration 
8.        Perform the prey phase using equations 1-3 //Search neighborhood 
9.          Randomly select the prey(s) among the searching agents 

10.          Determine prey(s) intensity using equation 1 
11.          Evaluate vibration frequency of prey with equation 2 
12.          Determine prey location using equation 3        
13.  Perform spider phase using equations 4-9 //search entire search space 
14. for each spider search agent do
15.       Determine vibration source intensity of prey and position of each spi-

der 
16.       Estimate vibration attenuation of spiders to prey 
17.        Identify and store best vibration intensity of agents 
18.        Find target intensity for each spider 
19. Update dimension mask //random vector assign with probability of  
20. Generate follow position 
21.  Perform a movement towards prey(s) using the follow position 
22. end for 
23. end for 
24. end while 
25. Output best solution found 

3 Experiment

This section presents the experiment carried out to validate SSP algorithm performances
as a global optimization technique. Sample benchmark functions including Sphere,
Griewank, Schwefel 2.22 and Levy [15, 16] were selected to run the tests on SSP.
These functions were chosen for ease of implementation and the purposes of scaling the
dimension of the decision variables. Table 2 details the benchmark functions used in this
experiment.
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Table 2. Benchmark functions used to test SSP

The experiment results are shown in Figs. 2 and 3. Figures 2 (A, B, C, and D) show
the convergence characteristics of SSP on the test functions. Here, the convergence plots
show the advancement of the search technique in finding the optimal functional value
with finite number of iterations. In addition to the convergence curve are semiology
plot and the search space under consideration. The semilogy plot shows the logarithmic
rate of convergence. Subsequently, the next set of Figs. 3 (A, B, C, D) showcase the
convergence characteristics of SSP on various problems with high dimensionalities. The
following number of variables n = 1, 2, 3, 4, 5, 10, 20 and 30 were tested with iteration
varying from 30 to 500. However, not all the experiment results are presented in this
paper due to space constraints; hence only few results are shown in Fig. 3.
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Fig. 2A. Convergence curve generated by SSP using Sphere function

Fig. 2B. Convergence curve generated by SSP using Schwefel’s function

Fig. 2C. Convergence curve generated by SSP using Griewank’s function
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Fig. 2D. Convergence curve generated by SSP using Levy function

Fig. 3A. SSP convergence curve using one dimension search space

Fig. 3B. SSP convergence curve using two dimensions search space
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Fig. 3C. SSP convergence curve using three dimensions search space

Fig. 3D. SSP convergence curve using four dimensions search space

4 Discussions

SSP demonstrated significant performances on the selected test functions considered in
the experiments. In the first instance, the sphere function which is scalable in nature and
has an optimal value of zero was evaluated with SSP. A lower limit of minus one hundred
and an upper limit of positive one hundred were set to bound the decision variables.
After 30 iterations, SSP converged with best found value of 1.102×10−2. Similarly, the
convergence curves generated by SSP using the other test functions namely Schwefel,
Griewank and Levy are shown in Figs. 2B, 2C and 2D respectively. It was observed
that SSP algorithm could improve the search results under all the testing scenarios in a
monotonic order from the initial solutions set until the termination criteria was reached.

The last set of graphs in Figs. (3A, 3B, 3C and 3D) show the performances of SSP on
different dimensionalities for global optimization problem. These graphs are showing the
convergence of SSP on different problems with varying dimensions. Figures 3A, 3B, 3C
and 3D shows the corresponding graphs of the sphere function scaling up in dimensions
from 1 to 4. In each cluster of graphs in Fig. 3, the leftmost graph shows the rate of change
along a dimension. The random pattern corresponds to themovements of spiders towards
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a particular prey. The second and third graphs represents convergence curves and the
semilogy plot in each instance. Like the previous trend of monotonic advancement in
the experimental results toward the global optimum SSP exhibited same along varying
dimensionalities set of results.

In this round of experiments only 20 iterations were considered as a termination
criterion due to the simplicity of the objective function. SSP show significant ability to
find a very good convergence for all the test cases despite fewer number of iterations.
For example, with one dimension the best-found value is 1.16428 × 10−28 as shown in
Fig. 3A. Though fewer iteration, the coordination among spiders and prey(s) has been
instrumental in achieving a near optimal solution without compromising exploration
and exploitation tactics. Similarly, the best-found values for 2, 3, and 4 dimensions are
1.123608 × 10−21, 1.83012 × 10−18, and 1.18005 × 10−23 shown in Figs. 3B, 3C and
3D respectively.

It is observed from the experimental results that SSP can effectively move towards
the global optimum solution during the experimental test cases. This indicates a high
possibility of SSP converging at the optimum value in a few more iterations.

5 Conclusion and Future Work

The modelling of the prey characteristics could be seen to have contributed to improving
the search techniques of the existing SSP algorithm by comparing the best-found results
based on the number of iterations with other search techniques like SSA, SSO and
teaching learning-based optimization (TBLO) as found in literature. SSP having shown
a significant result in this study presents the scientific and researching communities a
handy tool which does not only provides solution to complex optimization problem but
also problems with high dimensions.

In conclusion, nature has vast knowledge of solving complex computational prob-
lems as seen in several evolutionary computational intelligence. Scientists and engineers
should endeavor to employ these techniques to perfect the applications of these tools
under complex or complicated scenarios. Therefore, in future study, SSP will be used
to solve the optimal sizing of hybrid renewable energy system problem with several
renewable sources including wind, solar PV, biomass, and conventional power system
like diesel generator. A system of such caliber depends on several random variables
which adds to the complexity of find the optimal sizes of the various power generation
units. The result SSP will be compared statistically with results of other comparative
bio-inspired algorithms.
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Abstract. As is well known in the scientific community, optimization
problems are becoming increasingly common, complex, and difficult to
solve. The use of metaheuristics to solve these problems is gaining
momentum thanks to their great adaptability. Because of this, there
is a need to generate robust metaheuristics with a good balance of
exploration and exploitation for different optimization problems. Our
proposal seeks to improve the exploration and exploitation balance by
incorporating a dynamic variation of the population. For this purpose, we
implement the Cuckoo Search metaheuristic in its two versions, with and
without dynamic population, to solve 3 classical optimization problems.
Preliminary results are very good in terms of performance but indicate
that it is not enough to vary the population dynamically, but it is nec-
essary to add additional perturbation operators to force changes in the
metaheuristic behavior.

Keywords: Exploration and exploitation · Cuckoo search algorithm ·
Dynamic population · Metaheuristics · Combinatorial problems

1 Introduction

Optimization problems are increasingly common in industries of different scales
(small, medium, or large companies). These problems can be focused on min-
imization such as finding solutions with the lowest cost, shortest distances, or
solutions that reduce and optimize factors such as time and optimization prob-
lems focused on maximization such as finding the solution with the highest
quality, or the solution that generates more benefits or profits. One of the char-
acteristics of these optimization problems is that, although they are easy to
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228 M. Chávez et al.

understand, the difficulty and time to solve them are high and increase as more
complex instances are solved, making it difficult to evaluate all possible solutions
in search of the optimum.

The literature [20] indicates that approximate optimization techniques such
as metaheuristics are ideal for solving these problems. This is because they are
characterized by their great adaptability to any optimization problem and have
reasonable resolution times. However, there is a negative side to these techniques,
which is that they do not guarantee optimization, but they do guarantee high-
quality solutions.

A critical point of these algorithms is the configuration of their parameters,
as misconfiguration can lead to high computational costs and poor quality solu-
tions. Morales-Castañeda et al. [16] presents a proposal in which they dynami-
cally manage the population of swarm algorithms to improve the quality of the
solutions.

In this paper, we solve the Set Covering Problem, the Knapsack Problem,
and the Set-Union Knapsack Problem by dynamically updating the population
of the Cuckoo search algorithm depending on the phase the algorithm is in
(exploration or exploitation). We compare a version with dynamic population
variation with a version without dynamic population variation to highlight the
impact on the quality of the solutions.

The following sections comprise the paper: The Swarm Intelligence Algo-
rithm is presented in Sect. 2, the exploration and exploitation balance problem
is presented in Sect. 3, the three optimization problems are presented in Sect. 4,
our proposal for dynamic population variation in the Cuckoo Search Algorithm
is presented in Sect. 5, the results are presented in Sect. 6, the statistical com-
parison between the two algorithms can be found in Sect. 7, finally, our analysis,
conclusions and future works in Sects. 8 and 9.

2 Swarm Intelligence Algorithms

Swarm intelligence algorithms are population-based metaheuristics inspired by
nature’s collective behavior. These algorithms disrupt a set of solutions that
individually do not have the capacity to solve complex problems but collectively
exchange information intelligently and manage to solve complex problems. The
Bat Algorithm (BA), Particle Swarm Optimization (PSO), Sine-Cosine Algo-
rithm (SCA), the Firefly Optimization (FO) and, the Cuckoo Search (CS) are
some metaheuristics based on Swarm Intelligence Algorithms.

Metaheuristics operate in two main phases, exploration and exploitation.
Exploration is the ability of search agents to visit unexplored regions of the
search space. Exploitation, on the other hand, is the ability of search agents to
exploit promising regions of the search space in order to find better solutions.

Metaheuristics with exploitative features allow for fast convergences but lead
to biases within the search space and thus obtain local optima. In contrast,
metaheuristics with explorative features slow down convergence and thus require
many iterations to perhaps reach the global optimum. Therefore, it is necessary
to have the right balance between exploration and exploitation [6,17].
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While many authors agree that the right balance of exploration and exploita-
tion is necessary for good results, there is no general mechanism to achieve this
[2,13,26,28].

For more information on Swarm Intelligence Algorithm refer to [20].

3 Balancing Exploration and Exploitation

There is research that can start a path towards achieving this dream by propos-
ing metrics to measure the exploration and exploitation of population meta-
heuristics. Such is the work proposed by Morales-Castañeda [15] who, based
on diversity metrics (Div), establishes exploration percentages (XPL%) and
exploitation percentages (XPT%). These percentages are defined as follows:

XPL% =
(

Divt

Divmax

)
× 100, XPT% =

( |Divt − Divmax|
Divmax

)
× 100 (1)

Where Divt denotes the current level of diversity in the tth iteration and
Divmax denotes the greatest level of diversity acquired throughout the search
procedure.

Based on these contributions, several authors propose perturbation algo-
rithms based on exploration and exploitation rates. Some research [4,5] uses
these percentages for state determination in Q-Learning that selects binariza-
tion scheme for continuous metaheuristics and other research [16] uses these
percentages to vary the population size dynamically.

Appropriate population size is relevant in the case of population-based meta-
heuristics for both efficiency and runtime effectiveness. It is well known that large
population size is useful to preserve the diversity of the population in the early
stages of the search, but in the later stages, it is important to perform the mining
around the best population solutions [7]. Usually, the population size is fixed and
is given by the user, which leads to the results obtained by the metaheuristic
depending on the user’s experience.

The researchers propose [1,14] the use of a dynamic population to increase
the metaheuristic efficiency and effectiveness. When in the exploration phase,
a large number of individuals in a population with a high degree of diversity
is required to investigate more regions of the search space. When identifying
potential regions and moving into the exploitation phase, it is not necessary to
have a large number of individuals well grouped in tiny portions of the search
space to make population reduction viable.

4 Optimization Problems

In this section we will present the 3 optimisation problems solved with our
proposal, which are the Set Covering Problem, Knapsack Problem, and Set-
Union Knapsack Problem.
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4.1 Set Covering Problem

The Set Covering Problem (SCP) is a well-known NP-Hard class optimization
problem [10] whose purpose is to discover a subset inside a set of elements that
has the lowest cost and meets a specified number of requirements. This problem
has been used to represent real-world issues such as resource distribution and
transportation networks. The mathematical model of the set coverage problem
[12] is formulated as follows:

Maximize

n∑
i=1

pi (2)

Subject to:

n∑
i=1

wi ≤ C (3)

4.2 Knapsack Problem

The Knapsack Problem is another classic optimization problem of the NP-Hard
class [9] and is defined as follows: There is a knapsack with a limited capacity
to incorporate elements and there is a set of elements with an associated value
and weight. Therefore, the objective is to find the subset of elements that has
the largest possible value that can be incorporated into the knapsack. Mathe-
matically it is defined as [22]:

Maximize

n∑
i=1

pi (4)

Subject to:

n∑
i=1

wi ≤ C (5)

4.3 Set-Union Knapsack Problem

The Set-Union Knapsack Problem (SUKP) is a variant of the 0–1 Knap-
sack Problem (0–1 KP) [8,18,23–25]. Which can be defined as follows: There
exists a set of elements U =

{
u1, u2, u3, ...., un

}
and a set of items S ={

U1, U2, U3, ...., Um

}
,where each item is a subset of elements Ui ⊆ U . Where

Ui �= φ (i = 1, 2, 3, 3, ....,m) and each Ui has a value pi > 0. Similarly, each
uj has weight wj > 0 (j = 1, 2, 3, ...., n). We assume that a set A consists of a
subset of items Ui inside the knapsack, which has capacity C. Therefore A ⊆ S.
We further have that the profit of A is defined as:

P (A) =
∑
UiεA

pi (6)
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Consequently, the weights of A are defined as:

W (A) =
∑

ujε ∪UiεA Ui

wj (7)

The goal of SUKP is to find the subset of items A that maximizes the total
value P (A), with the constraint that it cannot exceed the maximum weight C,
which mathematically is defined as:

W (A) =
∑

uj

⋃
Ui∈A Ui

wj ≤ C, A ⊆ S (8)

Where its objective function is defined as:

Maximize P (A) =
∑
UiεA

pi (9)

5 Population Size Management

In this research work, we propose to implement the Cuckoo Search metaheuristic
with a dynamic population to obtain control in the balance between exploration
and exploitation. For this purpose, in each iteration a calculation of the diver-
sity between the current solutions is performed, and depending on the value
obtained, the state (exploitation/exploration) is calculated. When an iteration
represents a change of state, either from exploration to exploitation or vice versa,
a modification (addition, deletion) will be made in the number of individuals in
the population.

5.1 Cuckoo Search

The Cuckoo Search algorithm (CS) [27] is inspired by the brood parasitism of
some cuckoo bird species in which the mother lays her eggs in the nests of other
bird species. If the bird that owns the nest discovers the foreign egg, it either
abandons the nest and builds a new one or gets rid of the impostor egg. Each
egg represents a solution and its survival for the next generation depends on
the quality of each egg, each solution has a probability of abandonment that
represents the situation in which the host bird discovers the impostor egg, gets
rid of it and a new solution is generated. The Cuckoo Search equation of motion
is defined as follows:

Xd
i (t + 1) = Xd

i (t) + α ⊕ Levy(β) (10)

The Lévy flight is employed to conduct the exploration, which consists of ran-
dom movements with sudden shifts along a straight path. While the exploitation
process is defined by the likelihood of desertion, the worst solutions are elimi-
nated. Cuckoo Search is a metaheuristic for solving continuous issues; however,



232 M. Chávez et al.

in order to tackle binary combinatorial problems, the solutions must be trans-
ferred to the binary discrete domain [3]. The two-step process is the most often
used method for converting continuous solutions to binary. In our proposal, we
utilize a transfer function of type S1 and a standard binarization function; for
additional information on the two-step technique, see [3,4,21]. Algorithm 1 illus-
trates the proposal’s pseudocode.

Algorithm 1 Cuckoo Search Algorithm
1: initialize CS parameters n, pa, α, β, T, pModification
2: Generate initial population of n nests.
3: Diversity calculation
4: while t ≤ T do
5: for each solution ni, i ∈ {1, ...., n} do
6: for each dimension d, d ∈ {1, ...., m} do
7: Generate new solutions through the equation (10)
8: end for
9: Binarise the new solution with the Two-step technique
10: Calculate fitness of new solution Xd

i (t + 1) and compare it with fitness of
solution Xd

i (t)
11: if (Fi(t + 1) < Fi(t)) then
12: Replace Xd

i (t + 1) with the new solution
13: end if
14: end for
15: for each solution ni, i ∈ {1, ...., n} do
16: if (pa < rand) then
17: Select the worst nests according to pa[0, 1] and replace them for new

solutions.
18: end if
19: end for
20: Calculate diversity
21: Calculate XPL% and XPT% status
22: if (XPL% → XPT%) then
23: Decrease the population size according to the parameter pModifica-

tion (XPT% → XPL%)
24: Increases the size of the population according to the parameter

pModification
25: if (globalF itness > localF itness) then
26: globalFitness = localFitness
27: end if
28: end while

5.2 Change of Status Between Exploration and Exploitation

Before estimating the stage of Cuckoo Search through the exploration and
exploitation rates, as indicated in Eq. 1, we must define our diversity metric
to be used. We use Hussain’s Dimensional Diversity [11] and its mathematical
equation can be found in the following reference [4,5,11].
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As the percentages can now be estimated, the exploration phase or exploita-
tion phase is defined as follows:

phase =
{

Exploration if XPL% ≥ XPT%
Exploitation if XPL% < XPT% (11)

5.3 Population Change

Once the change of state has been confirmed in an iteration, a decision must
be made whether to add or remove individuals to the population. The quan-
tity to be modified for both adding and removing is defined by the parameter
pModification. If the state change is Exploitation → Exploration, pModification
of solutions should be added randomly to the population. In the opposite case
where the change of state is Exploration → Exploitation, pModification of the
worst solutions of the population should be removed.

6 Experimental Results

The CS algorithm was programmed in the Java programming language and
executed on a Quadcore 2.0 GHz machine with 16 GB of RAM on macOS Big
South. The CS algorithm configuration selected was as follows: t = 4000, n =
15, in [19] suggest values for β = 3

2 α = 0.01, pa = 0.25, Finally, the parameter
pmodification was defined based on experimentation as pmodification = 0.3
(30%). That is to say, depending on the change of state, either 30% of the cur-
rent population will increase or 30% of the current population will decrease.
The instances tested for SCP were 41 and 42, for KP knapPI 1 100 1000 1
and knapPI 1 200 1000 1 and for SUKP the instances to be solved were
sukp 85 100 0.10 0.75 and sukp 85 100 0.15 0.85.

The result Tables 1, 2 and 3 show the solved instance in the first column
and the known global optimum in the second column. The third, fourth, fifth,
and sixth columns are repeated for each algorithm and provide the following
information: The third column displays the algorithm’s best result, the fourth
column indicates the average of the 31 independent runs’ optima, the fifth column
indicates the median of the 31 independent runs’ optima, and the sixth column
indicates the interquartile range of the 31 independent runs’ optima. On the
other hand, Fig. 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11 and 12 shows the exploration and
exploitation percentages obtained in the optimization process.
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Table 1. Results obtained by CS and CS-dynamic solving SCP

Inst. Opt. CS CS-dynamic

Best Avg Me IQR Best Avg Me IQR

4.1 429 432 436.83 437 5 433 436.29 436 4

4.2 512 515 522.96 522 6 512 523.09 525 4

Fig. 1. Exploration and Exploitation
Graphic - CS - SCP 4.1

Fig. 2. Exploration and Exploitation
Graphic - CS-dynamic - SCP 4.1

Fig. 3. Exploration and Exploitation
Graphic - CS - SCP 4.2

Fig. 4. Exploration and Exploitation
Graphic - CS-dynamic - SCP 4.2

Table 2. Results obtained by CS and CS-dynamic solving KP

Inst. Opt. CS CS-dynamic

Best Avg Me IQR Best Avg Me IQR

knapPI 1 100 1000 1 9147 9147 9147 9147 0 9147 9147.9 9147 0

knapPI 1 200 1000 1 11238 11238 11238 11238 0 11238 11238 11238 0

Fig. 5. Exploration and Exploitation
Graphic - CS - knapPI 1 100 1000 1

Fig. 6. Exploration and Exploitation
Graphic - CS-dynamic - knapPI 1 100
1000 1
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Fig. 7. Exploration and Exploitation
Graphic - CS - knapPI 1 200 1000 1

Fig. 8. Exploration and Exploitation
Graphic - CS-dynamic - knapPI 1 200
1000 1

Table 3. Results obtained by CS and CS-dynamic solving SUKP

Inst. Opt. CS CS-dynamic

Best Avg Me IQR Best Avg Me IQR

sukp 85 100 0.10 0.75 12045 12020 12020 12020 0 12020 12020 12020 0

sukp 85 100 0.15 0.85 12369 12369 12315.09 12299 112 12369 12324.61 12369 112

Fig. 9. Exploration and Exploitation
Graphic - CS - sukp 85 100 0.10 0.75

Fig. 10. Exploration and Exploitation
Graphic - CS-dynamic - sukp 85 100
0.10 0.75

Fig. 11. Exploration and Exploitation
Graphic - CS - sukp 85 100 0.15 0.85

Fig. 12. Exploration and Exploita-
tion Graphic - CS-dynamic - sukp 85
100 0.15 0.85

7 Statistical Test

To compare the techniques used, a test was performed to quantify the robustness
of the algorithms in solving the SCP, KP, and SUKP problems. Before perform-
ing this statistical test, it must first be validated that the samples do not follow
a normal distribution, i.e. that they do not come from nature. Once this is
validated, the Wilcoxon-Mann-Whitney test is performed, used when the
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samples are independent of each other, and provide us with a p-value about
the following contrast:

H0 = Algorithm A ≥ Algorithm B

H1 = Algorithm A < Algorithm B

Whether Algorithm A, standard Cuckoo Search and Algorithm B the pro-
posed dynamic Cuckoo Search. A p-value less than 0.05 means that the difference
between the techniques is statistically significant and, therefore, the comparison
of their means is valid.

8 Analysis and Discussions

For instance 41 of SCP, the standard Cuckoo Search Algorithm obtained a bet-
ter solution than the proposal with a dynamic population, however, the latter
obtained a better interquartile range, which indicates that it was more robust
in the results delivered. For instance 42, the proposal with dynamic population
obtained a better solution than the standard algorithm, surpassing it also in the
interquartile range. In general, for both instances, the population variation was
given at the beginning of the iterations until convergence did not allow a new
state change.

For the instances knapPI 1 100 1000 1 and knapPI 1 200 1000 1 of KP, both
algorithms obtained in each run the same value being at the same time the
optimal solution to the problem, that is why the interquartile range for both
algorithms is zero. For our proposal the change of population was only reflected in
the first iteration, since in general, it was the only time in which a change of state
between exploration and exploitation was made, remaining in the exploitation
phase in most of the iterations.

For the sukp 85 100 0.10 0.75 instance, both algorithms obtained the same
value in each iteration, but neither reached the optimal solution. In the SUKP
instance sukp 85 100 0.15 0.85, both the standard Cuckoo search algorithm and
our proposal obtained in each iteration the optimal solution to the problem, with
an interquartile range equal to 0, which makes it evident that for these instances
both algorithms behave robustly. For this problem the population change in our
proposal could not be performed, because during all the iterations the predomi-
nant phase was exploration, preventing a state change to modify the population.

Regarding the statistical tests performed in our proposal, for SCP instance
4.1, it was obtained as a result that Algorithm A is better than Algorithm B
with a p-value = 0.2431. For SCP instance 4.2, Algorithm B was found to be
better than Algorithm A with a p-value = 0.29556. In no case for SCP was a
p-value < 0.05 reached, therefore H0 is not rejected.

For both instances solved in KP, both Algorithm A and Algorithm B obtained
the best-known value in all runs performed and the statistical test result yielded
a p-value = 0.5. Therefore H0 is not rejected.
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For the SUKP instance sukp 85 100 0.10 0.75, both Algorithm A and Algo-
rithm B obtained the same value in each interaction so a p-value = 0.5 was
obtained. Therefore H0 is not rejected.

As for the instance sukp 85 100 0.15 0.85. it was obtained as a result that
Algorithm B is better than Algorithm A with a p-value = 0.2469. Therefore H0

is not rejected.

9 Conclusion

The proposed algorithm for the SCP case starts its iterations with recurrent state
changes and population modification, but due to its premature convergence, it
reaches a point where no more state changes occur, therefore, the population is
not modified again. For the case of KP, the proposed algorithm performs at the
beginning of the iteration a state and population change. After this modification,
the proposed Cuckoo Search algorithm continues without population change. In
SUKP, a state change was never obtained, therefore the population size was not
modified. And a comparison between the algorithms could not be performed. The
results obtained do not present sufficient evidence to determine that the proposed
algorithm is significantly better than the standard Cuckoo search algorithm.

For future work, a perturbation factor can be incorporated which is respon-
sible for the decision to change the population. This could be, for example,
searching for an ideal diversity while the search process is ongoing or a specific
amount of validation without improving fitness.
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Abstract. The social spider-prey (SSP) search is one of the newly developed
search strategies for an optimization problem. SSP mimics the behaviour of the
spider and prey on the spider’s web. This paper aims to propose a hybrid algorithm
that avoids parameter estimation based on trial-and-error for the global optimiza-
tion problem. The methodology is based on the Kestrel-based search method
(KSA) to generate the best weight value of the prey in any hyper-dimensional
space, which is constrained by parameters due to the nature and complexity of
the problem. The proposed hybrid SSP-KSA was tested on benchmark functions
through a computational experiment and the results are discussed. The results
indicate that the Hybrid SSP-KSA demonstrate global optimization performance
for the different dimensional waves in the search spaces. The results also show
the different values of amplitude, and none reached −16 × 10−8 value. Also, the
optimal value for the superimposedwavewas between 0.1 and 0.13. In conclusion,
irrespective of an increase in dimension space, the graph of amplitude converges
to optimality which suggests a prey has finally been caught on the spider’s web.

Keywords: Social spider-prey · Kestrel-based search method ·
Hyper-dimensional search space

1 Introduction

Computational methods to solve different types of problems are seen in most fields
of study. In most cases, these computational methods are a challenge with finding the
best solution that best fits the problem. Often, research scientists must employ different
computational algorithms to find the most ideal method. Sometimes, when the prob-
lem space involves a lot of constraints or parameters, the search method must adapt.
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Classical methods such as linear programming, mixed-integer programming, heuristic
methods, graphical methods, and many more are employed to solve constraint-based
problems [1]. However, they are challenged with adapting when the problem dimen-
sion becomes larger. Computational methods based on nature-inspired search methods,
because of their ability to automatically adapt to constraints in any hyper-dimensional
space, demonstrate outstanding performance. Nature-inspired methods take inspiration
from living organisms in their natural environment. Living organisms such as a flock of
birds, a school of fish, a swarm of bees and many more have been applied to develop
computational methods for any scientific problem.

In this paper, we focus on the newly developed social spider-prey search behaviour
[1] and the behaviour of kestrel birds [2–4]. The novelty that is being demonstrated
in this paper, is the hybridization of the SSP and Kestrel-based methods as the search
strategy for any global optimization problem. The previous work by [1] determine the
prey’s maximum intensity by trial and error, which resulted in amplitude displacement
between −0.6 to 0.8 and convergence value of −0.5 specific to a problem domain.
The contribution of this paper to research is to avoid trial-and-error determination of
maximum prey’s intensity and observe the nature of the amplitudes on search spaces.
Therefore, themotivation for this paper is to introduce flexibility in searching for optimal
parameters in a multi-dimensional space. The KSA ensures random encircling within
a search space to find optimal parameters. On the other hand, the SSP finds optimal
parameters through user input that is based on trial and error. Among the challenges
associated with a trial-and-error approach to parameter, a determination is that it is
time-consuming.

The remainder of this paper is organized in the following sections: Sect. 2 presents
background and related work; Sect. 3 presents the methodological step and experiment
setup; Experiment results are presented in Sect. 4; Sect. 5 presents a discussion of
experiment results, and the conclusion is presented in Sect. 6.

2 Background and Related Work

Bio-inspired search methods are based on the search behaviour and characteristics of
natural organisms in their habitat [5]. The unique behaviour that distinguishes these
living organisms inspired computational research scientists to model their unique char-
acteristics. Among the computational methods developed from living organisms include
Genetic algorithm [6], Ant Colony Optimization [7], Firefly Algorithm [8], Bat Algo-
rithm [9], wolf-based algorithm [10], Artificial Bee algorithm [11] and many more.
Although this paper recognises the existence of many nature-inspired algorithms for
the global optimization problem, we focus on the social spider-prey and kestrel-based
search methods.

Hybridization is a technique that combines two or more approaches to solve an
optimization problem. The hybrid optimization approach dynamically chooses which
optimization algorithm to apply from a set of different algorithms that can be used to
implement the same optimization. Such an approach predicts the most suitable param-
eter for a search space. Among the hybrid, nature-inspired optimization approaches
include the State flipping based hyper-heuristic [12], hybrid neural computing with
nature-inspired [13] and many more.
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2.1 Social Spider and the Prey Characteristics

The Social Spider-Prey depicts the foraging behaviour of social spiders and their prey on
the social web. The behaviour depends on two aspects: the behaviour of the social spider
in constructing aweb; and the prey that is trapped on theweb [1]. The spider(s) constructs
this web as bait and constantly monitors any stimuli on the web. This stimulus attracts
all spiders to a source of stimuli, which represents the location of its food. On the other
hand, the prey constantly looks for a comfortable place to hide from its enemies. Because
the prey is unaware of its weight or the maximum intensity that sends some stimuli, it
continues to rest on the spider’s web until it is captured. Thus, the characteristics of the
social spider-prey search mechanism can be simplified as follows:

• preys are caught/trapped on the web, and they have a location and weight.
• prey generates vibration on the spider’s web which is shared with all neighbouring
spiders.

• the frequency of vibration is an indication of the freshness and stability of the prey.

Assumptions underlying the characteristics are:

• We assume there is always prey on the web for spiders to hunt.
• We assume there is more than one spider.
• We assume the weight of spiders is negligible.

The characteristics of the SSP is described using terms including but not limited to
frequency, the position of prey, vibration intensity and amplitude. Amplitude measures
how far a wave rises and falls [14]. Whereas frequency is the number of waves per
second. A wave is a disturbance or variation that transfers energy progressively from
point to point in a medium.

2.1.1 Mathematical Formulation of the SSP

The mathematical model to depict the simplified characteristics of the social spider and
prey as described as follows: The vibration intensity propagated by the prey IPrey is
expressed by Eq. 1:

IPrey =
{

1
1+f (Xi)

, f (Xi) ≥ 0

1 + abs(f (Xi)), f (Xi) < 0
, (1)

where:

• f (Xi) is the fitness value of the prey Xi.

The vibration of the prey is in the form of frequency FreqPrey that is expressed by
Eq. 2:

FreqPrey = 1

2
π

√
k

m
× rand(), (2)



Global Optimization: A Hybrid Social Spider-Prey 243

where:

• k represents the maximum intensity.
• m is prey’s vibration intensity.
• rand () represents random number ∈ (0, 1) which depict that any prey can fall on the
web or otherwise.

Thus, finding the position of the prey at any point in time t on the social web is given
by Eq. 3:

X r
Prey,i(t) = X r

i (t) + FreqPrey(t) ∗
(
X r
prey − X r

spider

)
(3)

where X r
Prey,i is the current position ith of prey at any time t, X r

i (t) is the previous
position of the prey before falling on the spider’s web. X r

prey and X r
spider respectively

represents the prey’s position and each spider’s position. Thus, if the prey is aware of
the position of the spider, then it can plan for escape, but chances of escape are rare.
However, since the spider is responsible for constructing the web, they keep the memory
of their unsuccessful locations to avoid them. Also, they keep the memory of the source
of vibration and use the vibration as its search mechanism on the web. Any vibration
detected by a spider at any time t has a source and intensity, which can be expressed by
Eq. 4:

I(Pa,Pb, t) = log

(
1

f (Ps) − C
+ 1

)
(4)

where:

• I is the source intensity.
• f (Ps) is the evaluated fitness value of spider P, C is a small constant that is estimated
to be less than the objective function value.

• Pa,Pb represent source and destination of vibration.

The attenuation rate of vibration over distance Pa and its destination Pb is defined
by 1-norm Manhattan distance in Eq. 5:

D(Pa,Pb) = ‖Pa − Pb‖1. (5)

Thus, the vibration attenuation received by a spider is expressed by Eq. 6:

I(Pa,Pb, t) = I(Pa,Pa, t) × exp

(−D(Pa,Pb)

σ × ra

)
, (6)

where:

• ra represents a user-controlled parameter that controls the attenuation rate of the
vibration over distance,

• σ is the standard deviation of all spider positions along the dimensions.
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Spider(s) employs dimensional mask (dm) changing and random walking to move
from one position to the other with the help of the “following position” Pt

k,follow,(r)
expressed by Eq. 7. The dm is binary vector, and its length is equal to the dimension of
the optimization problem.

Pt
k,follow,(r) =

{
Pt
k,target,(r) if mt

k,(r) = 0

Pt
k,random,(r) if mt

k,(r) = 1
(7)

The algorithm initializes all the elements of dm with zeros, but in each iteration, a
spider changes its mask value using a probability of 1 − Pn

c where Pn
c ∈ (0, 1). If the

mask is calculated, there are two possibilities of the bit vectors that are probability mask
Pm assigned as 1 and another bit vector has probability mask 1 − Pm as zero. Once the
“following position” Pt

k,follow,(r) is generated, each spider performs a randomwalk using
Eqs. 8 and 9.

Pt+1
k = Pt

k + PMk ∗ randk +
(
Pt
k,follow − Pt

k

)
� R (8)

PMk = Pt
k − Pt−1

k (9)

Where R is a vector of uniformly generated random numbers from zero to one and
� denotes elementwise multiplication as discussed [15].

2.1.2 Pseudocode of Social Spider-Prey Algorithmic

The behaviour of the social spider-prey is depicted by these two aspects/algorithmic
phases:

Set initial social spider prey algorithmic search parameter 
Generate random population of search agent
Evaluate the objective function for each agent
Identify the prey(s) on the search space 
For t = 1 to maximum_iteration

Prey phase: //Search neighbourhood
Determine prey(s) intensity using equation1 

Evaluate prey frequency with equation 2 and use KSA to find k 
Determine the stability of prey and location from equation 3

Spider phase: //search entire search space
Determine vibration source intensity of prey and position of each spider
Estimate vibration attenuation of spiders to prey?
Identify and store the best vibration intensity
Find target intensity for each spider
Update dimension mask //random vector assign with probability of
Generate follow position
movement towards prey(s)

End for
Output global optimum solution
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2.2 Kestrel-Based Search Algorithm

Kestrel is a bird that belongs to the falcon family. It uses hovering and perch as a search
strategy to hunt its prey [2, 5, 16]. Kestrels can hover in changing airstream, maintain
a fixed forward-looking position with their eyes on the prey, and use random bobbing
of head to find the least distance to their prey. Kestrels are naturally endowed with
ultraviolet sensitive eyesight that can trail urine and faeces reflection. The Kestrel-based
search algorithm (KSA) is governed by three basic rules: improve, reduce, and check
rules [17, 18], which are expressed below. The detailed variables described in these rules
are found in [5, 19].
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3 Methodological Step and Experimental Setup

In this paper, the nature-inspired method based on social spider-prey and kestrel birds
as described in the related work was applied. The mathematical models were translated
into an algorithmic structure and run to generate the optimal results. The computational
experiment was performed to evaluate the proposed hybrid SSP-KSA using benchmark
functions including Sphere, Griewank, Schwefel 2.22 and Levy [20].

In this experiment, the following benchmark functions were used as described in
Table 1. The algorithmic structure was implemented using MATLAB, which is a sci-
entific programming platform. The hyper-dimensional space was modelled with several
constraints parameters n, where n = 1, 2, 3, 4, 5, 10, 20 and 30. The boundary deci-
sion variables for the lower and upper limits of the search space for the benchmark test
functions were set as in Table 1. During testing, iterations within the hyper-dimensional
space of the hybrid SSP-KSA was varied from 30 to 500 to help output the best results
of this testing.

The default parameters of the Kestrel-based Search Algorithm (KSA) are zmin =
0.2, zmax= 0.8 indicating perched and flight modes parameter respectively as proposed
by [19]; and the parameter to control the frequency of bobbing pa is 0.9; and the half-life
is 0.5 [19]. Similarly, the default parameter of SSP was set as described in [1]. Thus,
KSA finds the optimal weight for the SSP.

4 Experiment Results

The experiment results are presented in two parts: the first part is the nature of the
convergence curve in relation to the fitness value. The semilogy and search space graphs
were also plotted to depict the nature of the convergence curves of the benchmark test
functions (that is, Sphere, Schwefel, Griewank and Levy function). The semilogy plot
shows the logarithmic rate of convergence. The second part shows the hyper-dimensional
graphs of the benchmark test functions. In the second part, the nature of the graph is
described using the amplitude under the different scale of dimensions to understand the
intensity of the vibration. Also, the frequency and time (or iteration) were shown on
each graph. The experiment results are described using rise and fall, which refers to
amplitude. Figures 1, 2, 3 and 4, shows the first part of the experiment results, in which
the convergence curves, semilogy plot and search space of the benchmark test functions
results are presented for the hybrid SSP-KSA algorithm.

Figures 1, 2, 3 and 4 show the convergence curves of the Sphere, Schwefel, Griewank
and Levy function test results. After 30th iterations, hybrid SSP-KSA converged with
best-found value of 1.102 × 10−2 as shown in Figs. 1, 2, 3 and 4. The semilogy plot of
the Sphere function in Fig. 1 showed, generally, a larger area under its curve as compared
with Figs. 2, 3 and 4.
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Table 1. Benchmark test functions

Function
name

Mathematical expression Description/properties
of a function

Sphere f (X ) =
d∑
i=1

x2i

d is the problem dimension

Continuous,
differentiable,
separable, unimodal
Subject to
−100 ≤ xi ≤ 100
Global minima is
located at
x∗ = f (0, . . . , 0)

Griewank f (X ) =
n∑

i=1

x2i
4000 − ∏

cos
(

xi√
i

)
+ 1 Continuous,

differentiable,
non-separable, scalable
multimodal
Subject to
−100 ≤ xi ≤ 100
Global minima is
located at
x∗ = f (0, . . . , 0),

f (x∗) = 0

Schwefel
2.22

f (X ) =
d∑
i=1

|xi| +
n∏

i=1
|xi|

d is the problem dimension

Continuous,
differentiable, non-
separable, scalable
unimodal
Subject to
−500 ≤ xi ≤ 500
Global minima is
located at
x∗ = f (0, . . . , 0)

Levy f (X ) = sin2(πx1) +∑n
i=1

[(
1 + 10

(
sin2xi+1

))] + (
(xn − 1)2

(
1 + sin2(2πxn

))
,

xi = 1 + 1
4 (Xi + 1)

Continuous,
differentiable,
non-separable, scalable
multimodal
Subject to
−10 ≤ xi ≤ 10
Global minima is
located at
x∗ = f (0, . . . , 0),

f (x∗) = 0
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Fig. 1. Convergence curve of the hybrid SSP-KSA method using the Sphere function

Fig. 2. Convergence curve of the hybrid SSP-KSA method using the Schwefel function

Fig. 3. Convergence curve of the hybrid SSP-KSA method using the Griewank function
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Fig. 4. Convergence curve of the hybrid SSP-KSA method using the Levy function

The second part of the experiment results is presented in Figs. 5, 6, 7 and 8, to show
the scale of dimensions. The descriptions are based on the peaks and valleys of the
waves, that is the maximum and minimum displacements. Different iterations (20, 50,
and 60) were considered as termination criteria on the benchmark test functions. These
different iterations allow for an observation of the nature of the waves. The frequency
is plotted on the y-axis and time (iteration) is plotted on the x-axis. The legends on the
graph in Fig. 5 and subsequent Figures represents the different dimensional waves. The
scale in dimension is presented as one-, two-, three-, and four-wave dimensions of the
hybrid SSP-KSA convergence as follows:

Similarly, Figs. 6, 7, and 8 respectively describes the Schwefel function, Griewank
function and the Levy functions for the hyperdimensional. The criteria that describe the
dimensions are based on the peaks and valleys of the amplitudes in respect to time t or
iterations. The time t is measured in seconds.

5 Discussion of Experiment Results

The scale in dimension was depicted using the dimensional scale. In Fig. 5A, the nature
of the 1-dimensional wave moves from 0 to approximately−16× 10−8 and then rose to
approximately 0× 10−8 between the 15th to 20th iteration. The negative fall in amplitude
approximately to −16 × 10−8 towards the end of iteration shows a rather downward
displacement due to the high weight of prey experienced on the spider’s web. Also, the
maximum peak of amplitude was approximately 4 × 10−8. Thus, the peak and valley
of the 1-dimensional wave are 4 × 10−8 and −16 × 10−8 respectively. Ideally, this
downward displacement is expected to start in the early iteration. Moreover, it can be
observed that the wave converges at zero at the end of the iteration. However, Figs. 5B,
5C and 5D showed a different value of the amplitude, where none of the curves reached
the −16 × 10−8 value.
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A : 1-dimensional wave B : 2-dimensional wave

C : 3-dimensional wave D : 4-dimensional wave
Legends:
Blue(wave-1)
Orange(wave-2)
Yellow(wave-3)
Violet (wave-4)

Fig. 5. Different dimensional wave of the hybrid SSP-KSA using Sphere function (Color figure
online)

In Fig. 5B when two waves were superimposed to depict two preys’ vibration on the
web. It was observed that the wave, colour-coded as “blue”, started at approximately at
0.9 value and thenmoved down to the zero value. The final amplitude was approximately
0.7. Thus, indicating that some vibration is still on the web. Also, the wave, colour-coded
as “orange” rose at the start of the iteration then at the end of the iteration, the amplitude
was approximately at 0.13 value. However, “blue” colour-coded had amplitude that fell
below −0.05. The highest peak of amplitude was between 0.1 and 0.13 respectively for
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A : 1- dimensional wave B : 2- dimensional wave

C: 3- dimensional wave D : 4- dimensional wave

Fig. 6. Different dimensional wave of the hybrid SSP-KSA using Schwefel function

the “blue” colour-coded and “orange” colour-coded. Thus, this suggests that for an opti-
mization problem based on the hybrid SSP-KSA the optimal value for superimposition
of waves is between 0.1 and 0.13.

In Fig. 5C, when the scale of dimension is increased to include 3-waves, different
peaks and valleys are observed. It is observed that the lowest amplitude is −3 × 10−4

and the highest amplitude is above 2 × 10−4. However, the highest value was observed
at the end of the iteration, which indicates that prey still causes some vibration on the
web. Though there were three different waves, there was a convergence at the end of
iteration in respect of the wave colour-coded as “blue” at the end of the 20th iteration.

In Fig. 5D, there were four waves, and it is observed that the wave, colour-coded
“yellow”has the highest amplitude approximately 0.16 and the lowest amplitude of -0.05.
However, at the end of the iteration, the “yellow” colour-coded wave had approximately
0.16 value. Moreover, it can be observed that the “violet” colour-coded wave converged
to zero at the end of the iteration.
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A : 1- dimensional wave B : 2- dimensional wave

C: 3- dimensional wave D : 4- dimensional wave 

Fig. 7. Different dimensional wave of the hybrid SSP-KSA using Griewank function

From Fig. 5A to 5D, the rise and fall in the amplitude show that the proposed hybrid
SSP-KSA algorithm tried to leave the local optimum to converge to a globally optimal
solution. It can be observed that although the dimensional space was increased, there
was convergence.

Similarly, Figs. 6, 7 and 8 are described based on the peaks and valleys of scales of
dimension. Generally, these Figs. 6, 7 and 8 show different peaks and valleys until the
wave flattens to zero at the end of the iterations. Figure 6 shows the waves are separated
from each other on the Schwefel function. On one hand, Fig. 6B has 2-dimensional
waves almost flattened on which are separated far from each other. On the other hand,
Fig. 6C shows the 3-dimensional wave also is far away from each other.

It is observed that except Figs. 7B and 7D where waves are flattened at the end of
the iteration, all the other hyper-dimensional waves still experience some vibration. This
is due to vibration still caused by the prey on the web [1], hence, informing the spider
about the presence and position of prey on the web. Thus, it can be established that the
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A : 1- dimensional wave B : 2- dimensional wave

C: 3- dimensional wave D : 4- dimensional wave

Fig. 8. Different dimensional wave of the hybrid SSP-KSA using Levy function

flattening of the waves in Figs. 7B and 7D, it suggests that vibration can be stable at the
end of an iteration, thus signifies prey has finally been caught.

These results on the amplitude demonstrate that irrespective of the problem dimen-
sion, the hybrid SSP-KSA algorithm can generate optimal results for any hyper-
dimensional space problem. The finding is significant to enhance the parameters of the
SSP-KSA algorithms to address some limitations in terms of higher peaks and valleys
observed close to the end of the iteration.

6 Conclusion

In this paper, we presented a hybrid SSP-KSA algorithm as a strategy for a global opti-
mization problem in hyperdimensional space. The hybrid SSP-KSA has demonstrated
good performance results as a strategy for global optimization problems in different
dimensional spaces. The criteria to describe the nature of the curve are the convergence
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curves and amplitude. The experimental results also show the different values of ampli-
tude, and none reached−16× 10−8 value. Also, the optimal value for the superimposed
wave was between 0.1 and 0.13. In conclusion, irrespective of an increase in dimension
space, the graph of amplitude converges to optimality which suggests a prey has finally
been caught on the spider’s web. Future studies should focus on testing the robustness
of the hybrid SSP and KSA with other nature-inspired algorithms global optimization
algorithms.
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Abstract. There exists a yawning gap in the information base on the Art Industry.
It is particularly worrisome against the fact that there is noticeable development
with the mode of transmission of art. However, this development doesn’t include
traditional artists who do not have access modern materials for exhibiting their
art. This study designs an application of digital technology and its design and
implementation, which is proposed to bridge the gap present in the Art Industry.
The focus is on the process and various integrations of computing concepts to
create a working system for the digitization of traditional 2-dimensional art. The
development shall also revolve around the User experience that the buyer of the art
shall be getting, as well as the protection of the intellectual property of the artist as
his works get digitized. The researcher used a web-based model for the front-end
design, and used a straightforward encryption library executable in JavaScript.
Image datasets were locally stored on the test system to minimize complexity
of the proof-of-concept model. There has been a various image encryption algo-
rithm aimed at repelling simple and mildly complex piracy attacks, but generally,
these systems tend to leave out code optimization and efficiency at runtime, there-
fore exposing the plain images to newer attacks. This paper means to bridge the
efficiency gap, utilising a faster model at launch.

Keywords: Image encryption · Art industry · Digitization · Digital technology

1 Introduction

The Nigerian Art Industry has witnessed upward growth in the past decade [1], with
Nigerian Art auctions rising to $5,539,648 in 2017, from $3,794,924 in 2016 [2, 3].With
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this growth comes diversity in the medium of contact between the buyers of art and the
artists; the development of digital technology has made it theoretically possible to access
contents more easily, for artists who have been able to build their craft on the technology,
and buyers who are more interested in digital art. However, this development has not
put into cognisance the intersection group of traditional artists whom do not have the
exposure to conventionally exhibit and auction their art, and also have not incorporated
digital technology into their craft.

Art educators and collectors agree that the practice of art and design has its drawbacks
and problems, but they are perplexed as to why skilled artists and designers would wish
to forsake their professions when there are clear benefits. In Nigeria, art and design are
still the exclusive domain of art schools, advertising companies, and other freelancers
who create tourism products for foreigners and communities. Nigeria’s government
and institutions have not been perceived as explicitly supporting art forms over the
years. For example, in Nigeria, artists and designers who have found themselves in
positions of power have advocated for government policy on estate development and
public building construction to encourage the use of art in the shape of sculptures,murals,
and other interior decorations. This part of construction strategy was approved in theory
but abandoned due to government collaboration with contractors who looked to have an
aversion to art works and misinterpreted public art to indicate more financial obligations
under contractual estimate agreements. Patronage for the artists was diminished as a
result of this single act.

This part of construction strategy was approved in theory but abandoned due to
government collaboration with contractors who looked to have an aversion to art works
and misinterpreted public art to indicate more financial obligations under contractual
estimate agreements. Patronage for the artistswas diminished as a result of this single act.
TheCultural Strategy forNigeria (1999) contains a cultural policy for the encouragement
of art and design in Sect. 6.4, which specifies in Sect. 6.4.5 that: the state should create a
National Gallery of Art whose aims shall be: (a) since the country’s inception as a nation,
to serve as a storehouse for artistic creations and practices, (b) to encourage Nigerian
artists and designers to be more innovative, and (c) to encourage art education, research,
and enjoyment. Unfortunately, some of these regulations were never implemented in a
way that would have a good impact on the lives of working artists.

There has been a significant drop in the number of art and design students enrolled
at universities. This also translates to a shortage of instructors for the various fine and
applied arts courses. Enrolment of students in art and design related disciplines is gen-
erated in several Nigerian institutions by “co-opting” and “diverting” people who had
applied to study sciences, engineering, information technologies, environmental sci-
ences, and so on, to study art. The reason for the increasing dropout rates could be
that the distraction was not powerful enough to turn people whose interests were not
originally in the art industry into committed professionals.

Artists and designers abandonprofessional practice due to personal, parental, societal
and governmental factors [4], and that is a fact that existing systems can do little to
change. This is because of the current state of the Industry itself: majority of artists can
only monetize their art through the exposure they get by auctioning and exhibitions.
While the frequency of art auctions and exhibitions has positively grown, the number
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of artists who do not have access to these exposure is growing, or largely unchanged at
best. This means that there exists a dichotomy in the Art industry into two: the academic
artists, who have the access to the exposure in the form of Auctions and Exhibitions,
and the “roadside” artists, who did not have that exposure. Crossing the divide from the
disadvantaged end of the divide is very difficult, hence the disinterest that leaves artists
with little choice but dropping out.

This study documents an application of digital technology and its design and imple-
mentation, which is proposed to bridge the gap present in the Nigerian Art Industry.
The focus is on the process and various integrations of computing concepts to create a
working system for the digitization of traditional 2-dimensional art. The development
shall also revolve around the User experience that the buyer of the art shall be getting, as
well as the protection of the intellectual property of the artist as his works get digitized.
Since the digitisation of the two dimensional artworks invariably means that it would be
converted to software, it is pertinent that the project propose an implementation against
software piracy; software piracy is such a big deal and it is such a profitable ‘business’
that it has caught the attention of organized crime groups in a number of countries [6].
In addition to this, a system needs to be set up to separate the digital copyrights of the
artists from their original work copyrights for added credibility and security.

2 Literature Review

It was noted that the actual practice in the Nigerian Art and Design is regressing despite
the fact that interest in the field increases, and the causes are attributed to changes in
orientation, priority and skill development. The history of Nigerian Art and Design
practice was reviewed and the development of art from a Religious and philosophical
standpoint [5–7], through its replacement with scientific study was established; by the
virtue of that, the knowledge of Nigerian Art and Design no longer remained one of the
basis of formal education in the country [8–10].

It is further investigated why there is marked rise in the number of trained artists
who have moved out of the field for an unrelated one [10–12], and the study came about
factors that are mostly socio-political among other issues. It was concluded that the field
of Art and Design has been effectively left for a few professional art educators and other
freelancers.

In [5], the authors stated the ambit of copyrights of Artistic Works in their journal, in
a bid to document the menace of piracy. The Copyright Act, s. 51(1), which was stated in
the journal, defines what is to be called artistic copyright, and how it can be differentiated
from other similar laws such as Design Law, Industrial Law and Literary Law. These
laws are distinct and can be present in the same body of work. It is dependent on what
the artist wants to use the body of work for.

Further in the journal, it was highlighted that Reproducing the (artistic) work in
any Material form is permissible under the Designs and Patents Act of 1988 of UK,
and backed up by the provision of Copyright Act, s. 51(2a) which states that a work is
deemed to be published, if copies of it have been made available in a manner sufficient
to render the work accessible to the public. These copyrights can be infringed upon, as
stated in the Copyright Act, s. 15(1)(a-g), and can be remedied through the Copyright
Act, s. 16(1), s. 25, and s. 18.
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The study gave a number of recommendations and it included the use of protective
technological measures. By this technology, the central authorizing site would detect
when a computer software is about to be used in a manner prejudicial to the right of the
copyright owner. This kind of technology would be most appropriate in Nigeria, even
though we are yet to develop the requisite infrastructure that would support such an
elaborate detective mechanism [13, 14]. This particular recommendation can be imple-
mented using several image encryption algorithms available; one such algorithms is the
Chaos-based image encryption algorithm [15].

The authors in [12] explores copyright principles as it applied to a Creative digital
marketplace. Under the Principles for the Copyright Review Process in the paper, it
was stated that “the fundamental premise of copyright law is that ensuring appropriate
rights to authors will drive creative innovation and benefit society as a whole. The
evidence from WIPO and other sources demonstrates that innovative businesses in a
variety of sectors benefit when authors are able to create and collaborate with other
experts in different fields”. This is trying to explaining the first principle of Staying
true to Technology-Neutral principles and taking the long view. Further down the paper,
other principles that can permit the growth ofArtist creative potentials and their rights are
stated. However, the paper is based upon the Copyright Clause of the U.S. Constitution,
whereas Nigeria derives its own Copyright Law from the Design and Patent Act of 1988
of UK.

In [16], the authors researched on the technique that can be used for art authentication.
It described “a computational technique for authenticating works of art, specifically
paintings and drawings, from high-resolution digital scans of the original works. This
approach builds a statistical model of an artist from the scans of a set of authenticated
works against which new works then are compared. The statistical model consists of
first- and higher-order wavelet statistics” [16]. The research uses fundamental localised
functions within wavelets to decompose images; according to the research method,
These sorts of expansions have proven extremely useful in a range of applications (e.g.,
image compression, image coding, noise removal, and texture synthesis. This method
is primarily aimed at Art forensics, but can be very useful in General Art authentication
that are destined to be sold to the public. It would allow for the existence of the basis for
the incorporation of Image encryption.

In [17], the authors proposed an image encryption algorithm which utilises the Jose-
phus Traversing and Chaos system. A proposedmodel generates multiple sections which
scramble and exchanges the rows and columns of an image about to be encrypted.
Throughout the course of experimentation, the journal shows protection from common
cryptosystem attacks include the cipher-only attack, known-plain attack, chosen-plain
attack and chosen- cipher attack [18]. Furthermore, results perform favourably under his-
togram analysis, which is to be expected of an excellent image encryption scheme. The
performance comparison between the Josephus Traversing and Chaos system and other
schemes shows “better performance” with UACI (Unified Average Changing Intensity)
and NPCR (Number of Pixel Changing Rate) values.

However, Pure CTM (Chaos Tent Maps) encryption systems such as the Josephus
Traversing and Chaos systems are limited to generating key streams from a secret key
[19]. It leaves the system vulnerable to higher-level KPA and CPA attacks. Furthermore,
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a typical CTM system would only encrypt the individual components of a color image,
leaving no room for adaptability in grey-color image cross-encryption.

The authors in [19] proposed a RT (Rectangular Transform)-enhanced CTM sys-
tem to improve on pure-CTM systems. It generates key-streams for plain images in
addition to secret keys, providing a more effective encryption against KPA and CPA
attacks. Necessary experimental results show the RT-Enhanced CTM to have ample key
space against brute force and comprehensive statistical data on ciphertext distribution.
Furthermore, it holds up well against differential attack, in which the attacker try to
make a tiny change in the original plainimage, and then encrypts both the original plain
image andthe changed plain image by the same encryption scheme,and try to find out
the relation between plain image andits cipher image by comparing the two encrypted
images.

While RT-enhanced CTM image encryption system is an improvement over pure
CTM systems, they both share the fundamental feature of having a high sensitivity for
any change in initial image values and other parameters. Therefore, the low-dimensional
chaotic sequences they generate have the problems short code period andmarginally low
accuracy [20].

In [20], the authors proposed the ECC (Elliptic Curve Cryptosystem) based encryp-
tion system which is asymmetric, and itself dependent on the ECDLP (Elliptic Curve
Discrete LogarithmProblem) complexity. The system seeks to improve the typical image
encryption algorithm which generates a cipher image from the plain one, unintelligible
from an attacker. Analyses on ECC-based encryption system shows a formidable per-
formance against differential attacks, with a quick XOR operation during encryption.
Upon comparison with three other similar asymmetric systems, ECC-based encryption
proved the fastest.

3 Material and Methods

The Fig. 1 shows the fundamental entity-relationship model of the typical artist, his
work and his audience. He creates a work of art, which is to be sold to (or bought by)
Collectors, and private consumers. This is to give an idea where the gap lies for the
majority of the artists; The Relationship “Buys”.

In order to understand how the encryption process would begin, there is a need to
see what JavaScript Cryptography Libraries are, and how they can be used to encrypt
image files to prevent digital piracy.

One of the commonly used libraries is the Crypto-JS, which includes image encryp-
tion algorithms that have quick implementation in JavaScript. Crypto-JS’s standout fea-
ture is that it is fast, and has a user-friendly UI. Typically, the encryption process begins
when the pixel array gets called from the image object. The pixel array itself allocates
4 bytes for each pixel, in the form of RGBA; Crypto-JS wouldn’t read in array but
string, therefore the encrypted image would be converted to a Base64 string, with the
“arr.push” function used to force the channel into a 255 pixel array. The final conversion
might introduce added bulk to the original image. When decrypting the image file, the
code asks for the encrypted password and displays the ImageData afterwards. However,
Crypto-JS requires the encrypted image be uploaded over the network before decryption.
The client side of the algorithm generally look like the following;
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Fig. 1. An entity-relationship diagram of artists, art and their buyers

<img id="picture"/>
<script>
    var picture = document.getElementById("picture");
    var data = new XMLHttpRequest();
    data.open('GET', 'http://serverexample.com/imagesample.jpg.enc.b64', true);
    data.onreadystatechange = function(){
        if(this.readyState == 4 && this.status==200){
            var dec = CryptoJS.AES.decrypt(data.responseText, "password");
            var plain = CryptoJS.enc.Base64.stringify( dec );

picture.src = "data:image/jpeg;base64,"+plain;
} 

};
data.send(null);

</script>
The server side would look like;
openssl aes-256-cbc -in imagesample.jpg -out imagesample.jpg.enc
base64 imagesample.jpg.enc > pup.jpg.enc.b64

Image Encryption
Images can be encrypted when broken into segments, and several algorithm choices
are available for use. Some examples are the Hasher Algorithms, SHA-1, SHA-2, and
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the Cipher Algortihms. Each of the algorithms have peculiar characteristics, which are
explained below:

Hasher Algorithms
The Hasher encryption algorithm is a popular encryption algorithm, mainly due to the
variety of security-based applications in which it can be used (Google Code Archive,
2010). One of the most hash functions in the algorithm is theMD5 function; it can check
for file integrity. Furthermore, it operates within the 128-bit hash value and has non-
cryptographic uses such as partition specification. However, there has been a series of
vulnerabilitieswith the function discovered over time. For instance,MD5 is not collision-
resistant, and would not work effectively with digital signatures and SSL certificates.

Secure Hash Algorithm 1 (SHA-1)
The SHA-1 algorithm is a familiar hash function which generates a 160-bit hash value.
A computer system would typically render it in 40-digit hexadecimal. It was first devel-
oped by the NSA (National Security Agency) in the United States, under the Federal
Information Processing Standard. Over time, the function has hit obsolescence since
2005 (Schneier on Security, 2005). Over the course of 15 years after then, newer attacks
have been successful with the SHA-1 function including the CP (Chosen Prefix) attacks.
It has since been replaced by the SHA-2 function.

Secure Hash Algorithm 2 (SHA-2)
The SHA-2 algorithm is unofficially an iteration to the SHA-1. It is a full hash function
which utilises a different one-way compression with a block cipher foundation. The
hash function can process 224 bits of image data, up to 512 bits. While it is a significant
improvement to the SHA-1, with better security, it does not enjoy as much popularity.

4 Results and Discussion

The custom smart display software starts up on a specified ports, which is 80, 443. It
connects to a local server in order to access the WebView database and other minor
elements before proper launch. The start page has a slider design, which opens into the
catalogue page. A screenshot of the page is given as below (Fig. 2):

The slider mechanism is triggered by the arrow up key, and it brings up the Catalogue
page. The figure of the Catalogue of the art display is the second slider page. Figure 3
show the art display catalogue page.

Following the Catalogue page, the user (or customer, in this case) gets taken to the
purchase page, where he/she can make payment for his/her choice of artwork. The page
gives a brief description of the image on display, the pricing and a call to action to make
payment directly. An illustration is given below (Fig. 4);

A pop-up window appears at the click of the “Purchase Image” button. It is the point
where the customer’s card gets processed, and give a successful feedback once done.
The code can automatically detect the payment card vendor from the first four digits of
the card, and would immediately give an error when any of the necessary field has not
been filled or mis-filled. Figure 5 shows the payment processing framework over the
purchase image window.
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Fig. 2. The slider design start page

Fig. 3. The art display catalogue page
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Fig. 4. The payment page for the displayed artic designed

Fig. 5. The payment processing framework
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Given that the software itself uses Webview for launching and rendering, there are
HTML, CSS and JavaScript dependencies, which the application would require for
optimal operation. However, there is the need to encrypt the dependency files as they
are stored. It is to forestall unauthorized source code access as a form of digital piracy.
One of the ways to encrypt the dependency files is to sign the.jar files, but there are
vulnerabilities to it, which could be exploited. Therefore, the AES 256 algorithm is
more suitable for encryption, as it allows for decryption at runtime directly into the main
memory (Fig. 6).

Fig. 6. The encryption page to secure the designed Artic website.

5 Conclusion

A custom smart display could greatly encourage artists and art lovers alike in the art
industry. The apathy that is as a result of low patronage and lack of exposure could be
significantly reduced. The project clearly explains the framework of a software which is
capable of economizing art sale and display, while protecting the copyright and intellec-
tual property of the creator. There are a number of concepts and areas within the software
that require improvements or adjustment in a bid to scale up the model. Some of them
include: (i) the art display software could have a more an elaborate back-end infras-
tructure in a way that it handles specialised databases for images and image types. This
would encourage a broader use of the software, as there would be more image options
that would attract buyers and creators alike. (ii) the custom smart display should be spe-
cialised for a more focused use. It could use custom materials which include a chassis,
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a display and arranged electronics, which could help create an artistic experience, on
without distraction which a Windows-based hardware might have.
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Abstract. The paper proposes a new method for the algorithms and workflows
interpretation in the computer-aided systems development at the conceptual,
design, technological, and operational stages of their lifecycle, which contributes
to the increase in the CAD systems development success by identifying complex
temporal and structural errors in algorithms and workflows at the early stages of
development. The method differs from the known ones by the following features:
a rigorous mathematical description necessary for its implementation, visibility
and interactive workflows debugging, automated detection of 20 errors classes,
the versatility, and simplicity of constructing an analyzer for the diagrammatic
specifications of workflows based on the graphical language.

Keywords: Verification · Algorithm · Debugging · Formal grammars ·
Interpretation · Workflow · Technical system

1 Introduction

ISO 9001:2015 [1] states that the workflow diagrammatic specifications interpretation
stage in computer-aided design is an important and necessary phase in the CAD systems
development. Automation of the designer’s manual operations such as errors search,
identification and elimination in design solutions diagrammatic specifications is due
to the reduction of technical systems development terms and also the human factor of
making mistakes due to the high design solutions complexity.

ISO/IEC 25010 [2] contains a quality model consisting of 6 factors and 27 attributes
of program systems and workflows evaluation.

In computer-aided design, business process management, theoretical informatics,
ontology engineering, cyber-physical systems technical systems development stages are
represented by diagrammatic specifications ofworkflows (agileworkflows) of stakehold-
ers, system analysts, and architects, designers, design engineers, circuit designers and
technologists, programmers basedongraphical languages such asUML[3], IDEF/SADT
[4], Entity-Relation, DFD, EPC [5], SDL, BPMN [6], SharePoint, etc. (to unify the
following means of interactions between actors and their documentation: design and
architectural, functional solutions and formal workflows diagrammatic specifications
correctness control, including design functions, software and business processes).
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In the currentwork interpretation is a part of verification i.e., analysis process of the all
admissible scenarios properties in the workflow diagrammatic specifications including
business processes, software algorithms graph diagrams, technological processes, using
formal required properties presence evidence.

As a rule, the list of errors found in workflow diagrammatic specifications is charac-
terizedbyproperties, for example, deadlock, synchronization error, etc.Qualitative errors
in workflows based on Petri nets are characterized by the following properties: safety,
liveliness, limitation, preservation, reachability. Quantitative errors based on Markov
chains are measured by the following parameters: flow rate, flow size, downtime; pro-
cessing time. At the same time, the design solutions success problem has been dealt
with for more than 35 years, such attention to the problem is caused by a high degree of
development (design solutions) going beyond the planned terms, financial constraints,
and functional parameters. Although the reasons have been identified and recommen-
dations to improve technical systems design success have been developed, according to
Whitestein Technologies and The Standish Group reports [7] only 30–40% of projects
are completed successfully, which is a scientific and technical problem, which is of
great economic importance, contributing to the receipt of new theoretical, methodolog-
ical, technological results to increase the technical systems development success in
computer-aided design.

In this work, we offer an approach to automate the interpretation as a process
of debugging the workflows diagrammatic specifications for the functionality control,
including graph diagrams of software algorithms at conceptual prototyping, technical
specifications preparation, technological, operational stages of the life cycle of tech-
nical systems. The interpretation is based on visual grammar which is supposed to
be a promising mathematical tool in errors identification in workflows diagrammatic
specifications.

Section 2 contains a related works review on the research topic. In Sect. 3 mathe-
matical description of the interpretation method is described. In Sect. 4 an experiment
is carried out. The paper ends with a conclusion and future ways of the research. The
components of various sections of the paper are structured as per guidelines suggested
in [30].

2 Related Works

The analysis of modern works on the paper subject made it possible to compare the
results obtained with the public ones and to determine the place and contribution of
this work to the problem solution. Considering the current situation in the scientific
community in the area of visual languages and diagrammatic models analysis, we can
state that interest in them does not subside. [8–11] carry out comparative studies of such
well-known languages as BPMN,UML, IDEF/SADT, EPC, and others for use in various
fields and some authors [12] additionally present their own languages. A large number
of authors are working on the diagrams analysis.

Scientific schools of the State University HSE, MSTU STANKIN, BaumanMoscow
State Technical University, Institute of Control Sciences RAS, Ivannikov Institute for
System Programming, POMI, Moscow State University, Carnegie Mellon University,



270 N. Voit and S. Bochkov

VERIMAG, as well as such scientists as D.A. Pospelov, V.V. Lipaev, A. Thuring, M.
Minsky, C. Hoare, J. Backus, R. Floyd, N. Chomsky, V. Tursky, A.A. Lyapunov, A.A.
Markov, V.M. Glushkov, A.P. Ershov, Yu.M. Lifshits, G.N. Kalyanov, Yu.G. Karpov,
V.V. Kulyamin, A.S. Okhotin, O. M. Ryakin, V.A. Nepomniachtchi, D. Ya. Levin, Yu. L.
Ershov, A.G. Mikheev, E.M. Clark, Wil van der Aalst etc. have been studying workflows
diagram specification interpretation.

Kopp and Orlovskyi [13] propose a directed graph construction and its adjacency
matrix. Rules are defined, each of which is aimed at finding certain types of errors.
Syntactic errors are highlighted. The disadvantage of this approach is a large number of
computations due to the sequential complex rules set application.

Sergievskiy andKirpichnivkova [14] consider the UML class diagram. Authors offer
a solution for analyzing diagrams for structural errors. The solution is based on graphs, as
well as patterns and anti-patterns. Authors claim that after transformations the analysis
problem is easily solved using enumeration algorithms.

Bohdan and Zadorozhnii [15] solve the errors classification problem on eight basic
UML diagrams. This classification allows assigning all errors identified in the use case
diagram, class diagram, sequence diagram, cooperation diagram, state diagram, activity
diagram, and component diagram to one group or another.However, there are nomethods
for errors analysis.

Kopp et al. [16] highlight the problem of error count determination in the existing
formal methods. Main errors are identified that can occur when forming the business
process control flow structure. A coefficient is proposed that allows to determine the
presence and number of errors, as well as an optimization problem is offered, the solution
of which makes it possible to form recommendations for improving the business process
model. However, the disadvantage is the seriously limited number of syntax error types
analyzed. Semantic errors are not considered. Our method indicates the place of errors
and their count as well as has the computational complexity which is not inferior to that
indicated by the author.

Errors occurring during the merged workflow execution are one of the most expen-
sive. Typically, BPMN validation usually comes down to syntax check, whereas runtime
errors check at the design stage is limited. Anseeuw et al. [17] present a verification
method for a BPMN 2.0 interaction diagram. When modeling merged workflows, it is
important to ensure that the model will perform as intended. To analyze errors, authors
introduce the logical clock and logical time concept which allows ordering various exe-
cutable events, tasks, message flows, etc. Each process in a distributed system has a
logical timestamp based on timestamp vectors. If an event occurs the process increases
its time vector. If a process sends a message, it includes its own time vector with the
message. Upon receiving the message, the recipient combines its knowledge of time
with the time vector in the message. Label vector analysis reveals issues related to the
concurrent and sequential ordering of events.

Ramos-Merino et al. [18] aim to remove from the BPMN model all elements and
structures that are correct, but not significant for the analysis purposes, and then study the
resultingmodel. Authors simplify the diagram for better readability by comparing it with
templates and using insert and delete operations. Computational complexity according
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to their calculations is O
(
n2

)
. The temporal automaton grammar, if necessary, allows

modifying the diagram with less computational complexity.
Claes et al. [19] aim to contribute to the cognitive problem solution by analyzing

the confusion effect on errors during modeling. The problem is that the modeler is not
able to fully convey his knowledge of the process in the model hence confusion can
lead to mistakes and should therefore be avoided in the same way as real mistakes. It
is proved in detail: 31,588 operations were analyzed and 2,489 syntax problems were
documented. The authors provide interesting insights into the existence of various types
of confusing constructs and syntax errors and their potential relationships. However,
abbreviated language, artificial cases and models are used, which limits the value of the
research. The article focuses only on syntax, although the authors think about semantic
analysis.

Lima et al. [20] research parallel and distributed systems in which it is becoming
increasingly difficult to detect deadlock and non-determinism. UML activity diagrams
are flowcharts that model sequential and parallel behavior. The authors propose a frame-
work that adds error-checking capabilities to the UML modeling tool and makes formal
semantics transparent to users. The disadvantage is the higher computational complexity
for the problem in comparison with the authors’ temporal grammar.

Huang et al. [21] proposed an improved two-step exact query approach based on a
graph structure. At the filtering stage, the composite task index consisting of a label, join
and task attributes is used to obtain candidate models, which can significantly reduce
the number of process models that need to be tested by a certain time – the verification
algorithm. At the verification stage, a new test for subgraph isomorphism is proposed
based on the problem code, to refine the set candidate models. Experiments are carried
out on six synthetic model sets and two real model sets. However, the algorithm has
polynomial computational complexity.

Van der Aalst [22] states that nowadays Petri nets are the most universal structure in
the workflows theory. The author highlights the following errors: blocked tasks, dead-
lock, active deadlock (infinite loop), execution of tasks after reaching the endpoint,
presence of marks in the network after shutdown, etc. He also argues that most modern
workflow modeling languages (BPMN, EPCs, FileNet, etc.) are built on WF nets, a
subclass of Petri nets. However, given the very wide distribution of tools for working
with BPMN and similar diagrams, to apply the author’s methods, man should initially
convert diagrams into Petri nets, which leads to unnecessary costs.

Okhotin et al. [23] extend the generalized LR algorithm to the case of “left-context
grammars”, which extend context-free grammars with special operators for referring to
the left context of the current substring, as well as a join operator (as in conjunctive
grammars) for combining syntactic conditions. All usual components of the LR, such as
parsing table, shift, and decrease actions have been extended to handle context operators.
The algorithm applies to any left-context grammar but has the sameworst-case cube time
performance. Also, in [24] variants of union and concatenation operations in formal
languages are investigated, in which Boolean logic in definitions i.e., conjunction and
disjunction, is replaced by operations in the two-element field GF(2) (conjunction and
exclusive OR). It is argued that the computational complexity is the same as for ordinary
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grammars with union and concatenation. In particular, simple parsing in time hasO
(
n3

)

complexity, which is worse than the linear one.
Gorokhov et al. [18] write that the LL parsing algorithm allows arbitrary context-

free grammars and achieves good performance, but cannot handle extended context-free
grammars (EBNF). The authors present the GLL algorithm that can handle grammars
in a form closely related to EBNF. Performance increases, but it still has a power-law
growth with an increase in the analyzed chain elements.

3 Mathematical Description of the Interpretation Method

Authors have developed a new dynamic design workflows representation model based
on the temporal automaton RVTI-grammar [25] which has the following form:

PTEMP = (Diagram,A(RVTI))

where Diagram = (
vertex, edge, typevertex, typeedge

)
is DWFs set based on dia-

grammatics, vertex = {vi|i ∈ N} is diagram vertices set, v0 is the initial vertex,
edge = {ej|j ∈ N} is edges set, edge ⊆ vertex × vertex; typevertex is vertex types
set, typeedge is edge types set.

A(RVTI) is temporal RVTI statemachine based on theRVTI-grammar, which defines
the Diagram analysis rules:

A(RVTI) = (
S,T , S0,Pij, Send ,FA

)

where S = {si|i ∈ N } is states set, S0 is an initial state, T is diagram terms set
containing input temporal graphic words, Pij = {

�μ

{
Wγ (ν1, . . . , νn)/E

}}
is transition

productions set, based on RVTI-grammar and graph theory;
�μ is a modifier operator, changing in a certain way memory operation type,

μ ∈ {0, 1, 2}; Wγ (ν1, . . . , νn) is n-ary relation determining operation type on inter-
nal memory depending on γ = {1, 2, 3} (1 means “write”, 2 means “read”, 3 means
“compare”), E = {c ∼ tl} is a temporal relation, where timer c describes conditions
of occurrence of the event t with relation ∼ ∈ {=, 〈, ≤, 〉, ≥}), E = ∅ if c¬∼tl ;
FA = {

Ftrans : S × T × Pij → S
}
is transition functions set, Send is finish states set.

The algorithm of the design workflow interpretation is the following.

1. Select the first term S0 and feed it to the A(RVTI) state machine input.
2. Find the rule FA in the state machine, which corresponds to the current state S, the

input term T , and the transition condition Pij.
3. If the rule is not found, go to step 8.
4. Otherwise, the state machine goes to the state S.
5. Push unanalyzed adjacent terms to the STACK .
6. If S ∈ Send , go to step 8.
7. For the current term T , create list of the following terms, feed it to the A(RVTI) input

and go to step 2.
8. Finish.
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If the current state of the automaton belongs to the Send and all diagram terms T are
analyzed, then the diagram is considered to be correct. Otherwise, an error message is
generated.

Methodology of getting of the visual language diagrammatics analyzer consists of
analysis and synthesis procedures.

RVTI-grammar synthesis contains the following steps.

Step 1. Forming the terminal alphabet of the graphic language, including the link-labels,
the differences for the graphic objects links, the quasiterms alphabet.
Step 2. Determination of the graphic objects to the quasi-terminal alphabet matching
matrix.
Step 3. Formulation of the operations with internal memory.
Step 4. Representation of the RVTI-grammar by a matching matrix in one of the fol-
lowing forms: graph (vertices are named Pij, respectively, arcs are operations over the
internal memory Ωμ on the set �̃); tabular view; analytical form.

RVTI-grammar analysis contains the following steps.

Step 1. Minimizing the RVTI-grammar to a graphical language.
Step 2. Revealing non-determinism of graphical objects and removing it from the
grammar.
Step 3. Determination of uncertainty in the formulations of the products Pij and setting
the unambiguous understanding of Pij.

In the automated systems design, event processes chains, or EPC diagrams, are
actively used as a tool used to interpret, analyze and reorganize the design workflows
based on the EPC language (Fig. 1). At the same time, EPC diagrams are able to interpret
the behavior of individual system components during functions coding and serve as an
alternative for traditional block diagrams and UML Active Diagrams [26–28].

Consider the EPC diagram interpretation shown in Fig. 2, which consists of
the following vertices types set TV = {Event,Function, Information,Document,
File,Cluster,Objects set,Message,Product,Organization unit,Position,Executor,
Location,Application,Module,AND,OR,XOR,Goal,Term} and edges types
set TE = {Control flow,Organization flow,Resource flow, Information flow,

Information service flow, Inventory flow}.
Define the Fstart function which returns initial vertices, or vertices without incoming

edges.
Based on EPC, the A(RVTI) states set S = {Begin,Event,RelEvent,Function,

RelFunction,Return,End ,Condition,RelCondition,LineEnd } the initial state S0 =
Begin, the finish states set Send = {End}.

Let Pij be the transition conditions set, Pij = {ã[tl ]l
W3(mt(1)<kt(2)−1)−→ rm,

ã[tl ]l

W3
(
mt(1)≥kt(2)−1

)

−→ rm, ã
[tl ]
l

W3(|m|>0)−→ rm, ã
[tl ]
l

W3(|m|=0)−→ rm, ã
[tl ]
l

∅−→ rm}, where:
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• ã[tl ]l
W3(mt(1)<kt(2)−1)−→ rm is “next selected term is not analyzed”;

• ã[tl ]l

W3
(
mt(1)≥kt(2)−1

)

−→ rm is “next selected term is analyzed”;

• ã[tl ]l
W3(|m|>0)−→ rm is “stack is not empty”;

• ã[tl ]l
W3(|m|=0)−→ rm is “stack is empty”;

• ã[tl ]l
∅−→ rm is “directed unanalyzed link coming from this term exists”.

Transition functions set has the following form: FA = {POP}, where POP is a
function which pulls a term from the stack to state machine. Ftrans is shown as transitions
table in Table 1.

The interpretation of design workflows based on a diagrammatic is processed
with a design workflows representation dynamic model PTEMP . Introduce the follow-
ing states for the interpretation of design workflows based on the EPC diagrammat-
ics: Return, Start, Event, Link from event, Function, Link from function, Condition,
Link from condition, Line termination, Termination.

Thus, the Diagram interpretation algorithm consists of the steps below.

1. Mark all vertices as unanalyzed.
2. Find all the start vertices and push them to the return stack with the Start state. For

the EPC diagram, these are all event vertices without incoming connections.
3. Check the initial conditions: the return stack is not empty, the outgoing and incoming

connections to the vertices count is not more than 1. If they are false, output the
corresponding error.

4. Start the interpretation of the diagram based on the A(RVTI) i.e. its initial state is
Return.

5. The step depends on the current state.

a. Return. Get the return points from the stack. If the stack is empty, go to the
Finish state. Otherwise, go to the diagram element and the state written at the
return point.

b. Start. Save the next element for analysis – an uninterpreted outgoing neighbor
connection. Go to the Link from event state.

c. Link from event. Save the next element for interpretation – an uninterpreted
neighbor vertex function. Go to the Function state. If the element is not found,
select an uninterpreted neighboring vertex as the next element for analysis and
go to the Condition state. Else select the neighboring vertex condition, and go
to the Return state.

d. Event. Save the next element for interpretation – an uninterpreted outgoing
neighbor connection. Go to the Link from event state. If the element is not
found, go to Line termination state.

e. Line termination. If there is a return point in the stack, go to Return state, else
go to Finish state.

f. Process the rest of the states.

6. Mark the current diagram element as analyzed.
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7. If the next element for analysis is not selected and the next state is neither
Termination, nor Line termination nor Return, output the error.

8. Select all adjacent uninterpreted edges and push them to the return stack.
9. If the current state is not Termination, go to step 5.
10. Check the final conditions of interpretation: if there are uninterpreted vertices or

connections, output the error.

Table 1. Transitions from A(RVTI) to EPC

No. State Term Next state Condition Function

1 Begin Directional RelEvent ∅

2 Return End W3(|m| = 0)

3 Return W3(|m| > 0) POP

4 Event Directional RelEvent ∅

5 Event Directional LineEnd ∅

6 RelEvent Function Function W3(m
t(1) < kt(2) − 1)

7 RelEvent OR Condition W3(m
t(1) < kt(2) − 1)

8 RelEvent XOR Condition W3(m
t(1) < kt(2) − 1)

9 RelEvent AND Condition W3(m
t(1) < kt(2) − 1)

10 RelEvent Return ∅

11 Function Directional RelFunction ∅

12 Function Directional LineEnd ∅

13 End ∗
14 Condition Directional RelCondition ∅

15 Condition Directional LineEnd ∅

16 LineEnd Directional End ∅

17 RelCondition Function Function W3(m
t(1) < kt(2) − 1)

18 RelCondition OR Condition W3(m
t(1) < kt(2) − 1)

19 RelCondition XOR Condition W3(m
t(1) < kt(2) − 1)

20 RelCondition AND Condition W3(m
t(1) < kt(2) − 1)

21

It should be noted that developed method allows to automatically identify 20 classes
of errors in the workflows diagrammatic specifications in the UML AD, EPC, BPMN,
IDEF3, IDEF5 in the computer-aided design of technical systems.
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Temporal errors are listed below.

1. No temporal parameter set.
2. Wrong temporal parameter.

Structural errors are given below.

1. No start symbol – no event found without incoming connections.
2. Too many outgoing links – the event/function has more than one outgoing link.
3. Too many incoming links – the event/function has more than one incoming link.
4. No end – the last element is not an event/function.
5. Deadlock – undecidable loop in the diagram.
6. Unanalyzed element – there is an unreachable element in the diagram without

incoming links.
7. The next figure was expected – after the current element the next one must exist,

but it does not.
8. More than 1 initial characters – units of behavior (UOB) with no incoming links

count is greater than 1.
9. No start character – no UOB without incoming links found.
10. Too many outcoming links – the UOB has more than one outcoming connection.
11. Too many incoming links – the UOB has more than one incoming link.
12. No end – the last element is not a UOB.
13. No end – the last element is not a class.
14. Unknown symbol – the diagram contains elements that do not belong to IDEF5.
15. Many outputs – there are elements with more than 1 outcoming link.
16. No outputs – there is an element without outputs.
17. Incorrect link type – there are links from another type of IDEF5 diagrams.
18. Incorrect vertex type – there are vertices from another type of IDEF5 diagrams.

4 Experiment

Consider an example of the interpretation inMSVisio [29] of theUMLActivityDiagram
design workflow, which is presented in Fig. 2. The interpretation process is based on the
new method developed above.

Start the design workflow interpreter and select theUML AD diagram type, press the
Design workflow interpretation with watching variables in MS Visio button, afterwards
a step-by-step interpretation window will be opened (Fig. 3).

This window contains the following elements: Start button starts the interpretation,
Next button goes to the next element, Stop button ends interpretation, in theView variable
value the expression to count is entered, Execute button executes the expression written
in the View variable value field and shows the result in the field below.
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Process

End
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Fig. 2. Design workflow in the UML Activity Diagram form

Fig. 3. Step-by-step interpretation program with variables control

Begin
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Process Process

Process

End
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Yes

Fig. 4. Design workflow based on UML Activity Diagram. Interpretation starts
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Begin

A=10
B=20

A>20

Process Process

Process

End

No
Yes

Fig. 5. Design workflow based on UML Activity Diagram. Interpretation, step 2 (Color figure
online)

Start the interpretation. The initial element will be marked inMSVisio as the current
one (Fig. 4).

After 2 steps of interpretation in MS Visio the form will be shown as in Fig. 5. The
element state is highlighted with green if the element is analyzed, blue if the current one.
Figure 5 shows step-by-step interpretation window, with the “A” value at this step. “A”
is 10, since the expression in the block “A = 10 B = 20” has been executed.

Fig. 6. Step-by-step interpretation program, step 2

After the fork, the interpretation goes to the right branch (Fig. 6), since the “A” value
is less than 20. It should be noted that the variables values can be changed in real time
in the View variable value field and clicking the Execute button (Fig. 7).
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Fig. 7. Design workflow based on UML Activity Diagram. Interpretation of the fork

5 Conclusion

A new method has been developed for the interpretation of the diagrammatic specifica-
tions of workflows in the automated design of technical systems, which is a development
of the theory of processing graphic languages, revealing the temporal, structural classes
of semantic errors - 20 types of errors, providing an increase in the degree of automation
of project work to control the diagrammatic specifications of workflows, reducing the
number of types design errors of structural, temporal classes, contributing to an increase
in the success of design solutions in the automated design of technical systems at con-
ceptual, sketch prototyping and preparation of technical specifications, technological
and operational stages of the life cycle; characterized by the fact that it has a visual and
interactive implementation of debugging workflows, automation of detecting 20 classes
of errors, versatility and simplicity of building an analyzer to the diagrammatic bases of
graphical languages such as UML AD, EPC, BPMN, IDEF3, IDEF5.

Diagrammatic specifications of workflows can be both graph diagrams of algorithms
of software systems and business processes of design and technological preparation of
production.

In future works authors will focus on the design workflows specifications semantics
verification.
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Abstract. Despite the increase in the practice and the advent of artificial neural
networks (ANNs) and deep learning (DL) to reduce the number of slippage loans
in the banking and financial industries, some of the Nigerian banks and financial
institutions are not aware of its efficacy. Loan request assessment would expand
credit pronouncement efficiency, and inadvertently save the time and cost associ-
ated with loan analysis. This research considered, compared, and contrasted two
artificial neural networks algorithms –the Mini-batch (Normal) gradient descent
and the stochastic gradient descent algorithms. Each of the algorithms was sep-
arately used with back-propagation neural networks to develop loan evaluation
models. Samples were collected from a Nigerian bank, these samples contain an
index of default and non-default customers, and were used to train the loan evalua-
tionmodels. The outcomes of the research show that the stochastic gradient descent
algorithm outperforms the mini-batch gradient descent algorithm in terms of the
percentage accuracy (0.863 and 0.835 respectively) and the space complexity,
while the mini-batch gradient descent algorithm performed better in time com-
plexity (107 μs and 1 ms respectively). The stochastic gradient descent algorithm
was superior in identifying borrowers that were default with 87% accuracy.

Keywords: Artificial neural networks · Deep learning · Stochastic gradient
descent algorithm · Mini-batch gradient descent algorithm · Sustainability ·
Back-propagation neural networks · Vector autoregression

1 Introduction

Asubstantial decline in public sureness, principally in a situationwhereby the credit secu-
rity system cannot guarantee a substantial percentage regaining could lead to bankruptcy.
This problem could easily be transferred from a bank to another [13]. Quite a lot of eco-
nomic and financial measures and risk evaluation methods have been employed, from
the departments of the credit risk measurement to a point-based system, or a personal
evaluation by a well-trained risk scrutinizer [5, 16]. A credit score of a borrower is used
to identify its creditworthiness [17]. This is rated ordinal as A, AA, AAA, B, and C [21].

Several strategies have been established to measure the loan menace. Financial insti-
tutions may unfold methods when facing a disadvantageous economic state of affairs
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to elevate the strength of the system [13]. According to [5], the most generally used
approach for credit risk analysis is Vector Autoregression (VAR). VaR is univariate and
it requires a long period of data, although it is considered to be more advanced than the
statistical methods.

Another approach, which was discovered to be mostly used by most banks and
financial institutions in Nigeria, is the use of multiple regression methods. Multiple
regression methods allow the investigator to account for all of the important factors
of the predictor which may lead to a more accurate prediction, but they require an
existing pattern in the underlying dataset [10]. By considering these pitfalls, this research
considered and compared two artificial neural networks algorithms (these algorithms do
not require an existing pattern in the underlying dataset) and also demonstrated the use
of these algorithms to improve the effectiveness of credit decisions. Hereby, reducing
time and cost analysis, mitigating the course of dimensionality, and also providing an
effective primary predictive tooling for the financial institution authorities to examine
the effect of the macroeconomic data on the exposures’ eminence.

The paper is organized into six sections. The next section explains the background
and related work. Section 3 contains the research methodology, data gathering, and
related artifacts. Section 4 explains results, analysis, and comparison, and Sect. 5 is the
conclusion and future trends [22].

2 Background and Related Work

A simple statistical method was employed for assessment during the traditional financial
era; however, advanced development in the credit rating evaluation process was brought
about by financial development and essential financial sophistication. Using the present-
day regulatory design adopted from developed nations, identifying the revolutionary
approaches, the bank’s supervisory agent has directly developed some approaches under
the internal model. A classifier-based algorithm on real data using artificial neural net-
works models was developed to foresee the likelihood of loan default [7]. They aimed to
see the binary classifiers’ steadiness by associating performances on distinct data. The
result shows that the steadiness of the tree-based models is greater than multilayer-based
models, and the choice of the ten topmost metrics of features, which was based on the
inconstant rank of models, doesn’t guarantee steady outcomes. This raised numerous
arguments concerning the concentrated usage of artificial neural networks in institutions.

Gradient descent methods have been widely adopted in software engineering and
in solving large-scale problems. Wei et al. [2] compared the performance of the classic
approach and the rapid gradient descent method in software testing. They demonstrated
the performance of the rapid gradient descentmethodby adjusting the initial start and step
size in real-time. The rapid gradient descent method outperformed the classic approach
method in all scenarios of software testing. As proposed by [12], A stochastic gradient
descent algorithm can be applied in solving large-scale systems of nonlinear equations
and gradient descent for a nonlinear equation with an explicit formulation. During their
theoretical formulation, they set several benchmark numerical examples that were used
to demonstrate the performance of their model. The outcome of their research shows that
gradient descent is very efficient in solving large-scale systems of nonlinear equations.
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Zhao et al. [14] proposed the efficiency of using gradient descent in the measurement
of the remaining useful life of a component. In their research, they proposed a search
method based on gradient descent by representing a cell in the search space as a directed
acyclic graph with “n” ordered nodes and directed edges. By mixing the candidate
operation with the softmax function, the search space becomes continuous space and
the gradient descent method was used to optimize the space. The result of their work
shows that their method outperforms the traditional approaches, which always come
with trial-and-error.

Jin et al. [6] worked on comparative analysis of the least square method and gradient
descent algorithms with a large amount of dataset. They studied the performance of
the combined convolutional neural networks and transfer learning. Their results show
that gradient descent performs best when the cost function is not convex and also, this
approach can be incorporated in finding advantages and disadvantages of various related
algorithms.

Ha et al. [3] demonstrated work on a feature selection-based deep learning for an
evaluation and scoring model of credit, this was achieved using deep learning and a
metric of features extraction techniques to analyze the applicant’s credit score. The
outcome of their research shows that the baseline technique resulted in a lower forecast
rate compared to the proposed model.

Barani et al. [15] presented distributed learning algorithmbased on diffusion stochas-
tic gradient descent algorithm and also investigated the behavior of its convergence in
solving linear problems. The results of their work show that diffusion stochastic gradient
descent algorithms have good performance over the state of the arts.

Rios et al. [20] claimed that the gradient descent algorithms are equivalent to the
LSPIA method for curve and space approximation as proposed by [19]. In their work,
they proposed a modification based on stochastic gradient descent, which led itself to
the realization that employs the technology of neural networks. Their proposed model
(Stochastic gradient descent) gives better results than LISPIA.

Zeidan et al. [4] presented a sustainability issues-based credit scoring system, which
was solely on the methodology for the analytic hierarchy process. The result of their
work shows a direct relationship between profit, either from a short-term or long-term,
and sustainability.

Although VaR is considered to be more advanced than the statistical methods, it does
not allow the investigator to account for all the important factors of the predictor. How-
ever, multiple regression methods account for all the important factors but they require
an existing pattern in the underlying dataset. We have considered many application areas
of Gradient descent methods, and we’ve shown that they have proven to be more effi-
cient methods of optimization. Gradient descent methods are vital in credit scoring as
they are multivariate and don’t require an existing pattern in the underlying dataset. The
stochastic gradient descent method doesn’t require the cost function to be convex, and
it is efficient in optimizing a continuous search space [14].
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3 Methodology

This thesis is based on a quantitative research strategy; this means the research was
solely based on numerical data –the data types were continuous and measurement levels
were ratios.

3.1 The Collection of Data and Variable Definition

Pooled data of both default and non-default borrowers were collected from a Nigerian
bank (The name of the bank was concealed to protect the confidentiality of the bank).
The data was composed of 10000 observations, and the percentages of the default and
non-default samples were random. The data collection resulted in a total of 13 variables:
three variables were removed, nine metrics of features (independent variables), and one
dependent variable.

3.1.1 Missing Data

Missing values were calculated by finding the average of the column containing the
missing values. For example, Eq. 1 shows how a missing value in the salary column was
calculated.

η = � salary
n

(1)

where η is the missing value and n is the total number of values.

3.1.2 Features Engineering

Nine metrics of features were carefully selected (i.e. Credit score, State, Age, Tenure,
Balance, Has-Product, HasCreditCard, IsActiveMember, EstimatedSalary). Some were
selected based on assumptions, some were based on their statistical significance using
the backward elimination method, and some were selected based on expert opinions.
Omitted variable bias was considered using the backward elimination method. Omitted
variable bias is a bias that occurs when one of the most important features is missed
out. This is a big issue when making metrics of features selection because the omitted
variable will be added up to the error terms.

3.1.3 No Multicollinearity Assumption

The no multicollinearity assumption assumes that there is no serial correlation between
the metrics of features. This is demonstrated in Eq. 2.

σxy �= 1 (2)

Where x and y are the independent variables and σ is the relationship. For example,
the followings are the relationships between salary and estimatedBalance, and between
creditScore and noOfProducts:

σ(salary, estimatedBalance) = −0.002

σ(creditScore, noOfProducts) = −0.11
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3.1.4 Features Selection Method

Using the backward elimination method, all the metrics of features except the cred-
itScore were statistically significant with a P-value of 0.04; although, the creditScore
was included because it does not bias the models.

3.1.5 Encoding Categorical Data

The State column and Gender column were encoded into numerical variables using
dummy variables.

3.1.6 Splitting the Dataset Into the Training Set and Test Set

The 10000 observations were split into two distinct sets (i.e., the training set and the test
set), 80% for the training set and 20% for the test set.

3.1.7 Feature Scaling

All the metrics of features (i.e., Credit score, State, Age, Tenure, Balance, Has-
Product, HasCreditCard, IsActiveMember, EstimatedSalary) were standardized using
the standardization method (to values between −1 and +1). See Eq. 3.

z = x − μ

Std
(3)

Where x is a data point, z is the z-score, μ is the mean, and Std is the standard deviation.
For example, Eq. 4 shows the standardization of the credit score.

csz = csx − μ

csstd
(4)

where csz is the credit score z-score, csx is the credit score,μ is mean of the credit scores,
and csstd is credit scores standard deviation.

3.2 Back-Propagation

The input values are passed into the input node, the input node computes the weighted
sum and then applies the activation function, after which the output value is generated
and then the cost function is calculated (the cost function is the difference between the
actual output result and the desired result) [10, 11]. The goal of the backpropagation
algorithm is to minimize the cost function. This is shown in Eq. 5.

C = 1

2
(γ − y)2 (5)

Where γ is the desired output and y is the actual output.

Back-Propagation Algorithm [11]

1. To a random number, initialize the threshold and the weights of the backpropagation
artificial neural network within a minor range as described in Eq. 6.
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{
−2.4

Fi
, + 2.4

Fi

}
(6)

Where F denotes the total number of inputs i.

2. By supplying inputs x1(p), x2(p)…, xn (p), the artificial neural network is activated and
then outputs yd,1(p), yd,2(p)… yd, n(p) (desired outputs)

a) The result of the hidden layer neurons is calculated using the sigmoidal activation
function or a rectifier function which serves as an input to the output layer or
other hidden layer. This is explained in Eq. 7.

b) At the output layer, the algorithm computes the weighted sum and a sigmoidal
activation function is applied as shown in Eq. 8.

yj = sigmoid
[∑n

i=1
xi(p).wij(p) − θj

]
(7)

n denotes the number of inputs to the hidden layer neurons, y denotes the desired
output and ∅ denotes the sigmoidal activation function.

yk(p) = sigmoid

[∑m

j=1
xjk(p).wjk(p) − θk

]
(8)

m denotes neurons k number of inputs in the output layer.

3. Back-propagation, the algorithm adjusts the neural network synaptic weights by
backpropagating the cost function (i.e. the difference between the desired output
and actual output).

a. It calculates the gradient error (cost function) for the output layer neurons as
shown in Eqs. 9–12.

b. Also calculates the gradient error (cost function) for the hidden layer neurons.
This is described in Eqs. 13–15.

∂k(p) = yk(p).
[
1 − yk(p)

]
.ek(p) (9)

y is the output, e is the error and δ is the change in error and

ek(p) = yd ,k(p) − yk(p) (10)

Computes the synaptic weight change (weight correction).

	wjk(p) = α.yj(p).∂k(p) (11)
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Adjusts the synaptic weights.

wjk(p + 1) = wjk(p) + 	wjk(p) (12)

w is the weight, e is the error, and δ is the gradient error.

∂j(p) = yj(p).
[
1 − yj(p)

]
.
∑i

k=1
∂k(p)wjk(p) (13)

Computes its synaptic weight change (weight correction):

	wij(p) = α.xi(p).∂j(p) (14)

Adjusts the input synaptic weights to the hidden layer neurons:

wij(p + 1) = wij(p) + 	wij(p) (15)

4. Add 1 to iteration p, return to the second step and restart the procedure until the cost
function is minimized or tolerable.

3.2.1 Mini-Batched Gradient Descent Method

Also referred to as a “Normal gradient descent algorithm”. It is used to estimate the value
of the parameters that reduce the cost function [9]. This algorithm is best employedwhen
the metrics of features can be somehow difficult to solve mathematically but could be
handled by an algorithm-based optimization [1, 18]. To minimize the cost function, we
take some weights and see which one looks best [10].

Fig. 1. Brute force backpropagation, Monte Carlo simulation.

As shown in Fig. 1, we take all the different possible weights and see which one
looks best. A concept that could also be referred to as a Monte Carlo simulation.

Equation 16 shows how the cost function is calculated.

C = 1

2
(γ − y)2 (16)

where C is the cost function, γ is the actual output while y is the predicted output.
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3.2.2 Stochastic Gradient Descent

This approach is nondeterministic [10]. It simplifies the mini-batch gradient descent
approach. Instead of a batch of observations, a single observation is supplied into the
model, the cost function is calculated, and the weights are adjusted, and then the other
[10]. This approach is memory efficient [1] as it updates the weights for each observation
[8].

Fig. 2. An example of a not convex cost function.

Figure 2 shows that C is the cost function and Y is the desired output. Stochastic gra-
dient descent algorithm will always lead to finding the global minima. This is described
in Eq. 17.

W = W−α∇J(W, b) (17)

W is the synaptic weight, α is the rate of learning, and∇ is the change in the loss function
[3].

3.3 Model Creation and Initialization

Model creation is simply setting up the back-propagation algorithms and determining
the optimization algorithm [10]. The model has 9 input nodes, 2 hidden layers, and
one output layer.

Figure 3 shows the initialization of the model. Weights were initialized to values
between 0.2 and 0.9, thresholds were initialized to values between −1 and +1, and the
hidden layers activation function was set to the rectifier activation function.

3.3.1 The Output Layer

This model is however based on a classification problem, which is either Yes or No
(i.e., categorical). In this case, only one output node is required for the output layer. The
activation function that we used for this layer was sigmoidal, which allows the model to
get the probability of different classes.
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Fig. 3. Deep learning model with two hidden layers, weights, and thresholds

3.4 Models Training

Mini-batch Gradient Descent. After the initialization of the model, the training obser-
vations were fit into the model and the batch size was set to 100. Other parameters
include:

• y_train is the training dataset dependent variable.
• nb_epoch is the epoch size.

3.4.1 Stochastic Gradient Descent

This was also achieved by fitting the training observations into the model, but the batch
size was set to 1.

The training observations are passed into the models, the weighted sum is computed
and the activation function is applied [10]. The actual result is compared with the pre-
dicted result. The cost function (the difference between the actual and the predicted
results) is then propagated backward [11].

3.5 Models Testing and Comparison

The two models were tested with the same test set. Predictions were done by fitting the
test set to the classifier algorithm and results were taken.

Mini-batch gradient descent algorithm outperformed stochastic gradient descent
algorithm in time complexity (Stochastic has a linear time complexity while mini-batch
is logarithmic). However, the stochastic gradient descent algorithm performed better in
space complexity.

4 Results and Models Comparison

The models were trained and a comparative analysis was carried out.
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Table 1. Mini-batch gradient descent showing the last 5 epochs.

Epoch Time Loss Accuracy

96 1 s 112 μs/step 0.4002 0.8338

97 1 s 113 μs/step 0.4001 0.8351

98 1 s 112 μs/step 0.4001 0.8352

99 1 s 107 μs/step 0.3991 0.8351

100 1 s 106 μs/step 0.4000 0.8350

4.1 Mini-batch Gradient Descent Algorithm

Table 1 shows the last 5 epochs of the Mini-batch gradient descent algorithms with a
maximum accuracy of 0.8350. The final accuracy was calculated by finding the average
of its accuracies.

Fig. 4. Mini batch gradient descent accuracy distribution.

Figure 4 shows the Mini-batch gradient descent accuracy distribution with a mean
of 0.835 and a standard deviation of 0.002, the distribution is left-skewed and it has a
final accuracy of 84%.

4.2 Stochastic Gradient Descent

Table 2 shows the last 5 epochs of the Stochastic gradient descent algorithms with a
maximum accuracy of 0.8690. The final accuracy was calculated by finding the average
of its accuracies.

Figure 5 shows the Stochastic gradient descent accuracy distribution with a mean
of 0.863 and a standard deviation of 0.002, the distribution is positive and it has a final
accuracy of 87%.
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Table 2. Stochastic gradient descent showing the last 5 epochs.

Epoch Time Loss Accuracy

96 10 s 1 ms/step 0.3368 0.8608

97 18 s 2 ms/step 0.3356 0.8614

98 8 s 981 μs/step 0.3359 0.8620

99 8 s 981 μs/step 0.3363 0.8600

100 8 s 981 μs/step 0.3363 0.8620

Fig. 5. Stochastic gradient descent algorithm accuracy distribution
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4.3 Models Comparison

The stochastic gradient descent algorithm performed better than theMini-batch gradient
descent algorithm in terms of the accuracy and space complexity, but the latter performed
better in the time complexity (107 μs and 1 ms respectively).

Fig. 6. Stochastic gradient descent algorithm vs Mini-batch gradient descent.

As shown in Fig. 6, the distribution of the stochastic gradient descent algorithm is
normal, although, the distribution of the mini-batch is negative, the performances of
both algorithms were positive. The stochastic gradient descent algorithm has a mean of
0.863, while the mini-batch gradient descent algorithm has 0.835.

Table 3. Comparing the actual result with the predicted results.

Actual Predicted (Stochastic) Predicted (Mini-batch)

Yes Yes Yes

Yes Yes Yes

No Yes Yes

No No No

Yes Yes Yes

No No Yes

Yes Yes Yes

Yes Yes Yes

No No Yes

No No No
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Table 3 shows the comparison between the actual result and the predicted results.
“Yes” indicates that the customer did repay the loan, and “No” means the customer did
not repay the loan. The highlighted cells are wrong predictions.

5 Conclusion and Future Work

This research demonstrated that applying the Normal gradient descent (Mini-Batch)
methods when the cost function is not convex can lead to finding the local minima.
However, Stochastic gradient descent methods, which do not require the cost function
to be convex, will always result in finding the global minima. Presented results show
that Stochastic gradient descent techniques outperformed Mini-batch gradient descent
techniques (having accuracies of 0.863 and 0.835 respectively). Likewise, in terms of
space complexity, the Stochastic gradient descent method performed better. Mini-batch
gradient descent techniques performed better in time complexity. The stochastic gradient
descent algorithm was superior in identifying borrowers that were default with 87%
accuracy.

For further research, we plan to use this approach to predict churn and retention in
the communication industries, and as well as in sustainable customer service.
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Abstract. Natural language is widely used to write software require-
ments. Generally, software designers start with textual requirements and
realize them into a first architectural design. A common problem in this
transition is the conceptual gap between the requirements space and
the software architecture space. To assist designers in the task, we pro-
pose an AI-based approach for deriving high-level architecture descrip-
tions expressed as Use Case Maps (UCMs) from textual requirements.
Our approach consists of three steps: (i) identification of responsibili-
ties from functional requirements, (ii) extraction of causal relationships
between the responsibilities, and (iii) allocation of the responsibilities
to architectural components. Thus, designers can obtain a first view of
a software solution that covers both structural and behavioral aspects.
This view is useful for assessing architecture alternatives or for further
design refinements. The approach relies on NLP and Data Mining tech-
niques. An experimental evaluation with four case studies revealed that
our approach detected on average 75% of the responsibilities in term of
F-measure.

Keywords: Artificial Intelligence · Data Mining · Architectural
responsibilities · Natural Language Processing · Model generation

1 Introduction

The architecture design of a system at early stages of a project is a complex
and challenging activity. This activity normally involves transitioning from the
software requirements of the system to an initial design solution. However, given
that the requirements refer to the problem space and the architecture refers
to the solution space, there is a gap to be addressed by software designers [1].
To develop an architecture design, requirements should be captured and trans-
formed into a high-level architecture description [2]. In this context, identifying
relevant, initial design elements from requirements becomes crucial [3].
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Requirements specifications are usually written as unstructured text using
natural language. In fact, studies have found that approximately 80% of require-
ments are written in natural language [4,5]. Regarding architectural specifica-
tions, they are often expressed with a standard, graphical notation, in order
to promote a shared understanding by designers, developers, and other system
stakeholders. Software designers rely on their past experience and intuition for
manually analyzing the available requirements and producing a system design.
Doing this transition by hand is often a complex, time-consuming and error-
prone task. To support designers in this task, Natural Language Processing
(NLP) and Artificial Intelligence (AI) techniques have enabled different (semi-
)automated analyses of requirements for mining useful design data for the soft-
ware architecting process [6]. Several works in the literature have relied on NLP
for analyzing textual requirements and deriving visual specifications using UML
notations. Use-Case Maps (UCMs) are an alternative notation to UML, which
focuses on both structural and behavioral aspects of a system. An advantage of
UCMs is that facilitate the transition from requirements to a high-level archi-
tecture [9]. Nonetheless, to the best of our knowledge, the automated derivation
of UCMs from textual requirements has not been yet addressed.

In this article, we propose a semi-automated approach that analyzes require-
ments documents and extracts design elements for building UCMs. Our con-
tribution lies on the usage of NLP and Data Mining techniques to bridge the
gap between requirements analysis and architectural design [32,33]. First, the
approach takes requirements written in plain text and uses a text classifier to
label every requirement either as a functional or a quality (non-functional) one
[10]. Second, relevant elements are extracted from the functional requirements,
including: software responsibilities, sequences of responsibilities (which imply
execution paths), and clusters of responsibilities into conceptual components.
Third, these elements are used to generate UCM diagrams.

To demonstrate the concepts of the approach, we conducted experiments with
four software projects and aimed to analyze only the identification of textual
responsibilities from functional requirements. The results had an F-measure of
0.75, which means that the approach detected 75% of the responsibilities from
the projects. To ensure a proper reference solution for each project, two analysts
separately inspected the project requirements and extract responsibilities from
them. We computed the Cohen’s Kappa coefficient to determine the level of
agreement between the analysts’ findings, and obtained an acceptable agreement.

The remainder of this article is organized as follows. Section 2 covers related
work. Section 3 describes the approach for deriving UCM diagrams with a moti-
vating example. Section 4 reports on the empirical evaluation of the approach.
Finally, Sect. 5 gives the conclusions and discusses future lines of research.

2 Related Work

Some works have dealt with the derivation of UML activity diagrams from tex-
tual requirements. In [7], the aToucan tool can automatically derive UML class,
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sequence and activity diagrams from use-case models. The goal of this tool is
to assist designers through automated support for the derivation of initial dia-
grams, which should be refined in later stages. In [8], the authors presented a
tool to derive activity and sequence diagrams from textual requirements. The
tool is based on the decomposition of the requirements into single sentences
that comply with the “subject-predicate” or “subject-predicate-object” structure.
However, the structure of the input requirements is not clear, beyond their need
for agreement with the grammatical structures, nor how the tool determines
precedence between actions (e.g., activity or message).

UML use-case diagrams are another type of behavioral diagram that can
be derived from textual requirements. In [3], the authors proposed an approach
that employs a linguistic analyzer of user stories and produces a grammatical
tree for each story. This grammatical tree enables the extraction of actors, use-
case descriptions and their association rules. Along this line, [12] proposed the
Visual Narrator tool, which automatically generates a conceptual model from
a set of user stories. The authors focused on concepts and relationships of the
user stories, disregarding attributes and cardinality, among other aspects. In
[13], the authors proposed a solution based on deep learning for incorporating
requirements semantics and domain knowledge to enhance software traceability.
neural networks to generate trace links among artifacts.

Regarding the identification of design elements from textual requirements,
Casamayor et al. relied on functional requirements to identify potential soft-
ware responsibilities and conceptual components of a system [11]. Functional
requirements are initially processed using an NLP-based strategy to detect activ-
ities that the system needs to perform. These activities are considered as candi-
date responsibilities for some component in the architecture design. Afterwards,
responsibilities are grouped using an clustering algorithm, under the assumption
that similar responsibilities should be realized by the same conceptual compo-
nent. Our research goes a step further and allows for obtaining conceptual UCMs
that show a behavioral viewpoint instead of only a static view of the system.
Along this line, Tiwari et al. presented a tool-support developed to automati-
cally generate UCMs from the use case specification by identifying relationships,
responsibilities, and related functional dependencies among them [3]. However,
our approach generates UCMs from unstructured textual specification of soft-
ware requirements and aims to obtain a blueprint of architectural components.

3 Approach

Understanding the relationships between software requirements and architec-
tural design is challenging [14], since requirements are usually specified in nat-
ural language while software architectures are described using design views. In
this work, we rely on Use Case Maps (UCM) as a suitable modeling approach
for capturing an initial version of the architecture design.
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Fig. 1. Example of a Use Case Map (UCM) and its core elements.

UCMs are a visual, high-level notation that simultaneously describes struc-
tural and behavioral aspects of a system [15,16]. A UCM diagram shows how
different behaviors flow across the system [18], as depicted in Fig. 1. These behav-
iors are derived from textual functional requirements or use cases [19].

The main elements of the notation are: responsibilities, components, start-
points, end-points, or-forks, and execution paths [9,17]. A UCM component rep-
resents a software entity (e.g., objects, processes, databases, among others) that
contains a set of responsibilities. A UCM responsibility is a coarse-grained piece
of functionality (e.g. a high-level function, an activity, or an action) that a com-
ponent has to perform [17]. UCM responsibilities are indicated by means of
crosses (×) along with a short descriptive text. UCM components are depicted
by means of rectangular boxes (�). A UCM execution path captures an end-
to-end functionality by interconnecting responsibilities from a start-point until
an end-point. In other words, a path is a progression of responsibilities that
are connected by means of cause-effect relationships. A start-point is illustrated
using a filled circle (•), whereas an end-point is depicted using a bar (|). An exe-
cution path can also contain UCM or-forks to describe alternative paths after
the completion of some action. UCM or-forks are represented as the bifurcation
of the main line into two lines (�), in which each line can optionally include a
condition to activate the corresponding path.

3.1 Main Workflow

An overview of our approach for deriving UCMs from textual requirements is
presented in Fig. 2. The approach consists of three stages, namely: (i) identi-
fication of functional requirements, (ii) extraction of UCM core elements, and
(iii) generation of UCM diagrams. Figure 3 exemplifies the inputs and outputs
of each stage. The example is taken from a system called CRS, which we will
use as a motivating project throughout the article. The CRS project captures
the requirements for an online system that manages the semester registration
process for students in an academic institution.
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Fig. 2. Proposed approach for deriving UCMs from textual requirements.

Fig. 3. Example of inputs and outputs for the processing stages of the approach.
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The first stage of the approach takes a set of textual requirements and fil-
ters the functional requirements (in red in the figure) by means of a supervised
ML technique. The functional requirements are the main artifacts for identi-
fying UCM core elements. The second stage extracts UCM elements, such as
responsibilities, from the functional requirements (FRs) via NLP techniques. In
general, responsibilities are identified by looking at verb phrases that hint specific
actions (in orange in the figure). Based on the responsibilities, causal relation-
ships among them are further identified. To do so, we analyze several sentence
structures in the FRs that textually denote sequences of actions. A similarity
criterion is applied for grouping responsibilities into components, which provide
a functional decomposition of the design solution.

At last, the third stage takes the causal relationships and generates possi-
ble execution paths for the FRs. These paths are combined with the conceptual
components to build the UCM diagrams, which are presented to the software
designer. These UCMs can serve different purposes. For instance, the designer
might use the UCMs to validate the software requirements with different stake-
holders , or to analyze the UCMs for design flaws, omissions, or inconsistencies.
Moreover, the designer might refine the UCMs into more detailed design models.

The building blocks of our workflow are an improvement of prior work [20].
In particular, the requirements analysis has been enhanced by considering more
robust techniques for identifying responsibilities from FRs and also for allocating
them to conceptual components. We shortly describe each stage next.

3.2 Identification of Functional Requirements

For detecting FRs we must determine the features for classifying textual require-
ments in the functional category. The selection of relevant features is tackled as
an AI problem. Initially, a number of pre-processing tasks (e.g., normalization,
stop-word removal, and stemming) are performed on the textual requirements.

After the pre-processing is completed, the terms resulting from of every
requirement are converted to a Vector Space Model (VSM) representation for
text classification [21]. In this model, a requirement Rj is represented as a M -
dimensional vector Vj = {w1,j , w2,j , . . . , wM,j} where wi,j represents the fre-
quency of word wi in requirement Rj , and M is the number of words supported
by the vector. M is given by the number of different words present in the training
dataset when building the text classifier. To generate the VSM representation of
the requirements, we use a weighted function based on Term Frequency Inverse
Document Frequency (TF-IDF). TF-IDF is a well-known scheme that deter-
mines the relative frequency of words in a specific document compared to the
inverse proportion of that word over the entire document corpus [22].

Once requirements are codified in the VSM model, we employ a supervised
text classification technique to predict whether a requirement might be a FR
or not . The supervised learning schema involves the usual phases of training
a model, evaluating it, and making predictions. In the training phase, a binary
classification algorithm uses a training dataset of requirements manually labeled
with the FR and non-FR categories. In the testing phase, another dataset is
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used to evaluate the classification model fit on the training dataset. Finally,
in the predicting phase, the model can take a requirement with no categories
and returns a predicted category (i.e. FR or non-FR) for that requirement. In a
previous work [20], we compared different text classification techniques for this
task, such as: Support Vector Machines (SVM) [23,24], Naive Bayes [25], and
k-Nearest-Neighbor [26], in order to determine the best-performing classifier.
Based on those results, an SVM classifier was chosen.

3.3 Extraction of UCM Core Elements

Initially, the designer is informed about the requirements being categorized as
FRs by the classifier. If necessary, she can alter the set of FRs that will be used for
the UCM derivation. Next, the FRs are processed to extract different responsi-
bilities. As an example, let us consider a sample of functional requirements from
the CRS project, as listed in Table 1. Our approach infers responsibilities by
looking at verb phrases in the text sentences describing each requirement. Basi-
cally, a verb phrase is a combination of a verb and a direct object that represents
a task [27]. For instance, ‘add course’ in R1 is a simple verb phrase. Moreover,
a verb phrase is typically associated with some actor or design component that
is inferred from the noun phrase of the sentence. Table 2 shows the candidate
responsibilities inferred in our example. Note that the same responsibility can
be extracted from more than one requirement. To identify verb phrases, we rely
on Part-of-Speech (POS) tagging and grammatical relations.

Table 1. Functional requirements for CRS project.

FR Description

R1 If a student accesses the system then the student can add a new course or
drop an added course

R2 After the student adds a course, the system sends the transaction
information to the billing system

R3 The system shall list the classes that a student can attend
R4 The student can click on the “list courses” button for listing its added

courses
R5 When the student drops a course, a confirmation dialog is displayed on

the screen

For determining causal relationships among the identified responsibilities,
the analysis is based on the context in which they occur, either within the same
sentence or considering different sentences. A sentence structure often has tem-
poral markers (e.g., prepositions, or particular words) that indicate a possible
sequence between a pair of responsibilities. For instance, in the case of R1, we
can rely on the conditional part at the beginning of the sentence, and also on
the marker ‘then’ to infer a causal link between R1.1 and R1.2. Other patterns
of markers are also possible.
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Table 2. Extracted responsibilities for CRS project.

FR Responsibility ID Identified responsibility
Short form Long form

R1 Resp1.1 Access system Access system
Resp1.2 Add course Add a new course
Resp1.3 Drop course Drop an added course

R2 Resp2.1 Add course Add a course
Resp2.2 Send information Send the transaction information to

the billing System
R3 Resp3.1 List classes List the classes that a student can

attend
R4 Resp4.1 Click button Click on the “list courses” button

Resp4.2 List courses List its added courses
R5 Resp5.1 Drop course Drop a course

Resp5.2 Display dialog Display a confirmation dialog

3.4 Generation of UCM Diagrams

At this point, the approach combines the core elements extracted from the tex-
tual requirements (e.g., responsibilities, execution paths, and conceptual com-
ponents) to build the UCM diagrams. The system functionality is visualized
as execution paths, which are inferred from the causal relationships previ-
ously detected. An execution path is a sequence of UCM responsibilities. For
instance, in the CRS project, the approach generates paths using the following
relationships:

OR Causal Relationship(Resp1.1;Resp1.2/2.1;Resp1.3),
Causal Relationship(Resp1.2/2.1 → Resp2.2),
Causal Relationship(Resp4.1 → Resp4.2), and
Causal Relationship(Resp1.3/5,1 → Resp5.2).

In addition, those responsibilities that do not appear in any causal relation-
ship (such as Resp3.1) go to a separate execution path.

We rely on the jUCMNav tool [28], which takes the UCM elements and
returns a graphical diagram. These diagrams can be manually refined by the
designer using the edition features of jUCMNav. Figure 4 shows an UCM derived
from the analysis of the CRS functional requirements. Presented in Table 1. The
UCM shows three main paths. In one of them, the path starts with Resp1.1
(access system), continues with Resp1.2/2.1 (add course), and ends with Resp2.2
(send information). This functionality considers the responsibilities that are
explicit in requirements R1 and R2. In another case, a path also starts with
Resp1.1 (access system) but continues with Resp1.3/5.1 (drop course) and ends
with Resp5.2 (display dialog); thus representing the functionality in R1 and R5.
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Fig. 4. Screenshot of the resulting Use Case Map diagram for our example.

In the last one, the path begins with Resp4.1 (click button) and ends with Resp4.2
(list courses),, thereby representing the functionality in R4. In the remaining
case, the path only represents the functionality expressed in R3 by presenting
the responsibility Resp3.1 (list classes). Particularly, Comp3 (course) contains
Resp1.2/2.1, Resp1.3/5.1, Resp4.1, Resp4.2, and Resp3.1 whereas the remaining
responsibilities Resp1.1, Resp2.2, and Resp5.2 are represented within components
Comp1 (system), Comp2 (transaction information), and Comp3 (confirmation
dialog).

4 Experimental Results

To assess our approach, we conducted a number of experiments with four cases,
namely: (i) Space Fractions1; (ii) Aloha Social Network2; (iii) PDF Split and
Merge3; and (iv) MSLite [29]. The first case (or project) is a learning tool aim-
ing to improve fraction-solving skills for sixth-grade students. The second case
describes a social networking website called Aloha. The third case is a tool for
handling PDF files. The fourth case describes a system for monitoring and con-
trolling the functions of a building (e.g., heating, ventilation, air conditioning,
entrances, or security alarms).

Table 3 summarizes the characteristics of the four cases: the second column
indicates the total word count of requirements; the third column indicates the
number of FRs; while the fourth, fifth and sixth columns present the number of
responsibilities, causal relationships, and conceptual components, respectively,
which were observed during the extraction of the FRs of the projects. It should
be noticed that the size of the requirements specifications (as well as the size of
the UCM elements) tends to increase from the first to the fourth cases.

1 shorturl.at/hGPV7.
2 shorturl.at/cfBJ9.
3 shorturl.at/qRW59.
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Table 3. Summary of the total word count of requirements (WC), the number of func-
tional requirements (FRs) and of the manually perceived UCM core elements (i.e.
responsibilities [Rs], causal relationships [CRs], and conceptual components [CCs])
within the FRs of the four software projects.

Software project WC FRs Perceived UCM core elements
Rs CRs CCs

Space fractions 442 15 41 17 5
Aloha social network 1528 31 116 38 4
PDF split and merge 2279 44 182 54 8
MSLite 3217 21 291 160 6

4.1 Experimental Setup

Our approach was implemented as a prototype tool4, which takes as input a
set of textual requirements, runs all the processing stages, and finally builds the
corresponding UCMs to be shown in jUCMNav.

The identification of FRs was not considered because it was previously done
in [20]. For each project, we performed experiments for assessing only the identi-
fication of responsibilities. The goal is to determine whether our approach mines
as many real responsibilities (i.e. responsibilities that should be detected) from
FRs as possible. To have a reference solution, two expert analysts carefully ana-
lyzed the FRs of the four projects in order to detect the number of verb phrases
(i.e. potential responsibilities) and the number of real responsibilities in the
text. In this context, we consider a verb phrase as a combination of a verb and
a recipient of the action. In this experiment, we obtained a moderate agreement
between analysts (κ = 0.455, κ = 0.472 and κ = 0.451) for cases #1, #2 and #4
respectively, and a very good agreement (κ = 0.8) for case #3 [30].

4.2 Metrics

The evaluation of the experiment was based on the generation and analysis of
confusion matrices. A confusion matrix captures all possible outcomes of the
retrieval task applied to the dataset under testing. The matrix involves four val-
ues: true positives (TP ), that is, the number of relevant instances correctly classi-
fied as relevant; false positives (FP ), that is, the number of irrelevant instances
incorrectly classified as relevant; false negatives (FN), that is, the number of
relevant instances incorrectly classified as irrelevant. These values make it pos-
sible to compute standard metrics [31] such as: Precision, Recall and F-Measure
(Table 4, 5 and 6)

4 https://github.com/isistan/CaimmiSCICO.

https://github.com/isistan/CaimmiSCICO
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Table 4. Summary of the number of functional requirements (FRs), real responsibilities
(RRs), and verb phrases (VPs) in the four case-studies.

Software project FRs RRs VPs

Space fractions 15 41 56

Aloha social network 31 116 179

PDF split & Merge 44 182 283

MSLite 21 291 447

4.3 Projects

Case #1: Space Fractions. The experiment took the textual requirements of
the project as input, and returned the responsibilities detected by the tool as
output. Afterwards, we built the corresponding confusion matrix by redefining
the values TP , FP , and FN . In this context, TP is the number of real respon-
sibilities correctly detected as responsibilities; FP is the number of verb phases
incorrectly detected as responsibilities; and FN is the number of real potential
responsibilities incorrectly discarded. With these values, we calculated Precision,
Recall, and F-Measure.

Table 5. Comparison of the IR metrics (i.e. Precision, Recall, F-Measure) achieved by
the stage of identification of responsibilities.

Software project TP FP FN Precision Recall F-measure

Space fractions 34 11 8 0.755 0.809 0.78
Aloha social network 95 24 25 0.798 0.791 0.79
PDF split & Merge 150 81 36 0.649 0.806 0.72
MSLite 126 30 71 0.807 0.639 0.713

We observed that our approach achieved a high Recall (0.809), that is to say,
it detected 81% of the real responsibilities. In addition, the approach yielded
an acceptable Precision (0.755), that is, the false-positive rate was below 31%.
This fact indicates that the identification of responsibilities correctly extracts
a high proportion of real responsibilities while identifying a low proportion of
verb phrases as ‘False’ or erroneous responsibilities. A ‘False’ responsibility is
a verb phrase with a responsibility structure; however, it does not represent a
functional responsibility in a software design context. An erroneous responsibility
is a retrieved responsibility derived from a grammatical relation between a verb
and an noun that does not make sense.

Case #2: Aloha Social Network. For the experiment, we calculated Pre-
cision, Recall and F-Measure analogously to Case #1. The approach achieved
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Table 6. Summary of the number of functional requirements (FRs), of any-type sen-
tences within the FRs (SFRs), and of sentence structures types that might expose
causal relationships.

Software project FRs SFRs Types of sentences structures
SCs SATCs SSCs SCCs CSPCs Total

Space fractions 15 24 4 4 5 11 1 25

Aloha social network 31 104 10 11 59 28 3 111

PDF split & Merge 44 106 11 12 73 41 1 138

MSLite 21 97 9 7 63 46 2 127

a high Recall value (0.791), which means that 79% of the real responsibilities
were detected. In addition, Precision (0.798) was very reasonable, with a similar
interpretation as in Case #1.

Case #3: PDF Split and Merge. The Recall of the approach was high
(0.806), which means that 80% of the real responsibilities were detected; while
Precision was acceptable (0.649) but a bit lower than in the previous cases.

Case #4: MSLite. The approach achieved a low Recall (0.639), when com-
pared to the previous cases. This value was due to a high number of FN instances,
that is, verb phrases being discarded by the approach when they actually were
real responsibilities. We believe this problem happened because each FR involved
a larger number of sentences (and words) than the FRs of the other cases (see
Table 3, second and third columns). Interestingly, Precision turned out to be
high (0.807), and surpassed the values obtained in the other cases.

5 Conclusions

In this article, we present an approach that analyzes textual requirements and
derives software design representations in the form of Use Case Maps (UCMs).
UCM diagrams support the designers’ need for views covering both structural
and behavioral aspects of the system since early development stages. Moreover,
UCMs are easy to understand by different system stakeholders. Our approach
facilitates the creation of UCM diagrams as a starting point, but it is not
intended to provide a final architecture solution for the design process.

We performed a evaluation of the approach with four real-world cases to
assess the feasibility of the detection capabilities for responsibilities. As a posi-
tive result, we observed a high proportion of correctly responsibilities extracted
from the requirements, with an F-measure of 0.75 on average. We argue that
the approach has potential for reducing the designer’s efforts in the analysis of
textual requirements for generating behavioral and structural views of the sys-
tem. To improve our approach, we identify several lines of work that are worth
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pursuing. First, we plan to validate the remaining stages of the approach with
the same case-studies. Second, we will explore an ensemble of classifiers to boost
the classification of textual requirements. Third, we think that incorporating
information about a reference software architecture can enhance the allocation
of responsibilities to components.

Overall, the proposed approach constitutes a first attempt towards assisting
software designers with semi-automated means to better process and understand
key parts of requirements that can drive the construction of architectural designs.
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Abstract. The easy accessibility of stored data on the cloud storage with the use
of wide range of digital devices offers both the economic and technical opportu-
nities to its subscribers. These benefits can also be exploited by malicious users
to carry out illegal activities. When such illegal activities (cybercrimes) are car-
ried out, it is essential for digital forensic investigators to identify the malicious
usages, the dynamics of the crime, identify the perpetrators or the individuals
behind the crime, reconstruct the crime patterns, interpret the criminal activities
and charge the personalities involved to the court of law. The sustainability of
digital forensics depends on the use of appropriate technology to curb various
forms of cybercrimes. During forensic investigation artificial intelligence tech-
niques and the use of appropriate forensic tools play important roles to detect
activities related to cybercrime. One of the technical challenges associated with
cloud forensics investigation is the inability of forensic investigators to obtain raw
data from the Cloud Service Providers (CSPs) as a result of privacy issue; this
necessitates the need for client forensics. The aim of this paper is to propose a
model based on traceability technique to illustrate how the extracted digital arti-
facts from Windows 10 and an android smartphone can be mapped and linked
to the cloud storage accessed and to illustrate the patterns of the activities with
5Ws1H-based expression (what, who, where, when, why and how). The model
is set out to assist forensic investigators to easily identify, track and reconstruct a
post-event timeline of the activities that takes place on cloud storage with the use
of client devices and thereby saves time and enhances better visualization of the
crime patterns.

Keywords: Sustainability · Artificial intelligence · Forensic tools ·
Cybercrimes · Treatability · Digital artifacts · 5Ws1H-expression

1 Introduction

Storage as a Service (STaaS) is an addition to the traditional service models that includes
Software as a Service (SaaS), Platform as a Service (PaaS) and Infrastructure as a Service
(IaaS) as defined by the National Institute of Standards and Technology that allows its
subscribers to store and share their data such as documents, images, and music files and
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these are accessible on a wide range of internet enabled digital devices at anytime, from
anywhere and from anyplace [1]. It provides data storage that allows users to outsource
any amount of data to cloud servers to enjoy virtually unlimited hardware/software
resources and ubiquitous access, with no or little investment [2].

Despite the numerous benefits associated with the use of cloud storage, cyber crimi-
nals can also exploit these privileges to execute various illegal activities on the internet.
Such illegal activities include identity theft [3], distribution of copyright materials [4],
distribution of illegal materials (like child pornography, drug trafficking), sharing and
distributing of cyber terrorist materials [5], Data loss and breaches, service vulnerabil-
ities, insufficient due diligence, identity access, poor footprint tracking for threats [6]
among others. When illegal activities take place with the use of digital devices like
mobile devices, it is required to investigate such activities and present the evidence in
the court of law in order to bring the culprits into book [6]. Forensic investigation tasks
include the collection, examination, analysis and reporting and examination [7]. Per-
forming forensic investigation on the cloud storage services have been pointed out as a
major challenge by the scholars as a result of the physical inaccessibility to the digital
artifacts on the cloud servers which span across multiple jurisdictional areas as well as
the integrity of the data artifacts that can be provided by the Cloud Service Providers [8],
the wide range of cloud client devices (mobile devices, laptops, personal computers and
other devices with Internet enabled features), the retrieval process of evidential artifacts
from various cloud storage services among others factors. In other to overcome the time
constraint and other technical hindrances that slows down forensic investigation on cloud
storage services, it is very essential that forensic examiners are well informed about the
technical challenges associated with the discovery, analysis process of different artifacts
on cloud client devices [9–12], the use of appropriate forensic tools [13] and how the
artifacts can be scientifically linked together to reconstruct the malicious usage or the
crime pattern [14]. During forensic investigation, it is very essential to identify the source
of the cybercrime incident, identify the forensic artifacts locations, extract the forensic
footprints (artifacts) from the source and link to the personalities involved. These pro-
cesses present source identification of malicious usage, pattern detection of anomalous
activities and also assist to reconstruct a post-event timeline of the activities involving the
abuse of cloud storage with the use of digital devices. The complete events enable all the
concerned forensic stakeholders to have a better understanding of the crime patterns and
also assist in the court of law to persecute the perpetuators. This paper presents how the
extracted digital artifacts fromWindows 10 and an android smartphone devices with the
traces of cloud storage activities can be traced and mapped to the cloud storage used and
present the malicious activities with the use of 5Ws1H-expression (what, who, where,
when, why and how). The aim of this research is to adapt and integrate the traceability
technique to client forensics as a related to the malicious usage on cloud storage and
to illustrate the users behavior with the use of 5Ws1H-based expression. The anony-
mous real-life case scenario to illustrate the applicability of the proposed framework
is presented as follows: An immigration officer at an International Airport suspected a
traveler A as an international terrorist, his personal laptop and an android smartphone
were seized in order to examine the possibility of getting images and documents that
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were related to cybercrime or cyber terrorism. Based on this suspicion, a forensic inves-
tigator was requested to look for digital artifacts from the seized devices that can be used
as valid evidence to show that traveler A has a link with notorious terrorist groups. The
Investigator is to search for many possible areas on the seized devices that have traces of
any link with any terrorist group and illustrate his findings in an understandable format
to all the concerned stakeholders.

From the related papers available and revived this research is the first of its kind to
integrate the extracted forensic artifacts with traceability technique to present holistic
viewofmalicious activities on cloud storage services that involve the use of client devices
with the use of 5Ws1H-based expression.

The rest of the paper is organized as follows: Sect. 2-the next session presents the
review of the relatedworks on cloud storage clients’ digital forensic and also explains the
applicability or the relevance of traceability to the digital forensic investigation process.
Section 3 presents ourmethodologywhile Sect. 4 presents our results and the conclusion.

2 Literature Review

2.1 Digital Forensics in Cloud Computing

As a result of various forms of cybercrimes and the rate of its growth on the cloud
platforms, it is necessary to conduct investigation on the cloud infrastructures to curb
various attacks related to cybercrimes. Employing the appropriate techniques and tools
are essential to match the rate and technologies employed by cybercriminals and thereby
sustain and improve investigations in cloud computing. Cybercriminals are also well
informed about the technological development to curb their malicious activities they
also devise methods like data encryption and the use of automated tools to conceal their
illegal actions [15].

The process of investigating cloud-based crimes is referred to as cloud forensics and
it is defined as the application of scientific principle, technological practices, derived
and proven methods to reconstruct past cloud computing events through identification,
collection and the evidence identification [16]. The technical aspect of cloud forensics
involves the procedures and tools that are used by digital forensic investigators to carry
out forensic investigation in a cloud computing environment. In cloud forensics pro-
cess, data collection procedure involves the process of identifying and acquiring data
in the cloud using steps that allow the evidence to be presentable in a court of law.
The evidential data includes client-side artifacts that reside on cloud client devices and
provider-side artifacts that reside in the provider infrastructure [17]. In digital forensics,
the forensic approach involves the process of identifying, collecting, preserving, ana-
lyzing and presenting digital evidence in a way that is legally accepted in the court [18].
The analysis stage involves critical study of the footprints left on the cloud devices to be
able to provide a convincing proof of the malicious usages of the devices. The artifacts
discovered can be assembled to reconstruct the events or actions to provide facts about
the malicious usage.

User’s activity reconstruction is a technique that investigators adopted to extract a
list of user activities from digital artifacts. Different techniques that include Statisti-
cal methods, Rule Induction, Artificial Neural Networks, Fuzzy Set Theory, Classical
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Machine Learning Algorithms, Recurrent Neural Network, Data Preparation [19] and
the use of forensic tools have been proposed to be of great techniques to detect crime
patterns in digital forensics. Intelligent technologies, such as Machine Learning (ML),
can be leverage on to assist during forensic analysis and examination to support the dig-
ital forensic investigation process. Originating from the field of artificial intelligence,
machine learning can be considered to be relevant in the field of behavioral forensics.
Machine Learning technology can be integrated into cloud client forensics to analysis
the extracted artifacts when analyzing high volumes and a large variety of data from var-
ious locations on different digital devices. Machine Learning technology can also assist
to fast-track forensic actions and assist law enforcement agency to investigate and deal
with cyber-incidents proactively and thereby present forensic results that are obtainable
in the court of law. Machine Learning Forensics has the potential to detect and recognize
criminal patterns and predicts criminal or malicious usages on digital devices such as
the where and when the crimes are likely to take place [20]. The techniques include
Link Analysis, Clustering Incidents and Crimes, Predicting Attacks and Crimes, Fraud
Detection. The alarming rates of cyber-attacks demand for the needs to carry out more
forensic investigations to be able to understand the patterns of cybercrimes. Identifying
the perpetrators of cyber-attacks, the intentions of the attackers and how to control the
cyber-attacks are parts of the major challenges in digital forensics. A robust and scien-
tific proven analysis of cybercrime provides a detailed and comprehensive result of the
digital investigation, saves time and efforts required during this forensic. The robustness
of the results generated in the analysis stages depends on the accuracy of the identi-
fied evidence in the previous stages that are associated with it. [21] presented different
approaches that can be used to investigate cybercrimes. This is illustrated in Fig. 1

Fig. 1. Categorization of cybercrime detection techniques

2.2 Evidential Data on Cloud Client Devices

Investigating cloud client devices are becoming a standard component of contemporary
digital investigation cases because of various locations on the devices that provide useful
evidential artifacts in relation to the cloud storage services usage [22, 23]. Researchers
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have devised various strategies and techniques to perform forensic investigations on
Windows system, Mac system, mobile smartphones device to determine various mali-
cious usages on different cloud storage services [24, 25]. The physical memory and
the web browsers log files have been identified as the relevant locations where traces
of cloud storage usages can be obtained from the client devices [26, 27]. The history
logs, temporary data, registry, access logs, chat logs, session data, persistent cookies,
directory listings, pre-fetch files, link files, thumbnails, registry and browser history have
also been identified as the potential locations where relevant forensic artifacts of cloud
client applications on personal computer (PCs) can be extracted in relation to the cloud
storage usage, while Address and Phone information, Personal information, Notes Cal-
endar entries, Message details, Deleted Messages, Last call list (Missed, called, dialed),
WAP, GPRS history, Internet Access log, Picture, Video and Voice recordings, Memory
cards have been identified to contain relevant forensic artifacts on mobile phones [28].

The following publications present various artifacts and artifacts location on digi-
tal devices (Windows 10 and Mobile phones) where relevant forensic artifacts can be
obtained in relation to different cloud storages usage. [29] presented different artifacts
that could be extracted from device running on Microsoft Windows 8.1 operating sys-
tem after usage on Hubic cloud storage was investigated. The locations examined on the
device included the hard drive, Chrome Cache Viewer, Memory among others. It was
discovered that the credentials (username and password) used to access the cloud storage
could be recovered from the process memory. It was also found that the test file deleted
from the HubiC cloud service could also be retrieved after deletion. [30] analyzed and
documented the different types of volatile and non-volatile data that could be retrieved
from Windows 8, Mac OS X 10.9, Android 4 and iOS 7 devices when users carried out
different activities such as upload and download of files and folders after the usage on
SugarSync cloud storage. It was observed that the downloaded data were stored on the
default SugarSync folder during the browser-based experiments. Also, the data artifact
were also found in the live memory and from the network traffic on Windows 8, Mac
OS X 10.9, Android 4 and iOS 7 devices after SugarSync was accessed. [31] listed the
Directory listings, Registry, Prefetch, System logs, RAM, Directory listings/Stored files
locations as forensic locations that can provide useful forensic artifacts that can assist
forensic investigators to detect criminal activities on cloud clients’ devices. The memory
dump from the captured physical memory was also pointed out as another location to
recover data files, login credentials, process list and network information. [32] provided
insights on how forensic examiners can locate and identify different artifacts during the
analysis of Epic Privacy Browser on Windows 7 and Windows 10. The paper identi-
fied different and important evidential artifacts that can be retrieved from the deleted
data files, pagefile.sys, hiberfil.sys, Ntuser.dat log files and unallocated space. It was
discovered that the artifacts on Windows 7 device are more RAM dependent and more
evidential artifacts were also discovered on the drive. It was also noticed that Windows
10 RAM dump produced 80% of the live memory data from the keyword searches. [33]
investigated three STaaS platforms namely SpiderOak, JustCloud and pCloud on Win-
dows 8.1 and IOS 8.1.1 devices. The focus of the research was to determine the forensic
artifacts that can be retrieved from the RandomAccess Memory (RAM), Hard Drive
(HDD) onWindows 8.1 devices after the usage of the SpiderOak, JustCloud and pCloud
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with Internet Explorer (IE), Firefox (Fx) and Google Chrome (GC) and the client Win-
dows application for each of the STaaS under investigation. The research also examined
the artifacts of the forensic interest that can be recovered from the internal memory and
storage of an iPhone device. The result of the research revealed that email addresses and
the name of the created account and the name of the uploaded and downloaded files were
recoverable during forensic analysis. [34] examined the residual artifacts that can recov-
ered from Windows 8.1, Ubuntu 14.04.1 LTS and Mac OS X Mavericks 10.9.5 devices
after the use of CloudMe cloud storage service. The author illustrated the types and
locations of the artifacts relating to installation, un-installation, log-in, log-off and file
synchronization from the computer desktop andmobile devices. Their research provided
insights into the types of data that could be retrieved from the computer hard drive and
physical memory and their locations after installing the client applications, uploading,
downloading, deleting, sharing and activating/inactivating the sync folders/files using
the client and web applications after the use of CloudMe cloud storage. [35] provided
the data artifacts that could be extracted from Dropbox Cloud Storage with the use of
Smartphone (Android Lollipop and Android Nougat). The common activities carried
out in this work included installing, signing up, uploading, downloading and sharing
operations. The artifacts extracted included the username, password, the modified files
used during the activity, time and date of the activity, list of files uploaded by the user
with information regarding the uploaded date and the files that have been downloaded
by the user. [36] in the paper titled “A Targeted Data Extraction System for Mobile
Devices”, described the design and implementation of data extraction system for mobile
devices. The identified artifacts from the mobile devices investigated included the Con-
tacts and Address book, SMS (Short Message Service), MMS (Multimedia Messaging
Service), Calendar, Voice Memos, Notes, Photographs, Video/Audio, Maps and Loca-
tion info, VoiceMails Stored files, the Browsing history, Emails, Social networking data,
Messaging data (text, voice, video, pictures) fromWhatsApp, Facebook and Skype. [37]
examined the relevant forensic footprints that can be obtained from aWindows 10 device
that has been used to access Dropbox cloud storage. Different registry changes that took
place during the logon, installation and un-installation activities were observed. It was
discovered that approximately 1198 new values related to the Dropboxwere added to the
registry, 662 keys were discovered to be deleted from the registry during un-installation
activity. The Network activity investigated with the use of Wireshark revealed the con-
nection protocol was “TLSv1 that used TCP port 443 that represented secure https with
encrypted communication. [38] presented how forensic artifacts can be extracted from
the internal memory of an Android Smartphone (Samsung Galaxy A7 (2016) 3 GB
RAM and Nexus5 2 GB RAM) using Google Drive v2.19.192.05.35 cloud storage as
the case study. Two algorithms namely Collect Raw Information (CRI) and Investigate
Raw Information (IRI) were proposed for parsing the raw data and for extracting the
digital evidence respectively. The data artifacts extracted included the details of the
account, Email address, deleted file, uploaded file details found with date, Information
and uploader Information, the downloaded files information with its download path on
the phone, Permission Details found, User and Upload Information found. The study in
[39] performed an evaluation of forensic tools that were designed to perform forensic
analysis on mobile devices memory and SIM cards. The experimental setup to examine
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five android phones with different operating systems when used with four forensic tools
to determine the capability and efficiency of the tools. The results of the study show that
AccessData FTK imager and Paraben device seizure mobile forensic tools performed
better when compared to Encase and Mobiledit forensic tools. It was further discov-
ered that AccessData FTK and Paraben have the capability to retrieve erased data. The
authors in [40] presented a framework built on Blockchain technology to protect and
secure financial data transfer with the use of mobile devices. The rationale behind the
proposed framework is to provide a model that can safeguard the security and privacy
associated with the use of clients devices on banking applications.

2.3 The Relevance of Traceability Process and the Use of 5Ws1H Expression
in Digital Forensic Investigation Process

The principle of traceability process has been proposed to be useful during the forensic
investigation because of its relevance to trace and map the events of an incident from
difference sources to obtain evidence of an incident for further process of investigation
[41, 42]. Traceability is defined in ISO 8402:1995 as the ability to trace the history,
application, or location of an entity, by means of recorded identifications. The goals of
traceability approach are to identify or locate the source of the incident being reported
and to maintain the chain of custody for legal action. In digital forensics, tracing can be
used to illustrate the discovering of events that lead to a cybercrime which invariably
can be explored by the forensic investigators to trace out the evidence found at the crime
scenes and also to illustrate the way of presenting the origin or the starting point of a
scenario that has happened. Tracing process can be extended to digital forensic investi-
gation to describe the activities that lead to the discovery of artifacts on digital devices
and to illustrate the events that have taken place after the use of cloud storage. The
traces can be the activities that have taken place during the use of digital devices such as
login, logout, download, upload, web sites visited, applications accessed, uninstallation
and installations activities. The footprints or the artifacts can be forensically analyzed,
link their relationships with the attributes, the sources where they originate from and
their corresponding ports among others. [43, 44] presented a traceability model based
on cloud environment and forensic readiness on Potential Digital Evidence (PDE). The
proposed model illustrated the PDE based on the causality and characteristics of eviden-
tial activities during forensic analysis. In [45] the author presented the trace and map
theory to illustrate the applicability of traceability to digital forensics. In their paper,
the tracing rate, mapping rate and offender identification rate were used to illustrate the
level of tracing ability, mapping ability and offender ability respectively.

The use of 5Ws1H expression plays an important role in assisting forensic investiga-
tors to present their findings in an understandable way. The 5Ws1H based expression has
the following advantages when employ during forensic investigations; effective digital
investigation, ensure chain of custody documentation, credibility, flexible communica-
tion and elimination of ambiguity. In [46] Digital Evidence Object (DEO) model was
proposed to be employed during forensic investigation. The model incorporated the use
of 5Ws (Why, When, Where, What and Who). The proposed model was to reduce the
amount of data to be examined, to analyze and extract digital artifacts from smaller
dataset thereby assist forensic examiners to save time and reduce the error rate. The
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authors in [47] presented the technical threat intelligence visualization tools using the
5WsH questions of Why, Who, When, What, Where and How to illustrate how the ana-
lytics tools and methods in the domain of cybersecurity can assist domain experts to
understand domain information pertaining to threat analysis in relation to cybercrime.

In this research, the main objective is to construct cybercrime trace pattern in digital
devices to facilitate the cybercrime investigation to identify evidence of malicious usage
on cloud storage with the use of digital device (Windows 10 and an android smartphone
devices). For the purpose of this paper, traces of the crime are discovered by tracing and
mapping the traces left on digital devices after usage on cloud storage services (STaaS),
to identify the malicious usage and also to present the user’s behavior using the 5WsIH
forensic approach. In the reviewed literatures and other existing papers on issues related
to evidential extraction from cloud clients devices, none of such papers have developed
a framework to assist investigators to present a visualized framework presented in this
paper.

3 Research Methodology

The methodology used in this research is in four phases as depicted in Fig. 2.

Traceability Model 

Case-based Scenarios  

The Proposed Trace Map Model

Fig. 2. Methodology

3.1 Systematic Literature Review

Literature review provides the necessary guidance to collect relevant information from
relevant and published papers to understand the previous works that have been done in
the subject area. The reviewed papers in this paper presented different locations where
relevant forensic artifacts can be obtained from cloud client devices like Windows 10
and smartphone android devices with the use of appropriate forensic tools.

3.2 Compilation of Forensic Artifacts and Locations

The identified locations onWindows 10 devices include theRegistry, the Event Log,Web
Browse Logs, RAM, Temporary Data, Chat Logs, Session Data, Pre-Fetch Files from
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Windows 10 device while the Address and Phone information, Personal information,
NotesCalendar entries,Message details, DeletedMessages, Last call list (Missed, called,
dialed), GPRS history, Internet Access log, Picture, Video and Voice recordings can be
extracted from the RAM (Read Access Memory) from an android smartphone. These
extracted artifacts can be forensically analyzed and grouped to determine the activities
that have taken place on the cloud storage using the 5Ws1H (what, who, where, when,
why and how) expression to present the visual representation of the cybercrimes.

3.3 The Traceability Model

The process of constructing Cyber Terrorism trace pattern proposed in [42] will be
adopted in this research to illustrate the trace pattern associated with the use of digital
devices that have accessed the cloud storage. The process involves three phases includ-
ing Classifying and Extraction Data, Mapping Data and Generate and Trace Pattern as
depicted in Fig. 3.

Classifying and Extraction Data

Mapping Data

Generate Trace Pattern

Fig. 3. Process of construct cyber terrorism trace pattern

i. Classifying and Extraction Data Phase
During this phase, different locations on the digital devices (Windows 10 andMobile
phone devices) will be examined with forensic tools to identify relevant artifacts in
relation to the cloud storage usage. The objective of this technique is to trace the
extracted artifacts to the digital device. Figure 3 shows the classifying and extraction
data process, and it starts with identifying the types of artifacts that can be extracted
from different locations on the digital devices under investigation. In the Windows
10 device, the extracted artifacts are classified as Windows 10 device traces while
the artifacts from an android phone e device are classified as android device traces.

ii. Mapping Data Phase
In the mapping data phase, the artifacts identified in classifying data phase are
mapped with the cybercrime characteristics (5Ws1H) to construct the crime pattern
as shown in Fig. 4 and Fig. 5.

iii. Generate Trace Pattern Phase
After completing the classifying data and mapping data phase, the cybercrime trace
pattern will be generated based on the sources (digital devices), the artifact locations
and the artifacts based on the traces as illustrated in Fig. 6.
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Windows 10 Device traces

YES 

NO 

Android Phone Device traces

Digital Device to Examine

If (digital device)= 
Windows 10 device)

Examine the Registry, Event 
 Log and web Browse Logs   

Extract the artifacts 

Examine the RAM  Extract the artifacts 

START

END

Fig. 4. Process flow of classifying and extracting data in digital devices

IN

IN

START

END 

Identifying the characteristics of the Cybercrime

Map Windows 
10 device arti-
facts to Cyber-
crime character-
istics

Map Mobile device artifacts to 
Cybercrime characteristics

Windows 10 Device

Mobile Phone Device

Fig. 5. Process flow of mapping data phase in digital devices

3.4 The Proposed Trace Map Model for Client Digital Devices

To provide an accurate and complete evidence of relevant activities that have taken
place on cloud storage when client digital devices are used to perform basic operations,
tracing and mapping technique can be used to illustrate this. In this research, the process
of identifying these traces is accomplished by mapping the extracted artifacts from
the digital devices locations to the events of the activities (5Ws1H). The trace pattern
provides necessary guidance in assisting the forensic investigators to trace out the crime
patterns. Based on the literature reviewed and observations, the cybercrime in cloud
storage when digital devices (Windows 10 and an android smartphone devices) are used
can be presented as in Fig. 7 to illustrate the applicability of traceability process.
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START

Digital Devices

Artifacts locations & Artifacts 
identified 

Mapping Artifacts to the cyber-
crime characteristics (5W1H)

END

Fig. 6. Cybercrime trace pattern

Fig. 7. Trace map model for client digital devices

The model presents the holistic view of how crime patterns can be constructed when
client digital devices are used to access cloud storage. The identified source is the digital
device used (Windows 10 and an android smartphone devices) that represents the origin
of the crime. The locationswhere evidence is located are the Registry,Web browsers logs
and the RAM. The model also shows the kind of artifacts that were extracted from the
locations and how the artifacts can be used to answer the 5Ws1H questions. The model
provides guidance for forensic investigator to identify the relationship between the source
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of evidence, the extracted artifacts, the personality involved (who), the location (where)
of the artifacts, the how of the incidence, the time of the incidence and the reason why
the incidence was carried out. This model will therefore help the investigator to provide
a holistic and accurate evidence of the investigation.

3.5 Case-Based Scenarios

The proposed trace map model in this study can be used to analyze and present relevant
forensic findings in the anonymous real life case scenario presented. The employed
forensic investigator can employ the proposed model in this study locate and extract
relevant digital forensic artifacts from the seized devices and illustrate his findings with
model to the stakeholders in an understandable form.

4 Conclusion

In this research study, the proposed model provides the necessary guidance during cloud
forensic investigation when digital devices used to access the cloud storage needs to be
investigated to determinemalicious usage. It shows how the traceability technique can be
used to trace the extracted artifacts fromWindows 10 and an android smartphone devices
to illustrate the users’ behavior as related to the cloud storage usage. This enhances the
identification process in cloud forensics to locate relevant artifacts from cloud client
devices, maintain the chain of custody and present the findings in an understandable
ways that are necessary in the court of law.
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