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Preface

We are delighted and honored to introduce to you the proceedings of the Second
International Conference for Information systems and Design (ICID 2021) which took
place during September 6–7, 2021, in Divnomorskoe on the Black Sea coast of Russia.

As stated in the original mission of the conference, ICID is set to become a
global cooperation network that promotes open industry innovations in the academic
environment. We focus on the practical results-based studies prepared by academic
researchers and industry experts in Information Systems’ design, deployment, and
adoption. The ICID community also welcomes students to present their research and
participate in the experimental workshops (e.g., Ideathons, Hackathons and the like).

The main value of ICID community development is seen in building global
connections between academia and business. The ICID conference is an active
international scientific event with more than 100 participants and guests from Germany,
Russia, Japan, Belarus, the UK, Finland, Belgium, the USA, and other countries.

In 2021 the organizational committee reviewed 51 submitted papers, of which 31
were accepted. Based on the clear distinction of submitted papers’ research focus,
depth, and results application a decision was made to split accepted submissions into
three sections, and thus ensure the proper positioning of the authors within the ICID
community.

The three sections of ICID 2021 materials are as follows:

• Methodological support of analysis and management tools: theoretical-focused
research

• Digital transformation of enterprises based on analysis and management tools:
practical-focused research

• Young scientists’ research in the areas of enterprise digitalization

ICID 2021 was run primarily in an off-line/on-site format and was attended by
70 people in person, with 40 participants joining on-line via videoconferencing. In
accordance with the ICID 2021 program, the conference took place over two days with
a plenary session followed by 26 presentations on the first day and 10 presentations on
the second day.

The on-site participants included leading experts and teams from key regional
universities, research centers, leading IT companies, industrial companies of the oil and
gas and metals and mining sectors, and institutes of the Russian Academy of Sciences.

September 2021 Victor Taratukhin
Mikhail Matveev

Jörg Becker
Yury Kupriyanov
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Disciplinary Routing as a Factor of Activization
of Scientific Mobility

Alexander A. Zatsarinnyy and Alexander P. Shabanov(B)

Federal Research Center “Computer Science and Control” of the Russian Academy of Sciences,
Vavilova Street 44-2, 119333 Moscow, Russia

Abstract. The research relates to the tasks of the digital economy solved in the
federal projects “Information Infrastructure”, “Digital Technologies” and “Digital
Public Administration” by implementing platform solutions in the collaboration
of organizational systems. The scientific task of forming a new automated data
routing process in the digital platform, taking into account the classification of
scientific disciplines, has been set and solved. The goal is to activate scientific
mobility. The analysis of relations in collaboration, the semantics of knowledge
bases and retrospective information about platform solutions is carried out. As
part of the work on the implementation of the Program of Fundamental Scientific
Research for the long-term period and the project 18-29-03091 of the RFBR, a
new model of the digital platform was created. The novelty of the model lies
in the automatic formation of the data routing process directly during the data
transmission process. At the same time, due to the intensification of interactions
with economic entities, the set goal is achieved and an increase in the effectiveness,
significance and relevance of the results of scientific research for the development
of the national economy and society is ensured.

Keywords: Digital economy · Transposition structures · Interdisciplinary
research · Innovative development · Information interaction

1 Introduction

The present study relates to the problem of increasing the effectiveness of the scientific
industry by increasing the number of scientific works implemented in transposition
structures – industry, regional, cross-border and other clusters, corporate and social
systems, innovative and other associations of organizational systems, both conducting
research and implementing them.

The basic elements that ensure the transfer of research data and other information
between organizational systems in transposition structures are digital platforms.

A scientific task has been set and is being solved – the development of a newmodel of
a digital platform placed in a transposition structure, with the possibility of reproducing
an automated data routing process based on a classifier of standards.

The location of the routing process under consideration when transmitting research
data is shown in Fig. 1.

© Springer Nature Switzerland AG 2022
V. Taratukhin et al. (Eds.): ICID 2021, CCIS 1539, pp. 3–16, 2022.
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Fig. 1. The place of the routing process in the digital platform of the transposition structure.

The urgency of solving this problem is due to the creation of methodological and
technical groundwork for increasing the level of scientific mobility through the devel-
opment of platform solutions. The consequence of the application of this reserve is to
increase the competitiveness of transposition structures in world markets.

Figure 2 shows the place of the task in the structure of regulatory and planning
documents of the national program “Digital Economy” [1] and the project of the Russian
Foundation for Basic Research (RFBR) #18-29-03091 [2].

Fig. 2. The scheme of linking the scientific task to federal projects.

The analysis of relations in known transposition structures and in models of inter-
connections of data transmission route elements in the knowledge bases of well-known
digital platforms led to the choice of the direction of development of a new routing
process, namely, as a data transmission process. As an example, digital models of the
elements involved in the routing process are shown (Fig. 3). The composition of the
elements is determined depending on the delivery address. The address is determined
depending on the coincidence of classification codes recorded by the subject-source and
the subject-consumer of information about the research.

In this study, a digital platform with disciplinary routing is considered as a platform
solution for increasing the level of scientific mobility. The article presents.

• Analysis of well-known platform solutions used for data transmission in networks of
information interactions of transposition structures.
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Fig. 3. Models of elements of the routing process embedded in the data transmission process.

• Development of a new digital platform model with disciplinary routing functions
when transmitting data on scientific research, innovative developments and intellectual
property objects.

• Development of a methodology for assessing the sufficiency of the performance of a
digital platform while increasing the number of organizational systems supported in
the transposition structure, both sources of information and its consumers.

The general novelty of the presented solutions lies in the centralized formation of the
data routing process directly in the process of data transmission. The technical novelty
lies in the automatic formation and execution of routing functions based on the data of
the classifier of standards and data on the relationships of route elements linked to the
addresses of data sources and consumers. The practical value of the presented solutions
is to increase the effectiveness, significance and relevance of the results of scientific
research for the development of the national economy and society.

2 Analysis of Well-Known Platform Solutions

2.1 The Look at the Digital Platform in Relation to the Documents of the Digital
Economy

Figure 4 shows the place of the new digital platform model in the environment of the
fundamental regulatory and planning documents of federal projects.

The fundamental documents include the passports of the federal projects “Informa-
tion Infrastructure” [3], “Digital Technologies” [4], “Digital Public Administration” [5]
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Fig. 4. The place of the presented digital platform in the environment of digital economy tasks
(fragment).

and the Program of Fundamental Scientific Research in the Russian Federation for the
long term (2021–2030) [6].

The emergence of a strategic direction to increase the effectiveness of the scientific
industry [6] predetermined the trend of increasing the number of organizational sys-
tems both conducting research and implementing them. At the same time, along with
departmental, industry and corporate organizational systems, small and medium–sized
enterprises and innovation centers are increasingly appearing, which interact with large
enterprises in transposition structures - federal collaborations, regional and industry
clusters, urban conglomerations, and other associations. Some organizational systems
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conduct research and develop promising technical solutions, including intellectual prop-
erty objects, while others develop projects based on them and create new technologies
and products.

2.2 Prerequisites for the Creation of a Digital Platform with Disciplinary Routing

The growth in the number of transposition structures with technologies, for example,
[7–21], which ensure the interaction of scientific, innovative, economic, educational and
state actors, has led to the urgency of solving the problem of centralized reproduction of
research data transmission processes. The following entities are at the center of solving
this problem.

• Digital platforms as intermediaries in the transfer of research data between subjects
of activity.

• Data on the classification needs of subjects-consumers of research information.
• Participation in research and in their provision of an increasing number of enterprises,
authorities, investors, educational organizations and others.

To date, digital platforms for various purposes are used in economic andmanagement
sectors, for example, [22–31]. Structural and process tasks in these digital platforms are
solved taking into account the world and Russian experience in the following areas.

1. Designing processes for collecting, processing, displaying and archiving informa-
tion, processing and converting data in computer networks, data transmission and
processing in data transmission networks [28, 30–32].

2. Creation of new business models [33], their transformation and routing [34].
3. Development of digital transport with global navigation satellite systems and protec-

tion of control channels [35, 36], emergency response modernization [36, 37].
4. Creation of platforms for research [38], innovative solutions for knowledge man-

agement [39], and research on the management of distributed [40] and cloud [41]
resources of digital platforms.

At the same time, technical solutions for the predecessors of digital platforms –
integrated control systems, control centers (centralizedmanagement), distributed control
systems – have been most developed - up to the level of intellectual property objects.
Based on this fact, the analysis of the possibility of using the following inventions as a
digital platform in the direction under study was carried out.

• Integrated control system [42].
• The system of situational and analytical centers of the organizational system [43].
• Management Center of the organizational system [44].

These technical solutions relate to computing complexes and computer networks.
The field of application is digital platforms for the implementation of research and
development in the areas of “end-to-end” digital technologies [45, p. 52]. Due to the
possibility of centralized reproduction of the data transmission process, theManagement
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Center of the organizational system is the closest, in comparison with technical solutions
[42, 43], an analogue in the development of a new digital platform model. At the same
time, the new model should automatically generate and reproduce the data transmission
process with routing functions. The information core of the new model is the classifier
of standards and the data transmission route.

3 Digital Platform Model with Disciplinary Routing

3.1 Block Diagram of a Digital Platform with Disciplinary Routing

Based on the above, a model of a digital platform with disciplinary routing has been
developed – the Digital platform for supporting scientific research (Fig. 5).

Fig. 5. Block diagram of a digital platform with disciplinary routing.

The technical result, which is achieved with the help of a new digital platformmodel,
is to expand the functionality for reproducing the processes of transmitting research data.
A new feature is the implementation of routing functions directly in the process of data
transmission. The following new data are intended to perform the new function.

1. Data on the classification codes of studies.
2. Data on the relationships of transmission route elements.
3. Data on linking routes to multiple pairs of addresses of research sources and their

consumers.

At the same time, the sources of research and their consumers are organizational
systems in transpositional structures – subjects of scientific, innovative, economic,
educational, financial and other activities, authorities.

The computing complex includes operating systems, including a hypervisor, and
application programs of information systems that implement full software virtualization
technology based on its hardware and software.

The interface of the equipment includes data transmission devices and means of
communication.
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The data storage system consists of data segments, each of which records and stores
data on research conducted by one of the organizational systems in transposition struc-
tures, including data on their classification codes, and each segment is characterized by
the address code of the corresponding transposition structure and organizational system.

3.2 Distinctive Features of the Digital Platform

Figure 6 shows a diagram of the application of a digital platform that has the following
significant distinguishing features from its analogues [42–44].

1. Availability of a database of the classifier of standards and a generator of data trans-
mission processes, the internal inputs and outputs of which are connected to the
corresponding outputs and inputs of the equipment interface.

2. The database of the classifier of standards contains data on classification codes and
on the interrelationships of elements of data transmission routes linked to pairs of
addresses of the organizational system-the source of research data and the organiza-
tional system-the consumer of this data, which are linked to the same classification
code.

3. In the computing complex, each virtual machine contains an operating system that
differs in its characteristics from the operating systems in other virtual machines.
At the same time, each operating system is equivalent in its characteristics to the
operating systems that are equipped with one of the groups of organizational systems
in the transposition structure. The number of such groups is equal to the number of
virtual machines.

4. The equipment interface includes data transmission devices and means of commu-
nication, each of the data transmission devices corresponds in its characteristics to
one of the data transmission devices in one of the groups of organizational systems
in the transposition structure, and the number of such groups is equal to the num-
ber of data transmission devices in the equipment interface. Each of the means of
communication by its characteristics corresponds to the means of communication
in one of the groups of organizational systems in the transposition structure, and the
number of such groups is equal to the number of means of communication in the
equipment interface.

5. The generator of data transmission processes provides reproduction of the processes
of transmission of research data, while each time new research data arrives in the
data storage system, it performs the following actions.

• Determines in the data storage system the classification code of the received study
and the address code of the organizational system-the source of research data.

• Selects in the data storage system the classification code of the address of the organi-
zational system-the consumer of research data, whose classification code corresponds
to the classification code of the received research.

• Selects in the database of the classifier of standards the models of route elements
related to a pair of address codes of the organizational system-the source and the
organizational system-the consumer of research data and alternately transmits the
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received data to the route elements - devices and programs corresponding to their
models in the database of the classifier of standards.

• If there are two or more consumers of research data with the same classification codes,
the reproduction of the data transmission process is repeated for each route.

Fig. 6. Scheme of application of a digital platform with disciplinary routing

3.3 Semantic Database of the Classifier of Standards

The concept of IT Service Management [46] is proposed as the main methodological
tool for structuring the database of the classifier of standards. The following terms and
definitions related to this concept are used [47]:

• the Standards classifier database is a semantic database used to store configuration
records throughout their life cycle, stores interrelated configuration elements and their
attributes - routing elements and attributes, classification codes, addresses of orga-
nizational systems and other elements necessary for reproducing data transmission
processes;

• a configuration management system is a set of tools, data and information used to
support themanagement of service assets and configurations, to collect, store,manage,
update, analyze and present data on all elements and their relationships;

• a configuration record is a record containing information about configuration items,
each configuration record documents the lifecycle of an individual configuration item,
configuration records are stored andmaintained as part of a configurationmanagement
system;

• a configuration element (configuration element) is any component or other service
asset that needs to be managed to reproduce data transmission processes.
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The application of the IT Service Management concept ensures that the standards
classifier database is filled with components relevant to new (innovative) production
technologies for reproducing data transmission processes.

An example of configuration records in database routing segments are digital models
of routing process elements embedded in the data transmission process, which are shown
in Fig. 3.

An example of configuration records of classification codes in the database of the
classifier of standards are configuration records of classification codes given in the All-
RussianClassifier of Standards [48]. TheAll-RussianClassifier of Standards is part of the
Unified System of Classification and Coding of Technical, Economic and Social Infor-
mation of the Russian Federation. This classifier is harmonized with the International
Classifiers of Standards and the Interstate Classifier of Standards.

4 Method of Evaluating the Performance of the Computing
Complex

The performance of a computing complex in a digital platform with disciplinary routing
is evaluated in order to control the sufficiency of computing resources assigned to each i-
th virtual machine (Subsect. 3.2, paragraph 3) in accordance with the permissible values
of the data processing waiting time Ti and the probability Pi (≤T) of not exceeding this
time, and i = 1… V, V is the number of virtual machines.

When determining the resource performance for a virtual machine, follow these
steps.

Step 1. Calculate the probabilities PN (j) that the number of data packets waiting for
service in the busy interval formed by N data packets is on average no more than j.

PN (j) = 1

N

N∑

k=j+1

Pk
N (j), where (1)

N – the number of data packets in the busy interval of the input buffer of the virtual
machine, N can take any integer values, and the processing time of one data packet is
assumed to be constant;

j – the number of data packets that can catch a data packet received by the k-th of N
received in the busy interval in the input buffer;

Pk
N (j) – the probability that a data packet received by k-th from N received in the

busy interval in the input buffer will find o data packets in it, and 0 ≤ j ≤ k − 1 i 1 ≤ k
≤ N. It is determined using formulas (2)–(4):

Pk
N (j) = (N − 1)!

NN−2
{F1 + F2}, (2)

F1 = (k − j)
k−j−2

(k − j − 1)! ×

⎡

⎢⎢⎢⎢⎣

(N − k + j + 1)N−k+j−1

(N − k + j)!

−
j−1∑

m=1

(N − k + j)N−k+j−m−1

(m − 1)!(N − k + j − m)!

⎤

⎥⎥⎥⎥⎦
, (3)
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F2 =
x∑

y=0

⎡

⎢⎣
(−1)y(x − y + 1)y

y!(k − j + x − y − 1)!
× (k − j + x − y)k−j+x−y−2

⎤

⎥⎦ ×

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

[
(x + 1)(N − k + j + 1)N−k+j−x−1

(N − k + j − x)!

]

−
⎡

⎣
j−x−1∑

z=0

(x + z)(N − k + j)N−k+j−x−z−1

z!(N − k + j − x − z)!

⎤

⎦

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

,

(4)

For N = 3, 4…; k = 3… N; j = 1… k−1.
Formulas (2)–(4) are based on the formula [49] for determining the probabilityPk

N (j)
that a requirement serviced by the k-th in order in the busy interval with a duration of N
service intervals was waiting for service of j service intervals, and the service interval
is equal to the value of the service time of one data packet.

Step 2. Compile a table of probabilities PN (j) for different parameters j and N.
Set acceptable values for each virtual machine for the duration of the busy interval,

expressed by the maximum number of Nmax data packets.
Figure 7 shows a sample of probability values.

Fig. 7. Sampling of probability values PN (j).

As an example, let us take:

• the allowed waiting time Ti for data processing in terms of the number of data packets
is 4;

• the permissible probability Pi (≤T ) of not exceeding this time is 0.94.

Then, using the calculated data (Fig. 7),we obtain an acceptable value for the duration
of the busy interval. The number of data packets indicates this value. In our example,
Nmax = 15.

Step 3. During the project on the development of the transposition structure, in
connection with the introduction of a new organizational system into it, which will
require the resources of the digital platform, the actual indicators of the duration of
the intervals of employment of the input buffers of virtual machines, expressed by the
number of data packets, are measured.
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Step 4. Based on the obtained values and using the data of the probability tables
PN (j), a comparative analysis is carried out and a decision is made on the optimal or
rational, depending on the availability of material and other means, for example:

• Redistribution of computing resources between virtual machines, taking into account
the resources allocated for the new organizational system,

• Alternatively, the creation of a new virtual machine with the placement of new
computing resources, due to the prospect of further scaling.

A new, distinctive feature of the presented method for evaluating the performance
of a computing complex is the simplification of the process of measuring performance
indicators by reducing measurements to the number of busy intervals and control points
- to the number of input buffers of virtual machines.

5 Conclusion

The research relates to the scientific directions of the digital economy in terms of increas-
ing the efficiency of the scientific industry by increasing the number of research imple-
mentations, innovative developments and intellectual property objects in economic,
managerial and social organizational systems.

The initiation of such a study is due to the factor of activation of the scientific
industry, which is in demand in connection with the administrative support of state
bodies, expressed in the formulation and development of federal projects of the national
program on the digital economy.

The research was preceded by a number of works in the field of building integrated
control systems, control centers and digital platforms of various scales and purposes.
These works were carried out with the participation of the authors of this article. These
are works on the creation of methods and models for the construction of integrated
control systems, control centers and digital platforms of various scales and purposes.
Based on the results of these works, a scientific task has been set for conducting this
research – the creation of a new model of a digital platform. The digital platform is
introduced into a transposition structure for the purpose of automatic reproduction of
data transmission processes. The condition for such reproduction of processes is the
coincidence of classification codes of research and classification codes that are in demand
by consumers of research. Such consumers are subjects of economic, managerial and
social activities.

The following specific tasks have been set and solved:

• the purpose of solving the scientific problem has been determined – the development
of methodological and technical groundwork for increasing the level of scientific
mobility through the development of platform solutions;

• the analysis of well-known platform solutions is carried out, prerequisites for the
creation of a digital platform with disciplinary routing are identified and the choice
of the direction of development of a new routing process in a digital platform as a
process as part of the data transmission process is justified (Sect. 2);
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• the newmodel of a digital platform has been developed, the core ofwhich is a semantic
database with digital models of interconnected elements of data transmission routes
between organizational systems-sources of information about research and organiza-
tional systems-consumers of this information, the latter implement scientific research
in their technologies and in their products (Sect. 3);

• the method for assessing the sufficiency of the digital platform performance has been
developed.

The novelty of the developed model and methodology lies in the centralized struc-
turing of the semantic database, the formation and reproduction of data transmission
processes based on it with the ability to control and, if necessary, modernize the system
of virtual machine resources in the digital platform.

The practical significance of the research results lies in ensuring the intensification of
interactions between producers of scientific research, innovations, inventions and their
consumers. As a result, the activation of scientific mobility and the improvement of the
effectiveness of research.
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Abstract. Cloud-based enterprise systems, a growing segment in the global mar-
ket for enterprise IT solutions, havemetwith strong resistance in traditions-focused
cultures such as Japan’s. Low cloud concept utilization has caused difficulties dur-
ing the coronavirus pandemic, as remote work was not always technically possible
due to the limitations of on-premises solutions. Our work appliedDesign Thinking
methodology to form a foundation stone upon which cloud providers may build
a Cloud Mindset in Japan and similar markets. This article considers both the
endogenous agility that SaaS can engender with organisations and the exogenous
possibilities that it brings about in terms of connections with other organisations.
It describes the case study and covers six phases, from understanding the problem
to testing a prototype of the solution. The research aims to act as a practical inquiry
into the appliance of Design Thinking methodology in the new, challenging field
of building CloudMindsets in multi-language environments. Consideration of the
cultural semiosphere forms a necessary element of the research. The scientific
achievement of this work is to make useful modifications to the classical method-
ology in this field. The practical value of the work lies in its applications for cloud
providers in countries with similar cultural aspects to Japan.

Keywords: Cloud-bases enterprise systems · Cloud mindset · SaaS · Design
thinking · Creativity

1 Introduction

Enterprise systems are essential for business in the twenty-first century. Ongoing tech-
nological progress provides new IT models such as the Internet of Things, blockchain,
on-live analytics, machine learning, and cloud. All of these have proven their value for
business over recent years.

Cloud technologies offer an opportunity for enterprise systems to use IaaS (Infras-
tructure as a Service), PaaS (Platform as a Service), and SaaS (Software as a Ser-
vice) models. On the one hand, it reduces time-to-value metrics, avoids infrastructural
expenses, operational and maintenance costs, and simplifies system architecture [1].
Cloud-based apps are enriched with intrinsic cloud features, including multi-tenancy,
scalability, agility, and elasticity [2]. Some research even uses the “cloud-friendly”
term to define companies relating to cloud technology or saying the sector has become
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“cloudy” [3]. On the other hand, these models place greater demands on IT-business
alignment and the endogenous agility and flexibility of change management processes.
The latter can be especially crucial and challenging in countries with a tradition-focused
culture and low rate of business adaptation to changing environments, such as Japan. In
response, Cloud-services providers, meeting with strong resistance, had to adapt their
businesses in these countries. They initiated robust business development initiatives to
establish clarity around Cloud technology, and pushed digital transformation projects
for traditional customers, who prefer on-Premises concepts and complete control of
IT infrastructure management processes. The great advantage of Cloud technologies
is that they promote the opportunity to delegate maintenance processes outside of the
customer organisation. But they require giving third-party companies access secure cus-
tomer data, as well as to some extent dictating how a company’s IT environment and
business processes must be organised.

This research aims to define a systematic approach for describing business challenge
resolution by using available scientific knowledge in the area of cloud-based enterprise
systems, and determining its applicability by practical realization in the business envi-
ronment. It tests the endogenous agility of SaaS provider companies and their expanded
exogenous opportunities in the form of modified business connections with customers.
This research takes a people-process-technology approach to determining how to break
down market resistance in the Cloud-adaptation area. The Design Thinking approach
was selected to build a system analysis of the creation of a CloudMindset in the Japanese
market.

2 Related Works

Following areas of science articles were analysed: Cloud technology adaptation chal-
lenges and solutions, Design Thinking appliance for software engineering and business
processes building, Enterprise systems evolution with Japan’s cultural specifics.

Key concepts, architectural principles, state-of-the-art implementation, and research
challenges of Cloud computing, such as Automated service provisioning and Software
frameworks, are highlighted in [4] and are still relevant now. Service-oriented architec-
ture and microservices and challenges resulting from multi-tiered, distributed, and het-
erogeneous cloud architectures cause uncertainty that has not been sufficiently addressed
[5]. The area of new actual research challenges also relates to the self-adaptation process
of Cloud applications from control engineers’ perspective. These research challenges
are due to the nature of software applications [6]. A different area of challenges is
architecture-related challenges for cloud-based software systems driven by IT systems’
complexity growth. Unique challenges exist in this area as the systems to be designed
range from pervasive embedded systems and enterprise applications to smart devices
with the Internet of Things [7]. Researchers provided a classification of the state-of-
the-art of cloud solutions to sort different challenges. It’s argued there is the need for
model-driven engineering techniques and methods facilitating the specification of pro-
visioning, deployment, monitoring, and adaptation concerns of multi-cloud systems at
design-time and their enactment at run-time [8].

Several practical solutions were developed for particular industries and countries.
New challenges were raised and resolved by the unique requirements of the e-Healthcare
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industry for using cloud services by e-Healthcare providers. These challenges are regula-
tory, security, access adaptation, inter-cloud connectivity, resource distribution [9]. From
a regional perspective, local challenges andacceptanceof cloud-based services,where the
organisational context is based on local governments inAustralia, are highlighted in [10].

Analysis of studies of the existing literature on design thinking for innovation and
accounts of using design thinking for innovation in practicewas done in the perspective of
organisational culture [11]. It is argued that the power of design thinking is in the tension
between seemingly opposite ways of thinking, such as analytic thinking versus intuitive
thinking and linear thinking versus thinking in iterative processes. For design thinking
to flourish, it needs to be embedded in an organisational culture capable of maintaining
a dynamic balance on a number of fundamental tensions in innovation processes.

Especially, Design Thinking is in wider use within software companies in the con-
text of multinational organisations. Research in Design Thinking suggests that being
exposed to Design Thinking changes the mindset of employees [12]. Evaluation of how
the Design Thinking approach is integrated with Agile Software Development method-
ologies was done in the past. The results show that most of the integrated models are
applied throughout the software life cycle [13]. The integratedmodels resulted in a better
approximation of end-users and the development team, improving the software’s quality
and usability. Design Thinking is used to gather customer requirements during product
development. Industry-specific case study research describes the need to facilitate an
in-depth understanding of healthcare stakeholders’ realities in the context of their day-
to-day experiences, identifying the need to introduce a pre-software requirements phase
[14]. Thus, Design Thinking techniques were used to inform healthcare innovation.

Besides corporate use, Design Thinking is used as a methodological approach for
the instruction of Software Engineering at the undergraduate level [15]. It aims to create
innovative software products from scratch and go beyond the typical “analysis – design –
implementation – testing” process to reinterpret it with the “empathize – define – ideate –
prototype – testing” proposed byDesign Thinking. A case study on how universities plan
to implement Design thinking strategies to support graduate students’ project-based edu-
cation is presented in [16]. Design thinking helps not only in software engineering but
also in organisation adaptation – moving from a product-centric focus into an organ-
isational focus. A case study from the aged care field on developing environmental
sustainability strategies using design thinking is presented in [17]. Changing existing
methods are quite typically made for particular Design Thinking appliance use-cases.
Another industry example of Design Thinking use for sustainable smart energy system
design requires extended and modified methods to suit the content of the study [18].
For Cloud topics, there is a small number of articles. One study proposed a method of
evaluating cloud platform service usability by implementing design thinking for inte-
gration analysis [19]. These results show the combination of using grounded theory for
persona creation and the subsequent tasks for evaluation was effective in capturing the
perspectives of tenants seeking information on the cloud platform service.

Questionnaire-based research was done into Japanese companies’ awareness of
Cloud Computing, main concerns, and challenges, and into what Cloud computing lacks
to become primarily accepted and adopted [20]. It is pointed out that more cloud com-
puting services are yet to be created and improved to appear attractive and increase the
adoption rate among the Japanese market. In that respect, security issues are the main
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obstacles to overcome, not only for fortifying the underlying IT infrastructure in the
provider’s possession but also in terms of how to deal with disruptions in the continuity
of the services and how to guarantee service availability. 13.2% of the respondents are
still unaware of the term Cloud Computing. It is worth mentioning that none of them
think of it as a trend that will disappear soon.

Existing studies widely cover Design Thinking’s appliances for software engineer-
ing, but not for cloud-based enterprise systems. Cloud adaptation challenges’ correla-
tion with selected countries’ cultural specifics were discussed in several articles, but no
defined solution was found. This knowledge gap highlights the scientific value of the
current research.

3 Design Thinking Workshop Preparation and Conducting

3.1 Workshop Preparation

The workshop preparation included goal definition, preliminary research, workshop
plan preparation, and Design Thinking methodic adaptation according to the defined
objectives.

Two main objectives were defined – science research and practical workshop goals
that are correlating. First is a Design Thinking methodology knowledge area enhance-
ment, and second is commercial benefits gain for the cloud provider in the highly com-
petitive market. The workshop goal was to define the strategic and change management
initiatives, including action plan definition for the market development by generating
CloudMindset. Purely Cloud-drivenmarket growth is calculated as a CompoundAnnual
Growth Rate (CAGR) for the selected procurement and business network market. For
instance, according toGartner, with aCAGRof 15%,Cloud is themain driver for growth.
By 2024, cloud subscription revenues will likely account for 99% of the APJ market.
As known, Japan does not have the reputation of a fast-changing environment [20]. For
Japan’s market, this proportion is relatively lower, driven by a lack of local trust in mod-
ern emerging technologies and firm intention to have complete control of the end-to-end
business processes that contradicts approaches based on IaaS, PaaS, and SaaS models.

In Japan, there is a proverb called “sanpo-yoshi”. “Sanpo” indicates three parties,
and ‘yoshi’ represents something good in Japanese. The proverb means “good for every-
one” [21]. Since these three parties have conflicting areas of interest, it is necessary to
admit that while the three parties seek their benefits, they also need to make concessions
to achieve the collectively beneficial state. Japan’s semiosphere was used to consider
national specifics, such as respect, safety, and stability perspectives (see Fig. 1). These
national qualities are crucial for the initiative’s creation for cloud-based systems accep-
tance and adaptation for the market. Design Thinking as an approach to getting that
agreement between “sanpo” is well suited for this culture because it’s also traditionally
based on different opinions, group discussion, and communication [22].

Hasso-Plattner Institute (HPI) defined six phases of design thinking taken as a basis
for the workshop planning: Understand, Observe, Point of View, Ideate, Prototype,
Test (see Fig. 2) [23]. Phase selection is similar to the intuitive workflow process of
a designer. All the phases are qualitatively essential and can’t be skipped, according to
the methodology.
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Fig. 1. Japan’s semiosphere

Fig. 2. The design thinking process model at HPI

TheUnderstand phasewas done beforehand and relies on integralmarketing research
and previous customer experience with SaaS business solutions. It was identified that
more than half of negative customer escalations were caused by a misunderstanding
of cloud-based enterprise systems specifics, such as limited options to change the by-
design functionality, listed ways and points of system enchantments via the APIs, sched-
uled events for the releases to fix the system bags, and new functionality utilization.
Internal SaaS provider corporate data was used for problem area preliminary research,
and additional questionary was prepared, distributed to the subject-matter experts, col-
lected during the interview sessions, and analysed for the knowledge gaps. Following the
methodology, the preparation of a “Personas” technique has a special place. Therefore,
the preparation is described in more detail below.
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Personas are a representation of the cloud services’ end-user; thus, a detailed ques-
tionnaire was prepared. The questionnaire covered the following aspects: name and
age, position and area of responsibility, background (hobby, family, personality), quote
(something he or she says often), stakeholders (who does he or she work closely with,
who are his/her “army,” which resists against him/her), known business priorities (short
and long term goals, how his/her company exceeds over competitors), current initiatives
(central theme, what drives him/her, what does he or she care, what goes him/her to lead
change), success measurement (known KPIs), and others motivators. The questionnaire
was built in a format of the persona’s description template. It was used during the inter-
viewswith experts in cloud provider companies whowere interacting with the customers
a lot and can represent customers’ voices. After the consultations, three customer per-
sonas were prepared and printed for the workshop. It provides a necessary input for the
“Meet your customer” exercise at the observation phase conducted during the workshop.
This exercise was based on the “Empathy Map” technique.

The workshop plan also includes the following Design thinking methods and
techniques related to the point of view definition phase:

• “Magazine cover creation” exercise. This exercise was based on the “Context Map”
technique that was transformed. Considering that person for the map is being created
beforehand, the outcomes should be used on the next steps and focus on the prospects.
It covers following dimensions: customers, competitors, technology, company, situ-
ation, economic or social trends, industry. The outcome for this exercise is a visual
document that enables you to start a conversation about core stakeholders. Discussing
the points of disagreement lead to new thoughts and understanding of the company
and will set a singular base for further design thinking activities.

• “Current/Future/Barriers” technique [24] for current customer experience and value
definition and “the ideal future” barriers definition. In the current stage, participants
state their assumptions (may include perceptions, requirements, or constraints) about
a situation or the problem. Then they try to reverse the premises to see if new oppor-
tunities are revealed. It creates a clearer picture of the vision, outcomes, or problem
(it’s crucial that it’s a shared view of the problems). In the original technique, four
vertical flip chart paper pieces, taped in a row, are used: Current, Barriers, HowMight
We and Future. We decided to reduce it to three by moving the “HowMight We” part
to the following stages for a deeper discussion. Input data for the “Future” section
was taken from the previous “Magazine cover creation” exercise.

After the break in the schedule, the Ideate phase starts. This phase includes two main
exercises:

• The first exercise is based on a combination of two techniques: “Dreamer/
Realist/Critic” and “Affinity Mapping”. The purpose is to go through a complete
idea generation-exploration-evaluation cycle. To have at the end an expansive idea,
practical ideas, and evaluated ideas. The core concept is to wish as a dreamer and play
the realist to work it into a practical idea, then put on the critic hat to poke holes in
the idea. Originally this technique was developed by the Walt Disney Company [25,
26]. As a next stage, the final ideas go through the “Affinity Mapping” technique to
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sort and prioritize ideas or data quickly and visually for the next exercise. We asked
the group to organise the collection of ideas or data into clusters based on similar
characteristics.

• The combined ideaswere carried to the extended version of the “Who+Do” technique
[27], which is quite similar to the “create a project plan” method. The final exercise
with the name “Who-Do-Through-When” was for the clear RACI model defining.We
use results of this exercise for the further prototyping phase.

Final results are presented to the whole audience for their awareness and feedback
collection. Prototyping and Testing phases were planned for the out of the workshop
discussion becausemost of the ideas prototyping requires deeper dialoguewith a broader
audience. The reason for this is the nature of ideas – it’s a business operation of a global
IT company. Some of them were pretty clear for immediate implementation. Some of
them require careful study with extensive data analysis. Some of them relate to the
stakeholders out of the participant’s list. We expected these outcomes, and the goal was
strategic and change management initiatives, including action plan definition for the
market development for the next following-up activities.

3.2 Workshops

The results of practical innovation are three essential components: design thinking pro-
cess, variable space, and multidisciplinary teams. As the design thinking process was
described above, the spaces and the team’s characteristics are listed below.

The workshop’s environment (see Fig. 3) was specially designed and prepared for
the brainstorming and Design Thinking workshops-like conduction. It includes a spatial
room, whiteboards, flipcharts, a sufficient number of colored markers, stickers, and
other stationery. Interior is also designed differently from the classical corporate-style
meeting rooms to activate the right mood in participants. Considering that the sessions
were conducted during the pandemic time, additionalworking environment requirements
were requested, such as enough space for social distance and regular airing of the room.

The working group was primarily formed from the department’s management rep-
resentatives, who were empowered to make decisions regarding the company processes
change or strongly influenced these changes. Some specialists were also invited to the
workshop to get feedback from different corporate hierarchy levels. The following SaaS
organisations’ departments participated: sales, sales support experts, functional and tech-
nical consulting, post-deployment customer management organisation, value advisory,
and product engineering. Three groups were defined with four participants each, exclud-
ing one facilitator for each group (one leading facilitator and two supportive) –fifteen par-
ticipants in total. Two groups were Japanese-speaking, one English-speaking. The whole
explanation and instructions were done in English with additional Japanese instruc-
tions for the two groups individually. The company’s top management representatives
performed a session opening to motivate the participants.

The Observe Point of View definition phase was conducted successfully with high
engagement active involvement from all the participants. Persona definition created by
one team is presented in Fig. 4 as an output example.
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Fig. 3. A special environment for conducting the workshop

Fig. 4. An example of “Persona description” exercise outcomes
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The Point of View definition phase was done more actively by warmed up groups
and made a clear focus on the target state. The “Magazine cover creation” exercise’s
outcomes (see Fig. 5) were painted by hand real and imagined magazines covers with
the core stakeholder (CPO, CFO, CIO) on the cower.

Fig. 5. An example of “Magazine cover creation” exercise outcomes

The ideate phase was the most challenging period for the teams. It triggered the
deep cross-team collaboration around internal business processes, market positioning,
cooperation with partners, and other themes crucial for the Cloud business. An example
of one “Dreamer/Realist/Critic” and “Affinity Mapping” exercise outcomes is shown in
Fig. 6.

A strategic and change management initiative, including an action plan definition
for the market development for the subsequent following-up activities, as defined on the
last stage (see Fig. 7). The teammanagers’ participation created the unique environment
when each team can see the other’s team contributed to the cross-teams initiatives and
ready to help and contribute itself.
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Fig. 6. An example of “Dreamer/Realist/Critic” and “Affinity Mapping” exercise outcomes

Fig. 7. An example of one “Who-Do-Through-When” exercise outcomes

A final presentation of the results was done in the native languages of each team –
Japanese for the two groups and English for the one unit (the facilitator of the English-
speaking team provided simultaneous translation). It was important in Japanese culture
to use the native language to understand each responsibility and detail of the further
collaboration. Top management representatives did the closing words to appreciate the
productive engagement and highlight that prototyping, testing, and implementation will
be done regularly.
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3.3 After Workshop Activities

After workshop activities included two workstreams: results formalization and regular
meetings for the idea’s realization tracking.

The final results were packed into the PPT file and consisted of final ideas with a
timeline and responsible persons and photos from the session, including photos of all
exercise outcomes, translated into English.

Regular meetings were scheduled bi-weekly to track the execution statuses and drive
the organisations’ changemanagement initiatives. Prototyping and testing activitieswere
done selectively for some ideas.

4 Results and Discussions

During the workshop, seventy-six ideas were generated. Nine of them were grouped,
prioritized and defined as a strategic initiative for execution.

The leading nine ideas relate to the following two main groups:

1. Endogenous initiatives and processes, primarily strategic initiatives that create new
strategies or change existing SaaS provider company processes.

2. Exogenous initiatives and processes that affect interactions with customers.

To deploy ideas demanded by the needs of changemanagement, we analysed existing
ongoing strategic initiatives in the company. Internal strategic initiatives are typically
hard to initiate from scratch as they require a considerable time investment, budget
approval, and other formal procedures, especially in big international companies. Luck-
ily, we were able to initiate a three-year market unit strategy, so all the change manage-
ment ideas were merged with this project. It allows the delegating of execution while
receiving regular status updates on realization progress. For instance, a new type of
cloud-consumption-based customer contract requires various teams’ involvement. For
this idea, the decision was to proceed with prototyping and testing phases according to
the Design Thinking methodology.

Other internal initiatives that did not have interaction with existing strategic initia-
tives were built as new initiatives. Ideas such as recent sales play run and rearrangement
of technical architecture positioning also require prototyping and testing phases – some-
thing which was achieved, and all ideas relating to which were agreed for production
use. Simple ideas, such as increasing internal awareness of particular topics, extension
of the participants’ list for the Quality Business Review with strategic customers – were
implemented without prototyping and testing because their benefits are quite obvious.

Ideas related to interactions with SaaS customers mainly fall under the responsibil-
ity of marketing departments. They relate to the organisation of business development
customer events, creation of specific digital transformation customer reference stories,
and generation of different market-specific media to build market awareness around
cloud-driven business transformation projects.

Before the Design Thinking workshop, potential resolution areas for Cloud Mindset
generation related only to marketing activities. The workshop facilitated the discovery
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of new improvement areas and defined change management opportunities. The Design
Thinking approach activated deep cross-team interactions and generated creative solu-
tions. The positive feedback received from the top management team demonstrates the
high practical value of the study.

5 Conclusion and Future Work

In Japan, as in other tradition-focused cultures, Cloud-based enterprise systems have
met with strong resistance – even as they have grown rapidly in importance in the global
IT market. Our case study shows the practical application of Design Thinking method-
ology in resolving the challenge that SaaS providers face in breaking down culturally-
ingrained resistance to the technologies they offer. Our scientific research looked at pos-
sible improvements to Design Thinkingmethodology, with classical techniques adjusted
systematically to be applied to the field of Cloud study by SaaS providers. One structural
element added to the standardmethodology is a consideration of the cultural semiosphere
as a way to refine classical Design Thinking techniques. Design Thinking methodology
allowed us to define a foundation stone upon which Cloud operators in the Japanese mar-
ketmay build a CloudMindset. The ability to first identifywhich initiatives to pursue and
then deploy them demonstrates SaaS providers’ endogenous agility, while exogenous
agility is demonstrated by increased possibilities for connections with customers.

Six phases of the Design Thinking approach, from understanding the problem to
testing prototype solutions, were described and covered in explanations of required
changes in the standard technique applied in the IT industry. Design Thinking work-
shops enabled us to define clear next steps to processes, which then led to the realization
of ideas capable of achieving commercial success. Three essential components of the
innovation’s practical results – Design Thinking process, variable space, and a multi-
disciplinary team – were combined to achieve the study’s aims. The Design Thinking
approach showed promising results when several teams’ results pointed toward one solu-
tion appropriate to a particular organisation. The methods developed can now be used
by other SaaS providers in countries with similar semiospheric elements – especially
those with tradition-focused cultures and low cloud-based enterprise system adoption in
the market.

Our next work will look at applying the results gained from our market research
in Japan to other markets. We expect new Design Thinking modifications and different
workshopoutcomes to be influenced by cultural aspects of the acceptance ofCloud-based
enterprise systems.
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Abstract. Using electrodynamic models for systems of elementary electric
dipoles located on cylindrical surfaces obtained using the method of induced cur-
rents, the polarization components of the electric field for a cylinder excited by a
system of elementary electric vibrators are estimated. The surface currents of the
cylinder are found taking into account the electromagnetic couplings in the array
under the boundary conditions for the superposition of the vibrator fields. When
choosing the calculated distributions of currents and fields of the carrying surface
as an initial approximation for solving the problem of exciting vibrators interact-
ing through secondary radiation using the software for three-dimensional elec-
trodynamic modeling CSTMWS - Computer Simulation Technology Microwave
Studio, we calculated the directional pattern and directional action of the antenna
array. The boundary value problem for an array of electric vibrators located on
the lateral surface of the cylinder is solved by the method of moments when the
complex amplitudes of surface currents are represented by a set of discrete values
at grid nodes with rectangular and tetrahedral cells. Regularities of changes in
directional patterns and coefficients of directional action for antenna arrays when
placed on ideally conducting cylinders and cylinders with thin dielectric coat-
ings, depending on the number of elements for different electrical dimensions and
electrophysical properties of bearing screens, have been investigated.

Keywords: Array of vibrators · Electrodynamic model of the system elementary
electric dipoles · Software for electrodynamic modeling of antennas

1 Introduction

To analyze the electromagnetic environment and conditions for the propagation of radio
waves in the interests of deploying communication networks in remote areas and on
terrain with difficult profile, electronic systems are used, which are located on the sides
of unmanned aerial vehicles (UAV) and are designed to communicate with ground-
controlled approach for information exchange [1–3].

The advantages of unmanned systems include: a significant reduction in overall
dimensions; high mobility and speed of deployment, the use of mobile control stations;
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the ability to service with a minimum number of operators; lack of strict requirements
for the launch pad; high economic performance [4, 5].

There are several classification features of unmanned vehicles (Table 1) [6].

Table 1. UAV classification.

UAV classification signs

Distance of application Takeoff weight Constructive execution Special purpose

Long distance over
500 km

Heavy
over 500 kg

Aircraft type
Helicopter type
Balloons
Airships
Multi rotary
Hybrid
Reactive

Optoelectronic systems
Communication,
relaying and warning
systems
Radar systems
Cargo containers

Medium distance up to
500 km

Average
up to 500 kg

Short distance up to
250 km

Lungs
up to 200 kg

Short-haul up to 100 km Small
up to 30 kg

The key components of radio-electronic complexes are antenna systems, the charac-
teristics of which affect the energy availability of objects in themonitoring area [7, 8] and
indicators of the spatial-frequency selectivity of signal and interference reception [7–9].
When creating antenna systems that meet the requirements for functional efficiency and
placement conditions on carriers [7, 10, 11], the greatest financial and time costs are
associated with their development, and not the manufacture of prototypes.

Antennas of aircraft are characterized by small mass and size characteristics and
shapes of structures that provide a slight deterioration in aerodynamic characteristics
and preservation of the mechanical strength of the carrier when placing target loads on
board [12, 13].

The development of antenna systems of radio-electronic complexes placed on air-
craft implies the analysis of receiving-emitting structures on the bearing surfaces cor-
responding to the sections of the carrier bodies [5, 14]. The essence of the analysis is
determine the electromagnetic field at any point in space surrounding the antenna sys-
tem. The sources of the field are currents and charges distributed over the surface of the
receiving-emitting structure [10, 15]. Based on the found distribution of surface currents
and charges, rational shapes and sizes of antennas are established in accordance with
the requirements for directivity of radiation (reception) of electromagnetic field [7, 10].

In accordance with the principles of discrete synthesis of radio engineering devices,
the development of the design of aircraft antennas includes the construction of topolog-
ical schemes of antenna arrays in accordance with the intended purpose and conditions
of use; determination of the tactical and technical characteristics of antennas that ensure
the required efficiency of the onboard radio-electronic complex [15–17].

The design options are determined using the decomposition rule, which consists
in specifying the antenna structure, finding the design parameters, and comparing the
radiation patterns and directive gain with the required characteristics.
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As a rule, when designing antenna systems, it becomes difficult to choose a method
and program for solving electrodynamic problems. The choice of software is reduced
to finding a compromise between the speed of calculation, its accuracy, the required
computing resources [18, 19]. From this point of view, the CST MWS – Computer
Simulation Technology Microwave Studio [20], Matlab Antenna Toolbox [21, 22] and
some other programs [23, 24] are effective tools for designing antenna systems for
aircraft.

Moreover, the computational core CST MWS provides analysis of models by the
methods ofmoments, finite elements, finite differences in the timedomain, geometric and
physical optics, generalized diffraction theory, as well as the multilevel method of fast
multipoles. The electrodynamic modeling software implements the functions of hybrid
calculation of characteristics and full-scale multiphysics computational experiments to
determine the characteristics of the efficiency of signal transmission (reception) [20].

However, due to the closed internal content of the electrodynamicmodeling programs
and the use of general computational algorithms that are not optimized for calculating
the characteristics of a particular antenna system, it is difficult to control the calculated
errors and identify the reasons for their occurrence [18].

In the interests of overcoming these difficulties in the development of unmanned elec-
tronic systems in the proposed work, electrodynamic models of systems of elementary
electric dipoles on cylindrical screens are constructed and an analysis of the directional
patterns and directivity of the vibrator arrays from the composition of radio electronic
systems of aircraft is carried out. According to [10, 17, 18, 25–28], it is advisable to use
a round cylinder in the model representation of fuselage fragments of small unmanned
aerial vehicles of an aircraft type.

The purpose of the article is to substantiate the technology for the design and mod-
eling of complex antenna systems, as well as investigation the regularities of changing
their characteristics depending on the number of elements, electrical dimensions and
electrophysical properties of bearing surfaces.

2 Modeling a Vibrator Antenna Array on a Round Perfectly
Conducting Cylinder

Modeling an antenna array of electric vibrators located on the lateral surface of a circular
ideally conducting cylinder is based on finding asymptotic estimates of the electric
field in the far zone of the bearing surface with the initial representation of surface
currents by the distribution of currents of a cylinder of infinite length. To calculate the
polarization components of the electric field of the array, it is advisable to use the CST
MWS electrodynamic modeling software when finding the initial distribution of surface
currents of the bearing ground surface [17, 18] from the results of solving the problem
of exciting an infinite ideally conducting cylinder [29].

To set the location of the antenna elements on the carrier surface and calculate the
cylinder currents, in the work was used a cylindrical coordinate system (ρ,φ, z); to
calculate the field, radiation patterns and directive gain of the array, was set a spheri-
cal coordinate system (r,φ, θ), the center of which was aligned with the origin of the
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Fig. 1. Antenna system schematic

cylindrical coordinate system; the angle θ was measured from the axis Oz as shown in
Fig. 1.

The array consists of N electric vibrators, characterized by height lo and spaced d;
the first element is placed at the coordinate point (a, 0, l). The edges of the cylinder pass
through parallel planes with coordinates z = ∓h/2. The dimensions of the cylinder and
array meet the conditions: (N − 1)d ≤ h − |l|, |l| ≤ h/2.

The unnormalized complex radiation pattern of the array is determined by the
expression [9]

Ḟ(θ,φ) =
N∑

n=1

i∗nfn(θ,φ) (1)

where in – the complex amplitude of the current for the N-th antenna element, n =
1, . . . ,N ,

fn(θ,φ) = Dn(θ,φ) exp

{
−j

2π

λ
(acosφ sinθ+(l + (n − 1)d)cosθ)

}
(2)

partial diagram of the n-th elementary electric vibrator [7], Dn(θ,φ) – the diffraction
factor of the bearing ground surface [17, 18], λ – the wavelength, * – the sign of the
complex conjugation.

Using the accepted designations in (1), we represent the expression for the directive
gain of the array in quadrature forms [9]

G(θ,φ) = 4π

⎛

⎝
N∑

n=1

N∑

p=1

i∗nCnp(θ,φ)ip

⎞

⎠ ·
⎛

⎝
N∑

n=1

N∑

p=1

i∗nSnp ip

⎞

⎠
−1

, (3)

where

Cnp(θ,φ) = fn(θ,φ)fp(θ,φ), n, p = 1, . . . ,N (4)
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elements of the matrix characterizing the electromagnetic interaction of the n-th and p-th
antenna elements [7],

Snp =
2π∫

0

π∫

0

fn(θ,φ)fp(θ,φ) sin θ dθ dφ, n, p = 1, . . . ,N , (5)

– elements of the matrix characterizing the power of isotropic radiation of a hypothet-
ical antenna system, according to the level of which the power emitted by the array is
estimated [7].

We find the diffraction factors Dn(θ,φ), n = 1, . . . ,N , assuming, in accordance
with the conditions of application of the method of induced currents [9, 18], that with
the electrical dimensions of the generatrix of the cylinder h/λ � 1, the amplitudes of
the currents at points with coordinates z = ∓h/2 are small and waves of surface currents
reflected from the edges of the cylinder and flowing beyond the edges, can be neglected.

Representing the electric field of the array in the form of a superposition fields of the
antenna elements and the cylinder, we represent polarization components in the form
[17, 19]:

Ėθ (r, θ,φ) = −j
exp

(−j 2πr
λ

)

2rλ

[
μ0c

N∑

n=1

Mθn(θ,φ) +
N∑

n=1

Lφn(θ,φ)

]
(6)

Ėφ(r, θ,φ) = −j
exp

(−j 2πr
λ

)

2rλ

[
μ0c

N∑

n=1

Mφn(θ,φ) +
N∑

n=1

Lθn(θ,φ)

]
, (7)

where
[
Mθ[φ]n(θ,φ)

Lθ[φ]n(θ,φ)

]
=

[
Mθ[φ](θ,φ)

Lθ[φ](θ,φ)

]
exp

{
−j

2π

λ
(acos(φ − φ0)sinθ + (l + (n − 1)d)cosθ

}

(8)

– diffraction functions of the n-th element, n = 1, . . . ,N ,
[
Mθ(θ,φ)

Lθ(θ,φ)

]

= a sin θ

2π∫

0

h/2∫

−h/2

[
Hφ

(
a,φ′,z′

)

−Eφ

(
a,φ′, z′

)
]
exp

[
j
2π

λ

(
a cos

(
φ − φ′)sinθ + z′cosθ

)]
dz′dφ′,

(9)

[
Mφ(θ,φ)

Lφ(θ,φ)

]
= a

2π∫

0

h/2∫

−h/2

[−Hz
(
a,φ′,z′

)

Ez
(
a,φ′, z′

)
]

× exp

[
j
2π

λ

(
a cos

(
φ − φ′)sinθ + z′cosθ

)]
dz′dφ′

(10)



36 S. N. Razinkov et al.

– distribution functions of magnetic and electric field components on the surface of finite
length cylinder [30], Hφ[z]

(
r′,φ′, z′

)
and Eφ[z]

(
r′,φ′, z′

)
– azimuthal and longitudinal

components of magnetic and electric fields on the surface r′ = a an infinitely extended
cylinder, μ0 – magnetic permeability of free space, c – speed of light.

By analogy with [30], using the method proposed in [26] for approximating fields by
series of cylindrical functions and representing the components of magnetic and electric
fields by equivalent currents, we calculate the integrals using the antiderivatives included
in (9), (10).We find the diffraction functions (8) for the components of the array fields on
the lateral surface of the cylinder by summing the series of trigonometric functions for
azimuthal harmonics [29, 30] with the weight coefficients found in an analytical form.

From the definition of the partial diagram of the n-th element of the array (2) and the
expression (6)–(10) for calculating the fields (6), (7), we obtain the rule for calculating
the diffraction factor of the lateral surface of an ideally conducting cylinder.

Dn(θ,φ) =
√
D2
nθ(θ,φ) + D2

nφ(θ,φ), n = 1, . . .N , (11)

where

Dnθ(θ,φ) = 2π2μ0l0a

λ2

[
2cosθ cosφ exp

(
j
2π

λ
sinθ cosφ

)
−

∞∑

m=0

εmj
m cos(mφ)γ θ

nm

]
,

(12)

Dnθ(θ,φ) = 2π2μ0l0a

λ2

[
2 sinφ exp

(
j
2π

λ
sinθ cosφ

)
−

∞∑

m=0

jm sin(mφ)γ φ
nm

]
, (13)

lo – length of electric vibrator, εm =
{
1, m = 0
2, m �= 0

.

Expressions for calculating the factors γ θ
nm, m ≥ 0 and γ

φ
nm, m ≥ 1 in (12) and (13),

obtained in [30] for axisymmetric surfaces and for a perfectly conducting cylinder have
the form [31]:

γ θ
nm =

∞∫

−∞

k

α

[
Ḣ (2)
m

( 2πa
λ

α
)

H (2)
m

( 2πa
λ

α
) −

(
mλ

2πa

)2H (2)
m

( 2πa
λ

α
)

Ḣ (2)
m

( 2πa
λ

α
)

]

×
exp

[
j 2π

λ
(h − (l + (n − 1)d))(cosθ − k)

] − exp
[
−j 2π

λ

(
h
2 − (l + (n − 1)d)

)
(cosθ − k)

]

cosθ − k
dk

(14)

γ φ
nm =

∞∫

−∞

H (2)
m

( 2πa
λ

α
)

αḢ (2)
m

( 2πa
λ

α
)

×
exp

[
j 2π

λ
(h − (l + (n − 1)d))(cosθ − k)

] − exp
[
j 2π

λ

(
h
2 − (l + (n − 1)d)

)
(cosθ − k)

]

cosθ − k
dk

(15)
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where α = √
1 − k2,H (2)

m (. . .) – the Hankel function of the second kind of the m-th
order, Ḣ (2)

m
( 2πa

λ
α
)
– its derivative with respect to the variable r at the point r = a.

Using (1), (2), (11)–(15) was calculated the normalized radiation pattern

F(θ,φ)
|Ḟ(θ,φ)|

max
θ,φ

|Ḟ(θ,φ)| , and on the basis of (3)–(5), subject to expressions (2), (11)–(15),

the coefficients of directive gain for N = 3..5 with step d/λ = 0.25..1, located on a
perfectly conducting cylinder with an electric length h/λ = 5 and an electric cross-
sectional radius a/λ = 0.3. The electric length of the vibrators l0/λ = 0.1 ÷ 0.2, the
relative distance for the first antenna element from the end of the cylinder l/λ = 0.3.

In Fig. 2 shows the directive gain of array for N = 3 elements with d/λ = 0.5 and
l0/λ = 0.1.

Fig. 2. Directive gain of an array for N = 3 vibrators.

In Fig. 3 shows the directive gain of the array for N = 5 elements with d/λ = 0.25
and l0/λ = 0.2.

Table 2 shows the directive gain of the calculated antenna arrays.
Thus, based on the distribution of surface currents of an infinitely long ideally con-

ducting surface with axial symmetry, using the CSTMWS andMatlab Antenna Toolbox
electrodynamic modeling software’s, the design of the antenna array and the calculation
of the electric field and directivity of the considered antenna systems were carried out.

Including, the calculation was carried out by the method of moments when the com-
plex amplitudes of the surface currents of the cylinder are represented by a set of discrete
values at grid nodes with rectangular and tetrahedral cell shapes. To reduce computa-
tional costs in the areas of coverage of the cylinder surface with a grid with rectangular
cells, theMultilevel Subgridding Schememethod is used, which forms conformal layers
with reduced sampling step. The polarization components of the field and the charac-
teristics of the array were determined by activating the built-in calculator Frequency
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Fig. 3. Directive gain of an array for N = 5 vibrators.

Table 2. Maximum values of directive gain for vibrator array on the cylinder.

Relative length of
vibrators, l0/λ

Operating frequency,
GHz

Number of antenna elements

N = 3 N = 5

Relative inter-element distance, d/λ

0,25 0,5 0,75 1 0,25 0,5 0,75 1

Directive gain, dB

0,1 3 3,82 6,07 3,94 4,09 6,68 8,38 10,8 8,96

6 4,57 4,54 4,29 7,88 7,56 10,3 11,6 9,3

0,2 3 7,43 7,15 5,34 6,0 6,96 9,69 11,4 10,3

6 8,75 5,6 6,1 9,02 7,55 10,2 11,8 10,9

Domain Solver, which automatically generates the coordinates of the grid points to rep-
resent the search area for solving the problem of exciting a cylinder with an array of
discrete fragments. The results of the analytical calculation of the currents and fields for
cylinder in numerical format were imported from the computer algebra system by the
Combine Calculation Results module.

Comparison of the table results with Fig. 2 and Fig. 3 allows us to conclude that the
dependences are almost completely identical. The angular distribution of the array field,
found using the electrodynamic modeling software, contains deeper (by 3… 5.3 dB)
local extrema.
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3 Modeling a Vibrator Array on a Dielectric Coated Cylinder

The distance between the antenna elements and the characteristic dimensions of the
bearing surface are chosen the same as for the array located on the lateral surface of an
ideally conducting cylinder.

Electrodynamic modeling of array on a cylinder with a dielectric coating is imple-
mented under boundary conditions on an ideally conducting surface (a,φ, z) and the
outer surface of a dielectric coating (a + �,φ, z), an analytical calculation of the polar-
ization components of the electric and magnetic fields of an infinitely long ideally con-
ducting cylinder with a dielectric coating, excited by a hypothetical elementary source,
is performed.

Using the CST MWS and Matlab Antenna Toolbox electrodynamic modeling soft-
ware’s, the field and directivity indices of an array of electric vibrators on a cylinder of
finite length are calculated by discretizing the bearing ground surface from the condi-
tions of the most accurate representation of surface currents with the minimum possible
number of counts.

The boundary conditions on an ideally conducting surface are determined by the
equality of the tangential components of the total electric field [15]

Ė(m)
z[φ](a,φ, z) = 0, (16)

where the superscript “m” in parentheses corresponds to the field on a perfectly
conducting surface.

At the interface between two media (at a + �), the conditions of continuity of the
tangential components of the electric and magnetic fields are controlled [31]:

Ė(d)
z[φ](a + �,φ, z) = Ė(m)

z[φ](a + �,φ, z), Ḣ (d)
z[φ](a + �,φ, z) = Ḣ (m)

z[φ](a + �,φ, z),

(17)

where the superscript “d” in parentheses denotes the field in the dielectric medium.
Taking into account the axial symmetry of the cylinder, we represent the components

of the electric and magnetic fields in the form of infinite Fourier series in azimuthal
harmonics:

Ė(m,d)
z[φ] (a,φ, z) =

∞∑

s=−∞
exp(−jsφ)

∞∫

−∞
Ė(m,d)

z[φ]α̃s exp(−jα̃z)d α̃, (18)

Ḣ (d)
z[φ](a + �,φ, z) =

∞∑

s=−∞
exp(−jsφ)

∞∫

−∞
Ḣ (d)

z[φ]α̃s exp(−jα̃z)d α̃, (19)

where Ė(m,d)

z[φ]α̃s and Ḣ
(d)

z[φ]α̃s – are the weight coefficients determined through the functions
of the sources and the reflection coefficients of the electric and magnetic fields, α̃ – is
the longitudinal wave number [31].

As a result of applying the boundary conditions (16) and (17) to represent the electric
andmagnetic fields (18) and (19), a closed systemof equations for the coefficients Ė(m,d)

z[φ]α̃s

and Ḣ (d)

z[φ]α̃s is formed.
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Expressions for calculating the functions of sources for electric and magnetic types,
establishing the parametric dependences of theweight coefficients in (18) and (19) on the
dielectric constant of the medium ε, are given in [15, 29, 30]; the reflection coefficients
of the fields were found in [31].

In Fig. 4 shows the radiation power of an antenna array of N = 3 vibrators located
on a cylinder with a dielectric coating, characterized by a dielectric constant of ε = 3.6
and a thickness of �/λ = 0.1.

Fig. 4. Radiation power of an array of 3 vibrators on the side surface of a perfectly conducting
dielectric coated cylinder.

The directional gain of the grating is 5.72 dB. It was found that due to the preliminary
calculation of the currents of the bearing ground surface based on the method of induced
currents, it becomes possible, when using a computing tool based on an Intel Core
i7-10700K processor with 32 GB of RAM, to perform multiple calculations of the
characteristics of array in order to determine the rational parameters of their structures.

4 Conclusion

In modern conditions, for the design of complex antenna systems of aircraft, it is neces-
sary to use a set of analytical and numerical design (aggregate of models). Using analyti-
cal expressions for the polarization components of the superposition of electric fields for
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systems of elementary electric dipoles and cylindrical bearing surfaces obtained using
the method of induced currents and the CST MWS electrodynamic modeling software,
an electrodynamic analysis of vibrator arrays developed for radio-electronic complexes
of aircraft control systems was carried out. The directional patterns and directivity of
arrays for cases of placing antenna arrays on ideally conducting cylinders and cylinders
with thin dielectric coatings are investigated.

It is shown that with the combined use of analytical models and the electrodynamic
modeling software, the possibility of multiple calculations of the characteristics of the
arrays is provided to establish the rational parameters of their structures during design.
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Abstract. This paper is devoted to Design Thinking as a method of project-based
education in COVID-19 Era. COVID-19 has dramatically changed all spheres of
our life, including education. Traditional teaching methods have been replaced by
online and distance ones. The study analyses the advantages of Design Thinking in
theNewReality, including in the online format, and someof its disadvantages.Real
examples of remote project work formulated according to the principles of design
thinking include participation of a team of students in the “Stanford Rebuild”
global eight-week innovation sprint held by Stanford Graduate School of Busi-
ness. In the course of that sprint they developed a comprehensive socially oriented
online platform “COHELP-19”. Another example is the successful participation
of Plekhanov University students in the first international research “Ideathon”
organized by the University of Munster, “Higher School of Economics” National
ResearchUniversity and SAP that resulted in the development of a prototype appli-
cation for people experiencing psychological, environmental, and physiological
discomfort due to the coronavirus pandemic. Based on the conducted surveys, the
authors have shown that the remote project work of students based on the Design
Thinking method allowed them to get a useful experience of interaction in a team,
taught them to think “outside the box”, brightened up their days spent at home,
brought new emotions, and reduced the level of fatigue from video conferences.

Keywords: Design thinking · Project-based education · On-line projects ·
Prototyping · Innovation

1 Background of Design Thinking Using in Remote Mode

The coronavirus pandemic that broke out at the beginning of 2020 turned our lives upside
down. It forced us to limit contacts with other people and abandon the traditional formats
of work and study.

Before COVID-19 we hardly imagined that education could be completely trans-
ferred to the online format. However, it turned out that this is quite real. Thus, design
thinking as a project-based learning method aimed at developing creative and cognitive
skills, critical thinking, the ability to integrate knowledge from different fields and apply
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them to solve emerging problems, has shown its applicability and efficiency in a remote
format.

The idea of using design as a way of thinking was generated by Herbert Simon in
his book “The Sciences of the Artificial”, published in 1969 [14]. Later it was developed
by William Hannon, who founded the Institute for Design Management in 1975 and
wrote “Design Thinking” in 1987 based on his own experience of combining design and
business. Only in the early 2000s the method became popular thanks to Hasso Plattner
and David Kelly - researchers and businessmen who created the Hasso Plattner Institute
Design school and began to teach design thinking as a business approach [10].

Currently, the methodology developed by them is one of the most frequently used in
project activities employed by business, management, medicine, and education, espe-
cially, considering our new reality. The basic rules of design thinking state that those
who use it:

• shall be curious and involved in the process as much as possible and think “outside the
box”;
• shall not be afraid to make mistakes because in most cases the negative experience
helps finding the right solutions;
• shall trust and listen to the opinions of other team members;
shall never give up;
• shall not criticize other people’s suggestions and ideas;
shall be confident in the success of teamwork and aim to achieve great results [5].

2 Design Thinking as a Project-Based Education Method in New
Reality

Design thinking is used to find non-obvious solutions to a wide range of problems [3, 4,
11, 13], as well as to create innovative products and services that can make the lives of
their users easier [2, 7, 8]. This is provedby successful participation ofPlekhanovRussian
University of Economics students in two international sprints held under coronavirus
restrictions and resulted in Plekhanov University version of Design Thinking designed
as part of collaboration with University of Muenster, Germany [1, 15].

The first sprint was the eight-week project “Stanford Rebuild” organized by the
Stanford Graduate School of Business. Its goal was to develop products and services
for solving public problems caused by COVID-19. “Stanford Rebuild” was the compe-
tition where the Plekhanov Russian University of Economics students’ team applied the
methodology of design thinking for the first time. They used design thinking as a team
in order to develop an unprecedented aggregated Internet platform aimed at overcoming
the negative consequences of the pandemic (job loss, mental and cognitive overload,
burnout due to constant being at home and studying or working online). The simplic-
ity and accessibility of the methodology, the enthusiasm and creativity of the students
helped them create a unique prototype and improve their professional and soft skills.
According to the results of the sprint, the Plekhanov team was recognized as one of the
two hundred finalists of the “Stanford Rebuild” project (Fig. 1).
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Fig. 1. The “COHELP-19” platform developed by Plekhanov University Team during “Stanford
Rebuild” project.

Another example of the successful application of design thinking by students of
Plekhanov University is the victory in the first international research “Ideathon” orga-
nizedby theUniversity ofMunster, the “Higher School ofEconomics”NationalResearch
University and SAP. In less than two days, the students team became a single “organism”
and developed a prototype of a mobile application for people experiencing psycholog-
ical, environmental, and physical discomfort in self-isolation and wanting to move to
the countryside for these reasons. Thanks to the use of design thinking methodology,
team spirit, a high level of self-organization, compliance with deadlines and constant
communication, the students at the Plekhanov Russian University of Economics proved
themselves at the presentation of their product, received positive feedback from the jury
and earned the first place among other nineteen bright, strong, and worthy competitors
from twelve countries (Fig. 2).

A comprehensive analysis of the teamwork of students of Plekhanov Russian Uni-
versity of Economics showed the following advantages of using design thinking both as
the traditional and remote mode (Table 1):

Because of COVID-19, video conferences have become an integral part of work and
study. According to the Stanford University research, the number of users of the Zoom
platform has increased from 10 million people (December 2019, when the coronavirus
pandemic was not yet known) to 300 (April 2020 – booming spread of coronavirus).
People who were “locked” in their homes and constantly used “Zoom” felt physical dis-
comfort from lack of movement and prolonged use of themonitor, experienced cognitive
overload and “Zoom fatigue” – depression, mood swings, emotional and professional
burnout, the desire to retire after video conferences, etc. The experience of the Plekhanov
University team showed that remote project work carried out using the design thinking
methodology did not cause such “side effects”, but on the contrary allowed students to
get a useful experience of interaction in a team, taught them to think “outside the box”,
made their days at home brighter and caused to experience new emotions when faced
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Fig. 2. The mobile application for relocation created by Plekhanov University Team during
“Ideathon” project.

Table 1. The design thinking advantages

For the traditional mode For the remote mode

• Human orientation, i.e. understanding and
feeling consumers’ problems, finding
effective solutions;

• Simplicity of used tools;
• Wide application area;
• Innovative products that make people lives
easier and more convenient as a result;

• Creativity and thinking “outside the box”;
• Development of teamwork skills, i.e.
learning to find a compromise, improve
decision making, defend your point of view,
listen to the opinions of other people and
participate in effective communication;

• Development of personal, professional, and
soft skills;

• Turning challenges into opportunities

All the design thinking advantages for the
traditional format
• Saving time and resources;
• Low labor intensity;
• Communication with team members and
potential consumers regardless of where
they are at the moment;

• Great opportunity for survey;
• Easy data collection and systematization;
• Visualization via computer programs;
• Cloud data storage

with interesting people. This was proven by the results of a survey conducted among the
participants of innovative sprints.

It turns out that it is easier formost students to communicatewith unfamiliar people in
the online format. As part of teamwork, it contributes to a rapid transition from the “for-
mation” stage to the “activity” stage and increases the effectiveness of interaction, a high
degree of which is noted by about 58% of respondents. Project activity of students using
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design thinking in a remote format does not cause cognitive overload but contributes
to the development of hard and soft skills (57% and 79% of respondents, respectively,
think so), improves teamwork skills (according to 86% of students’ opinions) and does
not lead to “Zoom fatigue”.

However, there are two sides of a coin. So, using design thinking in the traditional
format has some disadvantages:

• no guarantees of getting a fast, high-quality and relevant result;
• the non-linearity of the process necessitates going through the stages of design thinking
again and again to perform the same iterations until a certain result is achieved;

• risks of obtaining biased data in public opinion polls due to the homogeneity of the
respondents’ group;

• the inability to develop a unique product in the absence of team cohesion;
• the need for training in the methodology of design thinking or inviting specialists;
• resource intensity.

In the case of online format, design thinking methodology disadvantages are
supplemented by:

• the need to have computer skills, special equipment, software and Internet access;
• the risk of technical problems;
• the lack of communication with other team members;
• the inability to express emotions fully, manually create a prototype and touch it during
testing;

• low physical activity and the lack of movement.

These disadvantages may be attributed to the fact that in the conditions of the
new reality [6], when applying the design thinking methodology “Zoom”, “Skype”,
“Microsoft Teams” and “Discord” applications have been used for discussion and live
communication; e-mail, social networks and messengers (“Google Mail”, “Facebook”,
“Twitter”, “Instagram”, “WhatsApp”, “Viber” etc.) have been used for written commu-
nication, and cloud data storage (“Google Drive”, “iCloud”, etc.) have been used for
joint document management. At the same time, the content of the stages of design think-
ing carried out via the Internet remained unchanged, and effective virtual alternatives
were found to the classically applied methods, technologies, and tools. This resulted
in developing the Plekhanov University version of Design Thinking. Its stages shall be
described below.

3 Plekhanov University Version of Design Thinking

The first step of the Design Thinking – “empathize” technique – involves putting team
members in the user’s place, feeling his/her problems, understanding their physical and
emotional needs, i.e. empathizing with them. The goal of this stage is understanding
what is important for a person, as well as finding so-called “pain points”. In the process
of traditional design thinking it can be done via interviews and surveys, in Plekhanov
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University version these methods are replaced by remote conferencing, questionnaires
in social networks and Google Forms. Their advantages include: saving the time that the
interviewer and interviewee may spend on getting to the meeting place; the ability of
users to complete the survey at a convenient time for them; automatic storing of answers;
and the possibility to reach a wide range of people and learn the opinions of those who
live in other regions and countries.

The use of computer technologies at the second (“define”) stage of design thinking
makes it easier to collect, sort, organize and group the results of Internet surveys. Video
communication and mind mapping desks are further used to discuss these results as a
team and highlight a narrowly focused problem that bothers users. In order to create
“personas” in the Plekhanov University version of Design Thinking, image editors such
as “Photoshop”, “Paint”, etc. are used to visualize typical representatives of the target
audience of a future innovative product or service. It is also important to come up with
their names, fields of activity, hobbies, life goals and dreams in the process of online
communication. The tools described above reduce the complexity and duration of the
design thinking procedures and allow team members to realize their creative potential
and inspire others.

The next stage of the projectmethodology is called “ideate”. It consists of groupwork
aimed at developing unusual solutions to a previously identified users’ problem. This
stage involves the absence of criticism and stereotypes in the team, its positive attitude,
focus on innovation, unlimited imagination, flexibility of thinking and the ability to listen
to others. During their activities, members of the group have to put aside their fears and
put forward all the solutions that come to their mind for public discussion, regardless of
their originality and atypical nature. In the process of “brainstorming”, it is important to
write down all the ideas without exception and not stop at the first one that seems to be
the most advantageous. To go through these steps, teammembers can use traditional text
editors such as “Microsoft Word”, “Notepad” etc., screen demonstration, mind mapping
desks and drawing tools.

When the list of solutions to the users’ problem is formed, project developers can
choose the idea. It is necessary to evaluate each of the team members’ proposals based
on the developed criteria, select one or more of the most innovative and progressive by
voting, or synthesize all their ideas into one. The team must not hesitate in choosing
a very broad direction of their activity, because the process of design thinking implies
the possibility of correcting mistakes at all stages of the project. Plekhanov University
students’ practice shows that the choice of ideas can be made both in one conference
session and in several, since group participants may need additional time to make a
final decision. The discussion, visualization, representation, and selection of the most
successful ideas are usually performed with the help of above-mentioned software and
applications.

The fourth stage of the method (“prototype”) involves checking viability of the
chosen idea and creating aproduct or servicemodel, i.e. a simplifiedversion that can solve
the users’ problem. A prototypemay be simple during an early stage of development, but
it must be completed andmademore complex during testing. This step of design thinking
is used to adjust and develop a product in details or to understand that the product is
useless, stop the process and save resources. In the traditional mode, a prototype can be
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drawn on paper, made from scrap materials, or even built from “Lego”. In Plekhanov
University version of Design Thinking, there are extra options for creating it: graphic
and video editors, games (“The Sims”, “Minecraft”, and etc.), services that allow to
animate static models and develop mobile applications, websites, and so on.

Table 2. Steps of Plekhanov University version of design thinking.

The design thinking stage Tools used during this stage The advantages of used tools

“Empathize” Social media polls and Google
Forms

Saving time, convenience of
survey, automation of recording
responses and the ability to
interview a wide range of people
all over the world

“Define” Graphic design software
(“Adobe Photoshop”, “Sketch”,
“Paint”, and etc.), mind
mapping desks

Low labor intensity and saving
time during creating personas,
the most plausible visualization

“Ideate” Word processing programs
(“Microsoft Word”, “Note”, and
etc.), screen demonstration,
painting tools, mind mapping
desks

Visualization of the ideas of the
whole team, ease of perception
and visibility

“Prototype” Graphic design and video
editing software; services for
animation and website creation,
games

Detailed creation of prototypes,
the possibility of animation

“Test” Social media polls and Google
Forms

Automation of recording
responses, their rapid
subsequent processing, coverage
of a wide range of people all
over the world

The benefits of an invented product or service must be evaluated not by team mem-
bers, but by ordinary users who can check how effective and easy to use the prototype
is. It is essential to get feedback from them that will help project developers to know
consumers better, more accurately formulate their problem and eliminate the disadvan-
tages of the developed product or service. All this constitute the fifth and final stage of
design thinking – “test” – that involves observing and communicating with persons who
evaluate the prototype. Both steps can be implemented in an online format via video or
audio communication or feedback forms that give team members the opportunity to get
the opinion of any person, regardless of their location. During the testing process, it is
important to ask users what they are not satisfied with and try to understand the reasons.
Testing a prototype allows seeing the product problems in due time, eliminate them and
thereby save a great amount of time, as it is much better to improve the project at initial
stages than to invest a huge number of resources during its launch and fail (Table 2).
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Although “test” is the final stage of design thinking, it does not mean that the work on
the project ends there. The inability to produce a perfect product or service, constantly
changing reality, globalization, trends, the political and economic situation in the world
as well as other factors make the team of entrepreneurs systematically return to certain
stages of project activity and even start the process again. As the practice shows, themore
iterations a product goes through, the more useful, convenient, and effective it becomes
for the user. The transfer of the design thinking methodology to a remote format opens
more opportunities for repeating iterations since the use of computer tools allows to
move from one stage to another in a shorter time and achieve results faster (Fig. 3).

Fig. 3. Communication between Plekhanov University team members in “Zoom”.

4 Conclusion

Thus, the coronavirus pandemic has proved the applicability of design thinking as a
method of project-based learning in the online format. It turned out that sometimes this
method of team interaction is more applicable, efficient, and successful compared to the
traditional one.An example of thiswas the participation of PlekhanovRussianUniversity
of Economics students in international innovative projects, that allowed them to show
their creativity, cohesion and efficiency and create unique prototypes that can solve
social problems in the conditions of a new post-COVID reality. Moreover, they created
Plekhanov University version of Design Thinking that can be adjusted and applied not
only to education, but to the other aspects of our life. As future work, more theoretical
research is needed, for instance on computer-supported group decision making [12] in
order to create a comprehensive framework and to validate such approach at experimental
level.
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Abstract. The given paper elaborates on the main models and approaches for the
innovation development applicable to IT companies in the context of Covid-19
pandemic impact for short and medium terms. Authors examine the experience
of creating innovations in IT industry giving the context of epidemiological con-
straints with the aim to prepare a research base for the future implementation
of the concept of a virtualization solution for design thinking as an approach to
creating innovations. Along with an in-depth study of the latest papers on the
impact of pandemic-induced virtualization on the workflow, an empirical study of
the features of creating innovations in the IT industry during Covid-19 was also
conducted. The paper conclusion offers the authors’ proposal for adapting design
thinking approach in accordance with the industry considered conditions previ-
ously obtained and processed by the research results, as well as the possibilities
of their further practical implementation.

Keywords: Design thinking · Post-COVID · Virtualization · Innovation ·
Information technologies

1 Fundamentals of Creating Innovation in IT Companies

This paper is aimed at identifying the features of creating innovations in IT companies
in the context of epidemiological constraints with the use of Covid-19 impact example.
Table 1 shows the conceptual apparatus of the work. It includes the given by authors
definition of concepts necessary to provide a research context. Theoretical foundations
are based on studies of the impact of pandemic on the activities of organization, the cre-
ating innovations in general, as well as approaches and methods of creating innovations
in IT sphere. Methodological foundations are subordinated to principles of business
architecture approach.
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Table 1. Conceptual apparatus of the research.

Concept Definition

Innovation The result of intellectual activity characterized by the presence of novelty or
improvement (in a form of a product, a process, or a business model) that
creates additional value (in efficiency, quality superiority, leadership, profit)
relative to existing solutions in a demanded market for an organization

Model A coherent set of principles that subordinate certain methods of creative
organization of intellectual activity to achieve a certain result; the innovation
creation model provides added value for the organization’s operations

Approach A coherent set of techniques for organizing intellectual activity, the
implementation of which is to provide the result of this activity; The result of
the implementation of an approach to creating innovations is considered a
solution that has additional value for the organization’s activities

Post-pandemic Designation of the period of economic recovery after prolonged exposure to
epidemiological restrictions, which are official and universal

Onlineization Purposeful and forced, due to external epidemiological restrictions, the
digitalization of industrial communication and related processes because of
the introduction of a remote mode of work as the main way of organizing
work

Remote mode The organization of the employee’s work activity is fundamentally outside
the workplace on the territory of the enterprise, carried out due to the
widespread use of ICT (also: remote work)

1.1 Rationale for the Relevance of Research

Companies with the priority to create innovations can quickly adapt to changing condi-
tions, but the pandemic impact on such organizations was no exception [5, 10, 16, 23].
An impressive share of innovations created during the Covid-19 pandemic is the result of
IT companies’ activities [9]. According to the Coronavirus Innovation Map, the number
of initiatives made by IT companies is 45% of the total number [7]. The question is more
relevant than ever: how to most effectively create innovations demanded by society in
the VUCA-environment of world and local markets, which will continue at least in the
medium term, according to forecasts of industry experts [16]. It can be assumed that
the ability to create innovations given the nature of the new reality will be a significant
factor in obtaining the economic efficiency for IT companies, including the post-covid
world perspective.

Due to the epidemiological situation, the need to ensure health safety has become
a fundamental factor for remote work mode providing this mode is applicable giving
the nature of job function. While IT industry is traditionally considered as one of the
most predisposed to online organization of labor activity. Among the main factors are
the widely shared experience of remote work mode before it had become a preventive
measure, as well as the nature of the most job activities, and the current level of com-
munication technologies used for work, cloud solutions, etc. [5]. Many studies note the
pandemic impact on increased number of IT companies that are ready or have already
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implemented a remote mode (at least optionally) on a permanent basis [5, 23]. The
largest share of remote work in the post-pandemic period as the main model of labor
organization is expected belong to IT sphere [4, 16].

Presently, the most popular subject of scientific interest in creating innovation is
its adaptation to the conditions of epidemiological restrictions (including expectations
regarding the post-pandemic period), where the main principle is the absence of inter-
action in a non-virtual environment [3, 12]. Multiple papers show the different impact
of epidemiological constraints across industries. The main factor of the unevenness of
this impact is a predisposition to onlineization of key business processes inherent in a
particular industry [16, 17, 25]. This impact is also tending to be considered either in
general terms or as an illustration of extra cases. IT industry is not in the focus of research
considered; however, few relevant studies consider its main challenges (an increasing
demand to produce new solutions or to add innovative functionality to existing ones) and
types of innovative solutions (product and process innovations) during the pandemic.
Consequently, a high predisposition to digitalization of key business processes relative to
other industries is assumed as themain reason for the non-proliferation of the IT industry
as an object of research regarding the consequences of epidemiological restrictions. It
may also indicate an insufficient degree of knowledge of the process of adaptation of IT
companies to the conditions under consideration, therefore, to stimulate further research
in this area.

1.2 Creating Innovation and the Pandemic Constrains: A Theoretical Overview

The process of creating innovations was influenced by the pandemic despite the gen-
eral requirement for physical collaboration as a guarantee of effective results [25]. The
emphasis is on the general change in goal setting: if before the pandemic, the main
interest was the creation of solutions and mastery of technologies, while during – the
adaptation of processes through their digitalization, as well as cost reduction [12]. A
direct relationship between organizational maturity in digitalization (creating innova-
tions is included) and economic indicators over the pandemic restrictions period [24]
is an important finding as well. Effectiveness of interaction in geographically remote
teams also remains a topical research issue. Insufficient ability of the current techno-
logical communication tools in realizing the experience of face-to-face interaction was
found as the main limitation of remote team effectiveness [3, 12, 24]. An increase in the
use of the open innovation model during the containment of the pandemic was revealed.
Presumably, the reason is the previously demonstrated cost reduction [1, 21] (not nec-
essarily on the own experience [18]) due to the principles of its organization, as well as
the possibility of its easy onlineization.

Regarding the post-pandemic creating innovations, the main assumption is to preser-
vation of the processes adapted during the constraints at least in the short term since the
end of the pandemic [16, 17, 25]. The vector of goal setting for this process will probably
remain, however it is expected to coincide with the pre-pandemic vector in the medium
term [17, 25]. There is also a point to potential increase in organizational motivation to
adhere to open policy in the field of innovation. Presumably, this may become a factor in
an increase in the number of distributed teams, hence increased requirements for the effi-
ciency of such interaction and its technological support. A few studies also indicate the
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possibility of using AR/VR technologies to create a new generation of communication
tools for use in conditions of limited interaction [2, 25, 26].

A sufficient degree of knowledge of the models and approaches to creating inno-
vations in the pre-pandemic period makes it possible to form a basis for conducting
an empirical study. The focus of this work is the most used methods of organizing
innovation in this industry. Models and approaches, mainly used for operational pur-
poses, were excluded from the study (for example, Agile as a model and Scrum as a
work organization approach) According to available research, the most key models for
creating innovations in the IT field are Open Innovation (OI) and Customer Develop-
ment (CD) [1, 12, 25]. OI model can be applied for a geographically distributed team,
which is confirmed by some pre-pandemic experiences [18, 21]. However, there is not
enough research on how IT companies have adapted the use of this model in the con-
text of epidemiological constraints. Referring to the general trend, it can be assumed
that the impact of the pandemic has not become a limiting factor for the use of OI
model. Moreover, due to the need to reduce the time-to-market in relation to innovative
solutions, the number of IT companies applied to this model has probably increased.
The structure of CD model can be implemented in a geographically distributed team,
which is also confirmed by the presence of relevant cases [12, 22]. As for OI, current
research results are not enough to form an objective assessment of the features of CD
implementation in the context of epidemiological limitations. Analogically, due to the
IT companies’ growing need to create themost satisfying solutions for end users to reach
economic efficiency, such companies at least have continued to use this model, or even
integrated into their innovation activities. Summing up the considered models, it can be
assumed that the main possible obstacle to their use in the context of epidemiological
constraintswas technological support. The premise is tomaintain employee performance
in a virtual environment. Since such interaction is feasible solely due to technological
support, it is logical to assume in the formation of the need to imitate a non-virtual
environment. Also, relying on the research results, to date, these solutions are not able
to fully replace real communication, which negatively affects the efficiency of business
processes [23, 25].

Among the approaches to creating innovations in IT, it is worth noting Design Think-
ing (DT) among companies due to its wide distribution in this industry [1, 11, 19]. This
approach can be consistently applied in the implementation of OI and CD models. The
positive impact on the rate of creation of innovations with a specific focus on solving
the problems of the end user ensured the widespread use of this approach, including in
the IT environment [1, 19]. This approach can be used to create innovations of any type;
however, it is mainly used in relation to product innovations [6, 11, 20]. This approach
has many variations of its implementation, a comparative analysis of some of them was
made (see Fig. 1). The approach developed at Hasso Plattner Institute of Design at Stan-
fordwas used as a referencemodel. Consequently, presumablyDT has a sufficiently high
degree of adaptability for certain conditions of use. However, this approach is usually
used in the context of non-virtual interaction of participants [2, 8, 14, 15]. The main
challenge for DT trainees in a virtual environment was the observance of all stages of
the approach, as well as their full implementation, which is not inferior in quality to
a relatively non-virtual environment [14, 15]. Despite this problem, to date there is an
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insufficient number of relevant research papers, which in turn does not contribute to its
resolution. A similar situation is also for research on the use of DT in post-pandemic
conditions, which implies a high degree of use of virtual communication tools. Regard-
ing changes in the context of epidemiological restrictions, presumably there is a notable
probability of rejection of its use. The value of the probability of such a failure may
depend on the level of criticality of team interaction in a real environment in the activi-
ties of a particular IT company. Another possible factor in the abandonment of DT in a
virtual environment is the limited means of virtual communication used in transferring
non-virtual interaction that is identical to the experience. For example, the results of the
available research have shown a qualitative deterioration in the implementation of the
approach at the stages of empathy and testing (see d.school model in Fig. 1) in conditions
of virtual interaction [14].

Fig. 1. A comparison of design thinking variants.

Thus, as a result papers reviewon the experience of creating innovations in the context
of epidemiological constraints, aswell as in the post-pandemic period, in relation to the IT
field, the urgency of the need for an empirical study of such experiencewas confirmed. To
implement the most localized solution to the problem under investigation, the empirical
research focused on the smallest unit of organization of the innovation creation process
adopted in this work. Such a unit is the approach to creating innovations; regarding the IT
sphere, the DT approach is of the greatest interest. An additional motivation for focusing
on this approach lies in the presence of difficulties in its full-fledged implementation in
a virtual environment due to the lack of an initial predisposition to onlineization.

2 Research of Creating Innovations Experience in IT Companies
in the Conditions of Epidemiological Restrictions

The purpose of the empirical study is to record the change in the image of creating inno-
vations in IT in the context of the limitations of the pandemic, as well as assumptions
about such changes in the post-pandemic period. For the most localized study of the
present issue, a deepening in the study of the DT approach as widely used by IT com-
panies in the pre-pandemic period has been implemented. Thus, the task of the survey
is to find out the features of the process of creating innovations in IT companies in the
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conditions of remote work in relation to the conditions of physical presence in the office,
with a focus on finding out the experience of using the DT approach.

The sample of this study included IT companies from the Volga Innovation Cluster
(among these companies are Intel, Orion Innovation (ex. MERA), EPAM, Neuro.net,
Harman, etc.) located in Volga Federal District (Russian Federation) that meet the fol-
lowing conditions: a) these companies were engaged in the creation of innovations as
a main or additional activity; b) due to epidemic, employees of these companies were
transferred to a remote mode of work (from March–April 2020); c) these companies
continued to engage in innovative activities in remote mode; d) these companies have
used models and\or approaches to create innovations before and during the pandemic;
e) by the time of research conducting, its participants have been working in the given
companies for at least one year (at least since March 2020); f) the company data must
have been registered at least for a year at the time of research conducting (at least from
March 2020). The empirical study involved 22 employees of companies that meet the
above conditions. The survey was carried out from March 25th to April 11th, 2021. It
included 26 questions divided into 3 parts: general info (4 questions about employer
and employment details), innovation experience study (11 questions about the com-
pany’s experience in creating innovations before and during the pandemic, as well as
expectations for the post-pandemic), and DT experience study (11 questions about the
company’s DT experience before and during the pandemic, as well as expectations for
the post-pandemic). Most participants (45%) have been working in these companies for
1 to 3 years, another third for more than 6 years, and the rest from 3 to 6 years. The main
characteristics of these companies based on the survey results obtained are presented in
Table 2.

Table 2. Main characteristics of the sample of companies.

Characteristic Value Share of companies, %

Company age 1–3 years 14

3–10 years 18

More than 10 years 68

In total: 100

Company geography International 68

Non-international 18

In the process of entering the international
market

14

In total: 100

Number of employees Less than 15 5

From 15 to 100 18

From 101 to 250 14

More than 250 64

In total: 100
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The largest aggregate share of the sample wasmade up of international IT companies
that have been on the market for >10 years and have a staff of >250 people, which
makes it possible to classify it as a large business. Presumably, the results obtained are
most relevant to the dominant profile of the company, this remark should be considered
regarding further research results.

2.1 Analysis of Research Results on Creating Innovations in IT Companies

Consider the results obtained regarding the experience of creating innovations in IT
companies in the context of epidemiological constraints. For 73% of the respondents, it
is the main economic activity, and for the rest of the sample it does not exceed 50% in
the total share of the organization’s activities. Regarding the main type of innovations
created, more than 70% noted product innovations, about 20% is for innovative business
models, and the rest is for innovations in processes. Consequently, the dominant aggre-
gate profile is a company with the main activity is the creation of product innovations. In
view of the assumed differences in innovation creation, depending on the share of activ-
ity and the prevailing type of innovation, this circumstance must be considered when
deriving a general assessment of the creation of innovations in ITwithin epidemiological
constraints.

The overwhelming majority of 86% noted that the use one any model or approach
of creating innovations before the pandemic. Among such cases, only 10% noted the
addition of new practices, half of them due to the ineffectiveness of previously used ones.
Meanwhile, respondents who noted the absence of such practices before the pandemic
indicated that they were initialized during pandemic; as an assumption, because of the
need to organize the process due to the imposed limitations.

Table 3 presents a rating of adaptability of models and approaches in creating inno-
vations to the usage in conditions of epidemiological constraints, as well as the fact
of its adaptation among those who noted it before the pandemic. More than 40% find
difficulties within facilitating adaptation to new reality. Only a third signals a successful
experience of such adaptation. About 1/6 noted the lack of adaptation of ones used when
convinced of difficulties in this process. The minimum share with a positive rating noted
the absence of these actions. Perhaps it happened due to the presence of experience
of such adaptation, or due to justification at the level of a key organizational unit in
the absence of the need for such actions while maintaining the status quo. Evaluating
the level of effectiveness, more than half noted a decrease relative to the pre-pandemic
level. This answer was preceded by an attempt at such adaptation among the opinion
about the process’ complexity in 80% answers, and only 10% noted an increase of effi-
ciency. A third noted that the efficiency of innovation creation processes remains at the
pre-pandemic level. It is noteworthy that at least the preservation of the same level of
efficiency of this process is typical for companies where the creation of innovations is a
major activity. It can be assumed that the status of the company’s core business process
increases probably of optimal organization of the innovation creation process under the
given constraints.

Regarding the post-pandemic forecast, depending on the quality of experience gained
in their implementation under conditions of restrictions, a common decision was made
to continue the practice. The more effective this experience turned out to be, the greater
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the probability of prolonging the use of the samemodels and\or approaches. Meanwhile,
in the context of efficiency decrease, about 20% generally inclined towards a positive
rate of its continuation. Perhaps it potentially made due to the lack of alternatives, or in
anticipation of the pre-pandemic working conditions return. The proportions of positive
and negative rates of its continuation in the whole sample are approximately equal.
Probably, this fact signals the presence of certain problems during the adaptation to
epidemiological restrictions, which in turn is the reason for rejection of ones previously
satisfy the corresponding organizational need.

In view of the preliminary identification of the most common IT models and
approaches, the structure of this study is consistently aimed at reflecting the experi-
ence of their application. From the calculation of the results, the opinion of respondents
who noted the absence of certain models’ usage before the pandemic were excluded.
According to results, 50% and 60%of respondents indicated the use of OI andCDduring
the pandemic, respectively. A third noted the simultaneous use of these models. More
than 40% generally noted the use of OI or CD in approximately equal proportions for
each. The joint use of these models in the context of epidemiological constraints have
the greatest positive impact in relation to the singe use results. As an assumption, the
combination makes it possible to distant certain difficulties of their effective realiza-
tion in conditions of limited physical interaction, which in turn allows maintaining the
previously achieved level of productivity of the innovation creation process.

Table 3. Adaptation of the creation of innovations to epidemiological constraints.

Adaptability rating Fact of adaptation Share of companies, %

It is possible to adapt No 10

It is possible to adapt Yes 32

It is impossible to adapt Yes 42

It is impossible to adapt No 16

In total: 100

Summarizing the results obtained, it is possible to report the confirmation of the
theoretical assumptions proposed in paragraph 1.2 with regards to IT field related expe-
rience of creating innovations in the context of epidemiological constraints, as well as in
the post-pandemic period. However, it is necessary to consider the prevailing aggerated
company profile for which the present results are most relevant. Despite the participation
of representatives of medium and small businesses, their sample share may be insuffi-
cient to form an objective picture of the experience regarding the possible organizational
specifics of such companies.

2.2 Analysis of Research Results on the Application of Design Thinking
in a Virtual Environment

The emphasis of research is made on the study of DT in the context of distributed teams.
About 70% reported being used in a virtual environment, and 20% of them turned to
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DT for the first time during a pandemic. It is noteworthy that in one third of cases
this approach was used outside the previously considered models. In another third of
cases with the combined use of OI and CD, the least DT was used within the separate
application of a particular model.

Regarding the type of innovations created in relation to this approach, all respondents
noted product innovations in the pre-pandemic period. In a virtual environment, the type
of innovation tends to remain. It is worth noting the interest in creating innovative
processes within the virtual application of DT. The number of such cases in sample
is 20%, which does not allow to formulate objective conclusions about the features of
DT usage in distributed teams. Meanwhile, regarding the experience of transition to a
virtual environment, there is assumption about the insignificant influence of the approach
implementation environment being made.

Considering the adaptation experience, more than half indicated facing the impossi-
bility of onlineization of this approach. A quarter did not apply any actions on adaptation
with the belief of its impossibility to obtain an interaction comparable to the intended
experience. Less than 20% considers DT onlineization to be comparable, having directly
gone through adaptation to a new reality. Regarding the change in implementation effi-
ciency, 75% with prior DT experience in the pre-pandemic period noted a decrease in
the quality in a virtual environment. In only one case the performance level had been
improved, possibly due to several DT tools were used; while in the rest either one tool
or non-DT communication tools were applied. Therefore, it can be assumed that the
quality of virtual DT implementation depends not only on the use of specialized tools,
but also on the functional distribution of these tools.

According to study results, the most popular DT implementation tools were selected
(see Table 4). According to the table data, each tool is effective within the specific
stages, not covering the entire approach structure. The criterion for determining the tool
suitability for performing a particular stage of DT was the availability of functionality
that is identical in nature to the means used in these stages in a non-virtual mode. The
main functionality relates primarily to Define and Ideate phases. Meanwhile, there is a
functional insufficiency of the full implementation of the Test, Prototype, and Emphasize
phases within the single tool. It can be assumed that the use of a limited number of tools
is the main risk factor for reducing the effectiveness of the virtual implementation of
this approach.

According to the empirical results, in more than 70% of DT use cases in a virtual
environment, any special DT tools were not used. Moreover, among all the considered
cases of their use, there is a decrease in the effectiveness relative to the pre-pandemic
experience. Therefore, it could be assumed that the use of communication tools for
a virtual DT conducting is deficient in terms of experience itself affecting the results
obtained, and there is a demand for a solution that would effectively implement each
phase of DT virtually.

The following parameterswere identified for assessing the satisfactionwithDT tools:
UI, UX, and API. The priority in choosing a particular tool was the quality of UX (93%),
the next were for UI and API accordingly. Considering the most problematic areas of
applied tools, which could be the reason for effectiveness decrease, most respondents
gave the first place to UX (80%), the second was for both UI and API, 60% each relative
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Table 4. Main tools for design thinking in a virtual environment.

Tool Characteristics DT phase

Sprintbase A virtual innovation platform that enables distributed teams to
take DT approach in a virtual environment

Define
Ideate
Prototype

Stormboard A team collaboration platform to make innovation techniques
available for use in a virtual environment

Define
Ideate

Mural A virtual collaboration space that enables DT to be applied in
a distributed team environment

Emphasize
Define
Ideate
Prototype

Miro A platform for interoperability in a virtual environment
allowing DT implementation in a distributed team environment

Emphasize
Define
Ideate

Google Jamboard Whiteboard for team interaction, integrated with Google
services

Define
Ideate

Conceptboard A team collaboration platform to make innovation techniques
available for use in a virtual environment

Emphasize
Define
Ideate
Prototype

to the priority. It is noteworthy that the ranking of the choice aspects coincides with the
rating of the most problematic aspects of these tools. It can be assumed also that their use
in terms of user interaction does not contribute to the effective virtual implementation
of the approach.

The respondents were asked to rate the satisfaction degree with respect to the expe-
rience of using the considered tools remotely, on a 5-point scale. The average total score
is 2.53 points, which indicates the unsatisfactory experience. Despite the prevailing neg-
ative assessment of the virtual DT experience, about 60% noted the will to continue
using DT in the post-pandemic period even remotely. Moreover, almost 75% noted the
feasibility of creating aDT tool that covers all phases. Thus, there is about confirming the
hypothesis of this study about the need to create an alternative solution to virtualization
of the innovation creation process using the example of DT approach.

2.3 Analysis of Possibilities to Adapt Design Thinking for Use in a Virtual
Environment

As a result of empirical research on the experience of creating innovations in IT compa-
nies in the distributed interaction context, conclusionswere formulated and substantiated
about the need for an alternative solution, functionally covering all phases of DT app-
roach. At this point in time, three ways of adapting DT to a virtual environment can be
formulated, the consideration of each of them in more detail had been done.
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The first way is to create a new version of this approach, the structure of which
will be maximally adapted to the current specifics of DT implementation in the online
environment. The obstacle is, there are already many variations of the most common
DT model developed at the Institute of Design at Stanford (d.school); Fig. 1 presents a
comparison of the most popular interpretations of the DT concept. Consequently, there
is a potential variant of choosing one or another interpretation as the most relevant
with respect to the practice of implementing DT in a virtual environment. Meanwhile,
most often users turn to the d.school model [2, 13]. As it was found during empirical
research, the existing DT virtualization tools do not allow a full-fledged implementation
of this approach due to their focus on separate phases, mainly Define and Ideate. As a
consistent assumption, due to the use of these versions, distributed teams had to modify
the original structure ofDT approach used, focusing on the previouslymentioned phases,
which could be the reason for the decrease in the effectiveness of this method relative
to the experience in the pre-pandemic period.

The second way is to analyze existing virtualization solutions and develop a strategy
for the effective use of these tools. In part, this analysis was implemented in this study
(see Table 4), and simultaneously it implies a direct experiment to fix the rationale for
the choice of certain tools for the implementation of every DT phases. Moreover, the
given analysis may not provide scientific interest, being rather an integral part of a larger
study of the experience of implementing DT in distributed teams.

The third way is to create an alternative virtualization solution for the passage of DT
phases, using technologies to replace physical communication, such as VR. According
to available studies, the use of these technologies could potentially contribute to a more
efficient implementation of relatively other DT virtualization tools by simulating phys-
ical communication to a greater extent [2, 26]. The main prerequisite for an appropriate
assessment of the prospects for developing an alternative solution is the result of an
empirical study that demonstrates the probable inability of existing DT virtualization
tools to transfer interaction experience corresponding to the implementation of this app-
roach in a physical environment. It is hypothetically assumed that the experience of using
such an alternative virtualization solution canmatch the level of efficiency of implement-
ing DT in a physical environment. The fundamental condition for achieving this level of
efficiency is the coverage of the functionality of the solution of activities inherent in all
stages of the implementation of DT as a guarantee of the most optimized organization of
the innovation creation process. It is also necessary to consider the specifics of the scope
of this alternative solution, namely the implementation of DT in software development
teams in IT companies. Thus, this solution must provide conditions for the sequential
passage of all DT phases as well as comply with the specifics of IT industry. Meanwhile,
an open question remains the applicability of technologies for replacing physical com-
munication with respect to tasks typical for software development teams; at which DT
phases the use of these technologies contributes to efficiency, as well as hinders.

Consequently, the key research question of the upcoming study is to determine the
most effective design of such an alternative solution, considering the features of the
experience indicated in this paper. The necessary conditions for successfully solving
this problem are conducting an experiment of using the proposed DT virtualization
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solutions on a group of subjects, conceptual modeling of relations within the framework
of the process under consideration and prototyping the proposed solution.

3 Conclusion

The pandemic impact on the organization of work and the prospects for this impact for
IT industry was examined. The features of creating innovations, considering the impact
of the pandemic and the prospects of this impact in the post-pandemic period, focusing
on the practice of IT companies were also studied. Finally, the models and approaches
for creating innovations common in the IT industry were considered, and assumptions
were made about changing the corresponding practices in the context of epidemiological
constraints.

An empirical study of the pandemic impact on the process of creating innovations in
IT companieswas carried out to record these changes and analyze them for this process in
the post-pandemic period. To localize the solution to this problem, a deepening study of
the experience of using DT approach, widely used by IT companies in the pre-pandemic
period, has been implemented. Using this approach as an example, the possibilities
of adapting the process of creating innovations to the epidemiological constrains were
studied, including considering the most probable mode of organizing labor activity in
the post-pandemic period. The formulated assumptions within the framework of the
theoretical chapter of the study were generally confirmed by the results of empirical
research.

Thus, the goal of this research, which consisted in studying the experience of creating
innovations in IT companies in the context of epidemiological constraints and preparing
a research base for the implementation of the concept of a virtualization solution for an
approach to creating innovations using the example ofDT,was achieved. The assumption
about the need to create an alternative solution for virtualizing the process of creating
innovations using DT approach as an example was confirmed, therefore the research
hypothesis is also confirmed.

The emphasis of the future continuation of this study will be on creation of a concept
of the most promising from the point of view of scientific novelty solution to virtualiza-
tion of DT approach, considering the practical need for such a solution, demonstrated
during the implementation of empirical research. To date, the necessary conditions for
compliance have also been formulated as part of the creation of such a solution, ensuring
that the needs of end users are met. Finally, considering the data obtained, the stages
of implementation of the future research were outlined, the implementation of which
requires additional research.
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Abstract. The article is devoted to an important today’s issue - the analysis of
a student’s digital footprint. The authors present their experience in research of a
large amount of data collected within the Moodle learning platform during their
hybrid course of continuing vocational education. The difficulties encountered in
processing such data are considered, and a tool for overcoming them is proposed
- the SAP Predictive Analytics Desktop software, available to universities for free
within the framework of the SAP University Alliance global academic initiative.
The result of using this tool to build models in order to find answers to such
questions as the probability of successful completion of the course by a student,
the influence of various factors on the level ofmotivation during training, the search
for criteria for selecting students for the course, etc. is shown. The mechanism of
clustering of trainees using SAP Predictive Analytics is also considered, which
can be used to select leaders in educational process with the purpose of their
further promotion (admission to internships, participation in projects, etc.). The
article may be useful for university lecturers developing and conducting hybrid
and online courses, as well as for any researchers interested in the analysis of the
educational process.

Keywords: Student’s digital footprint · Learning data analytics · Educational
analytics · E-learning · Hybrid course · SAP S/4HANA

1 Introduction

Digital footprint analysis is now becoming one of the most important elements of the
educational process [1, 12, 15]. This is especially true for hybrid and online courses,
when the immediate reaction of the trainees is not available to the teacher, and every
student has the opportunity to choose a strategy for taking the course [14]. Using LMS
(Learning Management Systems) or other means of collecting a digital footprint allows
the lecturer, in addition to monitoring the success of students, also to understand exactly
how certain elements of the course are used, how students allocate their time, how
their communication is arranged, how students’ behavior affects the effectiveness of the
course mastering [2, 3, 17].

In this article, the authors investigated and analyzed the results of the course and
individual trajectories of the course by students.
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2 Description of the Research Object

The object of research of this article is the digital footprint formed during the hybrid
course “SAP S/4HANA Academy 2020”, implemented with the direct participation
of the authors of this article at Peter the Great St. Petersburg Polytechnic University
(SPbPU).

This course is unique in its kind and deserves to be told about it in more detail. The
initiator and customer of the course was SAPCISwith the support of the SAPUniversity
Alliances. The main goal of the Academy was to train a talent pool of specialists for the
SAP partner’s and client’s ecosystem in Russia and the CIS countries. The creator of
the main course, the performer and the coordinator of the program was the International
Academic Competence Centre “Polytechnic-SAP” (ACC “Polytechnic-SAP”), National
Technology Initiative Centre of Competence “New Manufacturing Technologies” of
SPbPU.

The course program was formed in such a way as to make it relevant for young
professionals studying in a variety of specialties: information technology, economics,
logistics, engineering specialties [10], software development, mathematics and enter-
prise management. In total, more than 1000 students enrolled for the course, more than
half of them (550, to be exact) have successfully completed it. Upon completion of
the course, about 80 of its graduates found jobs in the SAP ecosystem, which can be
considered a confirmation of the effectiveness of the course [9].

It is important to highlight several strengths of the Academy, which led to its success.
First of all, this is, of course, the demand for training personnel with competencies in
the field of technological innovations and current digital management technologies.
Secondly, it is the long-term experience of ACC “Polytechnic-SAP” SPbPU in the field
of successful implementation of complex practice-oriented courses in an online format
[6, 7]. And thirdly, an important plus was the participation of partner companies from
the SAP ecosystem in the preparation of additional materials for the Academy, which
helped to acquaint students with real practical experience from the life of consultants
and draw attention to such aspects as communication skills, development of soft skills,
building teamwork, etc.

The duration of mastering the course was 108 h, the total duration was 3,5 months.
The course combined training materials on the ERP system, webinars and presentations
prepared by SAP partners, practice on the SAP S/4HANA system and a set of surveys.
All content was included in a single learning environment on the Moodle platform,
and all interaction between participants was also carried out through this environment.
Therefore, a complete digital footprint of participants for all activities was available.

From the point of view of pedagogical design, the course consisted of two contours –
academic trainingmaterial for the implementation of basic business processes in the SAP
S/4HANAERP system and partner content delivered in the form of webinars and partner
assignments. The practice was carried out on a real ERP system using data of a model
enterprise.

The partner circuit was divided into hard-skills and soft-skills series related to SAP
technologies or consultant skills, respectively.

Students could get grades in several categories: tests, evaluation of business process
cases, evaluation for participation in webinars and good questions to speakers, as well
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as for completing partner tasks. To get a credit or a credit with honors, it was necessary
to score a different number of points for each of the categories. At the same time, it was
not mandatory to complete all cases or tests.

The course included a large block of onboarding, which helped students to get
involved in the learning process and understand the rather complex technical infras-
tructure of the course. Also an important element was the knowledge base on the fre-
quent mistakes that students make when doing practice; it was interesting to check how
students used this element.

3 Justification of the Choice of SAP Predictive Analytics

Despite the fact that the need for express-analysis of course logs is almost obvious, there
are a very few tools for processing large logs. Traditional office applications are not
suitable for these purposes, at least because of the volume of information processed and
the lack of predictive analytics tools. [20] Of course, specialized languages such as R [5]
or Python can be used for these purposes, but this requires certain programming skills
from the lecturer.

The main requirements for the analytical product were as follows:

• Easy to download data. Support of .csv files;
• Ability to work with a large amount of data;
• Advanced visualization tools;
• The possibility of content computing;
• Built-in data processing models (without programming).

The choice fell on the SAP Predictive Analytics package, which is available to
universities for free under the SAP University Alliances program.

The basic functions (the Automated Analytics block), in addition to a built-in variety
of visualizations, include automatic construction of classification models, regression,
clustering, time series, as well as association rules. There is a Data Manager that helps
with data preparation. It is also possible to create recommendations based on the designed
models.

In the Expert Analytics module, deeper data analysis and integration with the SAP
HANA platform and its libraries are possible, as well as the link with the R-language.

4 Description of Data Sources

Several datasetswere used. Thefirst one containeddata about students, such as university,
course, level of education, direction of training, presence in the target list from the
home university, etc. Universities were grouped into enlarged groups based on such
characteristic as theQS ranking.The seconddataset containeddata on students’ academic
performance, grades for theory and practice, as well as information on attendance on
additional webinars, contacting the course support service, etc. Course logs (Moodle
platform records) were also used, which show when and which elements of the online
course were attended by students. There were about 900 thousand entries in the log.



Using SAP Predictive Analytics to Analyze Individual Student Profiles 69

The course log has a fairly simple format and includes the user, the date and time
of the event, the type of the course element, the element name and a number of service
information.

5 Visualization of Course Dynamics

First, the dynamics of user actions was analyzed. The figure shows by day the actions
of users and the number of unique participants working on the course.

There is a sharp spike in attendance at the beginning of the course, which is due to
introductory classes, then the students work fairly evenly and the next rise is observed
around the first deadline. The number of unique users varies slightly, but the activity of
work increases almost twice, reaching a peak of 80 actions on average per user on the
day of the end of the course (Fig. 1).

Fig. 1. Course dynamics by day (successful completion)

The course was extended for 1 month after its initial deadline, and the graphic shows
that there were just a few users during this period, but their activity was very high – they
were those who used the holidays to catch up. It can be concluded that the extension of
the course helped only about 2% of students, and it is worth canceling such a practice.

We get an even more representative picture if we add a set with performance indi-
cators. Below is the dynamics of actions on the course for a group of students who did
not receive a credit (Fig. 2).

It can be seen that the number of active students decreased as they completed the
course, i.e. they stopped studying, but individual students showed abnormally high
activity during the course completion period.
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Fig. 2. Course dynamics by day (students without a credit)

Now let’s try to assess the dynamics of the attendance of the elements. In particular,
we are interested in how students use the database for self-analysis of mistakes that they
can make in the course of the execution of cases. To do this, it is enough to filter the
actions of students (log) by the corresponding element. The result is shown below.

Fig. 3. “Knowledge base” usage by student by day
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The curve in Fig. 3 contains two distinct peaks, one at the very beginning of the
course, when students have just begun to master the course orientation and work with
the training system, and the second - just before the deadline, when the lagging students
began to complete tasks en masse.

In conclusion of the course dynamic review, let’s check how the user actions are
distributed over the days of the week. It can be assumed that mostly students study
on weekends. This is easy to check, since SAP Predictive Analytics supports calculated
variables, including converting a date to a day of the week. As you can see from the graph
(Fig. 4), the maximum activity is observed on Sunday, and the minimum on Friday. It
should be noted that the activity of students in the ERP system is not taken into account
here.

Fig. 4. Number of users by day of week (1 = Monday, 7 = Sunday)

This is quite simple, but nevertheless valuable information, since the assignments
completed by students are checked manually, and understanding of this dynamic helps
teachers to calculate their workload correctly.

6 Building a Regression Model

To determine the factors that influenced students’ performance, the authors used an
automatic regression model available in SAP Predictive Analytics. The whole process
is automated, and the analyst’s job is to select the target variable and dependent vari-
ables. The system itself can discard insignificant variables and show the degree of their
influence. A report on the quality of the model is also issued.

For the initial design of the model the following variables we chosen: university,
country, level of education (studying for amaster’s degree or bachelor’s degree), direction
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of study, university group in theQS ranking, the presence of a student in the list controlled
by home university curators and additional points for viewing webinars (they were not
taken into account for scoring). The target variable – the fact of receiving the credit for
the course.

As shown on Fig. 5, the fact of watching webinars significantly affects success, the
university and its classification by QS ranking are also important.

0
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0,3

0,4

0,5

0,6

0,7

0,8

additional score for
webinars

university QS ranking direction of education

Maximum Smart Variable Contributions

Fig. 5. Contributions of different variables

Let’s look on the results in more detail. Since the influence of watching webinars
rather indicates the general activity of students, the authors excluded this variable from
the model.

In this case, the home university acquires the greatest influence. You can see how
each of the parameters affects getting a credit. Figure 6 shows that students from a
number of universities have a greater chance of completing the course. In the model, the
target variable was “no credit” and anything below zero has a positive effect on getting
a credit.

It is necessary to highlight that in these home universities there was either a strong
curator, or SAP technologies were traditionally well taught.

If we do not take into account a specific home university, it turns out that the direction
of study and the ranking of the university becomes significant. So, this fact was put into
the model of pre-selection of the next course.

For example, as can be seen in the Fig. 7, students from higher-ranked universities
were more likely to complete the course.

But the country and the level of education do not affect the success of students in
any way.
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Fig. 7. The influence of the university ranking

Such an express analysis may allow the organizers to identify factors that can be used
in selecting students for the next course, as well as show which students’ motivation
requires additional attention [4, 8, 16].

Despite the rather logical conclusions, for this dataset the model turned out to be of
average quality and low predictive power, which allows it to be used only for qualitative
evaluation.
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7 Building of a Clustering

The course under research has a practical orientation, so the question often arises which
students can be recommended to partner companies of the course. The authors suggest
using clustering by three types of assessments (practice, theory and webinar attendance),
as well as by the number of user actions on the course and queries to “the knowledge
base” – this is a special reference section on the course that helps students to look for
mistakes and resolve problems themselves.

In SAP Predictive Analytics, setting up automatic clustering is reduced to specifying
restrictions on the number of clusters and selecting variables.

The authors selected 3 clusters that describe the groups of students very well. Below
(see Fig. 8) is a cluster of “leaders” in the context of grades in theory, it can be seen
that the students who got into this cluster passed the tests significantly better than the
average for the population. In the same way it is possible to analyze all the variables and
see the achievements of students. The leadership cluster is characterized by the highest
academic achievements combined with very high activity on the course and participation
in webinars. Such students can be recommended to employers. The remaining clusters
were named “norm” and “not-studying”.

Fig. 8. The cluster of leaders compared to the whole population

The cluster of “leaders” is characterized, in addition to good grades, by a general
high activity in mastering additional content (viewing webinars) and the ability to deal
with errors independently, as evidenced by a large number of queries to the “knowledge
base” (see Table 1).
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Table 1. Characteristics of clusters. Average values by category.

Cluster Leaders Norm Not-studying

Sharea 25,86% 23,27% 46,06%

Grade for the theory (passing score is 90) 125 110 13

Grade for the practice (passing score is 70) 114 104 5,26

Extra grades for webinars 16 1 1

Actions during the course 1602 1171 213

Self-usage of the knowledge base 16 0,76 0,9
athe model did not assign some of the records.

8 Conclusions and Key Outcomes

Using SAP Predictive Analytics, it is possible to perform an express analysis of an online
course. Easy visualization allows to view the dynamics of the course both overall and
by individual elements.

The analysis of the dynamics of the course allowed the authors to identify peak areas
when students are especially active and need additional support. This applies both to the
total number of students and the intensity of their work. The expected maximum activity
is at the beginning of the course and before the deadline. This leads us to the conclusion
that, despite the efforts of the organizers, students do not know how to apportion their
time and capacity properly.

The analysis also showed that the prolongation of the course was used mainly not
by those who wanted to finish, but by a small number of students who tried to complete
the main volume of the course. The effectiveness of such training is questionable and
extending this course after the main deadline for no particular reason is not effective.

The rapid and programming-free creation of regression models allowed to determine
the key factors influencing the success of students. However, the available dataset was
not enough to build a good predictive model.

In particular, the factors influencing success were identified. This is a specific univer-
sity and its overall ranking. The assumption that the success is influenced by the country,
the level of education (master’s or bachelor’s degree), as well as the direction of training
was refuted because these variables were discarded by the model as not significant.

Clustering of students made it possible to identify clearly defined groups of students
according to their characteristics on the course [18].

The course participants were divided into 3 clusters, which are well interpreted in
terms of behavioral characteristics. The “Leaders” cluster contains only students who
have successfully completed the course and most of them have received the certificate
with honors. They are characterized by a high level of activity in non-mandatory educa-
tional activities and grades are on average 23% better than the minimum level required
for the test. Thus we can say that students consciously wanted to study the material, and
were not limited to passing scores. This group also used the “knowledge database” more
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than others for self-analysis of errors, which can be interpreted as a high level of ability
to solve problems independently [11]. This is about 25% of the participants.

The second cluster «Norm» also demonstrates sufficient proactivity and the average
score is 18%higher, but their participation in events outside the basic program (additional
webinars) is almost zero, as well as the appeal to independent problem-solving tools.
These are fairly typical studentswho have successfully and evenwith amargin completed
the course, but were not ready to invest their time in additional activities or preferred
to watch webinars on the record rather than participate in them (this parameter was not
recorded in the study).

And the last, largest cluster of «Not-studying» includes those who have not started
studying, although they signed up for the course, or dropped out at the very beginning.
This is indicated by very low scores and a general lack of activity. Although the dynamics
of their actions on the course says that there were those who were very actively trying
to fix the situation [21].

Thus, the method of clustering can be recommended in the future for the selection
of candidates for potential employers.

In addition, the implementation of an intermediate unloading of learning outcomes
and preliminary clustering of students, without waiting for the completion of the course,
allows to work with more “precision” with each category of students, identify their
difficulties and support them in the process of mastering the course, which in general
can have a positive effect on the overall course result [13, 14].

As a general conclusion, SAP Predictive Analytics can be recommended as an
effective and relatively simple tool for analyzing a student’s digital footprint.
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Abstract. The analysis of transformations of ideas and management practices in
modern conditions of the formation of digital economy models and information
support in the agro-industrial complex is carried out. Since the main generator
of data affecting the final result of production is external natural conditions, the
description of the initial processes is carried out using an agrophysical model of
plant growth. The formulation of strategic management tasks in the specified con-
ditions is formulated, a scheme for combining agrophysical and economic descrip-
tions is substantiated, mathematical decision-making models and fundamental
simulation computational procedures are considered.

Keywords: Agro-industrial complex · Strategic management and control ·
Agrophysical description · Economic conditions · Data · Optimization · Models ·
Computational procedures

1 Introduction

The agro-industrial complex of the country is one of the most important industries,
therefore, the digitalization of this industry is of great importance. This process is in line
with global trends in precision farming.

Digital technologies based on hardware, software and networks are not an innovation,
but every year moving further and further from the third industrial revolution, they are
becoming more sophisticated and integrated, causing the transformation of society and
the global economy [1].

According to this opinion, decision-making in economicswill be based on computing
platforms reflecting individual functional industries, which is very close to the ideas of
the cybernetic school in the theory of management and management, and in particular,
to the works of A. I. Kitova and V. M. Glushkov [2].

The main thesis of the Russian school was that the models of interaction of active
elements are the initial framework of the platforms, and it is necessary to involve the
theoretical constructions of control mechanisms in solving the problems of making
coordinated decisions [3, 4].
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2 Generation of Data in the Agro-Industrial Complex

In the agro-industrial complex (AIC), natural conditions are the main generator of
information, and the main resource is land.

Examples of entities for which it is necessary to collect data to solve manage-
ment problems in agricultural projects can be: different types of land, labor and water
resources, technological equipment, construction materials, construction equipment,
fuel, energy, chemical fertilizers, agricultural machinery, capital investments, operating
costs, etc. The output factors of projects are products produced in agriculture: cereals,
vegetables, meat, milk, etc.

The main research topics in AIC: gene pool, plant protection, variety testing, crop
programming, agrochemicalmaintenance, the state of land resources, breeding, scientific
and technical information, etc.

The regional factor is of great importance in the digital economy of AIC.
The development of a general program for the development and functioning of large

agricultural regions is a very complex and multifaceted problem, in its analysis one
has to take into account a large number of closely related natural, economic, social,
organizational, environmental and other factors [5].

At the same time, a systematic approach presupposes a comprehensive analysis of
the complex problem under study, including both informal and formalized assessment
methods and combining the advantages of rigorous research based on mathematical
models, simulation based on computers and the knowledge of specialists in specific
areas.

The characteristics of these factors can act both in the form of resource constraints
and in the form of indicators, which should be improved.

Based on the results of studies of plant growth processes, we present a generalized
record of dynamic relationships and describe the agreement between agrophysical and
economic models.

Let us give the PCP-Model [5, 6], as an example of an agrophysical description,
which describes the growth of plants with a time step of ten days and the transformation
of soils with a time step of one year. It is enough to consider the dynamics of the process
with a step of one year to formulate management tasks, since it is with this step that the
main economic decisions are made. Let us introduce phase variables, control variables
and parameters of the PCP-Model into the description. The symbol t stands for the
number of the year and refers to its end. Consider a certain area of the region with
homogeneous characteristics, the meaning of which is described below.

2.1 Phase Variables

The vectors that make up the vectors of phase variables for this section:

• Pht – vector of variable physical characteristics, the components of which are:
thickness, porosity, density of soil horizons;

• Cht – vector of variable chemical characteristics, the components of which are for
each of the three soil horizons: organic matter content in the soil, nitrogen content,



80 F. Ereshko and V. Budzko

acidity, concentration of available inorganic phosphorus, concentration of available
potassium, soil quality (ratio of carbon to nitrogen);

• Oht – vector of variable characteristics of soil organic matter;
• Pht – vector of variables characterizing soil moisture for soil horizons.
• The vector of phase variables is represented as zt = (

Pht,Cht,Ort,Wst
)
.

2.2 Control Variables

The control vectors of the model include:

• (
Nt,Pt,Kt

)
– vector of volumes of nitrogen, phosphorus, potash fertilizers applied

per year;
• Ot – vector characterizing the use of organic fertilizers, the components of which are:
amount of applied organic fertilizers, decade of fertilization, structure of fertilizers;

• Wt – vector of variables characterizingwater consumption for irrigation systems: total
volume of water available for consumption, maximum throughput of the irrigation
system;

• Ct – the number of the crop cultivated in this area;
• At – vector of agrotechnical measures, the components of which are determined by
the number of the culture Ct, the type of land cultivation by its characteristics.

Thus, the control vector has the form: ut = (
Nt,Pt,Kt,Ot,Wt,Ct,At

)
.

2.3 Uncontrollable Factors

The vector of uncontrollable factors ξ t is determined by weather conditions and consists
of a series of mean-decade values throughout the year:

• air temperatures,
• relative air humidity,
• wind speeds,
• the number of hours of sunshine,
• the amount of precipitation.

2.4 Model Parameters

The parameters of the model are the physical characteristics of the soil.
The dynamics of phase states in the PCP-Model for a given section of the region’s

territory is determined in the form of a controlled dynamic systemwith undefined param-
eters zt = F

(
zt−1, ut, ξ t, p

)
. In this case, for the section under consideration, the out-

put vector yt is calculated, the components of which are the output of the main and
by-products, yt = �

(
zt−1,Nt,Pt,Kt,Ot,Wt,Ct, ξ t, p

)
.

The model also calculates water erosion et of lands, the level of which is determined
by the phase state, crop number, agrotechnical measures, so that in general it is possible
to write down a general simulation system for the region.
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Output, phase state, and soil erosion obtained in the agrophysical PCP model are
inputs to the economic and decision-making blocks.

We divide the territory of the entire region into a set L of homogeneous areas,
numbering themwith the index l, so that

∑

l
sl = S, where sl is the area of the site number

l, S is the total area of the region. The homogeneity of a site means that the physical,
chemical, and other characteristics that appear in the PCPmodel and the economicmodel
are the same within it.

In addition, we will assume that only one technology h for crop c is used in this area.
Under this condition, the set of homogeneous sections L remains unchanged at all times
t, while without this condition the number of homogeneous sections can vary from t to
t + 1. The set of numbers of areas occupied by the technology h of culture c at time t
is denoted, then the set of numbers of areas occupied by culture c, Ltch = ⋃

h
Ltch, and

L = ⋃

c
Ltc.

The number of elements in the setL is determined, on the one hand, by the homogene-
ity of soils in terms of physical and chemical characteristics and, on the other hand, by
economic considerations, since sufficient representativeness of technologies and crops
is required to ensure, for example, a given production output. Therefore, the dimension
of the set L can be quite significant.

In this case, the general model for the entire region will look like

ztl = F
(
zt−1
l , utl , ξ

t
l , pl

)
(1)

vtl = �
(
zt−1
l ,Nt

l ,P
t
l ,K

t
l ,O

t
l ,W

t
l ,C

t
l , ξ

t
l , pl

)
(2)

where ytl – release of products per unit area of a site with a number l, etl =
�

(
zt−1
l , utl , ξ

t
l , pl

)
.

2.5 Economic Model
∑

l
slytl = yt – production vector; yt,j, j ∈ J1 – production of main products; yt,j, j ∈ J2

– release of by-products.
Let’s designate throughdt,j the part of themain product that goes to feed.By-products

are completely used for feed. Then the release of feed with number ν is determined
∑

j∈J1
βv
j d

t,j +
∑

j∈J2
γ v
j y

t,j = dt,v, (3)

where the coefficients βv
j , γ v

j determine the output of the product j into the feed

with the number ν.
∑

ch

∑

l∈Ltch
rkchsl = rt,k – request in the k-th resource, k ∈ K , rkch is the

consumption of the k-th resource by the technology h of the crop c during cultivation
per unit area, K is the set of indices for the resources, the specific indicators for which
have been prepared expertly: electricity, fuel, pesticides, vehicles.
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∑

i
kvi g

t
i – demand in feeds of the ν-th type, kvi is the specific consumption of ν-th

feed by the i-th type of animals, gti – the number of structural units of animals of the i-th
type (cattle, pigs, sheep, poultry) in the region.

The relationships between the economic model and the PCP model together
constitute a description of the general simulation model.

Simulation experiments.
The controls in this model are sets Ltch and vectors Nt

l ,P
t
l ,K

t
l ,O

t
l ,W

t
l ,A

t
l, g

t
l .

By setting various scenarios for choosing these controls, and calculating step by
step (integrating) the general system, we will receive series of values for the quantities
yt, rt,k , bt, at, et on which we can calculate the values of indicators of interest to experts.
We will focus here on the following quantitative indicators:

• output of consumer products in a given proportion (or gross output of consumer
products),

• soil erosion,
• imbalance in the demand and release of feed.

As a rule, the possible amounts of fertilizer and water are limited and therefore
experts need to choose controls provided that

∑

l

N t
l ≤ F1,t,

∑

l

Pt
l ≤ F2,t,

∑

l

Kt
l ≤ F3,t,

∑

l

Qt
l ≤ F4,t,

∑

l

W t
l ≤ Wt . (4)

where the values F1,t,F2,t,F3,t,F4,t,Wt , as well as L, are set at the beginning of the
experiments.

It is very difficult to pose problems of an optimization or multicriteria nature under
these conditions, due to the large dimension of the model and the discrete nature of the
controls, since one of the control components is a set of sets Ltch.

2.6 Crop Version of the Model

To facilitate scripting in GM, we introduce the following simplifying condition. Let us
assume that for each site of the territory numbered l there is such an initial state z0l of the
soil, such a time interval T, such a sequence of controls utl that under certain stationary
weather conditions ξ∗

l (for all t ∈ T ) the final state of the soil coincides with the initial
one, i.e.

zTl = F̃
(
zT−1
l , zT−2

l , ..., z0l , u
T
l , ..., u1l , ξ

∗
l , ..., ξ∗

l , pl
)

= z0l (5)

We use this property of periodicity as follows. We split the given segment l into
T identical parts and implement the given sequence of controls on each of them. Let
C = (

c1, ..., cT
)
be the corresponding sequence of cultures. We take the initial state

for each part so that at the moment of time t = 1 the initial phase state of the part
of the number i, i = 1, 2, ...T is zi−1

l and on it the culture ci ∈ C is located. Then

the phase state of the site l at the moment of time t = 1 will be
(
z0l , z

1
l , ..., z

T−1
l

)
.
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With such an organization of production, at each moment of time t, all cultures from
the set

(
c1, c2, ..., cT

)
will be present in the section of the room. This organization of

production will be called crop rotation. Crop rotations are widespread in practice, and
for computational experiments, the corresponding sets can be extracted from the relevant
literature.

In this case, the ratios describing the transformation of soils on the room number l
remain the same for all its parts. Therefore, we will formulate the general relations of
agrophysical dynamics for the part for which the initial culture is c1 and the initial state
is z0l .

ztn = F(zt−1
n , utn, ξ

t, p) (6)

ytn = �(zt−1
n ,Nt

n,P
t
n,K

t
n,O

t
n,W

t
n, c

t
n, ξ

t, p) (7)

etn = �(zt−1
n , utn, ξ

t, p) (8)

where the index n means the number of the crop rotation.
Let the territory of the region be divided into L plots for which the sets of crop

rotations are adopted: N 1
l – for irrigation and N 2

l – for rainfed lands. Let us denote x1,ln
– the area occupied by the crop rotation of the number n on the plot of the number l
during irrigation, and x2,ln – the area occupied by the crop rotation n on the plot of the
number l in rainfed conditions. Let us assume that only one production technology is
associated with each crop rotation.

Let y1,ln be the vector of production on irrigated lands, y2,ln – the vector of production
on rainfed lands. Then vector of production in the region

∑

l

⎛

⎜
⎝

∑

n∈N 1
l

y1,ln x1,ln +
∑

n∈N 2
l

y2,ln x2,ln

⎞

⎟
⎠ = y. (9)

Resource request

∑

l

⎛

⎜
⎝

∑

n∈N 1
l

r1,ln x1,ln +
∑

n∈N 2
l

r2,ln x2,ln

⎞

⎟
⎠ = rk , k ∈ K, (10)

limitation on irrigation of the plot number l

∑

n∈N 1
l

x1,ln ≤ S1l , (11)

general restriction of the plot number l

∑

n∈N 1
l

x1,ln +
∑

n∈N 2
l

x2,ln ≤ Sl, (12)
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request for feed in the region
∑

i

kvi gi = bv, (13)

production of livestock products under the number m
∑

i

aimgi = am. (14)

3 The Task of Making a Decision

The formulation of the auxiliary crop rotation problem is closed if the rules for the choice
of control variables are formulated. Note that due to the introduction of crop rotations,
we have passed from a discrete control problem to a continuous one. Nevertheless,
the possibilities of an exact solution of optimization or multicriteria problems are very
limited in this case; therefore,wewill use the approachof scenariomodeling andheuristic
decomposition.

Let us describe a way to use optimization models to filter out non-rational options
and build scenarios for a general simulation model.

Wewill consider the problemof increasing the output of consumer products in a given
proportion (or increasing gross output) at a given level of soil erosion and imbalance in
feed.

Let’s build a discrete set of technologies on the PCP model and move on to the
economic block with these technologies. We will obtain an estimate of the given criteria
by solving an auxiliary linear programming problem. Thus,wewillmake an approximate
decomposition of the crop rotation problem.

A set of technologieswill be obtained by solving the general systemwith a discrete set
of possible volumes of fertilizers N ,P,K,O and water W for different crop rotations
cn for given sequences ξ1, ..., ξTn reflecting the experts’ views on the uncertainty of
weather conditions. The following table gives an idea of the procedure for generating
technologies for model decomposition.

From here we get: the values for the consumption of fertilizers and water

f 1n = 1

Tn

∑

t

N t, f 2n = 1

Tn

∑

t

Pt, f 3n = 1

Tn

∑

t

Kt, f 1n = 1

Tn

∑

t

Ot, vn = 1

Tn

∑

t

W t,

(15)

soil erosion

en = 1

Tn

∑

t

et (16)

and yield

yn = 1

Tn

∑

t

yt, (17)
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Table 1. Data in computational experiments.

which will be included as specific indicators in the technological processes of the
economic block.

Comment. The volumes of water cannot be specified, but obtained from the
calculations as the volumes of the request of plants in water.

Let us now supplement the ratio of the economic model with fertilizer requests

∑

l

⎛

⎜
⎝

∑

n∈N 1
l

f 1,kn x1,ln +
∑

n∈N 2
l

f 2,kn x2,ln

⎞

⎟
⎠ = f k , k = 1, 2, 3, 4 (18)

Where f 1,kn , f 2,kn – specific indicators of consumption of nitrogen k = 1, phosphorus
k = 2, potassium k = 3, organic fertilizers k = 4 for irrigated and non-irrigated crop
rotations, obtained as described above, and for water

∑

n∈N 1
l

vnx
1,l
n ≤ Wl (19)

Let’s define the total soil erosion in the region

l =
∑

l,n

(
e1nx

1,l
n + e2nx

2,l
n

)
. (20)

Now let us formulate an auxiliary optimization problem

maxmin

⎡

⎢
⎣min

yj − dj

Y j
, min
m∈M

am
Am

,
E − e

E
j∈J

⎤

⎥
⎦ (21)

where Y j is a given level of crop production, Am is a given level of livestock production,
E is a given level of erosionwith restrictions on land and restrictions on resources higher:
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This task is reduced to a linear programming task:

max p
yj − dj ≥ pY j, j ∈ J ; am ≥ pAm,m ∈ M ,

E − e ≥ pE
(22)

under the described resource constraints.
Experimental calculations were carried out on data from work [5].

4 Linear Case [8]

To illustrate the general provisions, we present the corresponding constructions for the
case that is most adequate for agricultural situations, taking into account the following
[5]:

– the fundamental presence of uncertainty caused primarily by natural factors,
– the effect of decentralization, which is caused by the prevailing market relations,
– the use of specific indicators (standards), which corresponds to common economic
practice.

Let there be active agents n. We will denote them by numbers from 1 to n.
Each agent can produce m types of products, while spending some resources. The

number of resources will be denoted by a letter k. For the production of a unit of a
product of a type j, an agent i spends a resource of a type l in quantity pilj. The agent i

has its own stock of a resource of the type l in the amount bil (l = 1, 2, ..., k).
In addition, there are general stocks of resources in quantity rl (l = 1, 2, ..., k).
Products of the type j can be sold on the market at a price cj.
Thus, if an agent i produces products of a kind j in quantity xij (j = 1, 2, ...,m), then

he will spend a resource of a kind l in quantity pil1x
i
1 + pil2x

i
2 + ... + pilmx

i
m, and he will

be able to sell these products for an amount c1xi1 + c2xi2 + ... + cmxim.
Prices cj are positive in their meaning. We assume that the cost coefficients are non-

negative pilj, and for any i and every j at least one coefficient pi1j, p
i
2j, ..., p

i
kj is positive.

Stocks bil and rl are assumed to be non-negative.
Further, itwill be convenient to use the followingmatrix notation.Will denote xi a col-

umn vector (xi1, x
i
2, ..., x

i
m)T through xi (superscript T, as usual, denotes transposition).

Let c = (c1, c2, ..., cm), and

Pi =

⎛

⎜
⎜
⎝

pi11 pi12 ... pi1m
pi21 pi22 ... pi2m
... ... ... ...

pik1 p
i
k2 ... pikm

⎞

⎟
⎟
⎠. (23)

Let denote bi = (bi1, b
i
2, ..., b

i
k)

T , r = (r1, r2, ..., rk)T .
In this notation, the previous formulas will look like this. If the agent i releases

products, in quantity xi, then he will be able to bail out the amount cxi for it, and at
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the same time resources in the quantity yi = Pixi will be spent, where yi is the vector
column (yi1, y

i
2, ..., y

i
k)

T .
Let Y be the set of all sets of vectors y1, y2, ..., yn satisfying the conditions

y1 + y2 + ... + yn ≤ r, yi ≥ 0, i = 1, 2, ..., n (24)

(hereinafter, vector inequalities must be satisfied componentwise).
In this setting, we assume that the Center does not know exactly the technological

matrices Pi and the agents’ own reserves of resources bi. It is only known that they
belong to parametric families Pi(α) and bi(α), where α they belong to some set A. For
simplicity, in this model, we will assume that the stocks r1, r2, ..., rk are strictly positive.

Agents, on the other hand, know for sure their own technologies and capabilities.
We will assume that the Center disposes of the division of “general” resources, but

in this case it allocates resources for specific production programs. Agents have the right
to choose these programs on their own. Of course, the center is not obliged to ensure the
feasibility of any program proposed by the agent. On the contrary, the agent is forced
to choose his program based on the resources allocated to him. In addition, agents can
transmit information to the Center about the realized value of the undefined factor. These
reports are not necessarily reliable and the Center is aware of this.

These considerations are formalized as follows.
The center chooses a collection y∗ = (y1∗, y2∗, ..., yn∗) of functions yi∗ : Rm+ ×A → Rk+

such that

y1∗(x1, β1) + y2∗(x2, β2) + ... + yn∗(xn, βn) ≤ r (25)

for any plans x1, x2, ..., xn from Rm+ and any messages β1, β2, ..., βn from A. The set of
all such sets will be denoted by Y∗.

After that, the i-th agent (i = 1, 2, ..., n) selects a vector xi and a message β i from
the set

X i(yi∗, α) =
{(

zi, β i
)

∈ Rm+ × A : Pi(α)zi ≤ bi(α) + yi∗(zi,Pi(α)zi)
}
. (26)

After these choices have been made, the Center receives a payoff

g(x1, x2, ..., xn) = cx1 + cx2 + ... + cxn, (27)

and the i-th agent receives a payoff hi(xi) = cixi.
Thus, we get a game with forbidden situations〈

N ,Y∗,X 1,X 2, ...,X n, g, h1, h2, ..., hn,A
〉
, whereN = {C, 1, 2, ..., n} is the set of play-

ers (the symbol C is reserved for the Center, and the agents, as before, are numbered
from 1 to n). Let’s use the notation 	∗ for this game.

To close the model, it is necessary to describe the relationship of the Center to
uncertainty. As before, we will assume that the Center has the right of the first move; it
considers all agents to be rational and is careful with respect to the remaining uncertainty.

We formalize what has been said as follows.
Let Hi(yi∗, α) be the least upper bound for the values of the function hi(xi) = cixi

on the set (xi, β i) of pairs satisfying the conditions

Pi(α)xi ≤ bi(α) + yi∗
(
xi, β i

)
, xi ≥ 0. (28)
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If this upper bound is attained, thenwe define the setBRi(yi∗, α) as the set of pairs (xi, β i)
satisfying the conditions

cixi = Hi(yi∗, α)Pi(α)xi ≤ bi(α) + yi∗(xi, β i), xi ≥ 0. (29)

Otherwise, we define the set BRi(yi∗, α) by the conditions

cixi ≥ Hi(yi∗, α) − κPi(α)xi ≤ bi(α) + yi∗(xi, β i), xi ≥ 0, (30)

where κ is a given positive number.
Then the maximal guaranteed result of the Center R(	∗) is equal to

sup
(y1∗,y2∗,...,yn∗)∈Y∗

min
α∈A min

(
(
x1,β1

)
,
(
x2,β2

)
,...,(xn,βn))∈BR1(y1∗,α)×BR2(y2∗,α)×...×BRn(yn∗,α)

(
cx1 + cx2 + ... + cxn

)
.

(31)

The resulting expression reflects the fact that the Center, choosing its program of
action, focuses on some guaranteed payoff, the uncertainty of which in the initial expres-
sion is determined by the multiple choice of many participants and the uncertain external
situation.

Direct calculation of the quantityR(	∗) is quite difficult, but by now a set of effective
tools for solving problems of this class has been developed, either by reducing them to
optimization problems or by using the scenario approach and simulation experiments.

5 Conclusion

This article reflects the first phase of research for agro-production when ontologically
oriented models of a conceptual nature are created. This will be followed by a practical
stage of research, which is described at the end of this conclusion. The article demon-
strates an approach to the formation of digitized decision-making technologies in one
of the sections of the agro-industrial complex associated with the production of crop
products. A systematic approach to the problems of decision-making provides for the
development of conceptual models of the controlled object, the assessment of the data
obtained, the formalization of the control problem, the development of algorithms for
solving the assigned problems. All these stages are reflected in the proposed text. The
essential point of the presentation is that the technological data are generated on the basis
ofmodels of agrophysical description, and the normative data for the economicmodel on
the use of production resources are prepared by experts. Further, the investigation work
will be followed by a research stage, which includes a series of computational experi-
ments on a selected object, an analysis of the results obtained with decision-makers, and
a stage of using the proposed solutions.
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Virtual Reality-Built Prototype as a Next-Gen
Environment for Advanced Procurement
Reporting and Contract Negotiation
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Abstract. Lockdowns and remote working styles create demand for specialized
software for business communication. This article describes the design and results
of user testing of a Virtual Reality (VR) collaborative environment for advanced
procurement reporting and contract negotiation between a supplier and a buyer.
We have designed and implemented a VR application that allows analyzing oper-
ational, tactical, and strategic procurement reports in a virtual room, meeting with
a supplier in the virtual café, discussing the contract data, demonstrating the 3D
model of the goods, and signing the contract. The prototype included integrated
procurement software SAP Ariba what contains all necessary transactional and
master data, and SAP BTP as an integration tool. We developed an introduction
and testing scenario for users and presented the prototype at business conferences
in EMEA and NA regions. Structured feedback about the desirability, feasibility,
and usability of the prototype was collected. We used the Multi-Criteria Decision
Making (MCDM), including Analytic Hierarchy Process (AHP) methods, to sum-
marize the feedback scores. The feedback was positive, indicating potential for
further research; we share insights, discuss improvement areas and directions for
future design efforts.

Keywords: Virtual Reality · User interface design · User studies · Enterprise
information systems · Procurement

1 Introduction

1.1 Problem Statement

Business communication and collaboration has undergone unexpected change due to
novel coronavirus pandemic. Remote workstyle became part of HR policies transforma-
tion strategies for major industries, such as Software & IT Services, Media &Communi-
cations, Education, Finance, Retail, etc. Disrupted face-to-face communication between
buyers and suppliers crucial for some cultures and industries impacts the core busi-
ness processes, such as supplier contract negotiation. Replaced mainly by remote video
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calls, interaction still has challenges to be resolved, such as lack of “hands” during the
negotiations, when a supplier can demonstrate a 3D product model in real-time.

Virtual reality (VR) is naturally well-suited to address these communication chal-
lenges. VR allows business users to interact with peers in virtually generated surround-
ings that replace traditional office meeting rooms and other areas. Examples of imple-
mented VR cases are remote Design-Thinking workshops with unlimited 3D visualiza-
tion capabilities [1], employee training at metal and mining plants to protect workers
from industrial accidents [2], social networking platforms such as the project Sansar [3].

1.2 Our Contribution

This paper explores possibilities of using VR applications in procurement, with focus
on reporting and contract negotiation. We describe design and development of a proof-
of-concept VR application prototype and share findings of the user test with procure-
ment managers. Based on these findings and our insights, we attempt to formulate
recommendations and directions for future work on VR products in procurement.

1.3 Related Work

This part covers a scientific literature overview in virtual reality, procurement field, user
interfaces, prototypes evaluation areas.

Last year, the academic community described a significant VR technology appliance
in various industries. Ball et al. claim that the pandemic’s perceived impacts influenced
the likelihood of acquiring VR for education, tourism, and work [4]. Several case stud-
ies that have been developed for flooding, wildfire, transportation, and public safety
were described by Sermet [5]. The author says that “using the solution to enhance exist-
ing web-based cyberinfrastructure systems with the integration of immersive geospatial
capabilities to assist the development of next-generation information and decision sup-
port systems powered by virtual reality”. Seers applies the technology for outcrop geol-
ogy [6]. The author mentioned that DT “allows users to fuse powerful 3D visualizations
of photo-realistic outcrop models with geological interpretation and data collection, ful-
filling the early promise of ‘virtual outcrops’ as an analytical medium that can emulate
traditional fieldwork” [6]. Kim evaluated the VR appliance for the retail industries and
considered VR as a promotion tool for small independent stores, resulting in the conclu-
sion that compared with the classical website experience, VR “enhanced their (shops)
flow state, which, in turn, increased interest and visit intention toward the store” [7].
De Regt also highlights the advantages of VR applicating for the sales processes as it
offers immersive and interactive encounters tools that excite and engage their customers
in novel ways [8]. That proves VR gains not only for the buyer from the procurement
processes point of view but also as a beneficial tool from the supplier’s sales processes
perspectives.

Relatively less knowledge is obtained in the intersection of the procurement field
and VR. H. Wang designs a government procurement system under cross-border E-
commerce with virtual image technology as the basis to study the key technology of
updating massive terrain data in real-time [9]. R. Muntean explores if and how new
immersive visual technologies might better communicate and transmit values and the
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importance of sustainability efforts, including circular procurement cases [10]. H. Has-
san describes the benefits of VR appliances for complex procurement processes in the
construction industry to support the construction planning in the virtual environment and
is expected to improve efficiency at the bidding stage [11]. Virtual purchasing assistance
based on AI platform using natural language processing technologies was designed by
teamed up Korea’s and Japan’s companies to build a new user purchasing experience
[12]. This example inspires to include AI-block for the VR-based procurement pro-
cesses. A “child” of VR technology is augmented reality (AR) [13]. AR add value in
logistics areas, such as sales, outdoor logistics, human resource management, warehous-
ing, and manufacturing [14], the procurement is out of this scope. J. Du considers VR
as a powerful tool for the project communication of remote users [15]. That’s why it
makes technology popular nowadays.

Overall, the applications we have reviewed seem to be at a proof-of-concept stage,
with only a few examples of established successful solutions. Reported outcomes of early
user tests are favorable, indicating that VR environments can facilitate communication
in a variety of business and industrial contexts. There is little evidence though directly
related to procurement processes, and business negotiations, which are of interest to us.

1.4 Research Question and Approach

Our study examined whether a VR application can facilitate communication specifically
in the context of procurement processes. We were interested in evaluating perceived
usefulness, feasibility, and usability of a virtual environment where procurement man-
agers can review reports and participate in negotiations. To our knowledge, there was no
existing research or solutions with this particular focus, so our research was exploratory
and open-ended. We did not specify formal hypotheses or use comparative measures,
instead focusing on direct feedback from potential end users. Our primary questions
were:

1. Does VR application add value to the user compared to existing products?
2. What are the limitations and downsides of a VR application compared to existing

products?
3. What are the usability problems and implementation issues of this application?

The following chapter describes the solution proposal, including business processes
scoping and description, prototype functionality and architecture, user interface design,
testing environment design, and user onboarding features. The third chapter includes
feedback collections with the following steps: feedback collection methods and context,
recruitment and sample, the user test procedure, and data analysis. The fourth chapter is
results and discussions, including limitations and future work.
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2 Proposed Solution

2.1 Business Processes and VR Capabilities Definition

To define the scope of the prototype, we decided to focus on a small number of business
processes. We interviewed nine procurement experts working at SAP. We chose experts
representing different industries, with knowledge of the digital procurement processes
and aware of the relevant technological and business trends. We asked them to identify
most interesting procurement business processes. The main question was, “Where in the
end-to-end procurement process can VR technology add the most value?”. Two business
processes got the most votes: viewing the advanced reporting as a CPO (Chief Product
Officer), and contract negotiation between buyer and supplier.

Contract negotiation was chosen as an area with the greatest difference between
online and in-person communication.

– In online communication, it is harder to direct one’s attention to something, like
pointing to a piece of data, a paragraph, and so on. VR naturally enables the use of
pointing hand gestures to address this issue.

– During in person negotiations, parties demonstrate 3D models of objects or samples.
In traditional online call settings, it is more difficult both to demonstrate and to view
those models, while in VR, samples can be viewed as 3D models and any scale.

– Setting and mood matter for negotiations. Being in a dedicated meeting room creates
immersion and working mood that are more difficult to achieve in a call. VR meeting
room minimizes distractions and mimics familiar settings.

Advanced procurement reporting was selected because it requires the user to inspect
and compare multiple types of data from multiple sources (for instance, geographical
locations, positions in supply chains, volumes of supply over time, risk levels, etc.). We
assumed that in a 3D environment the user will be able to simultaneously view more
layers of data, plus use spatial cues to navigate and to group reports and objects. VR has
already been actively used to improve the user experience of viewing item catalogs [16]
and reports [17]. It means that the technology is mature enough to cover the selected
business process.

The essence of the VR application is to place a user in the limited and fenced virtual
environment to run the devoted activity. With using in combination with a headset and a
chair, virtual reality isolates the person and captures sight, hearing, and touching expe-
rience completely. It allows being entirely concentrated on the AR application scenario.
UX designer gains unlimited capabilities to create any space with 3D objects. Com-
pared with 2D screens, VR does not require enormous intellectual work to construct a
3D mental model [18]. We considered all these VR features to build the prototype.

2.2 Prototype Architecture and User Stories Modeling

The technology stack for the VR prototype includes SAP BTP (Business Technology
Platform) to build the integration, SAP Ariba to store the business transactional and
master data, and Unity as a tool to design the VR environment and work with virtual
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reality glasses [19].Unity has a visual development environment, cross-platform support,
and modular component system with 3D models libraries. SAP solutions were selected
because they were available to the article authors. The research aims to examine the VR
capabilities, focusing more on VR experience and less on integrations and transactional
system selection. The connection of the technology stack with physical VR glasses,
headset and controllers is presented in Fig. 1.

Fig. 1. The technology stack for VR prototype

We defined a user story for each VR scene for the selected business processes. The
first user story starts with placing a user (acting as a Chief Procurement Officer) sitting
in the CPO’s office chair. The CPO sees a table with three buttons to start the dash-
boards: Operational, Tactical, and Strategic procurement. The user can physically move
controllers and press the virtual button. Once the button is pressed, the VR application
shows moving graphs and diagrams for each procurement dashboard and prerecorded
AI-style voice comments on the analytics.

Operational procurement dashboard is a map with online delivery tracking, geo-
graphical areas with risks of disruptions, and aggregated analytics of several placed
purchase orders in progress and open invoices.

By pressing the “Tactical Procurement” button, CPO sees the numbers of open-
sourcing activities, such as open RFIs, RFPs, and Live Auctions.

Strategic dashboard presented by visualized 3D graphs with spend analytics by
months and categories and highlights the unexpected deviations comparedwith historical
data. For this scene in the first release of the VR prototype, we decided to minimize the
list of actions that users can do and limit it by pressing the three buttons. We considered
the first scene a “warming up” exercise to allow the user to adapt to the VR environment
by perceiving what is happening rather than influencing it.

The Fig. 2 represents functional areas of the CPO dashboards’ scene (#1).
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Fig. 2. Functional areas for CPO dashboards’ scene (#1)

The timer was set to 5 min for the first scene before switching to the second scene.
We selected a limited and fixed timing only for the prototype demonstration purpose.

The second scene starts with placing a user (acting as a buyer or supplier based on
pre-configuration) on the outdoors terrace in the city café. The user sees a negotiation
party in the front, a table between, and a screen assistant on the right-hand side. There
are four actions for the buyer role and four actions for the supplier role that can be chosen
by virtual hand.

The buyer has following options to initiate by the screen assistant’s menu: supplier
check-in media, market price analysis, AI recommendation, and contract signature. By
clicking the “supplier check” option, recent news about the supplier is popped up, includ-
ing the risk factor built by press and data sources analyses. Selection of the second AI
recommendation option recommended negotiation mechanics with a supplier based on
historical transactional data. The third option is the market price analysis shows the
graphs about the commodity price’s fluctuation.And the last ones – the contract signature
options offer three prices for selection and the Sign button.

The options available for the supplier are analysis of production costs and buyer
check using media, contract signature, and 3D product’s model demonstration. The first
three options are relatively similar to the buyer’s option. The product demonstration
function triggers a 3D object on the table, which can be picked up and turned in the
hands of any negotiation participants. As a 3D object, we selected an industrial plant
model because it’s complicated to show on the 2D images, and the VR environment
benefits the visualization of multi-element constructions.

The expected difficulties were entering text without a physical keyboard for the
contract price entering and text editing. That’s why we choose the price selection option.
We recorded audio tracks that assisted each selected option at the screen menu to avoid
reading long texts.

The Fig. 3 represents functional areas of the Contract negotiation’ scene (#2).
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Fig. 3. Functional areas for Contract negotiation’ scene (#2)

After finishing the prototype architecture, user stories, and functional modeling, we
started to develop user interfaces.

2.3 User Interface Development

We defined general principles guiding the UI design for the prototype:

• Audio background with guiding voice during all scenes
• Both parties can observe counterpart’s gestures and movement during the negotiation
• Both parties can see a 3D model of the product, can grab and move it
• Both parties can see a Spending Analysis report during negotiation

User interface (UI) was developed according to VR-technology specifications and
included Russian and English languages. The language model can be selected before
the prototype execution in a configuration file. The UI design covers two main parts –
visualization and voice acting. For the visualization part, we faced the challenge of
moving the 2D graphs to a VR environment because of the limited resolution of screens
in virtual glasses. Also, in VR environment it is easier to inspect a 3D object from
different points of view, and we wanted to take advantage of that. The two phases of the
UI development for scene #1 – a simplified graph mockup and a final 3D version of the
graph – are presented in Fig. 4.

About fifty audio tracks were written and recorded by professional announcers in
Russian and English. Because all graphs were simplified, we used voice guidance to
explain the content of the graphs (presented as an “AI” analytics system). Timing for
audio tracks was aligned with the sequence of the graphs and diagrams demonstration
to make it aligned with the user stories.
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Fig. 4. Two phases of the UI development (example of scene #1)

2.4 Environment and Setup for Prototype Testing

In order to establish the requirements to the user testing environment, we developed a
3Dmodel of the area where user testing would have taken place. We wanted the user test
to go smoothly and without external disruption from outside of VR space. Via modeling,
we developed an understanding of the user’s physical movement trajectory and special
physical requirements of how much space are required for each user in each scene. In
both scenarios, users sit in a chair during the whole performance. It makes the unique
modeling easier and the experiment safer for the participants. Figure 5 shows two persons
in the chair who will come into VR, and the one sitting near the 60′′ plasma is a trainer.

Fig. 5. Spatial modeling of the user test facility
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Spatial modeling also helped to identify the required equipment for the experiment,
such as HTCVive helmet, grabs controllers, servers, chairs, screens for tracking how the
experiment is going and what is happening in the VR environment, a couple of chargers,
and other devices. Several pieces of advice about the spatial setup, for example, Base
Stations for HTC Vive location, chair position, and additional hints, are presented in
Fig. 6. The photo was taken during one of the first experiments with scene #1 inMoscow.

Fig. 6. Spatial set-up

2.5 User Training Procedure

Audio instructionswere prerecorded and embedded in theVR application and guided the
user to take necessary actions, such as looking on the left, clicking the virtual button, etc.
The moderator spent two minutes before the sequence started to explain the essentials of
using controllers, which physical buttons to click, and what to do if something happens
unexpectedly, for example, if the person feels dizzy or voice instructions were not clear
enough. Figure 7 presents the picture from the experiment in Austin (USA), with one VR
user and one trainer who explains possibilities to move in the chair to adapt to the VR
environment quickly. Designed auditory instructions in the application made it possible
to simplify the learning process and minimize user questions significantly.
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Fig. 7. User training procedure

3 Feedback Collection

3.1 Methods and Context

The prototype was presented at five business conferences organized by SAP in the fol-
lowing sequence: Moscow (Russia), Kyiv (Ukraine), Minsk (Belarus), Austin (USA),
Barcelona (Spain). The target audience were industry experts in the procurement field
working with procurement analytics and purchasing contract negotiations daily. More
than 100 industry experts successfully finished onboarding and experienced the VR
application. Twenty-four experts agreed to participate in the interview and provide writ-
ten feedback on the prototype. The set of users includes procurement managers and
CPOs, who are decision makers about the VR technology and use cases relevant to their
business.

3.2 Procedure

The virtual reality-based prototype was advertised as a next-gen environment for
advanced procurement reporting and contract negotiation. It was tested in two modes
depending on the number of testers.

Figure 8 presents scene #1, procurement reporting, experiencing a user at Moscow’s
“SAP Forum” conference.

Scene #1 can be tested by one user, and scene #2, contract negotiation, requires
two testers. In most cases, we asked two persons to join, have two-minute instructions,
experience scene #1 in a five-minute timeframe simultaneously, and start scene #2 in
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Fig. 8. Experiencing the scene #1 at the “SAP Forum” conference in Moscow

different roles of buyer and supplier that takes about 10 min. Figure 9 presents scene #2
execution by two participants at SAP Forum in Moscow.

Fig. 9. Prototype examination during SAP Forum in Moscow (scene #2).

After the test the users were asked to fill the questionnaire consisting of 13 questions
in three areas: Desirability, Usability, and Feasibility. The questions relate to two scenes,
so an interviewee should provide answers forDesirability andUsability areas. Feasibility
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area was evaluated by a developer. The answers type was a score from 1 to 5 where one
means “not at all,” two – “more no than yes,” three – “find it difficult to answer,” four –
“more yes than no,” five – “definitely yes.” The complete list of questions is presented in
Table 1. In addition to qualitative questions, we asked verbal questions about the general
impressions of the prototype and thoughts on its applicability.

Table 1. The questions for user’s feedback collection.

Area Factor Question Scene 1 Scene 2

Desirability D1 Would you like to use the application in your
enterprise now?

[1–5] [1–5]

D2 Would you like to use the application in your
enterprise in the future?

[1–5] [1–5]

D3 Would you like to apply VR technology in the
proposed processes?

[1–5] [1–5]

Usability U1 Were the principles of use/play clear? [1–5] [1–5]

U2 Was the scenario clear? [1–5] [1–5]

U3 Was the control comfortable? [1–5] [1–5]

U4 Was the voice acting clear? [1–5] [1–5]

U5 Were the visuals clear? [1–5] [1–5]

4 Results and Discussion

4.1 Results

The structured feedback was used for the Analytic Hierarchy Process (AHP) as an
exanimatingMulti-Criteria DecisionMaking (MCDM)method [20]. Calculated average
scores for each factor are presented Table 2.

For the negotiation scene, the score is generally neutral, but users agreed with the
statement about appliance VR technology in the proposed procurement processes. It
means that the prototype did not meet the users’ expectations, but the research area
and direction have potential. The reporting scene is more desirable. Some comments
from the users include statements that the dashboard features are easier to implement.
Users said that implementing negotiationsVRapplication required supplier involvement.
Suppliers are generally wary to accept even simple IT tools, such as supplier web-portal
registration, and it’s too early to discuss the new technology appliance for all supply
chain parties.

The principles of use, represented by the user in-app instructions and training proce-
dure, were not clear for both scenes and had room to improve. Some users commented
that it was their first VR experience. They were lost in a new space, forgot trainer
introduction, and did not listen to audio guidance.

The sequence of actions the user should take during the negotiation scene was less
clear than during the reporting dashboards scene. As most users said, the first scene is
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Table 2. Average scores for each question (Desirability and Usability)

Area Factor Scene 1 Scene 2

Desirability D1 3.042 2.167

D2 3.708 2.958

D3 3.792 3.792

Usability U1 3.958 3.292

U2 4.083 3.208

U3 3.667 4.083

U4 3.708 4.708

U5 4.042 3.542

simple to operate by just clicking three buttons, while the second scene requires special
activities to check the news, inspect the 3D model and sign the contract.

In the reporting dashboards scene, the control was evaluated as less comfortable. The
user said that it was not easy to press the button for the first time, because physically you
should “pull the trigger of the gun, “not to press the button from the top. We think the
problem is that this operation caused a problemwith thementalmodel. Interestingly, after
the 5 min adoption, this problem disappeared. No one has complained about the virtual
operations with the physical controller differences. We think learning the controller took
a few minutes of learning in the actual use.

Voice acting scored neutral for the dashboard’s scene and highly favorable for the
negotiation’s scene. Users did not provide any feedback or explanation of this difference.

The visuals (graphic elements) for the negotiation’s scene are comparatively less
clear. In our prototype, the buyer and supplier have presented the same avatar, and several
users dislike it. Mostly it’s due to the limitations of the first version of the prototype and
can be technically resolved.

4.2 Feasibility Evaluation and Next Steps Definition

We ran a different interviewwhenwe finished the prototype testing.We asked developers
who coded the VR prototype application to fill the questionnaire. It was necessary for
understanding for simplifying a decision making about the next steps for the prototype
improvement and the planning of further VR application’s releases. Table 3 consists of
questions in the Feasibility area.
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Table 3. The questions for developer’s feedback collection.

Area Factor Question Scene 1 Scene 2

Feasibility F1 Is it easy to customize the user instructions? [1–5] [1–5]

F2 Is it easy to customize the user’s script? [1–5] [1–5]

F3 Are the user controls easy to customize? [1–5] [1–5]

F4 Is it easy to modify the sound elements? [1–5] [1–5]

F5 Are the graphic elements easy to modify? [1–5] [1–5]

Table 4 presents the developer’s interview results.

Table 4. Average scores for each question (Feasibility)

Area Factor Scene 1 Scene 2

Feasibility F1 5.000 5.000

F2 4.000 3.000

F3 2.000 1.000

F4 4.000 4.000

F5 2.000 3.000

To improve usability elements in the prototype and define the next step for prototype
enchantments, we determined the alternatives (Table 5).

Table 5. Alternative’s definition

Code Alternatives for the application enhancements

S1 Refinement of Scene 1 instructions

S2 Refinement of Scene 1 Controls

S3 Improvement of the voice acting for Scene 1

S4 Refinement of instructions for Scene 2

S5 Finalization of the user script Scene 2

S6 Renovation of visual elements Scene 2

The values of normalized vectors per alternative after applying the AHP method are
presented in Table 6. Consistency relation is less than 10% for all factors shows good
consistency of ratings.

The calculated consistency relation is less than 10% for all factors shows good
consistency of ratings. Based on the number’s the most weight has the strategies S1,
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Table 6. Analytic Hierarchy Process method numbers

Name D1 D2 D3 U F Result

Normalized factors vector 0.122 0.060 0.105 0.296 0.417 Not
required

Normalized vector S1 0.173 0.172 0.167 0.185 0.227 0.199

Normalized vector S2 0.194 0.185 0.167 0.172 0.091 0.141

Normalized vector S3 0.217 0.200 0.167 0.173 0.182 0.183

Normalized vector S4 0.123 0.137 0.167 0.154 0.227 0.181

Normalized vector S5 0.138 0.148 0.167 0.150 0.136 0.144

Normalized vector S5 0.155 0.159 0.167 0.166 0.136 0.152

S3 and S4. It defines the next steps for the prototype improvements – Refinement of
Scene 1 instructions, Improvement of the voice acting for Scene 1, and Refinement of
instructions for Scene 2.

4.3 Limitations

The main research limitations are.

1. Target audience is loyal to company brand, so the perception may be skewed
2. The questionnaire we used was not standardized
3. We used dummy data as opposed to users’ own data, so they could only partially

evaluate if the data was useful and presented in a usable manner

4.4 Conclusions, Recommendations, and Future Work

Based on collected feedback to the VR prototype, we conclude that VR can be applied
to add value to the procurement departments compared to existing products, but not on
the current release of our prototype. The reporting tools are more desirable rather the
contract negotiation process.

The VR product limitations are the resolutions of VR glasses screens that can’t dis-
play a relatively immense amount of data. The construction of the controllers considers
only having a couple of buttons that make possible data selection, operatingwith existing
in VR environment objects, but not suitable for entering the data to VR environment and
working with texts. Adding the audio guidance during the negotiation can disturb the
verbal communication with other users in VR. These limitations force us to investigate
alternative user training and data presentation methods for the collaboration scenarios.
For the reports, the visualization scenario VR prototype has potential for the coming
future and satisfies users in terms of usage clarity and visualization instruments.

For the development of the VR prototypes, it’s beneficial to model a special physical
environment only after designing the VR environment. The controls set up and visual
elements creation requires the most effort for the development. The first process got
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constructive feedback on improving the user instructions, controls, and visual elements.
The second process is more complicated to realize in the VR environment from a tech-
nical perspective. Still, users believe in VR technology’s future as an appliance to the
proposed procurement processes.

The generally positive perception indicates a possibility for the follow-up research.
Industry experts’ feedback defines the next steps for the prototype improvements –
a refinement of the reporting scene’s instructions and voice acting and refinement of
instructions for Contract negotiation’s scene. It’s defined as a scope for future work.

Acknowledgments. The authors of the study express their sincere gratitude toAlexanderAlferov,
a senior SAP developer. Alexander coded, tested, implemented a complex technical project in a
short timeframe, and offered valued ideas to improve the prototype.
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Abstract. Resilience research of the of energy and socio-ecological systems are
becoming more and more relevant, since in the first place are not only issues of the
stability of these systems (sustainability), but questions resilience as possibility
and speed of the return of these systems to a stable state after disturbances, which
these systems are exposed.

Resilience is the ability of a system to return to an equilibrium state after a
temporary disturbance; the faster it returns to balance and the less it loses, the
more stable it is. The level of resilience is proportional to the speed of returning
back (recovery). According to the ecological approach, resilience is a measure of
the constancy of ecosystems and their ability to adapt to changes and disturbances
and still maintain the same relationships between a population or a state.

The novelty of the proposed approach is determined, firstly, by the integra-
tion of resilience research of energy and socio-ecological systems using the con-
cept of “quality of life”; secondly, the use of the concept of situational manage-
ment in resilience research in the formation of control actions to return systems
to a stable state after disturbances; third, the integration of qualitative methods
(based on semantic and predictive modeling) and quantitative methods (based on
mathematical modeling) in resilience research.

Keywords: Resilience · Quality of life · Ecological and energy security ·
Cognitive modeling · Artificial intelligence

1 Introduction

Recently, scientific teams and individual scientists abroad have shown great interest in
the scientific area defined by the term “resilience”. The Russian language is usually
translated closer to sustainability, but more precisely translated as elasticity (in physics).

In Russia, this area is mostly based on research in the field of technical sustainability,
but in Western Europe, this area is considered more broadly and also includes environ-
mental, psychological, social, and economic resilience. At the same time, the factors
that determine social stability in foreign studies have something in common with the
factors used in assessing the quality of life in Russian studies.
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At the same time,when considering the resilience of technical systems, it is necessary
to assess the risks of both natural and man-made threats. In the works of the Melentiev
Energy Systems Institute SBRAS, until recently, these threats were considered as threats
to energy security (ES). The implementation of these threats can cause emergencies,
aggravated by the likelihood of multiple accidents, including cascading accidents, in the
energy sector. This industry is one of the critical infrastructures that directly affect the
quality of life of the population.

The need for an interdisciplinary study of these issues determines the relevance of
the work. The basis of this study is a systematic analysis of natural andman-made factors
affecting the resilience of both energy and social systems, as well as the ability of these
systems to adapt to existing and possible new threats.

The fulfillment of the tasks of system analysis requires the development and integra-
tion of appropriatemethods and the use ofmodern information technologies. These tech-
nologies include, among other things, intelligent information technologies (for example,
cognitive modeling), developed and used by a team of researchers at MESI SB RAS
(Department of Artificial Intelligence Systems in Energy Sector).

2 Approaches to Determining Resilience

Currently, there is no clear definition of resilience due to its widespread use in different
fields with different meanings and consequences. Some of them are given in the report
of the International Institute for Applied Systems Analysis (IIASA) prepared for the
Virtual Competency and Training Center on the Protection of Critical Energy Networks
from Natural and Man-Made Disasters, created based on the Organization for Security
and Cooperation in Europe (OSCE). Our team has prepared a section for this report,
which was named “Russian approach to resilience”. Materials from this section were
also used in joint work with colleagues from IIASA [1, 2].

Here are the definitions of resilience used in the report:

• Resilience is often defined as the ability of a system to return to equilibrium, or rather,
the ability to return to equilibrium and develop despite further tremors and disruptions.

• Resilience may be related to the ability to withstand stress and “bounce back”.
• Resilience can be the ability to achieve some new stages of dynamic equilibrium
after shock, readiness for dynamic and inter-scale interactions of the paired system:
man-environment.

• Resilience can be a person’s ability to successfully cope with traumatic experiences
and avoid negative developmental trajectories.

One of the successful attempts to define resilience was made in [3], we will use this
definition:

«Resilience is the ability of a system to return to an equilibrium or steady-state after
a disturbance, which could be either a natural disaster, such as flooding or earthquakes
or a social upheaval, such as banking crises, wars or revolutions».

Here, resilience is defined as the ability of a system to return to a certain equilibrium
state after suffering a temporary disturbance. In this case, the system is more stable, the
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faster it returns to equilibrium, and the less it loses. This definition is based on the root
of the term “resilience” in the Latin word “Resilio”, which literally means “to bounce
back.” In a broad sense, resilience refers to the ability to recover from some shock, insult,
or anxiety. At the same time, it is believed that the level of resilience is proportional to
the rate of recovery.

Environmental scientists in their works define that resilience as a measure of the
constancy of ecosystems and their ability to adapt to changes and disruptions and still
maintain the same relations between the population or the state [4]. And ecosystem
resilience refers to the ability to absorb disturbing factors and reorganize while the
system is changing.

In the study of social resilience, the following factors are most often encountered:
moral values, realistic optimism, a stable rolemodel, receiving social support,mental and
emotional flexibility, the meaning of life and goals, spiritual practices, physical activity,
the ability to resist fear. Disaster risk reduction is also considered to be an important
factor that has a significant impact on resilience.

The Multidisciplinary and Multi-hazard Earthquake Engineering Research Center
(MCEER) has identified four aspects that increase resilience [5–7]:

• Robustness: the strength or ability of elements, systems, andothermeasures of analysis
to determine the ability to withstand a given level of stress or need, without suffering
degradation, or loss of their function.

• Redundancy: the ability to meet functional requirements in the event of destruction,
degradation or loss of functionality.

• Rapidity: the ability to meet priorities and goals promptly to contain waste, restore
functionality, and avoid future failure.

• Resourcefulness: the ability to identify problems, prioritize and mobilize external
resource alternatives when conditions exist that threaten to disrupt an element or
system.

3 Energy and Ecological Safety

Recently, the need to study the totality of resilience of ecological, social, and economic
factors has increased. This fact is supported by one of the global principles of responsible
investment - checking a company for compliance with ESG criteria (environmental -
ecology, social - social development, governance - corporate governance). ESG is a triad
of groups of parameters, based on which the company provides sustainable development
management aimed at ensuring a decent quality of life (Fig. 1) [8].

The need to study the resilience of energy systems together with socio-ecological
systems is due to the fact that the power industry is a critical infrastructure that directly
affects the sustainable and safe development of society. At the same time, the influence
of energy on the quality of life is obvious. However, a comprehensive study of this issue
is required, since this influence can obviously be positive if the population is provided
with energy resources of adequate quality and in the required volumes. But it can also
be negative, for example, the negative impact of emissions from energy facilities on the
environment.
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Fig. 1. ESG sustainability assessment criteria

The resilience of energy systems is based on the study of threats to energy secu-
rity. In Russia, ES threats are defined in the Energy Security Doctrine of the Russian
Federation (approved by Decree of the President of the Russian Federation No. 216
of 05/13/2019). In accordance with it, ES threats include adverse and dangerous nat-
ural disasters, environmental changes leading to disruption of normal functioning, and
destruction of infrastructure and facilities of the fuel and energy complex. The doctrine
defines the risks in the field of energy security, including insufficient level of protection
of infrastructure and facilities of the fuel and energy complex from acts of unlawful
interference and dangerous natural phenomena. In addition to this, the Doctrine states
that the consequences of the implementation of threats to energy security are, including
causing harm to the life and health of citizens.When studying the resilience of technical,
ecological, and social systems, based on ES studies, it is necessary to take into account
the described threats, the risks of their occurrence, and their consequences.

Melentiev Energy Systems Institute SB RAS is one of the leading Russian centers in
the field of energy security problems research. In the studies of the Institute’s researchers,
the strategic threats to electronic security are identified [9]. At the same time, it is noted
that one of the most important is natural threats. Previously, foreign policy, economic
andmanagerial threats were identified asmore significant threats. Recently, an important
aspect of ensuring the country’s energy security is the study of the negative impact of
natural disasters on the electric power system (EPS). Research in this direction is carried
out in order to reduce the risks of major systemic accidents, which can be cascade in
nature. The occurrence of such accidents has a significant impact on the quality of life.
The following natural risks are named as the main causes of cascade accidents in power
systems: earthquakes, storms, floods, periods of extreme heat.

4 Adaptation of the Concept of Situational Management

The authors propose the idea of joint use of cognitive and mathematical modeling to
assess the quality of life. To implement this approach, it is required to adopt the concept
of situational management used in the study of ES [2].

The concept of “situational management” appeared at the end of the 60s of the last
century. The founder of this direction is the Russian scientist D.A. Pospelov [10]. Situa-
tional management was proposed for large (complex) systems in which it is impossible
and/or impractical to formalize the control process in the form of mathematical models,
while there is only its description in the form of a sequence of sentences in natural lan-
guage using logical-linguistic models. Situational management is based on the concepts
of the situation, the classification of situations, and their transformation.
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The current situation C is a set of the current state of the object (X) and its external
environment (F). Then C = <X, F>. The complete situation is denoted as S = <C,
G>, where C is the current situation, G is the management goal. The management goal
is represented in the form of a target situation Gg, to which the existing current situation
must be reduced. Then S = <C, Gg>.

Assuming that the current situation C belongs to some class Q’, and the target
situation Gg belongs to the class Q”, a control (vector of control actions U) is sought that
belongs to the set of admissible controls �u and provides the required transformation of
situations of one class in the situation of another.

Fig. 2. Adaptation scheme of the concept of situational management.

Figure 2 shows a scheme for the study of resilience based on the concept of situational
management, where

– S0 – initial state of the system (current situation C);
– Ei – i-th emergency scenario (set of scenarios - vector of disturbances F);
– A=Ap, AQ, Al – a set of preventive, operational, and response measures to neutralize

or mitigate the consequences of an emergency situation (EmS) (vector of control
actions U);

– Sj – the state of the system after an emergency Ei taking into account the
implementation of a set of activities Ap and/or AQ (possibly steady state);

– Sk – the state of the system after carrying out liquidation measures (steady-state);
– Sj i Sk can be considered as analogs of the corresponding target situations Gg.

Adaptation of the situational approach to studies of the resilience of energy and
socio-ecological systemswill allow the use of approaches, methods, and tools (including
cognitive modeling) that were previously developed for research in ES.
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5 Cognitive Modeling Is One of the Tools for Studying
the Sustainability of Energy and Socioecological Systems

Cognitive modeling - building cognitive models in the form of directed graphs, in which
the vertices correspond to factors (concepts). The arcs of the digraph denote connections
between factors, in the simplest case with a “+” or “–” sign, depending on the nature
of the cause-and-effect relationship. A graphical representation of a cognitive model is
called a cognitive map.

The term “CognitiveMap” (CM)was proposed by E. Tolman. in his work “Cognitive
maps in rats and in humans” when studying the behavior of rats in an impromptu maze
[11]. The researcher believed that rats, to navigate the maze and memorize the places
they have already visited, build a so-called “map” in their heads. R. Axelrod suggested
using cognitive models in relation to the analysis and decision-making in poorly defined
situations [12].

One of the first cognitive maps connecting energy, environmental and social factors
is the now-classic Roberts-Axelrod cognitive map (Fig. 3) [12,13].

Fig. 3. Roberts-Axelrod cognitive map.

It was proposed by Roberts as a signed digraph and was later cited in Axelrod’s book
as a cognitive map; therefore, in several sources, it is cited as Axelrod’s cognitive map.

In the study of ES, it is proposed to use cognitive modeling for situational analysis
of the ES problem and modeling of ES threats, which are understood as unfavorable
events for the energy sector. To develop a cognitive map, you can use the methodology
for constructing a CM proposed in [14].

CM construction technique.

1. Identification of the main factors - concepts influencing the development of the fuel
and energy complex or the energy system of the country or its region.



Integration of Research on Resilience of Energy and Socio-Ecological Systems 113

2. Establishing causal relationships between factors, placing the weights of these rela-
tionships, and building a cognitive model of the fuel and energy complex or energy
system (country or region). In the simplest case, the weights can be “+1” or “–1”.

3. Identification of strategic threats - factors that negatively affect the development of
the fuel and energy complex/energy system or the development of an emergency
situation in the fuel and energy complex/energy system.

4. Identification of factors - preventive, operational, and liquidation measures affecting
the scenarios for the development of the fuel and energy complex/energy system,
directly for each threat.

5. Changing the weights (or signs) of cause-and-effect relationships, depending on the
influence of threats and measures on the factors of development of the fuel and
energy complex/energy system.

In Fig. 4 shows a previously developed cognitive map in the notation of the cognitive
modeling tool CogMap [15], which in studies of resilience illustrates the relationship of
ecological factors (cold snap), energy factors affecting the resilience of energy systems
(an increase in energy consumption and the occurrence of their deficit) and factors
(activities), reducing the likelihood of a critical situation (increasing the production of
heat and electricity).

Fig. 4. Cognitive map linking ecological and energy factors

6 Quality of Life as a Factor in the Integration of Studies
on the Resilience of Energy and Ecological Systems

The world scientific community understands the quality of life as a set of objective and
subjective parameters that characterize the maximum number of aspects of a person’s
life, his position in society, and his satisfaction. The integral indicator of the quality of
life summarizes the indicators of health, social well-being, subjective social well-being,
and well-being [16].

The quality of life is differentiated from the widely used concept of “standard of
living”, which means exclusively the material component. J. Forrester suggested that
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the level and quality of life are inversely related to one another: the higher the standard
of living associated with the growth rate of industrial production, the faster mineral
resources are depleted, the faster the natural environment is polluted, the higher the
population density is, worse health of people, more stressful situations, that is, the quality
of life worsens.

The quality of life is determined not only by financial well-being, but also takes into
account the state of security, health, a person’s position in society and, most importantly,
his own assessment of all these factors (Fig. 5).

Fig. 5. Components of quality of life as defined by WHO (World Health Organization).

To determine the integral indicator of the quality of life, it is also proposed to use
cognitive modeling. Earlier, the team of authors built a cognitive map of the integral
assessment of the quality of life, based on the SF-36 methodology used by sociologists,
which includes the external factor “Provision with energy resources”; to determine it, a
questionnaire was formed for a social survey of the population (Fig. 6) [17, 18].

6.1 Resilience Criteria

For energy systems, such criteria can be indicators of energy supply of the required
quality and in the required volume (i.e. quantitative criteria - indicators of energy
security).

For ecological systems: MPC values (maximum permissible concentrations) can
act as quantitative resilience criteria. Qualitative criteria can be, for example, total and
specific (per person and GDP) CO2 emissions; the trend of greenhouse gas emissions;
energy production and consumption efficiency; the share of renewable energy sources
(RES) and nuclear power plants, etc. For social systems, resilience criteria can be the
main indicators of the quality of life: the state of the environment, health, social relations,
self-realization (work, education), safety, emotional and financial well-being; provision
of energy resources.

When forming sustainability criteria for socio-ecological and socio-economic
systems, it is advisable to take into account also the ESG parameters [8].

E-factors include: an assessment of the company’s environmental policy; the impact
of the company’s activities on the atmosphere; impact on the aquatic environment; impact
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Fig. 6. Cognitive map of quality of life indicators according to the SF-36 methodology (all con-
nections are positive “+”).Comments to Fig. 6: PF - physical functioning; RP (Role-Physical
Functioning) - role-based functioning due to the physical condition; BP (Bodily pain) - pain inten-
sity; GH - general health; VT - vital activity; SF - social functioning; RE (Role-Emotional) -
role functioning due to the emotional state; MH - mental health; PHC (Physical health) - general
component of physical health; MHC (Mental health) - general component of mental health; QoL
(QualityofLife) - an integral indicator of the quality of life; PER - Provision with energy resources.

on the soil; waste disposal; the use by the company in its management of indicators to
assess the impact of the company’s activities on the environment; the company has a
plan to reduce the negative impact on the environment; the presence of “green projects”
in the loan portfolio (rating of banks’ activity).

S-factors include: an assessment of the company’s corporate social responsibility
policy; remuneration of employees; social security and professional development of
employees; staff turnover; labor protection and industrial safety; work with clients;
availability of a plan to improve socially significant indicators.

G-factors include: assessment of business reputation, development strategy, effi-
ciency of the Board of Directors, activities of executive bodies, availability of a riskman-
agement system, the degree of transparency (transparency) of information, protection of
the rights of owners [19].

For us, in terms of the considered formulation of the problem, E-factors and S-
factors, which are mainly qualitative, are important. Obviously, a new toolkit is needed
to describe the qualitative criteria, for which semantic modeling tools (cognitive, event
and probabilistic) can also be used [20].
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6.2 Instrumental Tools

Earlier, in the team represented by the authors, a knowledge management technology
was developed [21] to support decision-making in the study of energy security problems
(Fig. 7). It integrates ontological and cognitive modeling tools, as well as expert system
technologies.

Fig. 7. Knowledge management technology

Within the framework of this technology, cognitive maps are converted into a set
of production rules (rules of the “If-then” type) using the conversion module. Based
on these rules, the shell of the expert system makes a logical conclusion about the
mutual influence of the factors of the transformed cognitive map. The decision-maker
can base on these results, draw a conclusion about the stability of the system under study.
Moreover, if he considers the results to be unsatisfactory, he can make changes to the
original cognitive map. Table 1 shows the stages of technology.

Table 1. Contents of the stages of knowledge management technology.

Stage No. Stage content Instrumentation
(performers)

Stage result

1 Domain analysis and
knowledge extraction

Expert, researcher
(cognitive engineer)

Basic concepts of the
domain and the relationship
between them

2 Building ontologies OntoMap,
CMapTools, Protégé

Knowledge presented as an
ontology

3 Building cognitive maps
(CM) based on
ontologies

CogMap Knowledge represented as a
CM

(continued)
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Table 1. (continued)

Stage No. Stage content Instrumentation
(performers)

Stage result

4 Constructing an
incidence matrix for a
CM

CM conversion agent Knowledge presented as an
incidence matrix for CM

5 Converting CM into
production rules of an
expert system

CM conversion agent Knowledge represented as
production rules

6 CM analysis (logical
inference in expert
system)

Expert system Delivery of results
(interpretation of knowledge
in the form of CM)

7 Analysis of output
results

Expert Solution recommendation or
knowledge refinement (go to
stages 2, 3)

7 Conclusion

The article presents the formulation of the task of integrating studies of the resilience
of energy, socio-ecological and socio-economic systems using the quality of life as
an integration factor. The basic concepts are defined, the adaptation of the concept
of situational management to these studies is illustrated. Examples of the application
of cognitive modeling, criteria for the quality of life, and the relationship of energy,
environmental and social factors are shown, thepossibilities of adaptation andapplication
of previously developed tools for resilience research are considered.
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Abstract. The paper presents the concept of configuration an automated infor-
mation system, which is part of a complex of onboard equipment built on the basis
of a distributed information-computer network. The presented system is intended
for intelligent support of the crew in the event of emergency situations and allows
in real time to fend off failures that arise during the execution of the task by
the method of dynamic reconfiguration of the onboard equipment complex. At
the same time, both problems arising in the operation of radio-electronic equip-
ment (failures of critical components of the complex) and problems arising in
the computer on-board network (failure of elements of application software) are
considered as a failure. The application of the proposed concept in practice makes
it possible to increase the reliability and fault tolerance indicators of the on-board
information-computer network of the aircraft as a whole.

Keywords: Integrated modular electronics · Dynamic reconfiguration · Optical
on-board network · Avionics · Distributed computing systems

1 Introduction
Modern avionics systems, built on the basis of the onboard distributed information-
computer network (ODICN), implemented according to the principles of the second
generation distributed modular electronics (DME) concept, are currently the subject of
a large number of studies. The demand for such equipment (OBE) is due not only to
the possibility of installation on various types of objects of application (air, land and
marine equipment), but also to their ability to provide an increased level of reliability
in the future while reducing costs for development, production and maintenance. Vari-
ous manufacturers of OBE DME, offering their products on the market, have different
approaches to the implementation of the main provisions of the design of integrated
complexes [1–5].

The most famous representatives of the integrated systems launched into mass pro-
duction areOBE forAirbusA380 andLockheed/BoeingF-22Raptor [6–8]. The complex
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processes information from aircraft sensors (radar, pressure sensors, etc.), controls elec-
tronic countermeasures systems, communication and navigation equipment, as well as
identification equipment. The key feature of this complex is to provide fault tolerance
and recoverability by means of reconfiguration, which is achieved by reassigning and/or
reprogramming modular resources. Restoration of full functionality or functionality of
only the selected flight mode depends on the number of remaining modules that support
reconfiguration. In this case, reconfiguration is divided into two types:

• secondary reconfiguration (minor reconfiguration) – carried out when one or more
modules are lost as a result of failures;

• primary reconfiguration (major reconfiguration) – carried out in case of failure of the
whole crate (for example, as a result of mechanical damage in combat).

One of the currently existing approaches to organizing problem-oriented reconfig-
urable multiprocessor computing systems is to represent the stream problem in the form
of a set of input data vectors, which are processed according to a fixed algorithm. In this
case, the solution to the problem is the transformation of a tuple of input data vectors
into a tuple of output data vectors [9]. It is proposed to increase the efficiency of the
problem being solved by organizing so-called “structural-procedural” calculations, in
which the original information graph is divided into several independent subgraphs, each
of which is implemented on separate computing cells that form a “multiconline”. The
structural nature of the computations is to implement the structure of each subgraph on a
multipipeline, and the procedurality is to organize a certain sequence of displaying these
subgraphs in a multipipeline. Reconfiguration in this case is carried out by switching
the cells of the multicoreline when changing the problem being solved at the hardware
level using FPGA arrays that simultaneously perform the functions of calculators. That
is, the system in this case is a combination of computing units using various types of
commutation (orthogonal and hierarchical).

Another approach to reconfiguring multiprocessor systems (MS) at the hardware
level is proposed in the paper [10]. It consists in selecting from the set of processors
of the system a certain subset of calculators, which will carry out partial execution of
the functions of the failed element. The algorithm for distributing tasks in the event
of a failure provides for the use of such system parameters as the connectivity of the
components (topologies “ring”, “daisy chain”, “each with each”, etc.), the number of
failed and operational processors, as well as additional time spent to solve the problem
of the failed element by one of the “reserve” ones.

There is another approach to the principles of reconfiguration, developed in papers.
It is based on identifying three types of degradation in US systems (containing both
specialized S-modules and universal U-modules): functional, structural, and structural-
functional. Functional degradation occurs when a function fails without increasing the
number of faulty modules. Structural degradation provides for the preservation of all
functions in the event of module failures. Structural and functional degradation occurs
when one or more modules fail with a corresponding decrease in the number of func-
tions performed. Depending on the types of degradation, the so-called “strategies” of
functional restructuring of the system are proposed. These strategies involve taking into
account the following parameters:
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• the set of states of the system requiring restructuring;
• a lot of working and failed modules;
• many functions related to healthy and failed modules;
• the possibility of excluding functions from the system or changing the algorithms of
their work towards simplification in the event of a failure.

In this case, all possible combinations of reducing the number of functions performed
and simplifying the algorithms for their implementation are considered, as well as pos-
sible distributions of these combinations by modules. The formation of the set of the
sought options follows in the formal formulation of the following problem: to find a set
of options for the distribution of functions that provide the minimum values of the error
in their implementation for any state of the system, subject to restrictions on the time of
their execution.

We especially note the works [11, 12] devoted to the dynamic reconfiguration of
the OBE of an aircraft (AC). These works consider the process of reconfiguring the
switching environment based on the agent-based approach. So, if a failure is detected,
the agents determine the type of failure and use the corresponding previously prepared
(before the system starts operation) scheme for reconfiguring the communication envi-
ronment, reconfiguring the communication equipment. The scheme for reconfiguring
the communication medium is prepared in advance, in the same way as the scheme for
reconfiguring the computational nodes (CN) is prepared.

In this case, several options for the implementation of such actions are possible:

• reconfiguration of all switches is carried out by one agent (this option can be used if
the agent somehow has access to all communication equipment that requires recon-
figuration); the reconfigurator agent is assigned, is selected in advance, at the stage
of creating the reconfiguration scheme, for example, it may be an agent with the
maximum value of the agent’s unique identifier;

• the reconfiguration of switches is carried out by a limited set of agents, each of which
has direct access to the reconfigurable equipment (this option can be used if agents
are not able to transfer configuration data through other communication equipment);

• switch reconfiguration is also carried out by a certain set of agents, while the number
of agents involved in the process tends to the number of reconfigurable switches (this
option can be used both with random access of agents to reconfigurable equipment,
and with limited access).

Thus, one of the most promising methods of increasing the reliability of the
designed OBE with the DME is the joint solution of the problems of optimal use
of the resources of computing modules, the distribution of functional tasks and con-
figuration management of the complex in the event of failures or changes in the
tasks being solved. To create effective methods and algorithms for the design of OBE
with DME, it is necessary to develop a special mathematical model of the complex,
which will combine all its structural components and allow obtaining, analyzing and
evaluating various architectural and structural options for constructing the complex.
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2 The Concept of an Automated Dynamic Reconfiguration System

Based on the specifics of the OBE organization based on the DME, in order to solve
the problem of dynamic reconfiguration in order to increase the reliability and fault
tolerance of the OBE, as well as to implement the ability to fend off failures of on-
board electronic equipment (avionics) directly during the flight, we will formulate the
following requirements for ODICN equipment and software:

• there must be a subset of computational tasks A from the set of all possible ones for a
given ODICN B (i.e. A ⊆ B), the implementation of which is supported in more than
one computer in the network;

• at each moment of time, each task of the subset A is implemented (launched) only in
one of the computers supporting it, in the rest it is in the hot standby (i.e., the support
of the hot standby in the ODICN computers is necessary);

• ODICN equipment should support the ability to automatically diagnose and moni-
tor the health of all communication channels (both transmitting and receiving), as
well as resources, nodes and interfaces that ensure the successful implementation of
computational tasks of the set B;

• all ODICN computers must have support for the implementation of a specialized
supervisor task that continuously collects up-to-date information on the state of the
avionics of the entire ODICN, and is also capable of initiating the process of dynamic
reconfiguration;

• the supervisor of each computer must be able to exchange with other network super-
visors through any information channel of this computer, and also, there must be a
possibility of switching between these channels;

• it is necessary to have a system of uniform network time available for all OBE
computers.

Also, you can formulate requirements that are not necessary, but significantly
simplify the work of the supervisor in terms of analysis and decision-making:

• the computing resource of each ODICN computer must be sufficient for the simul-
taneous implementation of all tasks supported by it (including tasks from the hot
standby);

• ODICN software (expert system of each supervisor) should be able to quickly search
for a suitable configuration in the event of an emergency situation (it is possible to use
hardware support in the form of a neurocontroller or other solutions that speed up the
search in the knowledge base containing failure precedents and ways to solve them).

Obviously, the implementation of the process of dynamic reconfiguration of the
ODICN should be ensured by adding specialized functional tasks (FO) to the OBE and
software and hardware for the administration andmonitoring of avionics. Let’s formulate
a list of such tools and tasks:

Knowledge base “Precedents” (KB). It contains a set of independent configurations
of the ODICN, each of which is a description of the distribution of the FO and avionics
systems among the OBE computers, as well as a set of parameters and characteristics,
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both included in this avionics configuration, and the configuration itself as a whole. The
KB is formed on the basis of the experience of qualified professional pilots and, in fact, is
a database of precedents containing information on possible emergency situations (fail-
ures) and methods and solutions due to the dynamic reconfiguration of the ODICN with
full or partial restoration of the OBE operability, leading to the successful completion
of the flight.

Supervisor. It is a specialized FO implemented by each ODICN computer. ODICN
supervisors organize a closed network and allow continuous analysis of the OBE oper-
ability, record the occurrence of an emergency situation and initiate the process of
dynamic reconfiguration. The network of supervisors can be either decentralized – super-
visors are independent, or centralized – at a time, only one supervisor of the network is
the master, the rest are slaves. If the lead supervisor refuses, his role is assigned to one
of the slave supervisors.

Expert system (ES). Is a part of every supervisor. Depending on the current contin-
gency situation, it selects suitable configurations from the knowledge base and selects
one of the most suitable ones. In the absence of suitable configurations in the knowledge
base, the ES synthesizes a new configuration that allows to fully or partially restore the
operation of the ODICN.

Function of universal time (UT). Specialized FO, implemented in each OBE com-
puter, which synchronizes them in time. The UT functions organize a centralized net-
work. One of these functions is assigned as the master, the others as slaves. The leading
function is the source of UT, the slave functions receive and apply the obtained value of
UT to the clock (timers) of the OBE calculators. In case of failure of the slave function
UT, its role is assigned to one of the slaves.

Switching functions of the memory area (SMA). A specialized FO that allows
the supervisor on each specific computer to be independent of possible failures of the
communication channels of this computer, flexibly switching between the available
working channels.

System. A set of interconnected FOs designed to implement a specific aviation
functionality.

Retranslator function. An optional auxiliary FO, which retransmits the data stream
between the specified two optical channels inside the selected OBE calculator. This
function allows you to restore the connection lost as a result of failure between two
functions located in different computers through its mediation.

Given the complexity of organizing data exchange between computers in a decen-
tralized network, as well as the increased likelihood of various collisions, it is advisable
to opt for the centralized structure of the supervisor network, as the simplest and most
reliable. It should also be noted that a centralized network of supervisors can be com-
bined with a network of UT functions (the lead supervisor is, among other things, the
source of UT). This makes it possible to simplify the structure of the organization of the
OBE administration and monitoring software.

Let us consider inmoredetail the composition and algorithmic support of the dynamic
reconfiguration automated system being developed within the framework of this work,
as well as the mathematical model underlying it.
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As described earlier, the system being developed is based on the knowledge base
of precedents formed by professional pilots on the basis of their experience in parrying
avionics failures that occurred during the flight. At the same time, when filling out the
knowledge base, the pilots are invited to solve hypothetical emergency situations by
turning off some of the secondary systems or redistributing the computing resource
of the ODICN, that is, by the method of dynamic reconfiguration. Thus, each such
hypothetical contingency (precedent) generates a new ODICN configuration with its
own set of parameters.

The developed model assumes the following classification of KB configurations:
Basic configuration (BC). Independent configurationofODICN, providing fullOBE

functionality with proper operation of all its systems.
Decomposition of the basic configuration (DBC). Subsidiary configuration, which

is a variant of a certain BC, which differs from it by a different distribution of functional
tasks among computers;

Emergency configuration (EC). A subsidiary configuration, which is a variant of
the BC with a certain list of disabled secondary functional tasks (or systems) that do not
affect the successful completion of the flight, but the disconnection of which entails a
deterioration in some parameters compared to the BC.

Thus, the KB has the following composition and structure shown in Fig. 1.

Fig. 1. Structure of KB of precedents.

In addition to the configuration, as a description of the distribution of computational
tasks among the ODICN computers, each entry in the knowledge base has the following
parameters, in aggregate, characterizing the reliability of this configuration:

Accuracy. Configuration estimate (from 1 to 10), which characterizes the order of
accuracy of all systems included in a given configuration.
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Ergonomics. Configuration assessment (from 1 to 10), summarized, characterizing
the convenience of using various OBE interfaces from the composition of this configu-
ration, actively interacting with the pilot, and, as a consequence, affecting the speed of
decision-making response in the event of an emergency situation.

Reliability. Assessment of the configuration (from 1 to 10), which generally
characterizes the fault tolerance and reliability of the avionics of the given configuration.

Also, additional parameters of KB configurations are resource characteristics of
functional tasks and ODICN computers involved in this configuration. These parameters
will be used in the automated dynamic reconfiguration system to assess the uniformity
of the distribution of computing resources (load) across the ODICN computers.

The developedmodel, at the current level of abstraction, assumes the following types
of avionics failures:

• failure of the communication channel (transmitting or receiving);
• failure of a software application (i.e. FO);
• failure of equipment (sensors, interfaces, etc.) associated with a certain computational
task and, as a consequence, the inability to implement this computational task in a
particular computer (in other words, it is a failure of a certain binding between the
computer and the task).

In the future, complicating and detailing the model, it is possible to expand the list
of failures by adding faults at different levels of the ODICN organization.

Another important functional block of the model is the supervisor. As mentioned
earlier, it also integrates the expert system and the function of the organization of the
UT (Fig. 2).

Fig. 2. Supervisor structure.
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The supervisor continuously monitors the state of the ODICN, which consists in
transmitting information about the state of his computer to other network supervisors,
receiving similar information from other supervisors and aggregating this data in RAM
for its further analysis. The analysis of monitoring information carried out in the super-
visor’s ES consists in assessing the operability of the avionics and, in the event of an
abnormal situation, in finding a suitable configuration from the knowledge base, redis-
tributing the computing resource and the list of active communication channels in such
a way that the failed ODICN elements are in the area of idle (reserve). In the absence of
suitable configurations, the ES proceeds to the synthesis of a new configuration, relying
on the generalization of all the information available in the knowledge base and, using
iterative search algorithms, tries to find ways to restore the lost connections between
the functional tasks of the ODICN, taking into account their possible redistribution and,
if necessary, introducing them into network auxiliary functions-repeaters. At the same
time, from the wide range of such iterative algorithms for finding a solution, we will
single out the ant colony optimization algorithm as the most appropriate in the context
of the presented model. An alternative to the ant algorithm can be an approach using
a recurrent neural network (similar to the solution of the classical traveling salesman
problem).

3 Algorithmic Support

Let’s formalize the ODICN model using a specialized functional graph (SFG). SFG
ODICN is multilayer, weighted and oriented. For clarity, let us consider a simplified
example of ODICN, implemented on the basis of an all-optical on-board environment
(AOBE) [13–15], consisting of 3 computers (CPU1, CPU2, CPU3), i.e. N = 3, each of
which has 2 transmission channels, i.e.M = 2. Then, based on the logic of constructing
an OBE, each calculator will haveM ×N optical channels, of whichM are transmitting
and M × (N − 1) receiving (Fig. 3).

Fig. 3. An example of an AOBE structure.
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We will consider a ODICN configuration consisting of 2 independent systems, each
ofwhich contains 2 computational problems. In addition to themain computational tasks,
the developed model assumes the presence of a centralized network of supervisors. The
SFG describing one of the possible configurations of such an ODICN is shown in Fig. 4.

Fig. 4. Specialized functional graph.

SFG consists of 3 interconnected subgraphs – theAOBE subgraph (blue vertices), the
ODICN subgraph (green and orange vertices) and the supervisor network subgraph (red
vertices). The gray arrows outside the calculators show working, but inactive channels
(redundancy), and inside the calculators – secondary exchange paths for supervisors
through theSMAfunction and themechanism for temporal divisionof the optical channel
resource. The dashed blocks show the hot spare tasks that are in a particular calculator.

Within the framework of graph theory, SFG can be described using adjacency matri-
ces and incidence modified for the specificity of ODICN on the basis of AOBE. Also,
to describe the list of functional tasks supported by a certain calculator, both activated
and in hot standby, an implementation table is needed.

The above description of the model makes it possible to identify and modify data
routing in ODICN, as well as, in the event of emergency situations, to find a set of
knowledge base architectures that allow to fend off avionics failures with varying effi-
ciency. Also, according to the integrity of the SFG, after the completion of the process
of dynamic reconfiguration, it is possible to assess the correctness of the operation of
the entire reconfiguration model as a whole, which can serve as a tool for self-control
of the ODICN.
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Adjacency matrices, incidence matrices, and a table of realizations are necessary,
but not sufficient, elements of the description of the ODICN based on the AOBE. For
the correct choice of configurations from the list that are suitable for implementation
in the current emergency situation, we also introduce resource parameters that allow
us to evaluate the uniformity of the distribution of the computing resource over the
ODICN computers (load), as well as the load on the optical channels of the AOBE. For
this purpose, we introduce resource parameters for functional tasks: storage capacity of
RAMf , storage capacity of ROMf , the number of NT system cycles, call period T, the
number of free transmitting channels (without failure)Nf tch, the number of free receiving
channels (without failure) Nf rch; as well as resource parameters for calculators: storage
capacity of RAMCPU , storage capacity of ROMCPU , clock frequency of FCPU , number
of transmitting channels Nctch, the number of receiving channels Ncrch.

For each calculator, the following rule must be fulfilled:
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

sRAM =
L∑

i=1

(
RAMf

)

i ≤ RAMCPU ,

sROM =
L∑

i=1

(
ROMf

)

i ≤ ROMCPU ,

sV =
L∑

i=1

(NT )i
(T )i

≤ FCPU ,

sNftch =
L∑

i=1
(Nftch)i ≤ Nctch,

sNfrch =
L∑

i=1
(Nfrch)i ≤ Ncrch,

(1)

L is the number of tasks in this computer.
Let us introduce a special vector of parameters characterizing each configuration of

the knowledge base:

Table 1. Vector of configuration parameters

Ka Ke Kp Flt σRAM σROM σV σNftch σNfrch

Ka – calculation accuracy (1–10), Ke – ergonomics (1–10), Kp – priority of use
(1–10), Flt – status (0 - BC/DBC, 1 - EC),

RAM = 1
N

N∑

i=1
(sRAM )i,

σRAM =
√

1
N

N∑

i=1

[
(sRAM )i − RAM

]2
,

(2)
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ROM = 1
N

N∑

i=1
(sROM )i,

σROM =
√

1
N

N∑

i=1

[
(sROM )i − ROM

]2
,

(3)

V = 1
N

N∑

i=1
(sV )i,

σV =
√

1
N

N∑

i=1

[
(sV )i − V

]2
,

(4)

Nftch = 1
N

N∑

i=1
(sNftch)i,

σNftch =
√

1
N

N∑

i=1

[
(sNftch)i − Nftch

]2
,

(5)

Nfrch = 1
N

N∑

i=1
(sNfrch)i,

σNfrch =
√

1
N

N∑

i=1

[
(sNfrch)i − Nfrch

]2
,

(6)

where N is the number of calculators.
Thus, the KB organization and the structure of descriptions of each configuration

(use case) have the form shown in Fig. 5.

Fig. 5. Structure and composition of knowledge base.
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We use the above description of the ODICN model based on AOBE to develop an
algorithm for dynamic reconfiguration in the event of an emergency situation (failure of
avionics elements). For the algorithm to work, it is necessary to form a KB of precedents
with a set of descriptions (Fig. 5). The generated knowledge base must be stored in the
ROM of each OBE calculator. Also, in ODICN, a centralized network of supervisors
with a unique priority should be implemented, while the serviceable supervisor with the
highest priority is always the leading one. The work of the ODICN elements responsible
for monitoring and administration for the purpose of dynamic reconfiguration, as a
reaction to an emerging emergency situation, can be divided into the following stages:

• Both during the initialization (start) of ODICN, and in the process of its operation,
the supervisor on each computer monitors the operation of its avionics and transfers
information about its state to the network, as well as receives similar information from
other supervisors of the OCN and aggregates complete information about the ODICN;

• During initialization or upon the event of an emergency situation, the leading super-
visor transmits monitoring information to the ES, which, based on the analysis of the
situation, selects the most suitable configuration from the knowledge base or, in the
absence of a current one, synthesizes a new one. As a result, the ES sends to the leading
supervisor a description of the configuration designed to counter the avionics failures
that have arisen, the supervisor initiates the reconfiguration process and transmits to
all slave supervisors a description of the resulting architecture (each slave supervisors
apply a new configuration on their own computer);

• In the event of such a failure of the avionics, which no longer allows the leading
supervisor to transmit data to the network, his role begins to be performed by the next
serviceable supervisor in priority (the process of transfer of authority is initiated after
a certain timeout of the leader’s failure to communicate, indicating his refusal). At
the same time, during the timeout, on a computer with a failed avionics, the supervi-
sor tries, using the SMA function, to transfer data to the network through secondary
channels (channels that he shares with other ODICN tasks through the feature switch-
ing mechanism or time division multiplexing). If attempts to use secondary channels
during the timeout period do not lead to success, the next good supervisor in priority
becomes the lead supervisor;

• The ES searches in the knowledge base according to the following principle: the new
configuration must have such an architecture that the failed network elements are in
the area of the unused resource of the ODICN. From the set of suitable configurations
found, the ES chooses the most suitable one according to the following principle:
the most accurate one in terms of the parameter Ka is selected, if architectures with
the same accuracy parameter are found, the ES selects from them the configuration
with the best ergonomics in terms of the parameter Ke, then a similar choice is made
according to the resource parameters and if, as a result, again there are several suitable
configurations, the ES chooses from them the one that has the highest priority Kp (the
priority is unique in this case, the existence of configurations with the same priority
in the knowledge base is not allowed).
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4 Conclusion

In this article, requirements were formed for the hardware and software implementation
of the OBE system of the reconfigurable ODICN, as well as the software for adminis-
tration and monitoring, a mathematical model and algorithmic support for the ODICN
were developed, methods for constructing an automated dynamic reconfiguration system
based on the principles of the precedent approach were proposed.

The results obtained are applicable in the modeling, testing and study of the proper-
ties of high-performance OBE structures and general aircraft systems based on the DME
using promising information interfaces and can be used in the design of the OBE archi-
tecture of civil aviation aircraft, as well as in the development of specialized software.
Potential consumers of the results obtained are aircraft design bureaus that develop civil
aviation aircraft, aircraft construction teams when creating promising aircraft, as well
as companies seeking to modernize aircraft avionics in order to improve its compliance
with promising international requirements for reliability, efficiency and flight safety.
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Abstract. The high rate of digitalization into all spheres of human life including
the energy sector, on the one hand, increases the efficiency of the physical infras-
tructure management at facilities and simplifies the interaction between system
users, and on the one hand, it incites risks associated with interaction in the cyber
environment. Both aspects referred to the relevance of this research. In this regard,
it’s imperative to utilize artificial intelligence methods and technologies to assess
cyber threat risk in the energy sector. It’s connected with the tendency of systems
to increase the sophistication and the increase of the amount of information that
is important in assessing risks in the cyber environment. The article proposes a
method and model for assessing the risks of the cyber threat in the energy sec-
tor, developed by the authors. The proposed method differs by the integration of
semantic modeling methods, expert systems technology, and cognitive graphics.
Semanticmethods serve for analyzing the cyber threats’ impact on energy facilities
account for energy security for current research. Such methods offer efficiencies
in the absence or incompleteness of data in modeling the behavior of systems that
defies formal description or sufficiently accurate prediction. The kind of semantic
modeling type as Bayesian Belief Network serves to probabilistic risk assessment
at an energy facility. The graph’s nodes are interrelated events corresponding to
the vulnerabilities of the assets of the local area network, cyber threats, techno-
genic threats to energy security, and the consequences of their implementation.
The probabilistic component of risk is understood as the possibility of a mean-
ingful effect (intentional or accidental) on the physical infrastructure of a digital
energy facility from cyberspace in this context. That sort of effect is considered
an extreme situation, including critical and emergency situations. The risk assess-
ment is based on the posterior probabilities of the nodes corresponding to the
consequences are used, as well as components of damages, taking into account
the possibility of an extreme situation. The feasibility of methods and models is
illustrated with an example at the end of the article.

Keywords: Cyber threats · Cyber risk · Extreme situations · Semantic modeling
methods

1 Introduction

Cybersecurity and cyber situational awareness in energy research generally are related
to critical infrastructures. Disruption of the functioning or destruction of energy facil-
ities leads to extreme situations namely disastrous consequences, and energy security
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violations. Meanwhile, cyber threats are identified as a group of strategic threats in the
energy sector [1]. Ensuring cybersecurity in the energy sector is a considerable andmulti-
faceted problem, complicated by different levels of the hierarchy in energymanagement.
That way the problems are separated by different management levels from cybersecu-
rity issues of particular facilities (for example, digital substations) to automated control
systems for energy enterprises and also the industry generally.

It is seen from studies of attacks on the fuel and energy complex of Russia [2] for
2018–2019 that the main targets of cybercriminals are a destructive effect on infrastruc-
ture, as well as industrial espionage. That effect in energy security studies is considered
an extreme situation.

Documents of federal significance reflect the results of these studies at the strategic
management level. Specifically, in Russia, in the Energy Security Doctrine [3] computer
attacks and the unlawful use of information and telecommunication technologies that can
disrupt energy facilities’ functioning among the threats to energy security are highlighted.
At the tactical level of management, one of the traditional study methods is scenario
analysis, which deals with predicting the operation of facilities, investigating accidents
that have occurred, and so on. A large number of events are difficult to characterize by
one scenario reflecting a large-scale accident, especially a cascade one. The scenario is
divided into several stages of the development of an accident for this reason. The stages
are considered sequentially and thus reproduce the entire accident [4].

The paper considers the stage of an extreme situation covering events in the facility’s
cyber environment including guest, corporate and technological domains of local area
network (LAN), and also the possible consequences associatedwith technological threats
to energy security.

2 Cyber Situational Awareness of Digital Energy Facilities

Although the term “Situational Awareness” appeared in the 80s of the last century,
research related to it remains relevant today. The traditional definition of situational
awareness proposed by Mica Endsley [5] is gaining momentum in the field of cyber-
security. According to M. Endsley [6], the growing interest in situational awareness is
associated mainly with the problems of a new class of technologies. One of these prob-
lems is associated with the processing of large amounts of data generated by modern
systems. “The problem with today’s systems is not a lack of information, but finding
what is needed when it is needed.” [6].

2.1 Cyber Situational Awareness Basics

Cyber situational awareness is interpreted as part of situational awareness, limited by the
cyber environment [7]. Systems and networks operating in cyberspace include vulnera-
bilities that drive significant risks to both particular organizations and national security
[8]. Accordingly, cyber situational awareness models are considered at the national and
facility levels. The paper deals with the facility level. The main activities related to the
level of a facility are highlighted in the [9]. There are vulnerability management, patch
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management, event management, incident management, malware detection, asset man-
agement, configuration management, network management, license management, and
information management.

There are two components of cyber situational awareness: i) technical one and ii) cog-
nitive one. In the first case, cyber situational awareness is provided by the improvement of
intelligent protection technologies and systems, for example, anomaly detection systems,
intrusions, user activity monitoring, etc. One such technology is security monitoring.
Security monitoring covers both levels of network security monitoring and endpoint
security monitoring. Different flows of information about the states of local computing
networks and assets are allocated for this purpose. This component also includes the
exchange of information between various stakeholder groups in order to prepare for and
manage possible incidents [10]. Data exchange formats under develop and distribute
like the Incident Object Description Exchange Format (IODEF) [11], Common Event
Expression (CEE) [12], Malware Metadata Exchange Format (MMDEF) [13], Intrusion
Detection Message Exchange Format [14] for instance and another ones besides that. In
the second case, one implies the ability of the analyst to understand information to make
informed decisions. Visualization and visual analytics are proposed for a better human
understanding of security aspects as follows in [15].

The article discusses methods of semantic modeling appearing, on the one hand,
tools for the expert’s work and visualizing their knowledge about the subject area, and,
on the other hand, tool for working in conditions of uncertainty and incompleteness of
data.

2.2 Proposal Method and Models

The work presents cyber situational awareness of energy facilities which is understood
as an awareness of the state of the cyber environment of energy facilities, including
information about i) critical vulnerabilities of energy facilities from the point of view of
cybersecurity; ii) cyber threats that initiate these critical vulnerabilities, as well as iii)
technogenic threats to energy security caused by cyber threats. From this perspective
threats to energy security constitute a deficit of resource requirements with acceptable
quality under normal conditions and extreme situations, the violation of stability and
uninterrupted energy supply [16].

The scenario model for energy emergencies caused by cyber threats is proposed in
[17]. The model includes both four types of concepts and types of relations between
them. The main types of concepts are i) vulnerabilities (V ) of assets of the facility’s
cyber environment; ii) cyber threats (T ); iii) technogenic threats (W ) to energy security;
iv) consequences (C) from the implementation of cyber and technogenic threats. The
relations between the concepts reflect the cause-and-effect relationships between them
and demonstrate the vectors of cyber threats that can potentially be considered as causes
of extreme situations. Arcs represent the relations.

Bayesian Belief Network (BBN) is used to model cyber threat vectors, in partic-
ular, attack vectors, within the cyber environment of an organization in the presented
work. Bayesian Belief Network allows one to interpret and combine information frag-
ments about cyber threats into plausible knowledge for predicting the risks of cyber
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threats at enterprises [18], including energy facilities. It is proposed to combine infor-
mation fragments using an expert system and display the risk assessment using cognitive
graphics.

Modeling probabilistic scenarios of extreme situations caused by cyber threats using
the Bayesian Belief Network demands preliminary preparation and includes several
stages combined into the technology of cyber threats analysis in the energy sector
proposed in [19].

3 Cyber Threat Risk Assessment

The development and implementation of new technologies, business processes, and
models contribute to the existing trend of system complexity. To meet the needs of
analyzing and assessing risk new methods have been proposed instead of traditional
ones in this regard. Examples of relatively newly introduced methods are Bayesian
Belief Networks, Binary Digit Diagrams, multi-state reliability analysis, Petri Nets and
advanced Monte Carlo simulation tools [20]. Cybersecurity is closely related to risk
assessment and decision-making to protect the cyber environment from cyber threats.
Probabilistic models are built based on Bayesian Networks is often in such studies. For
instance, in [21] Zhang Q., Zhou C., and co-authors propose to carry out a dynamic
assessment of cybersecurity risks using a multi-layered Bayesian Network containing
models of attacks, functions and incidents. The studies [22, 23] of Dantu R. and Kolan
P. are founded on the idea that the sequence of an attacker’s actions in the network
depends on his social behavior. To build their model based on BBN they considered
several profiles of attackers respond to cost, computer and hacking skills, attitude, time,
tenacity, perseverance, and motives. Liu Y. and Man H. in [24] presented a method for
modeling potential attack paths on the present network using BBN. The authors refer to
three advantages of using BBN as follows i) providing cause-effect relations to display
the stages of the attack, i.e. the success of the next step depends on the success of the
previous one; ii) compact representation of attack paths in comparison with traditional
attack trees and, accordingly, better scalability; iii) formalism of reasoning in conditions
of uncertainty.

3.1 Cyber Threat Risk and Cyber Risks

Analyzing the definitions provided by the NIST Glossary [25] advances the understand-
ing that cyber risk covers both the risks of unauthorized access to assets of the cyber
environment, cyber attacks, cyber negligence, and issues of reliability of assets and sys-
tems. Hence, the work uses the concept of cyber threat risks, limiting research to threats
that can lead to extreme situations.

Carfora M. and Orlando A. in [26] observe cyber risks present some specific char-
acteristics including i) a fluid cyber risk landscape seeing the rapid development of
information systems and technologies; ii) the difficulty of assessing the frequency of
cyberattacks; iii) the difficulty of assessing the economic and financial impact of a cyber
attack (for the nature of information assets); iv) interdependence of assets (the security
level of one system may affect the security level of another).
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The attack and cyber threat vectors model is a probabilistic scenario of an extreme
situation represented by the graph model of the Bayesian Belief Network. Table 1 shows
the states of nodes corresponding to vulnerabilities, cyber threats, threats to energy
security (technogenic threats) and consequences.

Table 1. Vulnerabilities, cyber threats, technogenic threats, and consequences nodes.

Node type
Xi
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pa(Xi)
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z
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(
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z
))

The purpose of such modeling is to answer the question “How will the likelihood
of consequences change if one assumes that several vulnerabilities and/or threats have
been implemented?”. Usage of the Bayesian Belief Network allows one to determine
the probabilistic components of the risks of cyber threats, represented by the posterior
probability of the consequences of the scenario. The risk is considered as the product of
the probability of the consequence by damage. The structure of damages of an extreme
situation is formed to the consequences. The damage can be expressed initially in kind,
and then estimated in monetary terms.

3.2 Case Study

In the process of digital transformation of the energy sector, enterprises are divisible
into three groups: i) that have not yet reached the level of application of advanced
information technologies; ii) already started using digital technologies, but not aware of
their dangers; iii) applying digital technology and taking security measures by standards
and fundamental documents, as well as existing practices. The most vulnerable are
enterprises of the secondgroup. The following is a small example of an abstract combined
heat and power station and a risk assessment for it.
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Analysis of Vulnerabilities and Cyber Threats. For each asset in the cyber environ-
ment of the facility in question, a list of vulnerabilities that have not been eliminated is
determined. Table 2 shows an example of such a list.

Table 2. List of assets and their vulnerabilities.

Symbol Remark LAN domain Vulnerabilities

R1 WiFi router. Performs
segmentation into guest
and corporate domains

Guest and corporate
network

Outdated software (V1).
Network separation error
(V2)

PC1 Office computer with a
Mail client

Corporate network Incorrectly configured
SPAM filter, antivirus (V4)

R2 Router. Performs
segmentation into
corporate and
technological domains

Corporate and
technological networks

Outdated software;
Network separation error
(V2)

WS1 Administrator
workstation. Lack of a
demilitarized zone

Corporate and
technological networks

Dictionary password (V5)

WS2 Engineer workstation
with remote desktop.
SCADA/HMI

Technological networks Using saved remote
connection sessions (V6)

S1 SCADA server
(electrical part)

Technological networks Violation of update policy
(V3)

S2 SCADA server
(thermo-technical part)

Technological networks Violation of update
policy(V3)

Cyber Threat Vector Modeling. The presented example considers two cyber threats
vectors. Attack vector on the technology domain via guest WiFi. The P1 router uses an
outdated software version that allows one to gain a local admin access to the device
(V1)(V1) and performs network segmentation into guest and corporate domains at the
logical level with an incorrectly configured firewall (V2). The exploitation of V1 and
V2 vulnerabilities can lead to data interception with analysis of network traffic (T1)
and gain access to the network map of the corporate domain (T5). Since the P2 router
performs network segmentation into corporate and technological domains and also uses
an outdated software version, it becomes possible to carry out similar actions for it
and analyze network traffic in the technological domain of the network. Having gained
access to the map of the technological network, it becomes possible to obtain sensitive
information (IP, DNS) about the target assets, which are SCADA (Supervisory Control
and Data Acquisition) servers S1 and S2. Since the target asset uses outdated software
(update policy violation) (V3), the next stage is to gain a local admin access to it using
an exploit. Attacks vector on the technology network through phishing mailings. The
first stage is social engineering and gaining access to PC1 located in the corporate
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network by phishing mailing to the email client (V4) and using malicious software.
Further consolidation in the corporate network, obtaining a local admin access on PC1
(T2), and increasing privileges by gaining a local admin access to the corporate domain
(T4). Whereas there is no demilitarized zone in the considered example, such access
allows one to search for nodes in the technological network. The following stage is
consolidation in the technology network (T7) using a vulnerable version of the operating
system of the engineer’s workstation and attacks to target assets S1, S2 using saved
remote connection sessions (V6). Target asset attacks. Two options are considered as
attacks on the target asset. There are i) deletion or encryption of SCADA server’s data;
ii) sending destructive control commands to the power unit (requires high skills and
additional actions to deceive the protection mechanisms).

It is proposed to save, transfer and analyze knowledge about possible attack vectors
in the form of production rules using an expert system. An example of a production rule
describing penetration from a guest network to a corporate network via guest WiFi is
shown in Table 3.

Table 3. An example of entering a production rule.

An example of entering a production rule for describing penetration from a guest network to a 
corporate network via guest WiFi

when

Asset(type == “Guest Corpo-
rate Wi-Fi router”) || Vulnera-
bility (type == “Outdated 
version of software allowing 
access control”)

then  

set(“Asset.type: Guest Wi-Fi 
router; CyberThreatList: Get-
ting administrative
access”); 

end 
…

when

Asset(type == “Guest Corpo-
rate Wi-Fi router”) || Cyber-
Threat(type= “Getting admin-
istrative access”)

then 

set(“Asset.type: Guest Wi-Fi 
router; CyberThreatList: pene-
tration to corporate network 
map”); 

end 

Modeling Cyber Threat Vectors with Bayesian Belief Network. The BBN model
construction relies on the production rules of the expert system. The nodes of the graph
are a reflection of vulnerabilities (V ), threats (T ,W ), consequences (C), and arcs dis-
play the cause-and-effect relations as the sequence of the attack units. Information about
the probabilistic characteristics of discrete random variables (X ) corresponding to each
of the nodes is determined with the expert’s experience or the available statistical infor-
mation. Figure 1 is for the probabilistic model of the present example. The posterior
probabilities of consequences are determined by network reasoning and depending on
the implemented attack scenario. The scenario offers a set of evidence (E) at the nodes
corresponding to the vulnerabilities and threats.
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Fig. 1. The probabilistic model of the present example.

Cyber threat Risk Assessment. The risks are described and then calculated using the
formula (1):

Ri = P
(
XC
z |E = e

)
× Di, (1)

where Ri is risk of consequence Cz , e stands for the set of values of the evidence E, e
∈ [0, 1], P

(
XC
z |E = e

)
is posterior probability of consequence Cz , Di denotes damage

from the consequence Cz . Provided that Di = {di1, . . . , dim}, where di1, . . . , dim are
elements describing the structure of damage for consequence Cz .

The present example structure of damage for the consequences of “loss of power”
can be as follows (2):

Di = {d1, d2, d3, d4, d5, d6}, (2)

where d1 is lost profits; d2 stands for losses related to various forfeits, fines, penalties,
etc.; d3 denotes losses associated with undersupply of energy; d4 signifies production
downtime losses; d5 denotes accident investigation costs; d6 is restoration cost.
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Fig. 2. Mapping cyber risks on a risk map.

Qualitative risk assessment is traditionally carried out using a risk map. Figure 2
displays an example of some risks view on Risk Map.

Analysis of vulnerabilities in risk assessment allows one to determine a list of critical
assets of a local area network in order to further justify the financial costs of ensuring
security. The following is set as an example of resolving critical vulnerabilities. A good
practice is to resolve vulnerability V2 “Network separation error” which is used by threat
T5 “Gain access to the network map” leading to unauthorized access to the technological
domain in this sample. The resolving of this vulnerability is provided by the physical
separation of the LAN into corporate and technological domains with locked out exter-
nal access to the technological domain. Apart from that, it is recommended to create a
demilitarized zone to locate services and tools required to work from a technological
domain such as mail server or ERP system. Secure data link based on VPN increases the
security both within the organization and possible unauthorized access to the endpoints
of the corporate segment from outside. Threat T4 “Gaining a local admin access to the
corporate domain” results in critical threats like administrative access to the target asset.
To overcome this, strengthen the protection of sensitive information during its transmis-
sion by file transfer protocols and improving password policy are proposed. Avoiding
dictionary passwords, setting the password expiration date, limiting unsuccessful access
attempts, logging user actions hold for the latter case.

Correcting the server’s authentication errors by conformance of the update policy and
limiting external processes are recommended to prevent the implementation of threats
T6 and T8 “Administrative access to the target asset”. It follows to organize an emu-
lator of the software operating environment (Honeypot) for demilitarized zone. Such
technique allows one to track intrusion attempt to LAN, study the behavior of attackers
and malware they use. The general recommendation concerns the correct configura-
tion of anti-virus protection, compliance with the software update policy, installation
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and configuration of firewalls to critical assets, increasing the computer literacy of the
organization’s employees and their awareness about possible types of cyber threats.

Cyber threat risk assessment in energy is a complex multi-stage task that requires the
teamwork of specialists in the field of cybersecurity of critical infrastructures, energy
security experts, and analysts.

4 Conclusion

The article reflects the author’s approach to the risks assessment of cyber threats for the
energy sector concerning cyber situational awareness. The integration of expert knowl-
edge, information about cyber threats, assessments, and statistical information allows
one to identify the most vulnerable elements in the system. The usage of probabilistic
modeling tools and an expert system support both chains king of vulnerability-threat-
consequence and probabilistic assessing, which is further used in risk assessment at
facilities. Visualization of threat vectors is another advantage of the semantic model-
ing methods providing the approach described in the article. It allows one to highlight
the most dangerous ones, which in turn helps in making decisions and issuing final
recommendations.

Further work is planned to extend this approach to facilities such as large, complex
cyber physical systems characterized by large volumes of information that significantly
exceeds the data of a particular facility.
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Abstract. This paper is devoted to corporate culture created and maintained in a
virtual environment for remote employees of organizations. The authors investi-
gate how the trend of transition to a new format of the organization, the employees
of which are geographically remote from each other and do not have access to
the office of the company, influence corporate culture. The emergence and spread
of this format is the result of digital transformation. Since the research is focused
on a relatively new trend, its results provide useful knowledge for management
and answer a number of questions that have not previously covered sufficiently,
such as the role of a strong corporate culture in virtual organizations and ways
of its maintenance and development. In this paper the specific features inherent
in the corporate culture for remote workers were identified. A detailed analysis
of methods and tools used to build and maintain a corporate culture in a virtual
environment, such as cloud technologies, was conducted. The data for the study
was obtained through a survey involving remote employees of various compa-
nies, as well as executives and HR managers of companies. The results of the
study showed the importance of purposeful developing of corporate culture for
remote employees, which increases the efficiency of their main work activities,
their loyalty to the company and unleashes employees’ potential.

Keywords: Corporate culture · Digital transformation · Remote work · Virtual
organisation

1 Introduction

The development of information technologies and telecommunication systems has led to
global changes in the forms of doing business in the 21st century and announced the era
of digital transformation. The digitalization of business processes, changes in strategy,
operations, and products lead to a change in the format of how employees work in the
company. The format of remotework has becomewidespreadworldwide.Whenworking
remotely the employer and his employees are at a distance from each other, communicate
and perform official duties through modern means of communication, mainly through
the global network—the Internet. According to a study conducted by OwlLabs, 62%
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of employees aged 22 to 65 had remote work experience. At the same time, 16% of
companies worldwide are already fully working remotely, and this percentage continues
to increase [15]. According to WWR, the number of remote jobs is growing by an aver-
age of 30% annually [20]. However, the format of remote work has been particularly
developed since 2020 during the global pandemic of the COVID-19 virus, during which
the experience of mass implementation of the remote work in various companies was
realized. Due to the need for quarantine measures, all work processes were performed
remotely. These changes in the way organizations operate have revolutionized the con-
cept of teleworking and its role in organizations. According to Kate Lister, president of
Global Workplace Analytics, nearly 70% of the workforce will work remotely at least
five days in a month by 2025 [8].

The processes of digital transformation of business ensure the spread of the tran-
sition to remote work, while modern technologies are being introduced into business
processes. Not only does that change, but the corporate culture also changes during
digital transformations. At the same time, managers and managers of companies faced
the task of adapting and maintaining corporate culture in the conditions of remote work
of employees. Older methods and tools either need to be adapted to the new format or
replaced with something more efficient for remote work. Those companies that solved
this problem before the pandemic and had a high degree of informatization of processes
were able to successfully cope with the conditions in which the global spread of the
virus put them. It is important to take into account the peculiarities of the corporate cul-
ture for remote workers, since the effectiveness of their activities also depends on how
effectively communication and employee engagement are maintained, their adherence
to the values of the company, which directly affects the effectiveness and profitability
of the organization [12].

Speaking of how maintaining the corporate culture has changed over the last four
years, it is especially important to focus on the conditions that the pandemic has faced
us. If earlier it was possible to approach the formation and maintenance of culture gradu-
ally, now, abrupt changes in the situation, the transition to remote work, then going back
to offline, have introduced the need for a more flexible, adaptive and rapidly changing
system for maintaining a culture that would meet the current needs and trends of the
environment. The last two years have started a number of trends that, although they
originated earlier, have become widespread only now. Changes in employees’ psycho-
logical state during a pandemic, such as increased stress, increased feelings of loneliness,
lead to transformations in professional relationships and values. For example, digital eti-
quette, an understanding of the need to include remote employees in informal interaction,
the formation of value and clear boundaries of work and personal time, care not only
about the material, but also the psychological well-being of the employees, the open-
ness of managers to communication and suggestions, the transparency of the company
and highlighting the contribution of each employee, individual approach. Widespread of
these trends requires all companies to follow them. In addition, in various programs, on
platforms, etc. new functions for remote interaction appear, such as the appearance of
‘rooms’ in video conferences, the use of chatbots in thework environment. The culture of
companies is now inextricably linked with technology. More than ever, companies need
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a corporate culture that helps to be open to new challenges and opportunities, innovation
and readiness for change.

Previous studies do not always take into account the rapid and global changes that
are brought about by the development of information and communication technologies.
Every year there are more and more tools, methods, features of regulation for remote
employees and their involvement in the corporate culture of the company. The attitude
towards this form of employment is changing, moreover, new market needs appear in
the form of, for example, new specialties or the digitalization of business processes
associated with the era of digital transformation.

Studies of corporate culture for remote workers have been conducted since the end of
the 20th century, when this trend was just emerging and when information technologies
were just beginning their worldwide spread. At the same time, scientists foreshadowed
the worldwide spread of the remote work format, which has been happening now since
the beginning of the second decade of the 21st century [9]. At themoment, there aremany
relevant studies of recent years devoted to remote work, including related to the COVID-
19 pandemic [5, 16, 17], as well as various statistical studies on this trend [1, 8, 15, 20],
which take into account changes taking place in the economy, in approaches to human
resource management, etc. In the course of highlighting the features of corporate culture
and their causes, we also relied on a number of socio-psychological studies that describe
the impact of remote communication on the psycho-emotional state of an employee [3,
19]. A number of scientists have conducted research in the field of the impact of the
remote format on the organizational culture of the company, which is directly related to
the topic of our study. Thus, a study by A. Spicer highlights the main groups of issues
that managers in organizational culture have to face on the verge of changes in the work
format [17], and Jennifer Howard-Grenville draws attention to the need to focus on key
elements of corporate culture, and not on visual artifacts with the purpose of maintaining
it in a remote format [10]. These theoretical data and scientific conclusions were used
as a theoretical basis for this study, on the basis of which the characteristics of such
corporate cultures were formulated.

2 Theoretical Background

According to one of the basic definitions, corporate culture is a unique set of norms, val-
ues, beliefs, patterns of behaviour, etc., which determine the way groups and individuals
unite in an organization to achieve its goals [7]. Some scientists share the concepts of
“corporate culture” and “organizational culture”, in this paper both concepts are used as
identical.

To substantiate the importance of forming and maintaining an organizational culture
in the company, we have identified the following main reasons that most fully reveal the
importance of corporate culture in the company:

1. Corporate culture ensures the unity of employees, increasesmotivation and efficiency
of their work and commitment to the goals of the organization, job satisfaction and
involvement in work;

2. Culture becomes the self-managementmechanismof the organization,which ensures
its smooth functioning;
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3. A strong, consciously formed corporate culture ensures the achievement of organi-
zational goals in the most effective, humane and socially acceptable way.

The term “organizational culture” is complex, many scientific papers are devoted to
the study of its role, elements, and classification. In turn, for our research, as a basis, we
took 10 elements of organizational culture, highlighted by F. Harris and R. Moran [9]:

1. Sense of self and space;
2. Communication and language;
3. Dress and appearance;
4. Food and feeding habits;
5. Time and time consciousness;
6. Relationships;
7. Values and norms;
8. Mental process and learning;
9. Work Habits and Practices;
10. Beliefs and attitudes.

Creation and maintenance of corporate culture is based on the creation and mainte-
nance of its elements. Each of the elements was studied from the point of view of the
remote format. A number of features inherent in the elements of culture in the remote
format were highlighted, as well as recommendations for managing these elements. We
considered companies that do not work in a remote format all the time, but have a part of
remote employees on a par with on-site workers, or that were forced to reorganize into a
remote work format during a pandemic. We also considered companies that do not have
their own office and carry out all interactions with employees in a remote format on a
regular basis, the so-called virtual organizations [13].

The data confirming and supplementing the theoretical studieswere obtained through
a survey and an interview. In order to collect the empirical base of the study, a question-
naire was developed and conducted, the respondents of which were people with remote
work experience and on-site work experience in the same company. For example, when
a company switches to a remote format during a pandemic. We received responses from
85 respondents. The questionnaire contained three-choice questions designed to reveal
how the corporate culture of the company has changed with the transition of employees
to a remote work format. Questions were formulated for each of the elements of culture
with alternative answers that reflected the variable nature of the change.

Interviews were also conducted with 6 business representatives who had experience
in managing remote employees, three of whom are managers of virtual organizations
working completely remotely. They were asked open-ended questions about each of the
elements of corporate culture in order to find out how the companies in which they work
shape and maintain these elements in a remote work environment. And also to figure out
their own methods and tools for involving employees in the culture of the company.

3 Features of a Corporate Culture for Remote Workers

According to authors’ survey results, 64% of respondents rate the remote format of
work positively for themselves, while only 40% of them noted changes in the culture



150 S. Shatailova and N. Pulyavina

of companies as positive. A relatively new format requires managers to competently
manage elements of organizational culture, however, a company cannot always quickly
rebuild its management models. Companies need time for this, as well as time for digital
transformation, which is an integral part of the transition to a remote format. In such
conditions, company executives andmanagers are not always ready for the consequences,
for the features described below, which will dictate the transition to a remote format of
work.

A feature for the remote format is the difficulty of tracking the employee’s role in
the organization and the role of other employees. The employee sees the monitor screen,
and almost has no opportunity to observe what his colleagues are doing at this time,
how effective they are. It is difficult for the employee to track what contribution his
activities make to achieving common goals. It is more difficult for an employee to feel
their value and relevance to the company and colleagues. 57% of respondents noted
that the availability of information about processes in the company has become less.
Therefore, when involving remote employees in the corporate culture of the company,
transparency and accessibility of information in the company plays a special role. As
methods of increasing the availability of information and transparency of processes,
you can use newsletters about the company’s activities, its current projects, or collect
a common database on the company’s activities and open access to it to all interested
employees. Managers need to pay special attention to demonstrating the results of the
employee and the team as a whole, announcing them at meetings, emphasizing what
contribution each of the team members has made. The importance of feedback from
managers has really increased with the transition to a remote format: 62% noted that
the value of feedback on their activities in the company has increased for them, 32%
shared that with an increase in the importance of feedback for them, its quantity from
management has decreased, and 35% noted a deterioration in its quality.

Companies are faced with a new reality in which an individual attention to each
employee becomes necessary for effective teamwork. 51% of respondents find it more
difficult to contact their managers. The task of managers is to create a supportive envi-
ronment in which each employee knows that he is not forgotten, that he can get in touch
with his manager when he needs help. 75% of the interviewed managers introduced
one-on-one online meetings with each of the employees as permanent, to discuss the
employee’s success, the current state of affairs, the difficulties he is facing and to discuss
other issues of concern to the employee. Constant communication with managers is nec-
essary for employees to feel like a part of the organization, the stronger this connection,
the more the employee is involved in his activities [19].

The availability of management for communication is also an important part of such
an element of corporate culture as the communication system and the language of com-
munication. It is important for a business to have a clear policy on how to communicate
to employees in the company, what programs to use, and define the communication style.
With a remote work format, there is no face-to-face communication between company
employees; all communications are completely transferred to telecommunication sys-
tems, such as platforms for video and audio conferencing. According to the survey, the
use of such platforms in a company with a transition to a remote format compared to
face-to-face. Increased by 44%, almost doubled. In the graph below, you can track how
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the use of technology in the company has changed with the transition to remote work
(Fig. 1).

Fig. 1. The usage of technologies in face-to-face and remote work format.

Therefore, in order to create a virtual space in which employees can interact, man-
agers must provide each employee with access to all systems, make sure that employees
understand how to use them: conduct training, make clear instructions, create a chan-
nel where you can report a problem during use. communication systems. Since written
interaction completely lacks an element of non-verbal communication, demonstration of
emotions, body language, and with audio and video communication it is very limited, it
can be difficult for people to understand each other, understand their tasks and perceive
the transmitted information in general. 35% of a communication’s understanding comes
from the verbal part and 65% comes from the nonverbal part of the message [3]. A
large proportion of companies underestimate the role of verbal communication; accord-
ing to a survey, 75% of respondents do not have to communicate via video with their
colleagues/managers during work. In connection with the importance of non-verbal
communication, it is important to increase the number of video interactions between
employees. The discussion of the most important issues should take place in such a
format when people have the opportunity to convey information not only directly, but
also using non-verbal communication. For written communication, it is recommended to
develop regulations that formalize the language of communication, make it more specific
and understandable, excluding the possibility of discrepancies.

In face-to-face work, such an element of culture as dress code plays a significant role
in the identification of an employee as part of the company and the separation ofwork and
personal [2]. When introducing certain dress code norms for remote employees, special
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attention should be paid to substantiating the value and importance of corporate dress
code for employees.When employees interact with clients via video communication, the
dress code was introduced in 5 out of 6 companies of managers whomwe interviewed. In
this case, the presence of a dress code during communication with external stakeholders
provides the company with an image, and the absence of a dress code during intra-
organizational communication allows creating an informal atmosphere and bringing
people closer.

Food and feeding habits as an element of corporate culture essentially “falls out”,
since meals are not organized by a remote worker. However, companies can still make
their contribution here: the promotion of a healthy diet, a healthy lifestyle in general, the
personal example of team leaders. This can also become part of the corporate culture for
remote workers. Especially in organizations where there is a part of the staff working in
the office, which the organization can arrange for healthy meals, thereby supporting the
idea of health care for its remote employees. This can also include the positioning in the
company of the lunch break, as a time for the employee to rest, when he can take food
and not deal with work issues. In a remote work environment, creating such an attitude
of employees towards their legal break can not only relax the employee in the middle
of the working day, but also make him feel cared for by the company. Unfortunately,
not enough attention is paid to this element for remote workers, 5 out of 6 managers we
interviewed noted that they in the company do not emphasize the importance of a quiet
lunch break for remote workers, while for on-site workers this attitude to lunch breaks
is encouraged.

With the transition to a remote format, the company’s culture of attitude to time
is changing. According to the survey, 36% noted an increase in the efficiency of their
work and the efficiency of the use of working time. This is due to less distraction to
formal and personal communication within the team, the employee’s autonomy and
self-organization increases. However, it is not always possible for an employee to cope
with new conditions, 25% of respondents noted a decrease in work efficiency. There is a
need on the part of managers to introduce various timemanagement techniques and tools
in order to organize the use of time by their employees when the ability to control them
is reduced. At the same time, the requirements for meeting the work deadline are also
growing, as well as the number of work tasks, 40% of respondents noted that the number
of their work tasks has increased. In the culture of companies that work with remote
workers, multitasking is expected, which can lead to decreased employee efficiency and
increase employee stress levels.

Company values and norms are also being transformed. Of particular importance is
the differentiation of working and personal time, the work-life balance. For a remote
worker, the border of transition from work to free time is erased, in contrast to on-site
workers, for whom such a border is the way home. In this regard, in order to maintain the
efficiency of employees, it is necessary to pay special attention to the value of personal
non-working time and the introduction of norms for the interaction of employees with
each other during working hours. Set clear time frames for the working day, respect the
free time andweekends of employees and not write/call them during this time. To do this,
it is effective to use a common calendar, which displays the schedules of all employees
and everyone can see at what time he can refer to another, without disturbing his personal
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time. Such a tool is provided by programs such as Google Calendar, Calendly, which
can also be used to quickly schedule meetings: there is no need to specify with everyone
the time when he can get in touch, just look at his calendar in the calendar.

In remote interaction, the valueof the employee andhis knowledge in the organization
increases: companies depend solely on people, without whom technologies will not
function. Remote work involves more mental activity, less mechanistic, so the formation
of a knowledge management culture comes to the fore in the company.

With the transition to remote work, there is also an increase in the role of initiative,
employee responsibility, and his ability to self-organize. Employees and their knowledge
become themain value of the company; themanager does not just set a task andwait for its
completion. Teamwork presupposes delegation and trust to employees, the possibility of
their creative manifestation in solving problems. It is important for companies operating
in this format to form the values of support and mutual assistance. In an environment
where employees are already far from each other, and communication is limited, an
atmosphere of care will allow the company to form a stable emotional environment in
the team.

A feature in the creation and maintenance of a corporate culture of employee rela-
tionships with each other is that relationships for remote employees must be consciously
formed, creating an environment for informal communication and discussions. In the
office, this element is often not given close attention, because people themselves strive
for communication and they have the opportunity to get to know each other, discuss
the latest news, for example, when meeting at the beginning of the working day or at
‘watercooler meetings’. Traditions between employees can be formed spontaneously
in the face-to-face format. When employees do not have personal contact, it is neces-
sary to purposefully create channels that will allow them to communicate with each
other. The interviewed managers noted that such channels are used for informal, “live”
communication, various thematic video meetings or discussions that unite people of
interest, challenges for teams and individual employees, some also organize soft skills
training, during which a favorable environment for networking is formed. The graph
below shows the informal communication activities that were introduced by companies
to involve remote employees (it was possible to choose several answers) (Fig. 2).

The loss of social and intimate interactions has resulted in loneliness and unmet
social needs [12]. This is confirmed by our survey, in which 42% noted that they began
to feel more lonely, and 54% began to feel less part of the work collective. Therefore,
it is so important to create conditions for communication, for the formation of a sense
of community, through activities and traditions. The creation of warm relations in the
company, the formation of an understandable format and channels of interaction, which
were mentioned above, also helps to prevent the development of conflicts. In a remote
environment, conflictsmature longer, aremore often associatedwith incorrect perception
of information, and it is more difficult to resolve them without personal communication,
which is noted by 35%of respondents. It is important for companiesworkingwith remote
workers to collect feedback from employees in a timely manner, aiming at preventing
conflict situations or their early resolution in order to avoid negative consequences and
prolongation of the conflict. Asmentioned above, remote employees are less emotionally
involved in the activities of the company due to the lack of constant personal contacts,
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Fig. 2. Informal communication activities for remote employees

and the level of stress and feelings of loneliness can increase. In such conditions, it is
necessary to maintain a sense of faith in employees, to provide support for their mental
health. Creation of a psychological climate in which a person is comfortable, in which
he knows that even if he is far from the team, this does not mean that there is no team or
he is outside of it.

When a new remoteworker comes to the company, he is not familiarwith the employ-
ees, with the corporate culture, with his duties, it will not be possible to leave him alone
with the computer in the hope that he will adapt. To maintain the corporate culture, it is
necessary to develop a multilateral system of adaptation of new employees: it must be
purposefully introduced to the team, help to master the programs used for communica-
tion, provide access to the necessary information, and ensure constant communication
with a more experienced employee who will become his mentor during the adaptation.
It should also be borne in mind that the onboarding of remote workers is slower and
it is more difficult for them to master the culture of the company. The survey showed
that 28% of companies do not help their employees in the transition to a remote format
in any way: they do not conduct training, do not make sure they have the necessary
equipment and do not provide it. This approach does not meet the current requirements
for the culture of companies with remote workers. The remote format requires targeted
involvement of employees, their continuous training in new technologies, new programs
and tools. Whether employees will be able to perform their work tasks directly depends
on this. The remote format also increases the importance of forming employees’ readi-
ness for technical problems and options for getting out of such problem situations for
the smooth functioning of the company.

The interviewedmanagers note that there is practically no difference between the sys-
tem of motivating a remote employee and a on-site employee. Motivation may decrease
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due to the fact that a remote employee loses contact with companies. Therefore, he
needs more attention, he should establish his connection with the company so that he
feels involved in something greater, then it will be possible to motivate him not only
financially. In the survey, employees noted that the motivation to work in a company
with the transition to a remote format did not change for 64%, and only for 21% the
motivation decreased.

4 Conclusion and Future Work

It should be noted that the culture of each company is unique and requires its own
approach, formed on the basis of the features highlighted above. The culture of the
company is dynamic, not static, and companies need tobe ready to adapt it to the emerging
new conditions and technologies. In the Digital Transformation Era, it is necessary to
purposefully manage the corporate culture in order to maintain a human attitude towards
employees.

The limitations of this study include a high proportion of subjectivity in the responses
of respondents, it is almost impossible to ensure the unity of opinions of employees
regarding the corporate culture in their company. However, the data obtained made it
possible to identify certain general trends and changes in culture associated with the
transition to a remote format. The remote format of work also opens up opportunities
for finding employees around the world, which exacerbates the importance of managing
multinational teams and involving them in corporate culture. This aspect and its impact
on the corporate culture of the organization are not covered in the paper, since the
management of multinational teams is a separate large-scale area for study.

According to the study of Boston Consulting Group, companies that focused on cul-
ture were five times more likely to achieve breakthrough results in their digital transfor-
mation initiatives than those that didn’t [1]. Cultural changes are the driving force behind
digital transformation, which is also confirmed by our research. This study allowed us to
formulate and structure the features of corporate culture for remote workers, to identify
themainmethods and tools used to adapt it to the features of the remote format, that could
have practical implementation for companies with remote employees on staff, planning
to transfer employees to a remote format or planning to develop digital transformation
processes in the organization.

As prospects for further research, we can highlight such topics as: knowledge man-
agement in virtual organizations, a new work ethic for remote workers, the creation of
a communication system for remote workers.
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Abstract. Electronic commerce has become an effective tool for information inte-
gration of sellers and buyers. The significant effect can be achieved by automating
decision-making processes that are based onmathematical informationmodelling.
Practical application of such models in e-commerce markets is constrained by the
lack of the possibility of checking the adequacy of these models. Adequacy verifi-
cation is possible on a simulation model, which should take into account specific
features of the product market. When simulating random demand, it is necessary
to take into account the mutual influence of product characteristics.

The article discusses the problem of constructing a simulation model of
demand. Special types of features can be displayed by the joint distribution of
dependent characteristics and univariate distribution of independent characteris-
tics. In the general case, the task is to construct a multidimensional distribution
function of random characteristics that adequately reflects the features of their
behavior. For interacting characteristics two-dimensional distribution is obtained
on the basis of expert construction of a matrix of paired comparisons of values
of these characteristics. It is shown that the eigenvector of the matrix of pairwise
comparisons sets conditional probabilities of the distribution of one characteristic
for given values of other. For an independent characteristic the expert indicates the
required table distribution. With obtained discrete distributions, random values of
characteristics are generated by the method of inverse functions.

For given example, a simulation model of the generation of customer demand
was built, which reflects features of the behavior of product characteristics.

Keywords: Product characteristics · Eigenvector · Inverse functions · Demand

1 Introduction and Statement of the Problem

Electronic commerce has become an effective tool for obtaining and integrating informa-
tion about sellers and buyers. This provided the opportunity to automate trade business
processes and digital management of these processes based on actively developing infor-
mation technologies. This development is observedmost successfully in the processes of
the document flow automation and the formation of analytical information for manage-
ment [1]. The greatest effect can be achieved by automating decision-making processes
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that are based onmathematical and informationmodelling. Suchmodels are increasingly
appearing in scientific publications, for example, [2–4], but their practical application
in e-commerce markets is constrained by the lack of the possibility of checking the ade-
quacy of these models before the start of their expensive testing on real trading objects.
Adequacy verification is possible on a simulation model, which should take into account
the specifics of a particular type of the product market. When simulating random con-
sumer demand, it is necessary to take into account the generalized behavioral type of
buyers, for example, their attitude to the ratio of price and quality of the desired product,
the mutual influence of product characteristics and other features of the behavior of
buyers.

Information about the behavior of buyers is very important for the organization
of market processes. Methods of obtaining, presenting and using information about
customer behavior are detailed, for example, in works [5, 6]. The obtained information
is used to manage processes of organizing sales [5]. Our research aims to address other
challenges:

– How to obtain a formalized model of behavior that can be represented by program
code based on the available qualitative information about behavior of customers?

– How to build a simulation model of this behavior on the basis of a customer behavior
model, designed to test the adequacy of certain mathematical models for managing
sales organization processes?

The solution of these problems is extremely difficult. Some simplification can be
obtained by considering only a homogeneous product, the various types of which are
interchangeable. In this case, the formalized description of consumer demand can be
presented as a set of unified vectors of characteristic parameters of the desired product,
where each type has its own characteristic values [7, 8]. We will consider the formation
of consumer demand as a set of random events for the implementation of a set of
characteristic values. Then we can use a probabilistic-theoretical approach to solve the
first problem, which is in good agreement with methods of simulation modelling. As a
model of a consumer demand, it is proposed to use a multivariate distribution function
of values of vector components of characteristic parameters for a homogeneous product.

2 Simulation of Customer Demand Behaviour

Before building the model, we will make a number of simplifying assumptions. These
assumptions do not fundamentally change the proposed modelling methodology, but
they make possible to significantly simplify the presentation of the methodology and
provide a clear interpretation of its main provisions.

Suppose that the vector of characteristic parameters of the desired product has three
components: g = (g1; g2; g3). Let for the convenience of interpretation, shoes are
a homogeneous product. Then components of vector g will be interpreted as “price”,
“quality”, “size”. It is natural to assume that price (g1) and quality (g3) are interacting
characteristics, and size (g2) is independent. All components are measurable. Let size
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is measurable on a discrete numerical scale, and price and quality are measurable on a
rank scale.

The distribution of shoes size values for consumer demand should be viewed as a
normal distribution with a thickest value close to the most demanded average size. The
situation is more complicated with the price-quality pair. Here it is necessary take into
account preferences of the buyer in the local market to the price level and the ratio g1/g3.
Suppose we know of some verbal statements about this. For example, buyers in the local
market tend to buy shoes at a low price, but not of the lowest quality. Another example,
the most of local market buyers prefer to buy shoes of medium or high quality and are
willing to pay at the average price.

To formalize a verbal statement about needs, the procedure of paired comparisons
[9] seems to be the most adequate, which is included in the arsenal of modern methods
of social research [10]. Consider the first example of a need: buy shoes at a low price,
but a good quality. For illustrating the methodology, it is convenient for price and quality
to select rank scales with three values: low, medium and high. Let’s construct a scale for
the ratio w = g1/g3 as follows:

w(i = j) = 1; w(i < j) = 2; w(i << j) = 3; w(i > j) = 1

2
; w(i >> j) = 1

3
(1)

Formula (1) indicates: i ∈ (1; 2; 3)– scale grade numbers for price; j ∈ (1; 2; 3)–
scale grade numbers for quality. The matrix of pairwise comparisons of price and quality
will take the form:

A = low

medium

high

low medium high

w11 = 1 w12 = 2 w13 = 3

w21 = 1
2 w22 = 1 w23 = 2

w31 = 1
3 w32 = 1

2 w33 = 1

(2)

Matrix A – strictly positive antisymmetric matrix. According to [11], this matrix has
a single eigenvector x = (x1; x2; x3), corresponding to the maximum eigenvalue. The
numerical value of the eigenvector is defined as follows [11]:

x = A · e
eT · A · e = (0.53; 0.31; 0.16), (3)

Where eT = (1; 1; 1).
The corresponding eigenvalue is calculated by determining the arithmetic mean of

values λi = A×x
xi

[11], where i – number of vector component (3). The resulting value
λ = 3, 01 allows calculating the matrix consistency index A [11]:

I = λ − n

n − 1
= 3.01 − 3

2
= 0.005; (4)
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where n – dimension of matrix A. The computed value of the consistency index
indicates satisfactory, but not ideal consistency between the paired comparison results.

Let’s perform following transformations of elements wij of matrix (2):

pij = wij
∑

i

∑

j
wij

∈ (0; 1)

The elements obtained after the transformation can be interpreted as probabilities
of joint events i ∧ j. Then transformed matrix A∗(pij) can be considered as a discrete
two-dimensional distribution of probabilities of these events. Conditional distributions
p(i/j) i p(j/i) are calculated by the formulas:

p(i/j) = pij
∑

i
pij

; i = 1, 2, 3; (5)

p(j/i) = pij
∑

j
pij

; j = 1, 2, 3. (6)

The calculated values of the conditional distributions (column vectors) are shown in
Table 1 and Table 2.

Table 1. Conditional distributions of price values in customer demand

Conditional distribution of
price i with low quality
(j = low)

Conditional distribution of
price i with medium quality
(j = medium)

Conditional distribution of
price i with high quality
(j = high)

p(1/1) = 0.55 p(1/2) = 0.57 p(1/3) = 0.50

p(2/1) = 0.27 p(2/2) = 0.29 p(2/3) = 0.33

p(3/1) = 0.18 p(3/2) = 0.14 p(3/3) = 0.17

Table 2. Conditional distributions of quality values in customer demand

Conditional distribution of
quality j with low price
(i = low)

Conditional distribution of
quality j with medium price
(i = medium)

Conditional distribution of
quality j with high price
(i = high)

p(1/1) = 0.17 p(1/2) = 0.14 p(1/3) = 0.16

p(2/1) = 0.33 p(2/2) = 0.29 p(2/3) = 0.30

p(3/1) = 0.50 p(3/2) = 0.57 p(3/3) = 0.54

The data shows that buyers tend to buy cheaper goods, but at the same timewant high
quality. It is easy to see that distributions of price values are similar for different quality
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values. Also distributions of quality are similar for different price values. This result is
expected since the buyer’s behavioral trend (see matrix A) does not change, but only
shifts along the corresponding scale. The obtained result indicates that in this case buyer
does not have a relationship between the price and the quality of the desired product.
In principle, the existence of such dependence is possible for a reasonable buyer, but
understanding the existence of dependence is more inherent for the seller. In Tables 1
and 2, some difference in values of vectors of conditional distributions is explained by
the non-ideal consistency of the matrix A. In this case, it is more reasonable to find the
arithmetic mean of components of corresponding vectors, which will better match the
absence of dependence of one variable on another.

The average probabilities of the distribution of desired price andquality values among
buyers are equal, respectively:

p(i/∀j) = (0.54; 0.30; 0.16); p(j/∀i) = (0.16; 0.30; 0.54)

The probability distributions of desired prices and product quality are represented
by the same values arranged for prices in descending order, and for quality in ascending
order, in accordance with the structure of the matrix. Moreover, it should be noted that
averaged probability distributions practically coincide with the eigenvector (3) of the
matrix A. This justifies the need to prove the relationship of the eigenvector of pairwise
comparisons matrix with the distributions of conditional probabilities. The proof is
beyond the scope of this study, but it is very relevant, since in the case of a successful
solution, it provides a sharp reduction in computational labor costs.

For the considered example, the initial data for simulating the characteristics of
consumer demand are three one-dimensional discrete distributions:

– distribution of shoe sizes desired by buyers, approximated by a normal distribution;
– distribution of prices desired by buyers, p(i/∀j) = (0.54; 0.30; 0.16);
– distribution of qualities desired by buyers,p(j/∀i) = (0.16; 0.30; 0.54).

3 Imitations Algorithms Based on the Method of Inverse Functions

Simulation modelling of stochastic phenomena has a sufficiently developed theoretical
basis, for example [12, 13]. This modelling assumes some source of randomness. As a
source of randomness, we will consider the generator of uniformly distributed on [0; 1]
pseudo-random numbers ξ .

Let a random variable X (in our case price, size and quality) is given by a table
distribution:

F(x) =
(
x1, . . . , xk , . . . , xn
p1, . . . , pk , . . . , pn

)

, (7)

where
∑

k
pk = 1.

Simulation modelling involves the implementation of a specific value of a random
variable X endowed with a probabilistic measure. Formally, this corresponds to the
solution with respect to X of the equation:

ξ = F(x) (8)
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Also we introduce si = p1 + p2 + ... + pi at i = 0; 1; ...; n. The resulting numbers
are commonly referred to as the cumulative probability. The imitation is carried out
using the method of inverse functions [14]:

F−1(ξ) = xk , if si−1 ≤ ξ ≤ si, i = 1, 2, . . . , n (9)

Consider a simulation of customer behavior for the example from Sect. 1. We con-
cretize the discrete distribution of values of the characteristic “size”. Let the distribution
for the size characteristic is close to normal, e.g.:

Fsize(x) = x
p

(
39 40 41 42 43 44 45
0.05 0.1 0.2 0.3 0.2 0.1 0.05

)

Let we show the previously obtained distributions of values of characteristics “price”
and “quality”:

Fprice(x) = x
p

(
low medium high
0.54 0.30 0.16

)

;

Fquality(x) = x
p

(
low medium high
0.16 0.30 0.54

)

.

Simulation modelling was performed in environment Simulink of MATLAB.
A fragment of simulated values of vector components is g = (g1; g2; g3) presented

below (Table 3):

Table 3. Fragment of simulated values of characteristics “price”, “size” and “quality”

№ price size quality № price size quality

1 low 42 medium 11 low 41 medium

2 low 41 medium 12 high 41 high

3 medium 43 medium 13 low 41 high

4 medium 42 high 14 low 39 high

5 medium 42 high 15 medium 42 high

6 low 40 medium 16 high 42 medium

7 low 43 medium 17 medium 40 low

8 high 44 high 18 low 42 high

9 low 42 high 19 high 44 low

10 medium 42 high 20 low 43 high

A relatively small fragment shows the dominance in consumer demand of low prices
and high quality with a normal distribution of shoe size.
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4 Validating Characteristics AggregationModel Using a Simulation
Model

One of the tasks of decision support is to assess the efficiency of the seller’s offer of a
homogeneous product on themarketplace. Let characteristics of a product are determined
by analogy with characteristics of consumer demand, i.e. the values of price, size and
quality of shoes are set. We denote the corresponding vector:q = (q1; q2; q3). We
introduce the concept of generalized consumer demand by analogy with [15]. We will
assume that the componentwise correspondence of vector q and generalized consumer
demand is determined by finding the probability value in the generalized demand for a
specific component value of vector q.

A weighted sum is used to obtain the generalized demand. To aggregate local corre-
spondences, the densities of the fuzzy measure of local correspondence were found in
an expert way:den = (0.64; 0.58; 0.4). As in [15], the Sugeno fuzzy measure and the
Choquet integral are used to find the probability of a trade for a particular product.

Bernoulli’s formula is used to calculate the number of possible transactions in the
market. The formula is as follows:

n = p · m,

where n – average number of transactions, p – the probability of a transaction taking
into account the generalized demand, m – number of buyers in the market.

As a result, it turned out that the highest probability of a transaction is obtained for
a product with the following characteristics: low price, 42 shoe size, high quality. This
probability is p ≈ 0.501; number of purchases for m = 1001 is equal to 501.

For example, the probability of a transaction for a product with medium price, 43
shoe size and medium quality is p ≈ 0.286.

Thus, the result obtained for the simulation model correlates with our idea of a
specific market.

5 Conclusion

Imitation market modelling was carried out for a specific product with 3 characteristics:
price, size and quality. The following example was considered: buy shoes at a low price,
but a good quality. When simulating random demand, we took into account the mutual
influence of product characteristics, in our case, the interaction of price and quality. For
given example, a simulation model of the generation of customer demand was built,
which reflects features of the behavior of product characteristics.

For the “price-quality” pair, a matrix of paired comparisons was used as a modern
mathematical tool. For interacting characteristics (price and quality) two-dimensional
distribution was obtained on the basis of expert construction of a matrix of paired com-
parisons of values of these characteristics. Also with obtained discrete distributions,
random values of characteristics are generated by the method of inverse functions.

The model of aggregation is checked using a simulation model. First, the concept of
generalized consumer demand was introduced. Also, the Sugeno fuzzy measure and the
Choquet integral were used to find the probability of a trade for a particular product.
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As a result, it turned out that the highest probability of a transaction is obtained for
a product with low price and high quality. The validation obtained for the simulation
model showed that it matched our perception of a particular market.

Further research will focus on the types of buyers present in the market in more
details. In this paper, only two possible types of buyers are shown.
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Abstract. The paper examines fuzzy quantifiers, which serve to formalize human
reasoning. In this paper, quantifiers are considered in relation to the problems
of decision-making on a set of alternatives based on a combination of criteria.
Using fuzzy quantifiers and OWA aggregation operators, in which quantifiers
are used to calculate weights, it is possible to implement basic decision-making
strategies. In this paper, we study various quantifiers that are most often usedwhen
choosing the best alternative, such as “Most”, “The more, the better”, “At least
k%”.As a result of the study of these quantifiers, the boundaries of the values of the
parameters of the membership functions were found, at which the OWA operator
will have compensatory properties. The paper also points out the disadvantages of
the most commonly used quantifiers when they are used in the OWA operator. The
presence of “insensitivity zones” of the quantifier with piecewise linear functions
of belonging to the change in the values of the components of the criteria vector is
established. It is shown that this problem is solved when passing to a continuous
membership function in the form of an s-shaped (logistic) curve. A modification
of the OWAoperator is proposed in the form of a superposition of partial estimates
and a membership function of the fuzzy concept of “Good correspondence”. This
modification ensures that when comparing alternatives, not only the number of
private assessments that meet the criteria is taken into account, but also the quality
of compliance.

Keywords: OWA operator · Multi-criteria · Fuzzy quantifiers · Decision-making

1 Introduction

In the tasks of making a decision on a multiple alternatives based on a set of criteria,
information about the acceptable form of compromise between estimates according
to different criteria (private estimates) plays an important role. The tolerance level is a
subjective, fuzzy concept that canbedefinedby a fuzzyquantifier [1, 2]. Fuzzyquantifiers
are an extension of the classical quantifiers of generality and existence, they serve to
formalize human reasoning. A certain quantifier is fuzzy if it is possible to construct
a function of belonging to the corresponding fuzzy set for it [3]. Examples of fuzzy
quantifiers are such concepts as “about half”, “in general”, “most”, etc. In the theory of
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decision-making, a fuzzy quantifier is a fuzzy statement about the acceptable form of
compromise between particular estimates, reflecting the intuitive idea of the decision-
maker about the preference of decisions. In particular, fuzzy quantifiers are used in OWA
aggregation operators [4]. A special feature of these operators is to obtain a weighted
average ordered by the magnitude of the partial estimates.

When comparing alternatives with each other with the help of OWA, it is necessary
to take into account how large the values of partial estimates for one criteria compen-
sate for small values for other criteria. This property of the OWA operator is called
compensation [5]. It is important to be able to manage these compensatory properties,
which depend on the form of the quantifier. In this paper, we study various quantifiers
that are most often used when ordering and choosing the best alternative. Among the
quantifiers, it is necessary to choose those that most adequately reflect the form of com-
promise and take into account the opinion of the decision-maker. The conditions under
which the aggregating operator will have compensatory properties are considered. The
disadvantages of the most commonly used quantifiers when they are used in the OWA
operator are indicated. It is proposed that when comparing alternatives, not only to take
a decision on a set of alternatives based on a set of criteria into account the number of
private assessments that meet the criteria, but also the quality of compliance. All of the
above is illustrated by examples.

2 Formalization of the Decision-Making Problem on a Set
of Alternatives

Let’s consider the problem of making a decision on a set of alternatives based on a set
of criteria C = {c1, c2, . . . , cJ }. Such a multi-criteria problem can be represented by the
following tuple [6]

<X ,G,P,D>, (1)

where X = {x1, x2, . . . , xm} – the set of alternatives;G = {g1(x), g2(x), . . . , gn(x)} - the
vector evaluation of the alternative x ∈ X , where the partial estimates gj(x) : R → [0, 1]
determine the degree of compliance x ∈ X with the criteria cj ∈ C,

(
j = 1, n

)
; P – the

system of preferences of the decision-maker; D - the decisive rule.
With the help of the preference system P, it is possible to determine a strategy

for comparing partial estimates of alternatives and build a decisive rule D. It sets the
procedure (algorithm) for performing the required action on a set of alternatives. The
specified action may consist in ordering alternatives by preference, distributing them by
classes of solutions, or choosing the optimal alternative [6].

The system of preferences of the decision-maker P can be represented in the form
〈
agg
x∈X

(g1(x), g2(x), . . . , gn(x)) → max, x ∈ X ; �, Q

〉
, (2)

where agg is the aggregation operator; � is information about the relative importance
of criteria, usually given as a set of weights λj ≥ 0, giving 1 in total; Q is information
about the acceptable form of compromise between estimates for different criteria.
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Further, instead of gj(x), we will write simply gj.
Let’s take a closer look at the concept of an aggregation operator. The aggregation

operator is a function of n variables (criteria, partial estimates) agg : ⋃

j∈n
[0, 1]j → [0, 1]

that satisfies a number of mandatory conditions [7, 8] on a set of arbitrary x, y ∈ [0; 1]:

1) agg(x) = x;
2) agg(0, . . . , 0) = 0 and agg(1, . . . , 1) = 1;
3) agg(x1, . . . , xn) ≤ agg(y1, . . . , yn) if (x1, ..., xn) ≤ (y1, ..., yn).

The aggregation operator allows us to obtain a generalized (complex) assessment that
characterizes the object as a whole according to all criteria [5]. At the same time, three
main strategies can be implemented [9]:

a) a conjunctive strategy, according to which a generalized estimate cannot be better
than the worst of the partial estimates; in this case, the degree to which the alternative
x ∈ X meets all the criteria at once is defined as

agg(g1, . . . , gn) = min(g1, . . . , gn); (3)

b) a disjunctive strategy, according to which the generalized estimate is determined by
the best of the partial estimates. The degree to which it meets at least one of the
criteria is defined as

agg(g1, . . . , gn) = max(g1, . . . , gn); (4)

c) a compromise strategy, according to which the generalized estimate occupies an
intermediate position between the private estimates involved in the aggregation:

min(g1, . . . , gn) ≤ agg(g1, . . . , gn) ≤ max(g1, . . . , gn). (5)

The disjunctive strategy is characteristic of the optimistic position of the decision-maker,
while the pessimistic decision-maker’s tends to rely on the worst properties of objects
in its judgments, and, consequently, on the conjunctive strategy.

In cases where the importance of the values of particular estimates is primary, the
ordinal weighted aggregation operators [5–7, 10, 11] are used, OWA operators that
aggregate the components of the vector estimate ordered in a certain way:

agg(g1, . . . , gn) = OWA(g1, . . . , gn) =
n∑

j=1

wjgσ(j), (6)

where σ is the index of ordering by the magnitude of the elements, such gσ(1) ≥ gσ(2) ≥
. . . ≥ gσ(n), w = (w1, . . . ,wn)

T is the vector of weights, such that
n∑

j=1
wj = 1, wj ≥

0, j = 1, n.
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In this operator wj, the weight is associated not with a specific element of the vector
G, but with its comparative value relative to other objects (the largest element gets the
weight w1, the next one after it w2, etc.).

At the same time, by assigning certain values of weights, it is possible to implement
disjunctive, conjunctive and compromise strategies for aggregation.

For example, when w = (1, 0, . . . , 0)T , we get

OWA∗ = OWA(g1, . . . , gn) = 1 · gσ(1) = max(g1, . . . , gn), (7)

that is, the OWA* operator implements a disjunctive strategy. Therefore, the aggregation
takes into account the best property (correspondence) of the object.

When w = (0, 0, . . . , 1)T ,

OWA∗ = OWA(g1, . . . , gn) = 1 · gσ(n) = min(g1, . . . , gn), (8)

that is, the operatorOWA∗ implements a conjunctive strategy, only the worst property of
the object is taken into account. Therefore, a generalized estimate cannot be better than
the worst of the partial estimates.

For w = ( 1
n ,

1
n , . . . ,

1
n

)T
,

OWA(g1, . . . , gn) = 1

n

n∑

j=1

gσ(j) (9)

is the arithmetic mean.
It is assumed that the aggregation operator has a compensatory property if small

values of partial estimates for one indicator are compensated by large values of estimates
for other indicators. Operator (3) does not have compensatory properties, operator (4)
implements full compensation.

The indicator that characterizes the presence of a compensatory property in OWA
with a particular set of weights is calculated using the formula

orness(w) = 1

n − 1

n∑

j=1

(n − j)wj (10)

If, for a given set of weights orness(w) > 0,5, the OWA operator has compensatory
properties and implements a strategy close to disjunctive. If orness(w) < 0,5, then to
the conjunctive.

Another indicator associated with orness(w) and the inverse of it in value

andness(w) = 1

n − 1

n∑

j=1

(j − 1)wj = 1 − orness(w) (11)

For example, for (7), orness(w) = 1, andness(w) = 0, for (8), orness(w) = 0,
andness(w) = 1, for (9), orness(w) = 0,5.
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3 Investigation of the Properties of Quantifiers in Relation
to the Problem of Decision-Making on a Set of Alternatives

Let’s return to the system of preferences (2). To formalize the information Q, we use the
concept of a fuzzy quantifier [4]. Fuzzy quantifiers are an extension of the classical set
of logical quantifiers, which includes the quantifiers ∃ (“exists”) and ∀ (“for all”), by.
introduction of fuzzy concepts “almost for everyone”, “about half”, etc.

Let’s consider the case whenwe are talking about ordering alternatives by preference
and the criteria are of equal importance, that is λj = const. If we consider the behavior
of the decision-maker, then the natural reasoning associated with the choice of the most
preferred alternative will be those that are based on the assumption that the more criteria
the alternative meets, the better. Another type of reasoning related to determining the
quality of an alternative is based on the fact that the alternative must meet the majority of
criteria or at least k% of the criteria. Such arguments can be formalized using quantifiers.
The quantifier determines an approximate estimate of the number of aggregated values
that greatly affect the value of the generalized estimate [5]. The quantifier is a fuzzy
variable, the carrier of which is the fraction of partial estimates of r, defined on the
segment [0; 1]. The membership function of the quantifier Q (r) corresponds to the
degree of preference of an alternative that satisfies the fraction r of the entire set of
criteria. For example, for Q(0,6), the specified percentage corresponds to 60%. In the
future, we will consider quantifiers whose membership function satisfies the conditions:

1. Q(0) = 0, Q(1) = 1; (12)

2. Q(r1) ≤ Q(r2), at r1 < r2; (13)

3. Q(r) − piecewise continuous function. (14)

Then, using such a quantifier, we can find the weights wj of descending-ordered partial
estimates in the OWA operator by the formula

wj = Q

(
j

n

)
− Q

(
j − 1

n

)
. (15)

That is, the greater the rise in the value of the quantifier gives an increase in the share of
the set of ordered partial estimates due to the j-th estimate, the greater its weight. The
geometric meaning of the weights found by the formula (15) is shown in Fig. 1.

Suppose that, according to the information Λ, all partial estimates have the same
importance. Then the decisive rule D in the model (1)–(2) will have the form

D(x) = OWA
x∈X (g1(x), g2(x), . . . , gJ (x)) → max, (16)

where the weights of the OWA operator are given by the formula (15).
Let’s consider the types of quantifiers that satisfy the conditions (12)–(14) that are

most often used in decision-making.
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r

Q(r)
1

11/n 2/n (n-1)/n

w1

w2

wn

…
Fig. 1. The geometric meaning of the weights found by the formula (15)

The quantifier “For all” is determined by the formula (Fig. 2)

Q∀(r) =
{
0, r < 1,

1, r = 1.

The weights obtained by the formula (15) will be equal to

wj =
{
0, j < n,

1, i = n.

The membership function of the quantifier is shown in Fig. 2.

r

Q (r)

1
Fig. 2. The “For All” quantifier

When substituting these weights in (6), we get the operator OWA∗.
The quantifier “Exists” (Fig. 3) is determined by the formula

Q∃(r) =
{
0, r = 0,

1, r ≤ 1.

The weights obtained by the formula (12) will be equal to

wj =
{
1, i = 1,

0, i < n.
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In this case, we get the operator OWA∗.
The quantifier “The more, the better” or “For as many as possible” (Fig. 4) can be

determined by the formula

Q(r) = r (17)

The weights obtained by the formula (12) will be equal to

wj = 1

n

and in this case we get the operator (9).

r

Q (r)

1
Fig. 3. The quantifier “Exists”

In order to determine to what extent the OWA operator, whose weights are found by
formula (15), can implement conjunctive or disjunctive strategies, use the formula

orness(Q) =
1∫

0

Q(r)dr.

Consider a family of quantifiers whose membership function depends on the
parameter α > 0

Q(r) = rα (18)

We investigate the influence of the parameter on the compensation properties, for this
we define

orness(Q) =
1∫

0

rαdr = 1

α + 1
. (19)

The operator will have a compensation property if 1
α+1 > 0,5 or α < 1.
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1

0 1 r

Q(r)

Fig. 4. The quantifier “The more, the better”

Let’s consider a quantifier that can be used to express the concept of “For the
majority”, an example of such a quantifier is given in [6] (Fig. 5)

Q(r) =
⎧
⎨

⎩

0, 0 ≤ r ≤ a,
x−a
b−a , a < r ≤ b,
1, b < r ≤ 1.

(20)

We’ll find it

orness(Q) =
1∫

0

Q(r)dr = b − a

2
+ (1 − b) = 1 − a + b

2
.

orness(Q) > 0.5, at a + b < 1

1

r

Q(r)

0,4 0,8 1
Fig. 5. Graphical representation of the quantifier “For the majority”
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Consider a family of quantifiers that depend on two parameters, of the form

Q(r) =

⎧
⎪⎨

⎪⎩

0, r = 0,
1

1+e−a(r−b) , 0 < r < 1,

1, r = 1,

a > 1, 0 < b < 1. (21)

This function is continuous, monotonically increasing, a > 1 and has an s-shape and
one inflection point with coordinates x = b, y = 0,5. The higher the value of a, the
faster the transition from the shape of the curve convex down to convex up.

0

0.2

0.4

0.6

0.8

1

1.2

0 0.2 0.4 0.6 0.8 1

a=20, b=0.6

a=10, b=0.6

Fig. 6. Dependence of the curve shape of the function (21) on the parameter a

With the help of such a family of quantifiers, it is convenient to express concepts such
as “At least for k%”. The quantifier “For the majority” can be considered as a special
case of this quantifier. Because “the majority” can be interpreted as “at least for 50%”.
We examine this quantifier for the presence of compensatory properties:

orness(Q) =
1∫

0

1

1 + e−a(r−b)
dr = 1

a
ln

(
ea − 1

) − b. (22)

Let’s determine atwhat values of parametersa andb itwill have compensatory properties,
that is

1

a
ln

(
ea − 1

) − b > 0,5 or
1

a
ln

(
ea − 1

)
> b + 0,5. (23)
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Since a > 1, the function f (a) = 1
a ln(e

a − 1) is monotonically increasing and
lim
a→∞

1
a ln(e

a − 1) = 1, then this inequality will be satisfied only when b < 0,5. That is,

the function will have compensatory properties if the abscissa of the inflection point is
less than 0,5.

In order for the indicator orness(Q) to reach a certain value, which we denote by α∗,
it is necessary to solve the equation

1

a
ln

(
ea − 1

) − b = α∗. (24)

Let’s fix a, in this case b = 1
a ln(e

a − 1) − α∗.
If b is fixed, then it is necessary to solve the equation with respect to a:

ea(α
∗+b) − ea + 1 = 0, a > 1. (25)

This equation has a single root, provided α∗ + b < 1.

4 Problems that Arise When Using Quantifiers in OWA Operators

We note a number of problems that may arise when using certain quantifiers in the OWA
operator.

When using the “for the majority” quantifier in the form (20) with parameters a =
0,4, b = 0,8 (Fig. 5), the OWA operator becomes insensitive to the first values gσ(j) for
which their total share does not exceed 0.4. The weights of these estimates will be zero.
For example, if we are talking about comparing two alternatives, whose partial estimates
are based on a set of criteria (already ordered in descending order):

(0,9; 0,6; 0,4; 0,3; 0,1) and (0,7; 0,6; 0,4; 0,3; 0,1),
then they turn out to be equivalent. For both options, OWA = 0,38. Although the

first alternative is slightly preferable to the second due to the larger value of the first
estimate.

Or, for example, for alternatives with private estimates (0,9; 0,6; 0,4; 0,3; 0,1), (0,8;
0,8; 0,4; 0,3; 0,1) and (0,9; 0,7; 0,4; 0,3; 0,1), OWA will also be equal to 0,38. Between
the two alternatives with private estimates (0,4; 0,3; 0,3; 0,2; 0,2) and (0,9; 0,8; 0,3;
0,2; 0,2) the OWA operator will also not allow you to choose the best one, for both
alternatives it will be equal to 0,29.

This is due to the fact that for the first ranked values of private estimates, their share
is small and until it reaches 40%, the values of these estimates will not be taken into
account. To avoid this problem, we can use the sigmoid function (21) as the membership
function for the “for the majority” quantifier. With the help of the parameter b (the
abscissa of the inflection point), it is possible to influence the proportion of criteria
reached, as the concept of majority becomes more pronounced, with the value of the
membership function greater than 0,5.

For the above cases, the OWA operator with the use of the quantifier “most” in the
form of the function (21) will give the following results:

for (0,9; 0,6; 0,4; 0.3; 0,1) OWA= 0,3501 for (0,7; 0,6; 0,4; 0,3; 0,1) OWA= 0,3500,
that is, the first alternative is slightly preferred;
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for the alternative with private estimates (0,9; 0,6; 0,4; 0,3; 0,1) OWA = 0,3501 for
(0,8; 0,8; 0,4; 0,3; 0,1) OWA = 0,3536 and (0,9; 0,7; 0,4; 0,3; 0,1), OWA = 0,3518;

for (0,4; 0,3; 0,3; 0,2; 0,2) OWA = 0,24997 and (0,9; 0,8; 0,3; 0,2; 0,2), OWA =
0,25896.

The OWA operator using the quantifier “The more, the better” in the form (17) may
have problems when comparing alternatives if the sums of the partial estimates are the
same. This is due to the fact that the weights wj obtained using this quantifier are the
same. As a result,

OWA(g1, . . . , gn) =
n∑

j=1

wjgσ(j) = w
n∑

j=1

gσ(j) (26)

and, for example, alternatives with partial estimates (0,4; 0,35; 0,3; 0,03; 0,02) and (0,3;
0,2; 0,2; 0,2; 0,2) they turn out to be equivalent, OWA = 0,23.

5 Modification of the OWA Operator

To fine-tune the mechanism for comparing alternatives with each other using the OWA
operator, it is necessary not only to take into account the share of private estimates of
r, but also how well this or that private estimate involved in the formation of this share
corresponds to the representation of the decision-maker about the degree of achievability
of compliance with the criterion. It is proposed to supplement the OWA operator with
a fuzzy function h

(
gσ(j)

) : [0, 1] → [0, 1] that allows describing the fuzzy concept of
“Good matching”. In this case, the rule Q for the quantifier Q1 = “for the majority” can
be formulated as follows: “A GOOD match must be achieved for most criteria”. For the
quantifier Q2 = “the more, the better”, the rule will take the form: “The more criteria
a GOOD match is achieved, the better”. The membership function “GOOD match” can
be set:

h
(
gσ(j)

) =

⎧
⎪⎨

⎪⎩

0, gσ(j) = 0,
1

1+e−a(gσ(j)−0,5) , 0 < gσ(j) < 1

1, gσ(j) = 1.

,

a > 1, (27)

where the abscissa of the inflection point is 0,5.
Note that each criterion can have its own degree of reachability of a good match,

then the function h
(
gσ(j)

)
for each criterion must be set separately.

Then the OWA operator will take the form

OWA(g1, . . . , gJ ) =
J∑

j=1

wjh
(
gσ(j)

)
(28)

We will use the operator (28) with the quantifier “for the majority” in the form (21)
and the rule “A GOOD match must be achieved for most criteria” with the membership
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function (27) (a = 10), which is the same for all criteria for ranking alternatives with
characteristics:

(0,9; 0,6; 0,4; 0,3; 0,1) and (0,7; 0,6; 0,4; 0,3; 0,1). In the first case, OWA= 0,20064,
in the second case, OWA = 0,20061;

(0,9; 0,6; 0,4; 0,3; 0,1), (0,8; 0,8; 0,4; 0,3; 0,1) and (0,9; 0,7; 0,4; 0,3; 0,1), in the first
case, OWA = 0,20064, in the second, OWA = 0,20454, in the third, OWA = 0,20328;

(0,4; 0,3; 0,3; 0,2; 0,2) and (0,9; 0,8; 0,3; 0,2; 0,2). OWA1 = 0,0833, OWA2 =
0,0983.

When ranking alternatives with characteristics (0,4; 0,35; 0,3; 0,03; 0,02) and (0,3;
0,2; 0,2; 0,2; 0,2) using the quantifier “the more, the better” and the rule “The more
criteria a GOODmatch is achieved, the better”, the OWA operator will allow them to be
ranked, in the first case OWA = 0,1175, in the second case OWA = 0,062.

6 Conclusion

As a result of the study of various fuzzy quantifiers, the boundaries of the values of the
parameters of the membership functions were found, at which the OWA operator will
have compensatory properties. The presence of “insensitivity zones” of the quantifier
with piecewise linear functions of belonging to the change in the values of the compo-
nents of the criteria vector is also established. It is shown that this problem is solved
when passing to a continuous membership function in the form of an s-shaped (logistic)
curve.

A modification of the OWA operator is proposed in the form of a superposition
of partial estimates and a membership function of the fuzzy concept of “Good corre-
spondence”. This modification ensures that when comparing alternatives, not only the
number of private assessments that meet the criteria is taken into account, but also the
quality of compliance. At the same time, for each criterion, the degree of reachability of
a good match can be set by its own membership function.
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Abstract. The paper examines the mutual influence of business architecture and
system architecture on enterprises of different types: traditional enterprises, enter-
prises advanced in terms of use of information and communication technologies,
digital business enterprises, digital platform enterprises, and digital ecosystems.
Enterprise types are alignedwith architecture patterns that describe business archi-
tecture, information architecture, application architecture, and technology archi-
tecture. The paper describes a general methodological model of diverse elements
dynamics of enterprise business architecture and elements of system architecture.
The developed methodological model allows to predict emergence of libraries of
enterprise architecture templates for multiple use.

Keywords: Enterprise architecture and system architecture · Enterprise
architecture templates · Automation · Informatization · Digitalization · Digital
enterprises · Digital platforms and ecosystems · SAP solutions

1 Introduction. Problem Statement

The role of information and communication technologies (ICT) and information systems
(IS) plays in modern day enterprises and the economy can hardly be overestimated.
Technologies development changes business environment and creates newopportunities,
which forces enterprises to change their strategies, business models, operating activities,
and which ultimately form the demand on the ICT and IS change. Therefore, there is a
mutual influence of the economy (and enterprises), relevant technologies and IS. This
mutual influence is so critical that IS management including interaction of business
and technologies has taken shape as a separate knowledge field, with its own theory
and concepts, methodologies, methods, and tools. This management activity is now
represented by special departments within companies which are involved among other
things in monitoring of interrelations of enterprises and IS used by them.

This interrelation varies over time and manifests itself in a number of processes.
Based on internal and external reasons enterprises make decisions about development,
use and liquidation of information systems (IS). At the same time, enterprises depend on
changes in the business environment, including those caused by ICT and IS evolution.
On the other hand, enterprise properties manifest themselves in the properties of created

© Springer Nature Switzerland AG 2022
V. Taratukhin et al. (Eds.): ICID 2021, CCIS 1539, pp. 180–190, 2022.
https://doi.org/10.1007/978-3-030-95494-9_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-95494-9_15&domain=pdf
http://orcid.org/0000-0002-3872-2848
http://orcid.org/0000-0001-8418-6727
https://doi.org/10.1007/978-3-030-95494-9_15


The Dialectic Interrelation Between Digital Organization 181

IS. Involvement of certain ICTs and IS into the enterprise work practice leads to trans-
formation of the enterprise itself. This transformation can be seen at all levels in terms
of ways of functioning, organizational structure, employment, activities, formalization,
etc.

The mutual influence of enterprise elements in the era of accelerating digitalization
requires a concept that would allow enterprises to use existing transformation experience
to their advantage. Development of such a concept not only would ease decision making,
but also allows to allocate resources in the more appropriate or urgent elements of the
enterprise architecture in order to facilitate and speed up transformation. The aim of the
study is to link into a general methodological model the diverse dynamics of economic
changes under the influence of ICTswith the ICTs and IS as a technology, enterprises, and
their chosen IS. The concept of the enterprise architecture (“Enterprise Architecture”)
considered at several levels of abstraction is proposed as a tool. Within the framework of
the enterprise architecture, it describes what and how an enterprise does (mission, goals,
strategy, main functions), what it consists of (properties of elements), where the elements
are placed (the structure of the enterprise), how the parts of the enterprise (elements)
relate and on what principles they use to interact (the relationship of elements).

There are many studies in the field of enterprise architecture, for example, publica-
tions by Jung J., Fraunholz B. [1] devoted to the management of enterprise architecture.
Benade S.J., Pretorius L. [2] apply the system architecture and the processes associated
with it to a typical (physical) system, enterprise and project. This leads to the concepts of
system architecture, enterprise architecture, and project architecture, respectively. The
authors explore the similarities and relationships between these architectures and the cor-
responding methodologies in search of a better interaction between them. Pérez-Castillo
R., Ruiz F., Piattini M., Ebert C. [3] show how, in the context of digital transformation,
the concept of enterprise architecture is used as a technological, continuous process
of change for companies, which allows companies to model IT and assess the needs
for changes in IT, business processes, cloud services and distributed systems. Portugal
T., Barata J. [4] discuss the phenomenon of unplanned and sometimes uncontrollable
changes in elements and interactions related to architecture (applications, business enti-
ties, processes, strategy, motivation and physical infrastructure). Kleehouse M., Matthes
F. [5] propose an approach to creating an enterprise architecture model based on a
connected enterprise knowledge graph. This makes it possible to ensure the relevance
of information about the enterprise architecture by automatically creating and updat-
ing static models of the enterprise architecture and information about their execution
environment.

2 Setting the Framework. The Research Methodology Description

A“framework” is a set of principles and approaches to describe the interaction of compo-
nents of an enterprise architecture. There are numerous models for architecture descrip-
tion (IEEE POSIX 1003.23 [6], TOGAF [7], Gartner methods [8, 9], META Group
methods [10], Giga [11], etc. [12]). The purpose of this study is best met by using
an integrated concept of enterprise architecture [13], in which the enterprise architec-
ture contains four domains (business architecture, information architecture, application
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architecture, technological architecture), and is considered at five levels of abstraction
(context level, conceptual level, logical level, physical level, implementation level).

At the context level, the business architecture domain, necessary organizational struc-
ture elements, sales channels, and functionalmodel of organization are determined based
on analysis of external environment, chosen driving forces and factors, vision, mission,
goals and strategy. The information architecture domain defines a list of business entities
and relationships between them. In the application architecture domain, there is a list
of business processes supported by IS. The technological architecture contains a list of
business locations.

The concept level in a correspondingdomainwill contain a description of the business
model, key business processes and data, services, and the relationship of services.

The logical level of the architecture contains a description of the main functional
components and their interrelationships with each other without technical implementa-
tion details – classes of application systems, technologies and data that must be sup-
ported (workflow models, business events, process locations, role definition; logical
data models, data schemas, document specifications; definition of services and relation-
ships between them; logical server types, geographical distribution of servers, hosted
software).

The physical level of abstraction describes the physical structure model of the
implemented system. It sets design principles, standards and rules, and deployment
models.

At the implementation level, the IS architecture model is defined in terms of certain
products and technologies.

The proposed integrated enterprise model is a certain simplification, but it is suffi-
cient and detailed enough to consider the elements interaction dynamics. The integrated
enterprise model is based on the mutual influence of business architecture and system
architecture (which consists of information architecture, application architecture and
technological architecture).

3 Implementation of the Framework. Analysis of the Mutual
Influence of Enterprise Architecture and System Architecture

3.1 Hypothesis and Classification of the Enterprise Types for the Purpose
of the Study

Enterprise architecture review is the practice of constant and endless analysis, design,
planning and implementation using an integrated approach for the successful develop-
ment and implementation of the strategy.

The following assumptions can be made in order to consider this practice.

1. Private mutual influence. Changes at any level in the business architecture elements
lead to changes in data architecture domains, applications and technologies. And vice
versa. Any change in the system architecture element forms transformation opportu-
nity for the business architecture in terms of strategy, business model, structure and
operations.



The Dialectic Interrelation Between Digital Organization 183

2. General mutual influence. Any system architecture (information architecture, appli-
cation architecture, and technological architecture) is a consequence and an environ-
ment for implementing the business architecture. The business architecture “forces”
the system architecture to change. The system architecture supports the forms of
business models. At certain moments it creates opportunities for generating changes
in the business architecture.

3. Enterprise architecture components have different dynamics of changes – changes
are occurring at a different pace.

Considering the impact of the system architecture development on the business archi-
tecture, a significant factor to mention is the role of ICT (system architecture) impact,
measured at different business levels (operational, structural and strategic).When assess-
ing such an impact, one can talk about the auxiliary role of ICT, ICT as a restructuring
resource and ICT as technologies of digital transformation. At the same time, processes
of using ICT are associated with the implementation of automation, informatization and
digitalization of an enterprise.

In this context automation is understood as the use of self-regulating technical and
software tools that fully or partially exempt a person from participating in production
processes. Informatization is the process when information use efficiency is enhanced by
implementation of ICT. Informatization is impossible without automation and represents
the next step in the use of ICT (after automation). The phenomenon that encompasses
automation, and then informatization as subsets, is digitalization. Digitalization is the
process of applying digital transformation technologies that allows forming a production
scope of goods and services in the form of cyber-physical systems which are an integral
interaction between the virtual and real parts of the world.

It is possible to classifymanifestation of the systemarchitecture influence on business
architecture in a form of five classes (types) of enterprises (forms of business architec-
tures), within which the processes of automation, informatization and digitalization are
implemented at a different rate:

• traditional enterprises (automation and limited informatization);
• advanced enterprises in terms of use of ICT (automation and full-fledged informati-
zation);

• digital business enterprises (digitalization);
• digital platform enterprises (digitalization of the enterprise itself and digital services
for other enterprises);

• enterprises – digital ecosystems (digitalization of the enterprise and digital services
for other enterprises, replication of these solutions to non-core markets).

For the all listed above types of enterprises, one can specify recurring tasks and
solutions used to form the architecture (design solutions and logicalmodels as templates).
Therefore, it becomes possible to create a library of enterprise architecture templates
for reiterated/multiple use (business templates, design templates, application templates,
etc.).
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3.2 Traditional Enterprises

In this case, the role of ICT is auxiliary and partly restructuring. Most often this role is
manifested in the automation of daily activities of employees. For a traditional enter-
prise, it is possible to form the system architecture description and the nature of the
formation of its domains at the implementation levels and at the physical level. The cor-
responding IS architectures are formed from the variants of the information architecture
domains, application architecture and technological architecture within the framework
of combinations of three dimensions: the presentation layer (user interface) - business
logic (application algorithms) - the data access layer (storage, selection, modification
and deletion of data). This will manifest itself in the form of various IS architectures
(file-server architecture, client-server architecture, three-level client-server architecture,
multi-tier client-server architectures). As well in the form of classes of applied IS cor-
responding to the forms of information (data, information, knowledge), levels of the
management hierarchy (automated process control systems (automated process control
systems), MES (manufacturing execution system) – systems, ERP (Enterprise Resource
Planning), BPMs (Business Process Management System), EPM (Enterprise Project
Management)/PPM (Project Portfolio Management) – systems, Knowledge Manage-
ment class systems, decision support systems (DSS), BI (Business Intelligence)/BW
(Business Warehouse) – systems, ECM (Enterprise content management) - systems)
and the nature of the tasks to be solved (large amounts of information, many users in
real time, complex calculations, etc.).

3.3 Enterprises Advanced in Terms of ICT Use

The ICT development at a certain stage has turned them into a restructuring resource
for the economy, business strategies and business models of organizations. At this level
of ICT impact on the economy as a whole, the following changes can be noted. The
electronic economy has formed with the corresponding models: B2B, B2C, C2C, G2C,
etc. Which brought along such new concepts as information economy (B. Gates [14]),
information age (M.Castels [15]), knowledge economy.

There was a shift of business model: the idea of the “network enterprise” appeared
on the basis of the “traditional enterprise” concept, which carried out the transition
from mass production to flexible production, value-added communities, meta-markets,
strategic alliances. It is important to note the change of business priorities: from the era
of production to the era of quality, and then to the era of the consumer [16].

All these changes in the business architecture were accompanied by changes in the
domains of the system architecture at various levels of abstraction. It was manifested
in the development and implementation of the appropriate models of data architectures,
application architectures and technological architectures.

3.4 Digital Business Enterprises

The next stage of ICT development has formed the digital economy. First it was mani-
fested in the technological possibility of creating cyber-physical systems in all spheres
of human activity, where life changing convenient products and services are being built.
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The cyber-physical system is the information technology concept that implies the inte-
gration of computing resources into physical entities of any kind. The new concept of
“digitalization” involves inclusion of the previous phases of software and hardware use
in the form of automation and informatization. A digital business enterprise is a com-
pany, which products and services, as well as processes (both customer-oriented and
internal) have been digitized and received digital interfaces. There is the three-level
digital company architecture concept (Gartner):

• Accounting support system (System of Record) - ERP/CRM.
• Support system for unique processes (System of Differentiation) - Process Manage-
ment, BPMS (Business Process Management Suite).

• Support system for innovative projects (System of Innovation). The concept of case
management and SW of the ACM (Adaptive Case Management) class.

The following properties are typical for digital business companies:

• Presence of a single technological platform that provides support for all types of
collaboration: processes, projects, cases, assignments.

• Interoperability (the ability, for example, to call processes from cases and vice versa).
• Unified architecture (a complete map of business capabilities, translated into specific
functions of the ERP system, processes, projects or cases).

• Event-dependent systems - constant recognition and use of opportunities, which
requires continuous registration of business events, such as delivery contract exe-
cution, aircraft landing, etc. Events can be recognized faster and analyzed in depth
with the help of event brokers, the Internet of Things technologies, clouds, blockchain,
smart contracts, data analysis in memory and artificial intelligence. Decisions can be
made in real time, which means more adequate respond to events.

• Unified environment of social interaction at work.
• Adaptive security architecture. Continuous adaptive risk and reliability assessment.

All the emerging forms of digital companies can be described as a combination of a
digital core (for example, SAP S/4 HANA) and the digital transformation technologies.
Although there are different definitions of the digital core, the definition formed by SAP
is best suited [17] for the purposes of this work. The digital core is understood as a
platform that combines main data and basic business processes. For example, the use
of Big Data technologies based on the digital core will lead to the formation of a Data-
Driven Company. The digital core, blockchain, smart contracts and cryptocurrencies will
lead to the emergence of decentralized autonomous organizations. The Digital core, the
industrial Internet of Things, cloud computing, digital twins, etc. create new industrial
platforms (Industry 4.0 - Smart Factory,Maker Economy, Robotic Process Automation).
Also new economic forms have appeared, such as sharing economy, maker economy,
smart grid, smart cities, new generation automation, connected healthcare, etc. [16].

Obviously, under the influence of digital transformation technologies, we have to
consider the architecture of an enterprise in the context of cloud computing, the Internet
of Things, Big data, mobility and collaboration networks, etc. An illustration of such
changes in business architecture and system architecture under the influence of digital
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transformation technologies can be the work of [18]. It is devoted to the analysis of the
impact of infrastructures and components of the Internet of Things on the architecture of
enterprises. The paper proposes an approach for the integration of architectural objects
of the Internet of Things, which are semi-automatically combined into an integrated
environment of the architecture of a digital enterprise.

3.5 Digital Platform Enterprises

Platform economy is the economic activity based on platforms [19, 20]. The concept of a
platform, in architectural terms, is described as an online system that provides complex
standard solutions for interaction between users, including commercial transactions.
Platforms provide the ability to use specific software solutions and related services
without the need for independent development. The key task of the platform is to serve
as a basis for direct interaction between participants.

The transition to platform economymeant several fundamental changes in the nature
of business:

• transition from resources control to coordination of resources;
• shift from internal optimization to interaction with external parties;
• focus change from consumer value to network interaction value;
• reorientation of information technologies and systems from organizational manage-
ment to social networks and consumer community networks.

Analysis of the platform economy development allows us to record the rapid growth
of companies that have created platforms, a sharp increase in sales, the emergence of
additional ways to create added value, and other economic effects. Such companies
have essentially become digital companies, with digital platforms, digital processes,
digital sales and service channels, with a specific corporate culture that supports the
use of analytics, flexible adaptation and change. Due to the need to trust a platform,
constant development of security systems (platform and information protection systems)
is required. Depending on the type of the digital platform, it is possible to formulate the
properties of the system architecture that should ensure the existence of such a platform.
In any case, the system architecture will provide the following: algorithmization of
relationships between platform participants, high centralization of IT solutions, ease of
registration, clear interfaces, ease of downloading content, a simple process of joining
the platform, finding partners, exchanging information, availability 24 h 7 days a week,
constant development of security systems in terms of protecting the platform itself and
the information used in it. The implementation of a significant part of the platform
requirements is based on the possibility of data exchange between the platform’s IP
and the participants’ IP based on open APIs (Application Programming Interface). The
functioning of the platform as a form of business allows to accumulate and analyze data
(Big Data, artificial intelligence and machine learning), and make decisions based on
such analysis.
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3.6 Enterprises - Digital Ecosystems

The next step of ICTdevelopment in the framework of digitalization is the transition from
the platform economy (platform as a business model) to the ecosystem economy (digital
ecosystem as a business model) [21–24]. Digital platform companies have accumulated
experience in operating platforms to ensure interaction between various companies (they
have formed an understanding of businesses and their customers based on data analysis).
Companies have a sufficient number of technological solutions that could be considered
as prototypes of IS. This ensures the availability of technologies to generate new busi-
nesses in the fields of non-core markets and products. Implementation of these processes
of the platform economy development and its transition to the ecosystem economy have
ensured the existence of companies themselves and satisfaction of the market needs. For
instance, obtaining high-quality products and services quickly and with minimal effort
using convenient digital channels, providing personal data for obtaining targeted and
personalized products and services, making decisions based on data analysis. There are
certain properties which are necessary for a company in order to be able to organize an
ecosystem:

• company must be attractive to potential participants of the ecosystem (have a well-
known brand and business reputation, own a large-scale customer base and extensive
relationships with customers, ensure mutually beneficial coexistence of participants);

• company must have the resources to build a digital ecosystem platform (the properties
of the system architecture of digital ecosystems are openness, flexible IT infrastruc-
ture, microservice architecture, providing integrative and flexible interaction with
partners and customers through API, staffing, analytics-competencies for collecting
and analyzing client and other data, modular structure support and strengthening the
redundancy of the ecosystem organizer components to preserve its stability);

• company must be able to solve organizational issues of building and operating an
ecosystem based on the principles of self-organization.

Now at least three types of ecosystems can be observed: an ecosystem as a plat-
form for trading and providing services, an ecosystem as an association of participants
in the value chain (added value community) and an ecosystem as a self-developing
organization.

3.7 Enterprise Architecture Templates and Architectural Styles

Any existing enterprise can be referred to one of the enterprise classes described above.
This allows to describe the architecture of such an enterprise in the “as is” and “to be”
terms and match them with an appropriate information architecture, application archi-
tecture and technological architecture. The conceptual level for the business architecture
contains top-level business processmodelswhich describes primary and secondary activ-
ities. The models are built using the VAD (value added chain diagram) and eEPC (event-
driven process chain) notations [25]. Information, application, and technology archi-
tectures are the consequence and implementation environment of business architecture.
Therefore, the consequence of building the business processmodels are the requirements
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for the environment of their implementation – in other words, the system architecture.
Semantic models, relationship models, and Entity-relationship models are to be built
for the information architecture. Within the framework of the application architecture,
processes are divided into services/subsystems/modules, etc. The logical level for the
business architecture contains the description of business event models, detailed process
models (workflows), etc. As a presentation tool for the business architecture one can
choose the eEPC model or any other model of a similar class. For information architec-
ture – logical data models, data schemas, document specifications. For the technological
architecture – logical types of servers (databases, mail, transactional, etc.), geographical
distribution of servers, hosted software, etc. Process specifications, process integration
models, description of manual procedures, quality standards will be set at the physical
level and the business architecture implementation level. For information architecture –
physical data models, data reference books. For application architecture – program code,
interface description, process schedule, workflow code.

For all levels of the architecture description one can specify recurring tasks and their
solutions in the formation of architectures (these are logicalmodels of technologies in the
form of design ideas and their embodiments/realization). Each of the general solutions
to any recurring problem in a certain context is a template. Templates description can be
performed with varying degrees of details according to the architecture level. Templates
are certain typical elements of the architecture.

An enterprise has an opportunity to create a library (repository) of enterprise archi-
tecture templates for multiple use (business templates, design templates, application
templates, etc.). The main idea of creating such a library is to determine rules for apply-
ing the templates for the specific architecture of enterprise information systems in the
future. Ultimately, this means creating a methodology as a tool for forming a wide range
of different architectures. Its tasks are to define a common dictionary of terms used; to
set a tool for describing architecture elements at different levels of abstraction; to form
methods for designing architecture in terms of using certain templates and linking them
to each other; to describe recommended standards and compatible products that can be
used to build various elements of the enterprise architecture.

Various business processes are supported by specific applications, information, and
technologies, which corresponds to a certain set of architecture templates. It is possible
to allocate business process classes (for example, real-time operations, analytics, mass
transaction processing, etc.) to similar architectures. Such a built-up set of architecture
templates, put in accordance with the classes of business processes, is a certain archi-
tectural style. Since an enterprise cannot develop a system architecture in all directions,
it is important to analyze the existing and future classes of business processes, their
corresponding architectural style. This approach which will allow to predict the system
architecture requirements.

4 Conclusion

Business architecture properties at the contextual, conceptual, logical, physical and
implementation levels determine system architecture requirements. Enterprises, depend-
ing on the role of ICT for them, can be allocated to different classes of business archi-
tectures: traditional enterprises (automation and limited informatization); enterprises
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advanced in terms of the ICT use (automation and full-fledged informatization); digital
business enterprises (digitalization); digital platform enterprises (digitalization of the
enterprise and the offer of digitalization services for other enterprises); enterprises–dig-
ital ecosystems (digitalization of the enterprise and the offer of digitalization services
for other enterprises, replication of these solutions to non-core markets). Within each
class of business architecture, it is possible to distinguish repetitive implementations
with corresponding business models, business processes, organizational structures, and
operational activities. Such repetitive implementations are the patterns (templates) of
business architectures. They are characterized by the corresponding patterns of infor-
mation architecture, application architecture and technological architecture. Therefore,
there is an opportunity to create an architecture templates library (business templates,
design templates, application templates, etc.) and specify the architectural styles for
their repeated use in the current practice of enterprise development management and
forecasting of the system architecture requirements.

To test the theoretical approach discussed in the article, the authors applied an archi-
tectural approach to the process of digital transformation of an educational institution
- a university. From the point of view of the impact of ICT on the university and on
the educational process carried out in it, the university falls into the same classes of
organizations that were discussed above. At the same time, changes at the university
occur in three directions: pedagogy, technology and organization.

Firstly, the university may belong to the class of traditional educational institutions
(traditional enterprise). The role of ICT is auxiliary. We are talking about automating
the operational activities of teachers, staff and students. The dominant technologies are
computer base training (CBT) and web base training (WBT).

Secondly, the university can belong to the class of advanced enterprises in terms of
the use of ICT. ICT forces the transformation of the university’s strategy, structure and
operations. The system architecture supports any form of Distance Learning.

Thirdly, the university may have turned into a digital business company. ICTs sup-
port the implementation of the concepts of e-Learning, smart education. The personal
educational trajectory, the student’s digital twin, the widespread use of the ideas of Big
data, artificial intelligence, etc. at least turn the university into a data driven company.
Templates of types of interactions (teacher - student, student - study material, student -
student, student with himself), phases of the educational process (presentation of educa-
tional material, its consolidation, control), educational process management processes,
educational institution management processes allow you to build appropriate standard
solutions in terms of system architecture as described in the paper.
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Abstract. The article is devoted to the analysis of new directions of application of
blockchain technology that have emerged in the conditions of the Covid-19 pan-
demic, generalization of existing experience in using blockchain and definition of
tasks for blockchain technology development. The paper analyzes the properties of
blockchain technology, manifested in the created systems, which can solve several
management problems in the process of combating the Covid-19 pandemic. The
article describes the Covid-19 pandemic fight and their possible actions. The paper
provides analysis and systematization of new areas of blockchain application, such
as tracking contact with infected people, verification of vaccine authenticity, main-
taining of the clinical trial data integrity, identifying counterfeit medicines and
personal protective equipment, identifying foci of infection. The authors describe
examples of specific solutions, showed that the blockchain technology can play an
innovative role in solving a few problems that appeared during the pandemic. The
existing limitations are revealed both in the blockchain technology itself and in the
conditions of its application, which do not allow to fully realize the full potential
of the technology. The description of new areas of application of blockchain tech-
nology is important both for the organizers of the COVID-19 pandemic response,
and for researchers and developers of systems using blockchain technology.

Keywords: Digitalization · Digital technologies · Blockchain · Pandemic ·
Covid-19 · Healthcare

1 Introduction

Today, the issue of digitalization is widely discussed both in theoretical and practical
aspects. The Russian Federation has approved a list of technologies related to end-to-end
digital technologies (the program called “Digital Economy of the Russian Federation”).
These are technologies such as artificial intelligence, virtual and augmented reality,
quantum and neurotechnology, big data, distributed registry systems [1]. Distributed
registry technologies, in particular, blockchain, are one of the promising tools of digi-
talization. The technology is used in such areas as digital identity, user authentication,
secure bilateral transactions without a third-party guarantee, cryptocurrencies, etc. [2].
The pandemic, which began in 2019, has made its own changes in all spheres of life,
including redefining the use areas of this technology.
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Large amount of publications have been devoted to the topic of using various digital
technologies to combat the COVID-19 pandemic or eliminate its consequence. E.g., [3]
is considering the application of artificial intelligence and big data, [4] - the Internet
of things, unmanned aerial vehicles and 5G, [5] - artificial intelligence (AI). Sufficient
amount of works is considering specific areas of digital technologies, the blockchain
technology application. For example, [6] presents specific algorithms used to track those
who were in contact with the infected of COVID-19 and their test results. Experience
of the Charity Wall application which uses blockchain technology to ensure secure
donations is discussed in [7].

The purpose of this paper is to analyze new areas of application of blockchain
technology that have emerged in the context of the Covid-19 pandemic, highlight the
main directions, and demonstrate examples; identify limitations that do not allow to fully
use the potential of the blockchain technology. From a practical point of view, results of
the study will allow to determine strategic guidelines for developers and consumers of
blockchain technology.

Therefore, the paper is mainly focused on showing how the properties of the
blockchain are manifested in the capabilities of the systems being created to combat
the COVID-19 epidemic, generalizing existing experience and defining objectives of
technology development.

2 Research Methodology. Properties of the Research Object

Numerous scientific researches on the theoretical and methodological aspects of the
construction and use of blockchain technology were observed as a theoretical basis
for this paper. Reports from the World Economic Forum, broadcasts of Digital Planet
(BBCWorld Service), the Information Age portal articles, etc. were used as information
materials of the study. The methodological basis of this paper is the general scientific
research method that is used to study reality.

According to Gartner’s definition, “a blockchain is a regularly updated list of cryp-
tographically signed, irrevocable transaction records that all network participants have
access to”.

The author of the book “Blockchain for Business”, William Mougayar, suggested
such a distribution of blockchain functions: cryptocurrency, computing infrastructure,
transaction platform, decentralized database, distributed account registry, development
platform, open source software, financial services market, peer-to-peer network, trust
services level [8]. To provide such a wide set of functions, the blockchain has a num-
ber of properties. The inherent properties of the blockchain, such as openness, trans-
parency, security, and others, ensure the universality of its application and the ability to
reduce transaction costs. For example, the article “The Blockchain Practice”, posted on
the official Deloitte page, describes the following areas: digital assets (crowdfunding,
exchange trading, audit, supply chain management, etc.), digital identification (proof of
ownership, chronology of documents, insurance, automatic deduction schemes, etc.),
smart contracts (notarial service, voting, distributed trading, compliance, etc.), applica-
tions (financial asset management, automatic tax collection, etc.) [9]. The approximate
size of the phenomenon called “blockchain application” can be estimated as follows.
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Decentralized applications in the form of cryptocurrencies (issuance, transfers, pay-
ments, exchanges) – billions of users, digital assets and digital identification (shares,
property rights, debt obligations, crowdfunding, crowdlending) – hundreds of thou-
sands of millions of users, smart contracts (family trusts, escrow, derivatives, leasing,
insurance, labor contracts) – hundreds of millions of users, applications in the form
of decentralized autonomous organizations and systems (decentralized autonomous
organizations, industrial platforms, transportation, medicine, decentralized exchanges
(commodity, stock) – hundreds of thousands of users.

The properties and capabilities of the blockchain in these areas of use show their
potential in the COVID-19 pandemic combat. At least blockchain allows to create a
coordinated general view of information and facilitate the exchange of it. As a maxi-
mum, it allows to create specific applications. The difference between such applications
and centralized solutions is the lack of problems specific for all centralized solutions:
unreliability, the existence of a point of destruction, vulnerability to data manipulation,
problems of access to personal data, restrictions on integration and data exchange, the
inability to track and ensure data transparency, etc.

3 Results of the Study

3.1 Blockchain Technology in the Fight Against the COVID-19 Pandemic

COVID-19 is a respiratory infection that has affected various sectors around the world,
such as the economy, healthcare, transport, education and many others. COVID-19 is
estimated to have reduced global economic growth by 3–6% in 2020. COVID-19 has
spread beyond 213 countries and independent territories, where at themoment of writing
this papermore than 187million people have been infected, and the number of deaths has
reached 4 million. Health institutions, such as the World Health Organization (WHO),
have recommended several protective measures to respond immediately and limit the
unprecedented global spread of COVID-19. Preventing the adverse consequences of
the spread of COVID-19 requires significant efforts, in particular, application of digital
technologies to solve arising problem and minimize their negative impact.

At first glance, the two phenomena under consideration-blockchain and Covid-19-
have never been associated together. However, preventing the adverse consequences of
the spread of COVID-19 requires coordinated actions of many people and organizations,
which can be facilitated by the use of blockchain technology.

Let’s consider possible areas of application of blockchain technology. To do this,
we will describe the stakeholders and their actions in the fight against the COVID-19
epidemic. Here, due to the limited volume, we will do this at the layer level, but the
same actions of stakeholders can be described as a model of top-level processes, for
example, in the form of a Value Added Chain diagram, and in more detail (by decoding
the diagrams of added quality) as models of the event - driven process chain (extended
Event-driven Process Chain).

In general, as part of the fight against the COVID-19 pandemic, stakeholders include
international organizations, state bodies, local governments, research centers and scien-
tists, the medical industry, the management of medical institutions, doctors and medical
personnel, mass media, employers, and the population. As an example, actions these
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stakeholders are taken or being a subject to can include: management (coordination,
financing. certification), prevention (lockdown, work at home, restrictions onmovement,
propaganda, combating fakes, vaccination), research (basic and applied research, vaccine
development, forecasting), treatment (localization and tracking of patients, ambulance,
home treatment, hospital treatment, training of doctors and staff), supply of medical
drugs and equipment, food supply, supply of goods, etc.

Table 1. Systematization of blockchain application areas during the Covid-19 pandemic

Action Examples of blockchain use Blockchain possibilities

Prevention
• Lockdown control
• Remote work organization
• Restriction on movement
• Vaccination

Ex3. Personal data
Ex4. Digital contact tracing
Ex5. Health monitoring
Ex8. Immunization
Ex9. Smart contracts

Contact tracing (exposed to an
infected person)
Traceability, transparency, and
immutability of data related to
Covind-19
Ensuring personal data
confidentiality and security

Research
• New drugs development and
treatment protocols

• Vaccine creation
• Forecasting of the
epidemiological trends

Ex8. Immunization
Ex9. Smart contracts
Ex11. Forecasting of
epidemiological trends
Ex12. Authorities’ decisions

Vaccine authenticity verification
Clinical data integrity
Identification of non-compliant
personal protective equipment
(PPE)
Detection of foci of the infection

Treatment
• Patients tracking
• Provision of the first aid
• Management of the medical
institutions

• Medical personnel training

Ex4. Digital contact tracing
Ex10. Medication
identification

Clinical data confidentiality
Contact tracing (exposed to an
infected person)
Transparent exchange of medical
resources

Supply
• Drug and medical equipment
supply

• Food supply
• Supply of goods

Ex1. Global supply chains
Ex2. Medication via air
Ex9. Smart contracts

Audit of the operation of aircraft
delivering medicines
Guaranteed execution of the supply
chain

Regular activities
• Mass events management
• Public catering
• Public transportation
• Combating fake news and
disinformation

Ex3. Personal data
Ex4. Digital contact tracing
Ex6. Fake news
Ex7. Donations
Ex9. Smart contracts

Evidence of the health status while
maintaining confidentiality and
data security
Tracking of people in real time
Donation control (tracking and
further use)
Tracing of the fake news sources

To systematize the results of the study, a table is constructed (see Table 1), the 1st
column of which contains grouped actions performed by stakeholders in the framework
of the fight against the COVID-19 pandemic. In the detailed version, the contents of
this column will be a model of actions in the form of an event chain of the process.
In fact, such models will contain an action algorithm, input and output information,
organizational units of interested parties and applied information systems. Blockchain,
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due to its properties, will serve as the basis for the formation of a number of applications
in these information systems. What systems can blockchain help to create and how do
they differ from existing centralized and local solutions? The following columns of the
table provide examples and the main possibilities of using the blockchain technology
within the framework of these actions.

The rows of the table describe the role and examples of using blockchain technology.
Such systematization will allow us to highlight the advantages and existing problems of
using blockchain, as well as to formulate promising research tasks.

3.2 Examples of Blockchain Technology Application in the Fight Against
the Covid-19 Pandemic

Ex1. Global Supply Chain
The first obvious problem that appeared in the pandemic is the global supply chain
vulnerability. Covid-19 has exposed weaknesses in global supply chains with countless
reports of problems with PPE (personal protective equipment), food shortage in poor
regions, business disruption even in areas with remained constant demand. Possible
solutions to this problem using blockchain technology are considered, for example,
in [10, 11]. Blockchain-based applications, due to their decentralized nature, create a
transparent ecosystem, which can provide an instant overview of all supply chains to
highlight problems as soon as they appear.

Moreover, it is possible tomake fault-tolerant systems a reality with the help of smart
contracts, which can ensure guaranteed supply chain and required trust. Thus, thanks to
blockchain technology, it is possible to control all stages of supply chains and reduce
the number of errors.

TheWorldEconomic Forumhas developed a blockchain deployment toolkit – a set of
high-level guidelines that help companies implement best practices within blockchain
projects, especially those that help solve supply chain problems. They worked with
more than 100 organizations for a year, exploring 40 different use cases of blockchain,
including traceability and automation, to help organizations in their efforts to solve real
problems in supply chains using blockchain [12].

Ex2. Medicine Delivery
In 2020, China decided to conduct an experiment: it was decided to deliver medicines
from one city to another using drones. Blockchain technology can help track the location
of a drone, check the level and quality of services provided, and calculate the reputation
rating of drones based on its performance in a reliable, accountable and transparent way.
For example, such application of blockchain technology is described in [13].

Thanks to the introduction of access control and identity management protocols,
blockchain technology minimizes the possibility of attacks from competing vehicles.
The technology stores in the database instructions which are given to air vehicles (for
command non-compliance audit) by the controller, as well as actions of cleaning the
areas heavily infected with the virus, detection of human interactions and their control.
The idea is to use several autonomous aircrafts (drones) that work together to achieve a



196 V. V. Godin et al.

common goal. Blockchain technology can be used to make a reliable global decision by
making transactions securely.

For example, with the help of a blockchain-based analysis system, mobile devices
will be able to determine themost densely populated public places for further disinfection
[14, 15].

Ex3. Personal Data
Another issue is the re-opening of objects with large concentration of people (such as
clubs, stadiums, restaurants). There is an economic and social need to re-organize social
infrastructure that is safe for everyone. Most of the currently used or proposed solutions
focus on personal data collection and therefore have fatal problems related to compliance
(general data protection regulation, security issues, data leakage etc.) The blockchain
old cryptographic concept, called zero-knowledge proof, is extremely relevant for such
cases of using proof of health status while maintaining data confidentiality and security.

Ex4. Digital Contract Tracing
Blockchain can also become an assistant in digital tracing of contacts. As an example of
research on this topic can be named [16, 17]. Digital contact tracking constantlymonitors
infected people in order to quickly and effectively identify all social interactions that
occurred during the incubation period of infected COVID-19 patients. GPS or Bluetooth
are mainly used to obtain proximity data to identify social interaction with a person
infected with the virus. Ensuring the confidentiality of a person’s personal and medical
data, along with the occurrence of a minimal risk of obtaining a false positive result of
COVID-19, use of blockchain is the key for digital contact tracking solutions [18].

Ex5. Healthcare Monitoring
Many programs and applications have been recently developed around theworld to assist
the authorities in monitoring public health in the fight against the COVID-19 pandemic.
These solutions should have access to personal data, such as the location of a person and
the results of tests for COVID-19, to determine the rate of spread of the virus and predict
the distribution areas. Most of the developed applications have a centralized architecture
for data storage [19].

For example, Singapore has developed a solution for tracking contacts called Trace-
Together. The application uses Bluetooth technology to detect potential exposure to
the virus through an infected person. Since the solution is centrally managed, service
providers can access user data, violating their confidentiality. Similarly, data records
and transactions in centralized systems are vulnerable to changes, fraud, or deletion.
In addition, centralized systems are less reliable, since they are subject to all the short-
comings of a single point of failure. Centralized systems are not able to ensure full
traceability, transparency and immutability of data stored and exchanged during various
operational processes, in particular, processes related to the elimination of the conse-
quences of COVID - 19. Blockchain technology can play a vital role in solving all of
these issues: an immutable record of transactions stored in a distributed network of nodes
in geographically distributed locations; high security and reliability of data stored in the
blockchain, without the possibility of an attack from a single point of failure. The record
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of transactions and data stored in the blockchain is transparent for each participant of
the network.

Ex6. Fake News and Disinformation
The next promising area of blockchain application is the fight against fake news. During
the pandemic the Internet became full of unreliable news about Covid-19 itself and about
other important issues. Ernst&Young has developed and implemented blockchain called
the “ANSAcheck”. This development allows readers to see where the information they
read was taken from, trace the entire history of its publication and conclude whether it
is reliable and therefore can be trusted or not; the hash code or digital fingerprint of any
material posted on the network is stored in the blockchain.

Ex7. Donations
Another issue which has limited number of possible solutions apart from blockchain
is the problem of tracking donations. We also need to take into account the problem
of tracking donations. During the pandemic, the WHO opened an aid fund, and now
everyone can contribute to the fight against the virus. Since the possibility of fraud is
one of the main problems in donations, the blockchain has a solution for this problem.
There is always a concern that millions of dollars donated are not being used where
it is needed the most. With the help of blockchain capabilities, financial donors can
see where funds are most urgently needed and can track their donations to make sure
that their contributions were used for their intended purpose. Blockchain can make this
process transparent for the general public, so that not only a specific interested person,
but also the community as a whole understands how and for what donations were used
[14].

As an example of the practical implementation, we can refer to the blockchain project
of the Chinese Hangzhou Quilan Technology and China Xiongan Group. They have
developed a platform for tracking donations - the “Shanzong”, which keeps a trans-
parent record of each donation made, the amount, and accurate information about the
distribution of the resources received to people in need.

Ex8. Immunization
Another problem area in the fight against the spread of COVID-19 is the immunization
of people against the virus, including their vaccination. Conducting clinical trials for the
development of a vaccine against COVID-19 is a complex, time-consuming and expen-
sive process. This requires close coordination and cooperation between organizations
involved in clinical trials of the vaccine, despite the fact that they are often located in
geographically dispersed locations. Researchers, organizations, donors and pharmaceu-
tical companies are examples of organizations that are actively involved in clinical trials
for the successful development of a vaccine.

Traditional centralized clinical trial data management systems face a number of
problems, which are mainly related to the registration of subjects, limited productivity
and non-compliance with the requirements for clinical trials. In particular, there are
problems of ensuring data confidentiality, compliance with the rules of clinical trials to
ensure the safety of the health of their participants, the integrity of clinical trial data.
In addition, the organizations participating in the tests can create several versions of
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information repositories, as a result of which the data is duplicated and, in case of a
violation of consistency, several versions of the data about these tests may appear. The
centralization of clinical trial data storage makes them vulnerable to changes by external
hackers or participants [20].

Blockchain technology allows pharmaceutical companies and research institutes
to maintain the integrity of clinical trial data during vaccine development [21]. The
blockchain will be able to guarantee a unified and synchronized representation of data
available to all authorized organizations. There is also an opportunity not to face such
problems as duplication and fragmentation of data due to the inconsistency of existing
centralized clinical trial management systems.

Ex9. Smart Contracts
Blockchain technology can use smart contracts to automate business processes and
resolve disputes between employees of organizations. A smart contract is a program that
monitors and ensures the proper fulfillment of the obligations of the contract [22]. For
example, in a blockchain-based system that is used to control the logistics of deliveries of
COVID-19 polymerase chain reaction (PCR) testing kits, smart contracts can play a key
role in such processes as: tracking the location of containers of testing kits; identifying
defective testing kits; providing government officials with access to data to analyze the
demand for kits in various geographical areas.

In addition, smart contracts could simplify registration and management processes
related to tracking vaccine trials, tracking COVID-19 outbreaks and ensuring the confi-
dentiality of user data using registration services of ready-made blockchain platforms.
Smart contracts can verify an organization’s access rights before allowing it to use clin-
ical trial data to guarantee the confidentiality and security of such data. For example, to
meet the requirements of clinical trials, smart contracts can verify that authorized par-
ticipants in clinical trials have signed a consent form in digital form before launching a
transaction to read or write health data to the card. Thus, anonymized data collection and
verifiable consent management can allow participants to share their medical histories
with authorized organizations without revealing their identity [23].

To attract more participants in a clinical trial, medical companies usually offer par-
ticipants a reward in the form of cash or gift cards. Smart contracts can help speed up
the payment process by providing an automated, transparent, and accountable mode for
the transfer of cryptocurrencies. Transparency and accountability also ensure that the
data can only be used for the purpose for which it is collected, thereby increasing user
confidence and trust.

Ex10. Medication Identification
At the time of writing this article, many people have already get vaccinated with either
first or both components of vaccines. There already have been several cases of spread of
fake medications and fake vaccines and risk remains remarkably high. Using blockchain
technology in hospitals medical workers and other responsible people would be able to
access data related to all stages of the life cycle of medicines to identify, track and verify
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data on vaccines before their introduction. An example of such usage of blockchain
technology is analyzed in [24].

Ex11. Epidemiological Trends Forecasting
Another function of the blockchain that emerged during the pandemic is forecasting
epidemiological trends. Particularly, article [25] is devoted to this problem. At the end
of March, theWorld Health Organization, and companies such as IBM, Oracle launched
their platform to combat Covid-19. Their developed “MiPasa system” should identify
asymptomatic carriers of the disease and inform residents about the location of dangerous
areas of infection. Access to such important information can help the authorities develop
policies to prevent the further spread of the virus.

“MiPasa” is a blockchain-oriented platform that integrates, processes and shares
information related to the spread of the COVID-19 virus from several verifiable sources,
such as the WHO, registered health organizations and authorities. This helps authorities
to identify both human errors and incorrect reporting, thereby allowing data researchers
and public health officials to develop solutions to limit the spread of the virus. For
example, using analytics based on reliable and verified blockchain-based data, “MiPasa”
can help government agencies identify COVID-19 carriers and hotspots in a timely and
secure manner.

“MiPasa” is a completely private system implemented on the basis of theHyperledger
Fabric environment. Through web interfaces, individuals and representatives of public
health can use “MiPasa” to upload the location of infected persons. In response, it
ischecked using data provided by the WHO and ECDC to make sure that the new data
corresponds to the original. At the next stage, the new verified data is transmitted to the
state authorities and health care institutions specified by countries.

Ex12. Authorities’ Decisions
Blockchain technology can serve authorities. The advantages of blockchain technology
in terms of significant trust, security, traceability and transparency can greatly help
the authorities in developing solutions to combat the COVID-19 pandemic. Using a
distributed registry, local authorities can make decisions faster and more efficiently and
offer citizen a customized action plan. Each citizen identification number is compared
with the records available in the register, which allows, for example, to determine a
safe time for shopping for each participant of the platform, etc. The unchanged data
associated with the outbreak of COVID-19 in the city can be used by authorities to
correctly identify the foci of infection. Access to such important information can help
authorities develop policies to prevent the further spread of the virus [10].

4 Conclusion

The results of the conducted research prove that the epidemiological situation that has
arisen in the world, among other things, has determined new goals and directions for
the use of blockchain technology. History shows that a serious crisis is always a fertile
ground for innovations. Structuring new directions of using blockchain technology, in
addition to determination of their existence, creates strategic guidelines for developers
and consumers.
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Briefly the mentioned above possibilities of using blockchain technology to combat
the consequences of the pandemic can be summarized as follows:

• organization of efficient and trouble-free supply chain;
• audit of delivery drones (including those involved in medication delivery);
• proof of the state of health, immune status, etc. in compliance with the security
conditions for the storage and transfer of personal data;

• digital tracing of contacts with infected people;
• preventing the spread of fake news;
• ensuring a safe donation collection process;
• maintaining the confidentiality of hospital data;
• forecasting of epidemiological trends.

Despite a sufficient number of examples of the use of blockchain technology in the
context of the Covid-19 pandemic, the study revealed a number of limitations both in
the blockchain technology itself and in the conditions of its application. To overcome
these limitations, which do not allow to fully realize the potential capabilities of the
technology, it is necessary to solve the following problems and research challenges:

1. Development and use of closed systems based on blockchain. These systems have
a limited number of nodes, a fixed number of miners, are able to provide secure
work with personal data, they are easier to integrate with other applications, they
are less demanding on the infrastructure, they are less expensive.

2. Use of ledger database management systems instead of open blockchain systems,
as closed local solutions for enterprises.

3. Development ofUX (User Experience)/UI (User Interface) technologies supporting
blockchain.

4. Development of the idea of “seamless” compatibility and integration of all elements
of the blockchain technology application system: the platform itself, the smart
contract implementation system, the system of interfaces, languages, protocols.

5. Offering solutions for information and functional compatibility, integration and
interaction of blockchain platforms. The “ability to interact with other platforms”
should be added to the currently typical elements available in each individual
blockchain platform-distribution, encryption and immutability.

6. Overcoming the security problems of smart contracts and trust in external data.
7. Creating incentives for using data from decentralized sources (in particular,

blockchain platforms).
8. The problem of blockchain scalability. We are talking not only about the speed of

writing and bandwidth in a dramatically enlarged system, but also about the block
size in the blockchain. In the basic blockchain, it is limited to 1 MB. Now there are
already solutions with a block of 5 MB, which allows you to create decentralized
data warehouses with images and video files.

9. Implementation of blockchain is hindered by the legal uncertainty of using the
system in different jurisdictions. Coordinated actions of supranational and national
regulators, business and expert community are required.
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10. The formation of a single database of medical records of patients based on the
blockchain allows, in addition to obtaining new information, for example, about
the real effectiveness ofmedicines, to develop effectivemethods of decision-making
based on the patterns obtained from the data. This is the so-called thinking patterns
and knowledge dynamics.
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Abstract. The article solves the problem of developing special software for
solving transport problems of large dimension using genetic algorithm.

Meaningful setting of the task: on the terrain map (for example. Region of
several regions) in different places there are a number of customers, as well as a
centralized warehouse where a given number of goods is stored. Several vehicles
are engaged in transportation of goods, for each of them it is necessary to orga-
nize their route. Limitations of task are, in addition to traditional balance ratios,
necessity of taking into account interval of consumer service time and necessity
of taking into account driver rest after certain travel time.

Criterion selected: minimization of service time at resource limitations. Even
in its simplified production (commuter problem), it belongs to the class of
intractable problems and it is most often solved using evolutionary genetic algo-
rithms. Standard optimization procedures using genetic algorithms with increas-
ing dimension (more than 50 customers) require large computing resources
exponentially growing from the number of customers.

Compared to traditional genetic algorithms, it was required to create some
version ofmodified genetic algorithm,which uses the second operator ofmutation,
-to reduce probability of getting into local extremum.

Detailed description of the algorithm of the software that allows: to make
initial settings of genetic operators (population size, number of iterations) and
basic elements of evolutionary search (selection, inheritance, crossover,mutation)-
and what is especially important when solving large-size problems, to preserve
the routes obtained when the vehicle is re-solved by customers in combination
with the database used in a timely manner - as for customers(for example, lower
and upper limits of service time), and on vehicles.

The software was developed by the author in theMicrosoft Visual Studio 2017
programming environment, as programming language used with sharp. Presented
interface software. To increase efficiency of processor usage and in particular
to increase speed when solving problems of large dimension. For this purpose
elements of parallelisation of computational process were used, in which method
of multithreading is selected. The work shows that due to such approach search
time decreased by more than 5 times and is comparable with search time by other
methods, for example, SWARM.
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1 Introduction

Transportation of various quantities of car-go is a topical topic today in the life ofmodern
man. Solving such problems increases the number of organizations, and minimizes the
cost of transporting goods. The task is completed if a certain amount of cargo has reached
the consumer body under certain restrictions. To in-crease the speed and efficiency of
finding a better solution, algorithms are used that run on a computer. The development
of such algorithms should take into account the specifics of the computer hardware.

Transport tasks (TT) can be divided into the following types:

– TT to limit the cost of transportation.
– TT for time limitation.
– TT for search of shortest distance by specified points.

This article will discuss the second type of task. The criterion for the completion of
the TT will be considered the minimum time spent on transporting goods to customers.

The restrictions are the following conditions:

– any consumer has its own time interval for maintenance;
– any vehicle starts and finishes its journey in the warehouse;
– the total amount of cargo transported should not exceed the capacity of all vehicles;
– customer service is performed once and only by one vehicle;
– the driver of each vehicle must rest after a certain number of time units.
– Taking into account these circumstances, the generalized mathematical formulation
of the problem is presented below:
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A meaningful statement of the problem: a certain number of customers are located
on the map in different places, and there is also a warehouse where a certain amount of
goods is stored. Cargo transportation is carried out by one or more vehicles. For each
vehicle, it is necessary to organize its own route along which the delivery of goods and
customer service will be performed. There is a certain limit for each vehicle on the route.

Regardless of the type of criterion and constraints, such discrete optimization prob-
lems belong to the class of NP-hard problems and are solved using approximate methods
that allow finding a solution close to the optimal result with an increase in the dimension
of the search space, when the volume of necessary calculations increases exponentially
and at the same time the speed of calculations increases linearly [1].

One of the methods for solving optimization problems is genetic algorithms (GA),
based on the principles of natural selection of C. Darwin. A genetic algorithm is a
heuristic search algorithm used to solve optimization problems and model the random
selection, combination and variation of the desired parameters usingmechanisms resem-
bling biological evolution with simulating living process schemes: crosses, crossovers,
mutations and breeding-to ensure convergence to a suboptimal solution [2, 3].

The article discusses the algorithm of the software tool, which implements the search
for the best solution using amodified GA. The need for such a technique is due to the fact
that in each specific case, the search for the settings of the standard genetic algorithm
results in the creation of a specific external contour of adaptive tuning. They are different
in each individual case and it is impossible to find a universal best algorithm for the entire
class of problems, as the no free lunch theorem confirms [4]. The method proposed in
this paper differs from the standard algorithm in that it uses the secondmutation operator.
Thanks to him, the search for the optimal path has been reduced several times, and the
probability of getting into the local minimum has also decreased.

The software tool (ST) uses the threading property. Thismethod allows you to reduce
the execution time of the algorithm by distributing the CPU load on individual threads.

This article is devoted to the development of a software tool for solving TT with
time limitation using a modified genetic algorithm.

2 Algorithm of Software Operation

The modified GA for the software is shown in Fig. 1.
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Fig. 1. Algorithm of software operation.
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The encoding of the solution occurs as it is shown in Fig. 2.

Fig. 2. Displaying routes

When displaying the route, the information about the customer is as follows:

– the lower limit of the time of arrival of the vehicle;
– upper limit of the departure time of the vehicle;
– the variable denotes the load of the vehicle after the cargo has been delivered to this
customer;

– the total path traveled by all vehicles on the map;
– the total time, including the delay of the vehicle on the way.

To explain the operation of the modified genetic algorithm in the software, the
following designations must be entered:

– «max_iter» – a variable indicating the maximum number of steps performed by the
algorithm;

– «size_popul» – shows the number of routes in the population;
– «p_cross» – a variable that allows a crosser operator in a modified GA with a cer-tain
probability;

– «p_mut» – a variable, a value that indicates the probability of using a mutation opera-
tor;

– «F_best_c» – Best Objective Function (OF) in this best route search step
– «F_best_p» – OF of the best solution in the population on the previous iteration of
the algorithm;

– «count_F» – the number of steps of the fixed values of the objective function
– «i» – is the current iteration step of the algorithm.

During algorithm startup, the following variables must be reset: «F_best_c»,
«F_best_p» and «count_F». Next, an initialization statement is applied, that is, an array
of solutions (a set of routes) is created in a number equal to the variable «size_popul».
On the following step there is a comparison of a step of «i» with the maximum possible
iteration of «max_iter». If the first variable exceeds the second, then the execution of
the algorithm ends, otherwise we proceed to the next step. Further, if the number of
unchangeable «count» solutions during ten iterations is the same, then we complete the
algorithm process, otherwise we use the selection operator. With a given probability
«p_cross,» the crosser operator is used.
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Fig. 3. Initialization operator algorithm.

The algorithms of the initialization operator and the crossing operator are shown in
Figs. 3 and 4.

Similarly, the operator is the first mutation operator (MO1). After, if the number
of unchanged solutions exceeds five, then we apply the second operator of the MO2
mutation), otherwise the operator is skipped. The operator ofMO2 is capable to diversify
population with new routes, thereby providing an exit from a local minimumwith which
the operator of MO1 doesn’t cope. Next, you need to write the solution to the table
«History» in the database, for further reporting, and also display the current route on
the map. Afterwards we change the old decision for new, and we appropriate the best
criterion function of the «F_best_»c variable. If the previous best CF «F_best_pr» is
equal current, then we add «count» on unit, otherwise we will equate them and we
nullify «count_F». Then the algorithm will be executed until either the iterations end or
the exit occurs.
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Fig. 4. Crossover operator algorithm.

After a short downtime, the solution uses the second mutation operator after OM 1.
The number M2 is set, which will correspond to the number of customers being deleted.
In this algorithm, the number M2 = [number of customers]/4, where the brackets “[]”
mean the whole part. Next, we remove M2 consumers from the population. Customers
are selected probabilistically for deletion. We insert remote consumers into the solution
using the initialization operator, after which we get a ready-made solution.

The algorithm of the second mutation operator is shown in Fig. 5.
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Fig. 5. Algorithm of the second mutation operator.

3 Software Tool Interface

The software allows you to clearly display customers (points on the map) and the move-
ment of the vehicle (V) from one consumer to another (line between two points). The
program is written in C #, development environment MicrosoftVisualStudio 2017. The
program is designed to run under operating systems Windows10 and above. The main
window of the program “Solution of TT using MGA” is shown in Fig. 6.

Fig. 6. The main window of the software tool.
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The right part of the ST provides the opportunity to configure various parameters
of the genetic algorithm, thereby improving the quality of the resulting solution. The
superstructure of various parameters is divided into three stages: initialization, crosser
operator and mutations.

The size of the population allows you to create the desired number of initial solutions
(gene or chromosomes). A large number of choice of solutions increases the probabilities
of choosing the best set of routes. When the maximum number of iterations specified in
the field is reached, the algorithm displays the last route processed. The value of lifting
capacity is relevant for each vehicle leaving the warehouse. The Number of Customers
option creates the specified number of rows to initialize the data for each consumer, and
it is the maximum number that can be applied to the work zone.

In the field “Crossing over operator”, you can configure two parameters “Probability
of crossing over” and “Parameter”. The first field shows the probability of using this
operator in the modified algorithm. The value of the second field allows you to select the
specified number of routes from the generation for further application of the crossing over
operator on them. Mutation operator and fields: “mutation probability” and “Parameter”
are similar to the crossing-over operator.

The “Initialization” tab allows you to fill in the initial data about customers, namely:
customer number; upper and lower border dispatch the vehicle from the customer; the
requested weight of the goods; coordinates “X” and “Y” of the customer; the time at
which the current consumer can be served on the vehicle.

The left side of the program is the work area. It is necessary to install clients on
the map, as well as to display the routes of the vehicle from the warehouse. The map
is updated at each iteration of the algorithm. At the bottom of the working area, the
following are displayed: the number of the last iteration, the total service time for all
customers and the distance traveled by all vehicles.

4 Development of a Multithreaded Algorithm

Parallel execution of the code of modern software is realized on the one hand by the
hardware capabilities of modern personal computers, and on the other by the capabilities
of operating systems, such as process and thread multitasking [6]. A process is an object
that is created and controlled by the operating system. It has its own address space and
execution priority at the operating system level. Processes can communicate through
the services of the operating system: sockets, pipes, and sending messages. It should be
noted, however, that there are relatively high data transfer overheads.

Thread multitasking relies on the concept of a thread - an isolated sequence of
commands that are executedwithin a process. Streams are controlled both by the program
that generates them and by the operating system.Multithreading allows a process to split
its algorithm of work into separate parallel executable groups of commands.

GA is one of the best algorithms that is able to search for the best target on parallel
processes because it contains elements of parallelism [5]. The separation of the processor
load is carried out by implementing data processing in different processes. A thread (in
the C# programming language, it is a “Thread” library) is an independent sequential
execution of a set of commands and functions in a software tool [5].
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Fig. 7. Multithreaded PS operation algorithm.

The algorithm for parallelizing the above operations is shown in Fig. 7.
Additional threads are launched after receiving the route set. Further, the program

is subdivided into the main thread and two additional ones. In the first, processing of
route data and estimation of the objective function continues. In an additional stream,
the resulting population is written to the database table, and in the second stream, the
population is graphically plotted at the current iteration, i.e. displaying the movement
of the vehicle on the map. Auxiliary streams operate independently of the main stream,
thereby reducing the time to find the best solution.

In VisualStudio, to use the multithreading function, the “System.Threading” library
is connected. To initialize an additional thread, the “Thread” class is used.

5 Results

In the article [4], a comparison of heuristic algorithms for finding the optimal route was
carried out. Modeling took place in a simulation environment, namely AnyLogic.

For comparison, the results of the standard genetic algorithm were taken, and the
results of themultithreaded executionof the software toolwere also added, butwithminor
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transformations. The changes were as follows: the integration with the SQL database
was removed and the number of vehicles was reduced to one. These transformations
were necessary because of the initial conditions in the work [7], as well as so that the
results were close to the standard genetic algorithm.

The graph of the dependences of the route calculation time on the number of
customers for each of the algorithms is shown in Fig. 8.

Fig. 8. Comparison of the results of genetic algorithms.

Based on the results of the comparison [8] of the standard and modified, we can say
that the developed algorithm reduces the execution time of the search for the best path
by about 5 times.

6 Conclusion

This article discusses amodifiedGAfor solving transport problemswith time constraints.
The article presents an algorithm for the operation of a software tool for solving

transport problems with a time limit. At the stage of developing the interface of the
software tool, integration with the database was performed.

The developed PS algorithm makes it possible to search for the best solution with a
large dimension, and also prevents hitting the local minimum.

To increase the speed of searching for the optimal path of movement of vehicles,
as well as recording in the database and displaying routes, a multithreaded method was
used. During comparison, this mode showed a reduced program runtime by about 5
times, compared to the standard genetic algorithm.
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Note that the advantages of multithreading in other tasks may, of course, be different,
but in any case, multithreading should be used as widely as possible to improve overall
performance by parallelizing processor calculations and I/O operations [9, 10].
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Abstract. The control problem is now a fairly common one in various technical,
economic and social applications. In order to obtain good control, it is necessary
to construct a model that meets the conditions of adequacy and accuracy. For this
purpose it is necessary to obtain a solution to the identification problem of the
constructed model.

Whenmodeling objects of such applications we usually use multidimensional
autoregressive equations with regressors located at adjacent nodes of spatial coor-
dinates. Obviously, in this case there is usually significant correlation dependence
between regressors. There appears the effect of quasi-multicollinearity resulting
in overestimation of autoregressive parameter estimates standard error and bias of
obtained parameter estimates. Thus the presence of two error components makes
it necessary to find a trade-off between bias and variance, which is well known in
machine learning.We focus onmultiple autoregressive equations based on approx-
imation of homogeneous partial differential equationswith constant parameters by
difference equations with conservativity property. A difference scheme is called
conservative if it preserves the same conservation laws on the grid as in the original
differential problem.A comparative analysis of the solution of the parametric iden-
tification problem using ordinary least squares method (LSM), Ridge Regression
and two author’s methods of dimensionality reduction has been carried out in the
frame of this paper. Both positive and negative parameters have been considered. A
comparative analysis of the application of the investigated identification methods
to parameter estimation has shown a significant dependence of the estimation qual-
ity on the observation noise intensity. At low noise all methods successfully cope
with the identification problem. The author’s method of dimensionality reduction
based on taking into account the conservatism property of the difference scheme
displays satisfactory efficiency when the noise intensity increases, in the case of
positive coefficients. In the case of negative coefficients there is no positive effect
of the method in question.

Keywords: Autoregressive model · Finite difference equations · Identification ·
OLS estimates · Biased estimates of model parameters · The reduction of the
dimensionality
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1 Research Models and Methods

The task of management today is a fairly common task in various areas of technical,
economic and social applications. In order to get good control, it is necessary to build a
model that meets the conditions of adequacy and accuracy. To do this, it is necessary to
solve the problem of identifying the constructed model.

Identification of parameters of distributed dynamic systems is one of themost impor-
tant applied tasks. When modeling objects of these applications, passive identification
methods are often used, based on statistical processing of the observed values of variables
of a functioning object. In this case, the original linear differential equation is replaced by
the corresponding difference scheme [1, 2]. The difference scheme allows us to switch
to a regular grid of spatial and temporal coordinates at the nodes of which variables are
observed. In this case, for modeling, it is advisable to use the equations of multidimen-
sional autoregression with regressors located in adjacent nodes of spatial coordinates
[3–5]. It is evident that in this case there is usually a significant correlation between
the regressors. There is a quasimulticollinearity effect, the consequence of which is an
overestimated value of the standard error of the estimates of the regression parameters
[6]. The second source of model identification errors is the correlation of random inter-
ference of observation of variables of the non-stationary process with regressors, the
consequence of which is the bias of the obtained parameter estimates [6]. Among the
various methods of improving the quality of statistical estimates, there are many that
reduce the standard error and increase the bias, and vice versa. For example, reducing
the size of the autoregression feature space, using regularization methods reduces the
standard error [13–15], but may increase the bias. The method of instrumental variables
[15] is effective in combating bias, but it can increase the standard error of the estimate.

Thus, the presence of two components of the error generates the need to find a
compromise of “bias and spread”, which is well known in machine learning [13], a
special case of which is the identification problem under consideration.

The object of our research is the equations of multiple autoregression, obtained on
the basis of approximation of homogeneous partial differential equations with constant
parameters, different equations with the conservativity property. A difference scheme
is called conservative if it preserves the same conservation laws on the grid as in the
original differential problem [9]. The reduced difference scheme is considered

yk+1
i = a1y

k
i−1 + a2y

k
i + a3y

k
i+1 (1)

with the specified initial and boundary conditions:

y0i = ci, y
k
i−1 = bki−1, y

k
i+1 = bki+1,∀k (2)

where i - discrete values of the spatial coordinate, k discrete time; a1 + a2 + a3 = 1 this
ensures that the scheme is conservative. Indeed, the stationarymode in all coordinates can
be provided only when the right part of the expression (1) is a convex linear combination.
The values of the variable yki are measured at each node i with an error ξ ki formed
by a random process of the “white noise” type. We will denote the measured value
xki = yki +ξ ki . Then expressions (1) and (2) can bewritten in the form of an autoregressive
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dependence describing, generally speaking, a non-stationary time series:

xk+1
i = a1

(
xki−1 − ξ ki−1

)
+ a2

(
xki − ξ ki

)

+ a3
(
xki+1 − ξ ki+1

)
+ ξ k+1

i = aT · xK + ωi ,
(3)

where ωi = ξ k+1
i − aT · ξ k , T – here and then the transpose sign. The fundamental

difference between the difference scheme (1) and autoregression (3) is that in the right
part of the latter, the variables xki , ∀i, k are measured in the grid nodes. The values of
the initial and boundary conditions are also determined by the measurement results.

Within the framework of this work, a comparative analysis of the solution of the
parametric identification problem (3) is carried out in the case of applying the usual
least squares method (OLS), ridge regression and two author’s methods of dimension
reduction [10, 11] to it.

The estimates of the OLS of the parameters (3) have the following form [6]

â = (X TX )−1X T (Xa + ω). (4)

The presence of an offset is checked by applying the expectation operator to the
expression (4):

a �= a +
(
X TX

)−1
X Tω;

under the conditions of correlation of random interference, observations of variables
of a non-stationary process with regressors. It should be noted such a property of OLS
estimates as efficiency, i.e. the minimum variance of parameter estimates.

As an alternative to OLS, we consider the estimates of the parameters of the model
(3) obtained using ridge regression. In this case, regularization is added to the OLS
criterion [14]

Qp(a) = ‖x − y(a)‖2 + τ‖a‖2 → min
a

, (5)

where τ is the regularization coefficient.
The regularized OLS estimate is obtained in the form

âp =
(
X TX + τ I

)−1
X Ty . (6)

The matrices X TX and X TX + τ I the eigenvectors coincide, and the eigenvalues
differ by τ . Therefore, the condition number for the matrix X TX + τ I is

μ(X TX + τ I) = λmax + τ

λmin + τ
.

It turns out that the more τ , the smaller the number of conditionality. With growth,
the stability of the problem increases, but the bias of estimates increases.

We proposed methods for reducing the dimension by taking into account the con-
servativeness property of the difference scheme [10, 11]. So in [10], taking into account
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the correlation of time series in adjacent grid nodes, it was proposed to change the level
of the series in the i-th node to the expression

xki = β1x
k
i−1 + β2x

k
i+1 + ξ k . (7)

Expression (7) allows us to expect to obtain OLS estimates β̂ with a smaller standard
error both due to a decrease in the dimension and due to a decrease in the correlation of
time series in non-adjacent nodes.

Substituting the expression (7) in (3) we get

xki = (a1 + a2β1)x
k
i−1 + (a2β2 + a3)x

k
i−1

+ ξ k+1
i − ξ k∑ = θ1x

k
i−1 + θ2x

k
i+1 + �ξ ,

(8)

where ξ k	 is a convex linear combination of interference ξ ki−1, ξ ki , ξ ki+1.

The expression (8) with the obtained estimates β̂ allows us to construct a system of
linear equations with respect to the parameters β̂:

a1 + a2β̂1 = θ1,

a2β̂2 + a3 = θ2,

a1 + a2 + a3 = 1.

(9)

The determinant of the system (9) β̂1 + β̂2 − 1 is different from zero in the case
when β̂1 + β̂2 �= 1.

Thus, the estimates are calculated in two stages: first, the estimates β̂ of the expression
model (7) are calculated, then the estimates θ̂ are calculated, and the system (9) is solved.

The conservativeness condition can be used directly [11]. Expressing, for example,
a2 = 1 − a1 − a3 we get the following modification of the expression model (3)

xk+1
i − xki = â1(x

k
i−1 − xki ) + â3(x

k
i+1 − xki ) (10)

Here, as in the previous approach, we can expect to obtain OLS estimates of
parameters with a smaller standard error.

Further, the above four methods of obtaining estimates will be denoted as follows:
OLS – ordinary OLS; PP-ridge-regression; TSOLS-two-stage OLS; MOLS-modified
OLS.
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2 Experimental Study of the Quality of Assessments

The study was carried out on the example of a one-dimensional convective diffusion
equation with respect to the spatial coordinate

∂y
∂τ

= D ∂2y
∂z2

− v ∂y
∂z

y(0, z) = ϕ(z)
y
(
t, zmin

) = f1(t), y(t, zmax) = f2(t),

(11)

whereD ≥ 0 is the diffusion coefficient, v ≥ 0 is the convection velocity, z is the spatial
coordinate.

The sample statistics required for the model study were obtained using an analytical
solution equations (11) with the specified values of the parameters D and v, initial and
boundary conditions.

The analytical solution of the problem has the form [12]

x(t, 1) = exp
( v
2D

(
l − vt

2

))
(exp(−Dt) sin l

+ exp(−4Dt) sin 2l + exp(−9Dt) sin 3l

The differential equation under consideration can be represented using the reduced
difference scheme (1).

yk+1
i = a1y

k
i+1 + a2y

k
i + a3y

k
i−1 ,

where

a1 = (
D�t

�z2
− v�t

2�z
) = 0.2583;

a2 = (1 − 2D�t

�z2
) = 0.5;

a3 = (
D�t

�z2
+ v�t

2�z
) = 0.2417.

It is not difficult to verify that a1 + a2 + a3 = 1.
An additive observation noise ξ ki was added to the values of the variable yi in the

corresponding grid nodes, obtained using a Gaussian-type independent random number
generator with zero mathematical expectation and unit variance σ 2

ξ . The intensity of the

interference c σ 2
ξ was set at the levels: c = 0.1, c = 0.01, c = 0.001.

To obtain reliable results of estimates of the bias and standard error, allowing com-
parisons of numerical values, the experiments in all modes were repeated 1000 times
and their results were averaged.
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For each of the four methods, estimates of the parameters of the initial identification
problem were obtained, as well as estimates of the average value of the bias and the
standard error. In the case of ridge regression, different values of the parameterization
parameter at each noise level were considered.

Table 1 shows the influence of the value of the ridge regression regularization param-
eter a1 on the quality of parameter estimation with interference intensity c = 0.01. For
the remaining parameters, the results are qualitatively analogous.

Table 1 clearly shows that with the growth of the regularization parameter, the stan-
dard error of the estimate decreases, and the bias increases. For a comparative anal-
ysis of ridge regression with other methods, the value of the regularization parameter
τ = 12.456was chosen, at which the standard error of the parameter a1 is commensurate
with the corresponding value of the OLS estimate.

Table 2 shows the results of the implementation of the methods of OLS, RR, DOLS
andMOLS: estimates of the standard error and offset when identifying the parameters of
the difference scheme (1) with different interference intensity c. Data from Table 2 show
that for low interference (c = 0.001), all identification methods provide a satisfactory
estimate of the parameters of the difference scheme (1) - an error of no more than 1%
of the absolute value of the parameter. For large (c = 0.1) and medium (c = 0.01)
interferences, only the MOLS can more or less cope with identification, providing a
standard error and a laugh of estimates up to 10% for large interferences and up to 4%
for medium interferences. Other methods demonstrate practically unacceptable values
of the standard error and offset. At an average noise level, the standard error of the
estimation by the PP method is slightly lower than the corresponding estimate of the
OLS, which confirms the theoretical expectations.

Table 1. Standard error and parameter offset in the case of ridge regression

Regularization parameter Standard error Offset

2.0498 0.09207 0.129

4.4976 0.09201 0.138

8.9851 0.0909 0.145

12.456 0.09 0.152

14.876 0.0806 0.201

16.976 0.08 0.399

The conducted studies of the model example in the case of problem (1–2) for non-
negative values of the coefficients confirmed the effectiveness of the modified OLS.
However, modeling of multidimensional time series based on the results of practical
observations showed that some coefficients of the reduced difference model can take
negative values. At the same time, the sum of all coefficients remains equal to one. A
study of the quality of estimates obtained using a modified OLS was conducted, which
showed the absence of a positive effect. For the data of the model experiment, in the case
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Table 2. Standard error and parameter bias in the case of OLS, RR, DOLS, MOLS

Parameters C OLS RR DOLS MOLS

The average value of the offset

a1 = 0,2583 0,1 0,1375 0,678 0,1321 0,0300

0,01 0,0937 0,152 0,0900 0,0110

0,001 0,0030 0,0357 0,0010 0,0009

a2 = 0,5 0,1 0,1707 0,5680 0,1690 0,0286

0,01 0,1625 0,1986 0,1601 0,0160

0,001 0,0049 0,0456 0,0008 0,0004

a3 = 0,2417 0,1 0,0244 0,6450 0,0369 0,0020

0,01 0,0683 0,1745 0,0701 0,0010

0,001 −0,0017 −0,0299 0,0002 0,0001

The average value of the standard deviation

a1 = 0,2583 0,1 0,1351 0,1532 0,1320 0,0270

0,01 0,0922 0,0900 0,0900 0,0100

0,001 0,0021 0,0091 0,0009 0,0008

a2 = 0,5 0,1 0,1699 0,1622 0,1689 0,0271

0,01 0,1608 0,1501 0,1600 0,0156

0,001 0,0024 0,0020 0,0008 0,0004

a3 = 0,2417 0,1 0,0207 0,0201 0,0360 0,0019

0,01 0,0665 0,0602 0,0643 0,0008

0,001 0,0001 0,0001 0,0001 0,0001

when one of the coefficients is negative (for example, a1 = 1.8252, a2 = −2.1720, a3
= 1.3433), a comparison of the usual OLS and the modified one is presented in Table 3.

Table 3. Standard error and parameter offset

Offset Standard deviation

a1 a2 a3 a1 a2 a3

OLS 0.00123 0.00097 0.00087 0.00145 0.002 0.00079

OLS with the replacement of the
equation by 1

0.0035 0.0026 0.0078 0.0028 0.0025 0.0018
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3 Conclusion

A comparative analysis of the application of the studied identification methods to the
assessment of the parameters of the conservative difference scheme (1) showed a sig-
nificant dependence of the quality of the assessment on the intensity of observation
interference. At low interference (c = 0.01 and c = 0.1), all the considered meth-
ods successfully cope with the identification task. With an increase in the intensity of
the method, only the modified least squares method, based on taking into account the
conservativeness property of the difference scheme, demonstrates satisfactory perfor-
mance, but only if we have positive parameters of the model. Thus, the modified OLS
can be recommended for the identification of models of distributed dynamical systems,
the different representation of which satisfies the given property of conservativeness
a1 + a2 + a3 = 1 in the case of non-negative coefficients. It should be expected that in
problems with a higher dimension of spatial coordinates - (R2 and R3), the use of the
conservativeness property will also have a positive effect.
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Scheduling with Genetic Algorithms Based
on Binary Matrix Encoding

Vladislav Korotkov(B) and Mikhail Matveev

Voronezh State University, Voronezh, Russia

Abstract. Metaheuristic optimization approaches like genetic algorithms have
been successfully applied to automatic scheduling in various fields. Scheduling
problems are known for high computational complexity. This is especially true for
problems with precedence constraints like RCPSP (resource constrained project
scheduling problem). Thus, scheduling algorithms need further improvements to
deal with large practical problems.

The paper proposes a novel binary matrix approach for encoding order in
scheduling algorithms. Such encoding makes it simple to extract information
about relative position of jobs (tasks, activities). It’s shown that precedence con-
straints can be also encoded as binary matrix of such type. The paper also intro-
duces mutation and crossover operators for the proposed encoding to be used in
genetic algorithms. Unlike the classical crossover operators, the proposed one
produces offspring individuals which preserve relative and not absolute order of
some subsets of elements.

It is also proven that the proposed binary matrices can be reduced to canonical
vector form. This makes it possible to apply Holland’s schema theorem to justify
the convergence of modified genetic algorithms based on binary matrix encoding.

The efficiency of the modified genetic algorithm in comparison with classical
encodings and genetic operators has been tested on some instances of scheduling
problems. It is shown that the proposed method demonstrates quite promising
results on large scale problems.

Keywords: Scheduling · Genetic algorithms · Crossover operator ·
Combinatorial optimization

1 Introduction

Scheduling is the problem of determining the optimal plan for performing some tasks
(jobs, activities). Scheduling is crucial for planning any working processes in a wide
variety of areas. Optimal schedule can help one make better use of available resources
and reduce execution times. But building optimal or near optimal schedule is a non-trivial
task. In project management, the critical path method is usually used to build project
execution schedules. It estimates the minimum time required to complete a project.
However, in order to be practically feasible, the schedule must consider the available
resource stocks and resource requirements. In addition, other specific requirements and
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constraints may arise in various subject areas and under some conditions. This makes
the problem even more complex and almost impossible to solve by humans.

An artificial intelligence approach can be used to solve this problem programmati-
cally. Various algorithms for solving the problem have been proposed, but due to its com-
plexity, the development of new effective approaches capable of solving large practical
instances of the problem is still required.

2 Problem Description

Various variants of scheduling problems are known. The most general one is the so-
called Resource Constrained Project Scheduling Problem (RCPSP), which arises in the
field of project management. Other scheduling problems like job-shop or open-shop can
be considered as its special cases [1].

RCPSP considers the project as a set of jobs (or activities). Each job requires some
resources, which are available in a limited amount (e.g., the employees). The resulting
schedule should be as short as possible, but precedence and resource constraints must
not be violated. The problem can be formally defined as an optimization problem:

fn → min, (1)

subject to

fi ≤ fj − dj ∀ (i, j) ∈ A, (2)

f1 = 0, (3)

∑

i∈st
rik ≤ ak ∀k = 1, ...,m, t = 1, ..., fn. (4)

Here fi is job finish time, di - its duration, A - project graph that defines job precedence
constraints, rik - the amount of resource k required for job i, ak - the amount of resource
k available.

3 Metaheuristic Solutions

It is known that scheduling problems are highly computationally intensive. RCPSP is
proven to be strongly NP-hard [2]. Because of this, the exact methods can only solve
small problems with fairly weak resource constraints. But realistic projects can have
up to several hundred tasks, and solutions must often be found as quickly as possible.
Consequently, metaheuristic algorithms are usually used to solve such problems. They
provide the best trade-off between accuracy and computation speed.

Anymetaheuristic for solving combinatorial optimization problem partially enumer-
ates feasible solutions. The set of all feasible solutions forms the so-called search space.
Heuristic search is usually performed in the space of encoded solutions which corre-
spond to the subset of all possible schedules as the original search space is too large.
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There are multiple encodings for RCPSP solution representation. The most common
encoding is called “activity list” [3]. It is a vector of all jobs, arranged in an order that
does not violate the precedence constraints:

I =
(
jI1, . . . , j

I
n

)
(5)

The order of jobs can also be implicitly specified using priority values. Such approach is
called “random key” representation (Fig. 1). Other approaches to order encoding have
been also presented in the literature. But comparative studies show that using activity
list representation still leads to better results [3, 4].

Fig. 1. Classical order representations: a) activity list, b) random key.

The corresponding schedule can be obtained by applying any of two decoding pro-
cedures – serial or parallel scheduling schemes. Starting with an empty schedule they
sequentially construct a new partial schedule by placing the next activities to the earliest
possible time so that precedence and resource constraints are satisfied [5]. The jobs are
considered in the given order. The main difference between two generation schemes
is that the sequential one iterates over jobs while the parallel one iterates over points
in time. It is proved that optimal solution may not be present in the set of schedules
obtained by the parallel scheme [6]. Therefore, serial scheduling scheme is usually used
in metaheuristic algorithms to decode solutions.

The chosen representation also defines possible operators used to produce new solu-
tions. A unary operator takes a single solution as input and returns one that is slightly
different. It implements the neighborhood move in local search algorithms like tabu
search and simulated annealing. A typical unary operator for activity list representation
swaps two jobs if this doesn’t violate precedence constraints (Fig. 2).

Fig. 2. Classical unary swap operator for activity list representation

A binary operator takes two parent solutions to produce one or two children, which
combine features of their parents. Such operator is specific for genetic algorithms where
it is used for crossover.

Genetic algorithm is a metaheuristic inspired by Charles Darwin’s theory of natural
evolution. It is based on three genetic operators: mutation, crossover and selection.
At each iteration of the algorithm, a set of current solutions to the problem, called a
population, ismaintained. Each solution or individual is represented by its chromosomes,
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which encode the individual’s features. To evaluate solutions, a fitness function is used,
which measures how good any solution is in relation to the problem being solved. The
best solutions have a higher chance of survival after some selection procedure. Then
binary crossover operator is applied to all or some of the pairs of individuals. Mutation
operator, with some low probability, makes changes in the individuals of the population,
providing the required diversity. The resulting individuals form a new generation. This
procedure is repeated until necessary termination conditions are reached. In the end, the
best of all the solutions found is taken.

The unary swap operator for activity list representation described above is com-
monly used for mutation in genetic algorithms solving RCPSP. There are many possi-
ble crossover operators for activity list representation. Classical ones are: one-point
crossover, two-point-crossover, uniform crossover (Fig. 3) [7]. They transfer some
sequences of adjacent jobs from parent solutions to children or preserve some absolute
positions unchanged.

Fig. 3. Crossover operators: a) one-point, b) two-point, c) uniform.

Many comparative studies show that genetic algorithms outperform the majority of
other metaheuristic methods in solving scheduling problems [3, 4, 8]. This allows us to
think about the importance of a crossover operator. But it is worth noting that currently
used crossovers do not fully take into account the specifics of the problem being solved.
In particular, due to resource constraints and other indirect relations between jobs, the
relative rather than absolute order of some jobs can distinguish good solutions from bad
ones.

4 The Proposed Approach

4.1 Binary Matrix Encoding

An alternative approach to job order encoding is proposed. Let’s define a binary
n × nmatrixM where some arbitrary cellM[i, j] contains 1 if and only if job i precedes
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job j in the encoded order (and 0 otherwise). So, ones in the i-th row correspond to
successors (direct or indirect) of the job i while ones in the i-th column correspond to
its predecessors. An example of such matrix is shown in Fig. 4.

Fig. 4. Example of encoding for A, B, D, E, C, F.

Note some important properties:

• all elements of the main diagonal always have a zero value;
• ifM[i, j] = 1 then M[j, i] = 0 and vice versa;
• sums of row elements and sums of column elements constitute the set of non-negative
integers from 0 to n − 1;

• to decode the order, you need to arrange jobs in ascending order of sums of elements
in the corresponding columns or in decreasing order of sums of elements in the
corresponding rows.

Precedence constraints can also be encodedwith partiallyfilled binarymatrix (Fig. 5).
We can get any valid order by filling in empty cells, but so as not to violate the properties
of the matrix.

Fig. 5. Precedence constraints and its corresponding binary matrix.
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4.2 Mutation Operator

Classical swap operator can still be used for the proposed encoding method. To swap
two jobs we just need to swap the corresponding rows and columns of the matrix.

4.3 Crossover Operator

The idea of crossing over two solutions encoded by binarymatrices is to preserve relative
order of jobs. The main challenge here is not to violate precedence matrix properties.
With this in mind, we get the following crossing over procedure.

1. Split the set of all jobs into two disjoint subsets. For this, the main parent is randomly
selected and its first job is added to the first subset. Then the current subset is switched
with some probability and the next job from the main parent is added to the current
subset. The procedure continues until all jobs are distributed into two subsets.

2. Transfer information about the relative position of jobs of the first set from the first
parent to the child.

3. Perform disjunction with precedence matrix to enforce precedence constraints.
4. Sequentially recover matrix:

a. at the i-th step, we consider the columns, the sum of which equals to i;
b. select column k that has no blank cells or whose corresponding job is located

earlier in the second parent;
c. place the k-th job at the i-th position, filling all predecessors with ones in the k-th

line.

5 The second child is obtained by swapping parents and repeating steps 2–4.

Stage 4 of this algorithm fills the remaining cells so as not to violate the properties
of the matrix and arrange jobs from the second set in the same order as in the second
parent.

Figure 6 shows an example of such crossover. The second picture shows two children
after completing the first three steps of the algorithm. The precedence constraints were
taken from Fig. 5. The “*” sign here denotes empty cells.

4.4 Genetic Algorithm

The modified genetic algorithm can be developed based on the proposed encoding
method and genetic operators. It is heavily inspired by genetic algorithms proposed
in [9, 10]. Its main components are described below.

Fitness Function. Schedule duration is used as a fitness function. Thus, the solution
must be decoded to be evaluated. Serial scheduling scheme is used for this purpose.

Initial Population. The initial population is randomly generated. First, a zero matrixM
and a corresponding empty set of jobs J are created for each individual. At each step of
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Fig. 6. Example of crossover

the procedure a random job j is selected whose predecessors are already in the set J. In
the j-th column, all cells corresponding to jobs from the set J are filled with ones. Then
j is added to J. The resulting instances obviously satisfy the precedence constraints.

Mutation. Mutation is applied to all individuals. For each job located at the i-th position
in encoded order a random value pi ∈ [0, 1] is picked independently. If pi ≤ PPM , where
PPM is initially defined mutation probability, then i-th and i+ 1 jobs are swapped unless
this violates the precedence constraints.

Crossover. The entire population is split into pairs of individuals. The crossover operator
described in Sect. 4.3 is applied to each pair with some predefined probability.

Selection. A tournament selection approach is used. Three random individuals are
selected and only the best of them is added to the new generation. The procedure is
repeated until the required population size is reached.

4.5 Justification of Convergence

The power of traditional genetic algorithms is explained by so-called schema theorem
proposed by John Holland [11]. Schema is a template of binary string where values
at some positions are fixed while others are arbitrary. The number of fixed positions is
called the schema order. The Eq. (6) explains how low-ordered potentially good schemas
increase in successive generations.

E(m(H , t + 1)) ≥ m(H , t)f (H )

at

[
1 − p

]
(6)

Here m(H , t) is the number of individuals that correspond to schema H at generation t,
f (H ) is average fitness of schema H , at - average fitness at generation t, p - probability
of schema disruption after mutation and crossover.
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Schema theorem is applicable for traditional genetic algorithms with binary string
encoding. Therefore, we need to introduce the one-to-one mapping from binary
precedence matrices to binary strings.

Let Zi be the number of zeroes in the i-th row of upper triangular part of the matrix.
Then we can introduce the following conversion operator:

n−1∑

i=1

(n − i)! × Zi (7)

As an example, for the precedence matrix shown in Fig. 5 we got the following
conversion:

(6 − 1)! × 0 + (6 − 2)! × 0 + (6 − 3)! × 2 + (6 − 4)! × 0 + (6 − 5)! × 0 =
12 ⇔ (1 1 0 0)

Now Holland’s schema theorem can be used to justify the convergence of the
modified genetic algorithm too.

5 Computational Experiments

The proposed approach was compared with traditional ones on a subset of PSBLIB
problem set [12]. Five variations of genetic algorithm were implemented with different
encoding methods and crossover operators:

• activity list encoding and one-point crossover;
• activity list encoding and two-point crossover;
• activity list encoding and uniform crossover;
• activity list encoding and uniform crossover (with the method of dividing the set of
jobs, which is similar to that used in the proposed crossover operator);

• binary matrix encoding and the proposed crossover operator.

All other components of genetic algorithmswere the same. To eliminate the influence
of random factors mutation probability was set to zero and initial population was the
same for every variation of genetic algorithm. Thus, the main focus was on the ability of
algorithms to identify promising combinations in fewer iterations. Population size was
set to 80, generation count – 40, switching probability while jobs partitioning – 0.2.

The variation marked as “Uniform 2” uses uniform crossover with similar method
of jobs division when jobs are sequentially added to the first set with a probability of
switching to another set at some point. Such algorithm was included in the list to take
into account the contribution of this trick into final results.

Random problem instances of three different sizes were taken from j60.sm, j90.sm
and j120.sm problem sets. A total of 144 instances were taken. The results are presented
in Table 1. For each problem set and each algorithm the number of cases is shown when
the best result was achieved. Detailed results for j120.sm problem set are presented in
Table 2. Each problem of this set is a large instance, consisting of 120 jobs.
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Table 1. Overall benchmark results

One-point Two-point Uniform 1 Uniform 2 Matrix

j60.sm
(48 inst.)

31
(64.6%)

34
(70.1%)

30
(62.5%)

31
(64.6%)

46
(95.8%)

j90.sm
(48 inst.)

29
(60.4%)

33
(68.8%)

25
(52.1%)

26
(54.2%)

45
(93.8%)

j120.sm
(48 inst.)

7
(14.6%)

22
(45.8%)

3
(6.25%)

7
(14.6%)

34
(70.8%)

Total
(144 inst.)

67
(46.5%)

89
(61.8%)

58
(40.3%)

64
(44.4%)

125
(86.8%)

Table 2. Detailed benchmark results for j120.sm problem set

Instance One-point Two-point Uniform 1 Uniform 2 Matrix

j1201_1.sm 120 117 123 124 116

j1202_2.sm 82 80 84 83 82

j1203_3.sm 100 100 103 102 100

j1204_4.sm 78 76 80 78 75

j1205_5.sm 77 77 78 77 77

j1206_6.sm 184 181 185 189 180

j1207_7.sm 141 138 142 141 136

j1208_8.sm 97 97 102 101 97

j1209_9.sm 95 93 97 96 95

j12010_10.sm 67 67 72 69 66

j12011_1.sm 203 197 201 195 197

j12012_2.sm 132 131 133 132 131

j12013_3.sm 138 138 144 145 137

j12014_4.sm 103 101 107 105 101

j12015_5.sm 87 87 87 87 87

j12016_6.sm 234 229 238 229 229

j12017_7.sm 167 167 169 168 163

j12018_8.sm 119 114 122 118 114

j12019_9.sm 96 94 99 99 96

j12020_10.sm 83 81 86 82 81

j12021_1.sm 128 127 130 129 127

(continued)
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Table 2. (continued)

Instance One-point Two-point Uniform 1 Uniform 2 Matrix

j12022_2.sm 119 119 118 119 114

j12023_3.sm 99 99 99 99 99

j12024_4.sm 101 101 104 103 101

j12025_5.sm 100 100 100 100 100

j12026_6.sm 222 208 219 215 208

j12027_7.sm 149 147 153 153 146

j12028_8.sm 113 112 118 113 110

j12029_9.sm 103 103 105 103 98

j12030_10.sm 90 88 91 90 88

j12031_1.sm 227 227 229 227 226

j12032_2.sm 152 147 154 154 147

j12033_3.sm 122 118 129 128 118

j12034_4.sm 111 110 114 115 106

j12035_5.sm 105 106 109 109 103

j12036_6.sm 266 255 266 258 255

j12037_7.sm 183 182 185 182 182

j12038_8.sm 141 138 144 140 137

The proposed algorithm outperformed classical approaches on all problem sizes.
Moreover, this and two-point crossover variations showed significantly better results
on larger sizes compared to other algorithms. But genetic algorithm based on matrix
encoding is still the most efficient what makes it potentially usable for solving practical
large-scale problems.

6 Conclusion

The proposed modified genetic algorithm showed better results on some test problems
compared to the classical approaches. This was achieved due to the novel binary matrix
encoding method and the corresponding crossover operator. The proposed approach can
be used in scheduling software for scheduling projects with hundreds of jobs or solving
other practical large-scale problems.
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Abstract. The work is devoted to the development of a mathematical apparatus
which establishes the relationship between the consist of the elastomer compo-
sition and the projected properties of the finished rubber compound taking into
account the parameters of its manufacture and processing. A software product
has been developed for carrying out research-work in the study of vulcanization
of rubber compounds using multi-component structuring systems. The program
implements algorithms for calculating the modes of vulcanization of thick-walled
reinforced composites, which allow, when designing, to assess the technological
capabilities of production, to plan the choice of materials and equipment. The
complex of programs has a block-modular structure, which allows its expansion
without loss of functionality. With the use of the developed software product, the
parameters of the isothermal vulcanization process were evaluated on a test exam-
ple of the «Tire Carcass» recipe. The maximum deviation from the experimental
data does not exceed 5%, which indicates the adequacy of the model.

Keywords: Mathematical modeling · Rubber compound · Vulcanization · Car
tire · Software package

1 Introduction

The manufacture of automobile tires is a multi-stage process that is carried out in the
factory and includes: market analysis, development of a digital model and prototype,
production of a rubber compound, release of semi-finished products, assembly, vulcan-
ization and quality control of the finished product [1]. Currently, there are no effective
methods that, based on information about the components of rubber compounds, would
make it possible to predict the properties of final products. The concentrations of the
initial components and the parameters of the technological process have a significant
effect on the formation of the vulcanization structure. In this case, the properties of the
final products are determined by control samples obtained from the corresponding batch.
The need to predict the properties and behavior of such products in the conditions of
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their operation determines the creation of new approaches based on in-depth theoretical
analysis and mathematical description [2–6].

When developing approaches to creating methods for assessing the optimal modes
of vulcanization and properties of the resulting products, it should be borne in mind that
vulcanization, which is a complex chemical process with a large amount of reagents, is
characterized by certain regularities of flow or kinetics and consists in the formation of
a single spatial network of rubber macromolecules. In the process of vulcanization, the
properties of rubbers are formed, the change in which with the duration of vulcanization
is not the same, i.e. kinetic curves do not coincide with each other: according to some
properties they pass through a maximum, according to others - through a minimum; in
most cases, the kinetic curves “property - duration of the process” are characterized by
an initial (induction) period, followed by a period of predominant structuring, a vulcan-
ization plateau (in which property levels are retained for given temperature conditions)
and a final period of predominant reversion (destruction, decay of nodes, rupture of
spatial grid chains) [1, 8]. Existing computational analytical and engineering methods
for describing the kinetics of vulcanization are applicable mainly to particular types of
kinetic curves.

When modeling the structure of elastomers, such approaches may be promising, in
which the properties of each component of the composition are sequentially considered.
Their practical implementation in themanufacture of products and elastomerswill reduce
the labor intensity of the technological process, ensure the quality of predicting the
physical, mechanical and technological properties of materials, and reduce the cost of
finished products [7].

In general, the methodology for optimizing tire vulcanization modes at the stages of
their design and manufacture includes the following components:

– assessment of the degree of vulcanization of rubber compounds and the kinetics of vul-
canization un-der actual temperature conditions by a set of properties that determine
the behavior of the product in operation;

– calculation and modeling of temperature fields in vulcanizable products;
– analysis of the mechanical behavior of materials of vulcanizable products at all stages
of the process from the induction period to the final post-vulcanization period;

– optimizationof tire vulcanizationmodes, including their correction taking into account
the actual process parameters.

Vulcanization is the final stage in the production of tires, at which a product made
from semi-finished products consisting of reinforcing materials and rubber compounds,
on vulcanization equipment acquires the required shape and new properties. In this
process, heat is transferred to the tire from the mold, which is maintained at a high
temperature by circulating the heat carrier. After the completion of the process, the fin-
ished tire is removed from the mold and cooled at room temperature. Table 1 shows an
example of a pneumatic tire vulcanization mode. This process is energy intensive, and
its optimization will allow not only to produce high quality tires, but also to increase the
volume of products. To optimize the vulcanization process, an appropriate assessment of
the distribution of temperature fields in different layers of the tire over time is necessary.
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The main method for determining the conditions of vulcanization is the method of ther-
mocouples, which are placed in different parts of the wet tire to measure the temperature
and build profiles of temperature changes over time and determine the conditions of
vulcanization [8]. However, this method is costly and very time consuming. Therefore,
tire manufacturers are looking for alternative methods based on finite element process
modeling to predict temperature distribution and cure rate in a product volume.

Table 1. Table captions should be placed above the tables.

Process Pressure, MPa Time, min Steam
temperature, °C

Clamping Segment form 150 °C/side plate 140 °C

Steam filling 0.8–1.2 8 178

First water filling 2

Hot water filling (cycle) 2.4–3.0 77 165

Hot water filling
(no cycle)

70 165

Water draining 0,5 2

Water draining 0 2

Vacuuming 2

Total cycle time 163

The tire vulcanization process can be conventionally divided into 8 stages. It is
more complex than the process of manufacturing semi-finished products. The current
thermocouplemethod does not predict the degree of vulcanization at an arbitrary location
on the tire, since temperature changes can only be obtained at the location where the
thermocouple is embedded. This process is a complex procedure of thermal interaction
“liquid-solid” and to obtain accurate solutions it is necessary to use the finite element
method [8, 9].

In mathematical modeling of physicochemical processes of vulcanization, certain
difficulties may arise in reconciling the postulated kinetic mechanism with experimen-
tal data. First, the reaction mechanism includes many stages. Second, the equations for
describing the kinetics of individual stages are nonlinear due to the binary reactions
and the exponential dependence of the rate on temperature. Traditional methods used to
find the coefficients in the case of rigid systems of ordinary differential equations will
be unstable, which will require the creation of additional algorithms for their stabiliza-
tion [8, 10]. For these reasons, it is important to create simpler mathematical models
that allow an adequate description of complex physicochemical reactions of vulcan-
ization. The development of a technique for evaluating the kinetics of vulcanization of
multicomponent elastomeric compositions is based on the fact that individual stages of
the vulcanization process differ significantly in rate. Along with the slowly proceeding
stages of the formation of the actual vulcanization agent, there are extremely rapid stages
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proceeding by a radical mechanism. In such cases, to simplify the equations of chemical
kinetics, the conditions of quasi-equilibrium of fast stages are usually used [10].

Therefore, it is necessary to develop an alternative method of temperature control
of the vulcanization process, taking into account the composition of rubber compounds.
The purpose of this work is to develop a mathematical apparatus that establishes a
relationship between the composition of the elastomeric composition and the predicted
properties of the finished rubber compound, taking into account the parameters of its
manufacture and processing.

2 Mathematical Software Models

For the purpose of studying the processes of vulcanization of elastomeric compositions
on the basis of mathematical modeling, software has been developed. The application
has several software modules (Fig. 1) for computer simulation of the vulcanization of
elastomeric compositions.

Fig. 1. General scheme of software operation.
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Eachmodule implements data processing algorithms according to the selectedmode:
modeling heat transfer processes and the kinetics of the vulcanization process; calcu-
lation of control actions of the technological process; the mode of accumulation of
statistical data. Figure 2, 3 shows the detail, sequence and logic of the user’s work with
software subsystems in order to obtain a set of results determined by the functions of
the subsystems.

Fig. 2. Simulation software data flow diagrams
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Fig. 3. Data flow diagram of the software of the control action calculation mode

The mode of modeling heat transfer in rubber products is intended for calculating
temperature fields and evaluating the thermo-physical parameters of an elastomeric com-
position. The calculation methods are based on a mathematical model represented by
the heat conduction equation with given initial and boundary conditions [10]:

C(T ) · ∂T (l, t)/∂t = ∂/∂l{λ(T ) · ∂T (l, t)/∂l} + q(l, t); l ∈ [0,L], t ∈[0, t_k]. (1)

T (l, 0) = T0(l); l ∈ [0,L]. (2)

T (0, t) = Tv(t),T (L, t) = Tn(t); t ∈ [0, tk ]. (3)

where C(T) – is the coefficient of volumetric heat capacity of the sample, J/(m3·K);
T(l,t) – temperature, K; L – s the sample thickness, m; tk – end point of time, sec;
Tv(t) and Tn(t) – are the temperature values at the top and bottom of the sample, K;
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λ(T) – coefficient of thermal- conductivity of the sample, W/(m·K), q(l,t) – heat release
density.

The program implements algorithms for calculating the coefficients of thermal con-
ductivity and heat capacity of elastomeric compositions depending on temperature based
on experimental data (Fig. 5, 6). The researcher chooses which mathematical model to
calculate the thermophysical parameters.

In particular, an initial vulcanization temperature is set; the calculated value of the
heat capacity coefficient and the a priori approximation of the parameters of the approx-
imating thermal conductivity function depending on the temperature; product thickness;
end time of the vulcanization process.

The program calculates the curves of temperature fields inside the product at different
levels using built-in algorithms. As a result of the calculations, an array of temperatures
is formed and graphs are built. The error in relation to the experimental data is also auto-
matically calculated. The data can be imported into the built-in database for convenient
storage and further analysis of the obtained data.

It is assumed that the investigated products have the shape of a cylinder with a
thermally insulated lateral surface (see Fig. 4).

Fig. 4. The shape of the test articles of the elastomeric composition

Table 2 describes the information flows based on CASE technologies. The main data
tuples of the information system are described.

The program implements algorithms for calculating the coefficients of thermal con-
ductivity and heat capacity of elastomeric compositions depending on temperature based
on experimental data (Fig. 5, 6). The researcher chooses which mathematical model to
calculate the thermophysical parameters. In particular, an initial vulcanization tempera-
ture is set; the calculated value of the heat capacity coefficient and the a priori approxima-
tion of the parameters of the approximating thermal conductivity function depending on
the temperature; product thickness; end time of the vulcanization process. The program
calculates the curves of temperature fields inside the product at different levels using
built-in algorithms. As a result of the calculations, an array of temperatures is formed
and graphs are built. The error in relation to the experimental data is also automatically
calculated. The data can be imported into the built-in database for convenient storage
and further analysis of the obtained data.
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Table 2. Information system data tuples

Name Of The Tuple Data Description Tuple Content

Nc Parameters for evaluating the
heat capacity of the product
Initial concentrations (DAV, the
precursor of crosslinking, the
active form of crosslinking,
intramolecular-bound sulfur,
sta-ble and labile nodes of the
vulcanization grid, rubber and
its microradial)

<C1(0),…,C(8)>

KK Values of pre-exponent
constants of reaction rates

<k1,…,k9>

EE Activation energy values <E1,..,E9>

ThermoP Parameters for evaluating the
thermal conductivity of the
product

<C1,C2, λ1,λ2, Tv,Tn,Ts,L,q>

q Heat dissipation coefficient Q

SS Mass fraction of sulfur,
accelerator, activator and
microradial of rubber,
respectively

<S8,Ac,Act,R>

Time Process time simulation
parameters

<tn,tk,dt>

L Product thickness L

T Temperatures on the upper,
lower parts and in the center of
the product

<Tv,Tn,Ts>

KinP, M(t) The value of the torque of the
geometric curve

M(t), <t,T>, <Nc>, <C0<SS>, L

Const Values of stoichiometric
coefficients

<alf,bet,gam,et,tet,dz>

Z The specified value of the
degree of vulcanization at the
“cold” point

z

RM Process simulation parameters <t,T>, <Nc>, <KK>, <ThermoP>

Optime Duration and temperature of
vulcanization

<t,T>

(continued)
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Table 2. (continued)

Name Of The Tuple Data Description Tuple Content

UV Process simulation control
parameters

<t,T>, <Nc>,
<KK>, <EE>,
<Const>, <Time>,
<ThermoP>, Z

SD Accumulation of data <ThermoP>,
<KK>, <EE>,
Optime

Process Mp Mechanical properties
(elongation, conditional tensile
strength, Shore hardness

<E,f2,Na>

X(l,t) The degree of completion of the
vulcanization process

Z

In the simulation mode, it is possible to calculate the degree of vulcanization of
multilayer products (both under isothermal and non-isothermal process conditions).

Fig. 5. Mode of simulation of temperature fields during vulcanization.
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Fig. 6. Simulation mode. Calculation of thermophysical coefficients

The model is based on a system of differential Eqs. (4) describing the kinetic scheme
(Fig. 7), where A – is the actual vulcanization agent (DAV), B–is the precursor of
crosslinking, B*– is the active form of crosslinking, C – is intramolecular-bound sulfur,
VuSt, VuLab–stable and labile nodes of the vulcanization network, R–rubber, R*–macro-
radical of rubber formed as a result of thermal fluctuation decomposition; α, β, γ and
δ–stoichiometric coefficients, k1, k2,…, k8, k9 - are reaction rate constants [11, 12].

Fig. 7. Kinetic diagram of the vulcanization process
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dCA

dt
= −k1 · CA − k4 · CA · CB∗

dCB

dt
= k1 · CA − k2 · CB + β · k4 · CA · CB∗ + k9 · CR∗

dCB∗

dt
= k2 · CB − (k3 + k5 + k7) · CB∗ + k6 · CVuLab − k4 · CA · CB∗

dCVuSt

dt
= α · k3 · CB∗

dCVuLab

dt
= γ · k5 · CB∗ − k6 · CVuLab

dCC

dt
= δ · k7 · CB∗

dCR∗

dt
= k8 · CR − k9 · CR∗

dCR

dt
= −k8 · CR

(4)

The initial concentration of the actual vulcanization agent is determined by the
expression (5):

[DAV ] = ξ · [S8]·[Ac] · [Akt]θ · [R]η (5)

where ξ, θ, η, - some coefficients, [S8]– is the initial concentration of sulfur, [Ac]
– is the initial concentration of the accelerator, [Akt]– is the initial concentration of the
vulcanization activator, [R]η – is the initial concentration of the rubber macroradical.

All concentrations of reagents are in units of [mol/kg]. The dimensions of the reaction
rate constants are presented in Table 3.

Table 3. Dimensions of reaction rate constants

Constant Dimension Constant Dimension

k1 [s−1] k5 [s−1]

k2 [s−1] k6 [s−1]

k3 [s−1] k7 [s−1]

k4 [kg·s−1/mol] k8 [s−1]

k9 [s−1]

The solution to the problem of identifying kinetic parameters is carried out by
minimizing the functional (6):

�(k1, k2, . . . , k8, k9, α, β, γ, ξ, θ, η) =
tk∫
0
q2(k1, k2, . . . , k8, k9, α, β, γ, ξ, θ, η, t)dt

(6)
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q(k1, k2, . . . , k8, k9, α, β, γ, ξ, θ, η, t) = R(M (t) − Mmin)

Mmax − Mmin
− CVust (7)

where Mmax , Mmin – are the maximum and minimum values of the torque M(t),
respectively, R is the scale factor.

The control action calculation mode implements the numerical simulation of the
vulcanization process based on the solution of two interrelated problems: the problem
of determining the temperature fields in the product and calculating the degree of com-
pletion of the process. The algorithms are implemented in such a way that a sequential
calculation of the temperature fields in each section of the sample is carried out and,
based on the data on them, the degree of vulcanization X(l,t) is calculated. The expres-
sion for the heat release density contains the value X(l,t), which characterizes the degree
of completion of the vulcanization process. The degree of completion of the process is
defined as the ratio of the concentration of vulcanization units to its maximum value.
As a result, the module for calculating control actions makes it possible to select the
temperature-time mode of the process, taking into account the recipe for the elastomeric
composition and the conditions for its implementation.

The system implements a database of experiments and calculation results for various
modes (Fig. 8). As an example, a database window for accumulating experimental data
of rheometric curves is shown (Fig. 9).

Fig. 8. Module for the accumulation of statistical data. The accumulationmode selectionwindow.
Scheme of interaction of database tables.

Designations: composition – mass fractions of the ingredients of the mixture com-
position; exp_temp – conditions and date of the experiment on the laboratory installa-
tion; experiment - data from thermocouples; recept_kinetic - conditions and date of the
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experiment on the rheometer; exp_kinetic - readings from the rheometer; thermorhysycal
– thermophysical parameters; kinetic_char – kinetic characteristics.

Fig. 9. DB window for accumulating experimental data of rheometric curves.

The software package can be used in the production of car tires at the stages of
laboratory research and in production conditions for a significant increase in produc-
tion volumes of products by selecting the optimal temperature and time modes of the
technological process.

3 Experiment and Processing of Results

In order to demonstrate the operation of the software for studying vulcanization pro-
cesses, an algorithm for identifying kinetic constants based on experimental data is
presented. In general, the sequence of research actions can be represented as follows:

– preparation of a recipe for an elastomeric composition, production of a rubber com-
pound and registration of the kinetic characteristics of a control sample using a
rheometer;

– assessment of initial concentrations;
– processing of the rheometric curve;
– determination of the concentration of cross-links at the current time;
– identification of constants using software;
– analysis of the results.

Rheograms describe the vulcanization curve, which is measured in Nm (Fig. 10).
Digitization can be done manually or using special programs (for example, Gr2Digit).
Table 4 shows the basic recipe for an elastomeric composition of a control sample used
in the manufacture of a car tire carcass.

The control sample was examined at a temperature of 443.15 K for 10min. Figure 10
shows 3 plots of experimental rheometric curves. Due to the peculiarities of the study
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Table 4. Basic recipe for the elastomeric composition of the control sample «Tire carcass».

№ Purpose of components «Tire carcass»

Description Weight, kg

1 Rubber SKI-3 32.3

2 Vulcanization activator Zinc oxide 7.75

3 Vulcanization accelerator TBBS 1.15

4 Vulcanizing agent Sulfur 3.2

Fig. 10. Graphs of experimental cure curves with rheometer

on the rheometer, the control samples were processed several times in order to assess
the uniformity of the process and eliminate measurement errors.

For the data obtained, mathematical processing and data normalization procedure
were carried out. Initially, the torque was converted into conventional units:

Mcon = Mcur − Mmin

Mmax − Mmin
(8)

Then the conventional units are converted to the concentration of cross-links (mol/kg)
according to the Formula (9):

(9)

where R = 5 × 10–19, n – the number of points in the data array over time.
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According to formula (5), to estimate the concentration of the actual vulcaniza-
tion agent, it is necessary to know the initial concentrations of sulfur, accelerator, vul-
canization activator, and rubber macroradicals. After converting them to molar con-
centrations, the following values were obtained: [S8] = 0.051[mol/kg], [Ac] = 0.086
[mol/kg], [Akt] = 2.415[mol/kg],[R] = 0.004[mol/kg]. The calculation formula of the
actual vulcanization agent contains the coefficients ξ, θ, η, to be use.

The digitized and processed experimental data are entered into the program, the
initial conditions, approximations, and the search range for constants are selected. The
identification results for the control sample are presented in Table 5 and in Fig. 11–12.

Table 5. Evaluation of model constants for the control example “Tire carcass” at a vulcanization
temperature of 443.15 0K.

Parameter Meaning Parameter Meaning

Antecedent Calculated Antecedent Calculated

k1, [s−1] 0.004 0.016 α 1 1

k2, [s−1] 0.008 0.017 β 2 2

k3, [s−1] 1.255e−21 4.704e−21 γ 1 1

k4, [kg·s−1/mol] 0.008 0.009 ξ 1.65 1.65

k5, [s
−1] 4.166e−22 1.102e−22 θ 1.5 1.5

k6, [s−1] 1.666e−22 1.667e−22 η 0 0

k7, [s−1] 0.005 0.017

k8, [s−1] 0.021 0.036

k9, [s−1] 0.004 0.026

Fig. 11. Graphs of rheometric curves in conventional units: 1 - experiment; 2 - calculation from a
priori approximations; 3 - is a graph of calculated values after identification of model parameters
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Fig. 12. Graphs of rheometric curves: 1 - experiment; 2 - calculation.

As a result of identifying the parameters of the model and estimating the error, it can
be concluded that the pro-posed model adequately describes the kinetics of isothermal
vulcanization. The average relative error for the control example was 4.29%.

Analyzing modern approaches to modeling vulcanization processes, as well as the
production of products from polymer compositions, it can be concluded that the main
factors affecting the formation of a spatial vulcanization structure are the conditions
for carrying out spatial vulcanization (heat and energy carriers with various physical
inclusions: pressure, temperature; duration of the process) and the composition of the
polymer composition. In terms of thermal conditions, vulcanization occurs at variable
temperatures and heat transfer characteristics [15, 16]. The most commonly used rub-
bers (styrene-butadiene, butadiene and natural) are vulcanized in combination with sul-
fur. This process is called sulfur vulcanization, where sulfur atoms are involved in the
formation of intermolecular cross-links. The main temperature conditions for vulcan-
ization of rubber products are carried out at 413.15–443.15° K. During vulcanization,
a non-uniform temperature profile is observed in the volume of thick-walled products
[17]. With an increase in temperature, the duration of vulcanization decreases, but for
large-sized multi-layer products, the probability of over vulcanization on the surface of
the final products and an uneven distribution of crosslinking in thickness increase. Thus,
it degrades the quality of products [18].

External pressure acting on the product has a significant effect on increasing the
solidity of the rubber [17]. With increasing pressure, the porosity of the rubber decreases
and the bond strength between the layers increases. To ensure high performance of
production equipment, vulcanizationmust be carried out in a shorter time interval. Since,
due to the absorbed heat, the vulcanization process continues after the end of heating,
when determining the process parameters, this circumstance must be taken into account.
To ensure an increase in the homogeneity of the temperature field, the heating process can
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be carried out with stepwise heating or preheating the initial rubber mixture. Therefore,
it is advisable not to achieve complete vulcanization of the product [18]. The time and
temperature conditions for vulcanization depend on the nature of the rubber and the
initial composition of the polymer composition. The vulcanization time during which
the required physical and mechanical properties of the vulcanizates are achieved is
called the cure optimum. The time interval during which the required or close physical
and mechanical parameters are maintained is called the vulcanization plateau. When
choosing the temperature-time parameters of the process, there is mainly an empirical
approach that does not allow to obtain reliably reproducible results and to design modes
for the manufacture of products with optimal properties at a sufficiently high scientific
and technical level [19]. In industrial conditions, the vulcanization mode is selected on
the basis of calculated and experimental methods that provide the choice of the program
for the implementation of the process. At the same time, in order to fulfill the selected
modes, it is necessary to equip the process with automation and control means, which
ensure the implementation of the selected procedure.

The result of an analytical review of various approaches to describing the struc-
turing of elastomers showed that today there is no unified approach to describing the
process of non-isothermal vulcanization and a general methodology for assessing the
vulcanization characteristics, properties of vulcanizates, which will allow the selection
of the optimal temperature-time mode of vulcanization. [14, 20]. At present, the study
and calculation of vulcanization processes is based mainly on the results of a full-scale
experiment, empirical and graphic-analytical methods of calculations, while their gen-
eralized analysis is absent. The experience of research in this field of science shows the
need to use calculation methods for determining the optimal vulcanization mode, as well
as mathematical models and algorithms underlying them.

4 Conclusion

Based on the analysis of theoretical approaches to the description of vulcanization,
the general kinetic scheme of the vulcanization process has been improved. Additional
reactions are proposed that describe the for-mation and destruction of labile polysulfide
bonds, intramolecular cyclization, and other reactions leading to the modification of
the sulfur macromolecule, the formation of a macroradical and its reaction with DAB
pendants. Themathematicalmodel of structuring is supplementedwith initial conditions,
which are defined as functions of the initial concentrations of the components of the
vulcanizing group.

A software product has been developed for carrying out research work in the study
of vulcanization of rubber compounds using multicomponent structuring systems. The
complex of programs has a block-modular structure, which allows its expansion without
loss of functionality. The directions of its modernization are the inclusion in the mathe-
matical description of the non-isothermal mode of vulcanization with further integration
into the circuit of the process control system as an expert information and control sys-
tem for issuing recommendations for managing the vulcanization process and making
decisions.

With the use of the developed software product, the parameters of the isothermal
vulcanization process were evaluated on a test example of the Tire Carcass recipe. The
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maximum deviation from the experimental data does not exceed 5%, which indicates
the adequacy of the model.
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Abstract. The article considers the theoretical and applied aspects of the problem
of decision-making in a system with a hierarchical structure under uncertainty
inherent in the agro-industrial complex, due to the presence of changeable weather
conditions and the freedom to make economic decisions in market conditions.
It is noted that to date, market mechanisms have been implemented in the agro-
industrial complex, and the role of decisionmakers isminimal, and this determines
the feasibility of applying a decentralized scheme of the control model, which
is discussed in detail in the domestic theory of hierarchical games. It is taken
into account that enterprises of different forms of ownership can act in different
roles, unequal relations can arise: someone shows dictates and gets the right of
the first move. In these productions, along with enterprises of different forms
of ownership, the participation of the coordinator of the Center, which regulates
public relations arising between state authorities and subjects of the industrial
sector of the economy, should be considered. Economic stimulus and regulatory
measures (mandatory regulations and prohibitions) can be used as instruments
of government influence on productive entities. To assess the activities of the
participants, the principle of the maximal guaranteed result is used. A general
scheme for obtaining correlations for the Center criterion in cases of centralization
and decentralization, their comparison and a detailed conclusion for the linear case
under the selected organizational conditions are presented.

Keywords: Agro-industrial complex · Awareness · Centralization ·
Decentralization · Uncertain factors · The greatest guaranteed result · The right
to move · Strategies

1 Introduction

When developing theoretical approaches to control in the agro-industrial complex (AIC),
it is very important to take into account factors that are difficult to predict. This is
primarily characteristic of natural conditions, which must be taken into account when
developingmodels for the flow of production processes. The second factor that generates
uncertainty in centralized planning is freedom of choice when making decisions at the
lower level of management.

These problems are investigated in this work.
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Note that to date, the agro-industrial complex has implemented market mechanisms,
and the role of directive decisions is minimal, which determines the feasibility of using a
decentralized control model scheme, which is considered in detail in the domestic theory
of hierarchical games [1–4].

It should also be borne in mind that enterprises of different forms of ownership can
play different roles in mutual relations, just as unequal relations can arise in the rela-
tionship between the manufacturer and the consumer in the market: someone manifests
a diktat and gets the right of the first move (Cournot, Stackelberg and Germeier models
[1, 5, 6]). Finally, state-owned, joint-stock and private enterprises in some cases must
follow the laws and regulations set by the state, and state-owned enterprises and private
enterprises may be subject to different legal provisions, for example, different taxation
schemes. In these performances, along with enterprises of various forms of ownership, it
is necessary to consider the participation of the coordinator (we will use the term Center)
with a description of his activities. The Center regulates public relations arising between
public authorities and subjects of the industrial sector of the economy in the implemen-
tation of various instruments of state influence on the activities of companies. Measures
of economic incentives and measures of state regulation (mandatory prescriptions and
prohibitions) can be used as instruments of state influence on industrial activity subjects.

2 Decentralization of Control Mechanisms

Problems of awareness and decentralization occupy an important place in decision the-
ory and have attracted the attention of thinkers of all eras (see, for example, https://en.
wikipedia.org/wiki/Decentralization). In practice, management of rather complex orga-
nizational systems is carried out according to a hierarchical principle. Hence, we can
conclude that decentralized management is more efficient than centralized. An explana-
tion of this fact was proposed in the early 70s of the last century by Yu.B. Germeier and
N.N. Moiseev: if a decision-maker delegates a part of his decision-making authority to
some agents, then by joint efforts it will be possible to process large amounts of infor-
mation in a timely manner and thereby manage more efficiently. These ideas formed the
basis of the so-called informational theory of hierarchical systems [7–9].

For a long time, it was not possible to construct formal mathematical models to
describe this effect. Various approaches to solving this problem are described in [10,
11], where the tasks of control organizational systems under external uncertainty are
considered and the question of the feasibility of decentralizing control depending on the
available amount of information about uncertain factors is investigated.

Of course, one would like to find the optimal organizational structure of the system
that ensures the management of this or that agricultural complex. But even the formu-
lation of such a task currently seems impossible. The first problem is already that there
is no definition of “organizational structure” that could be written in the language of
mathematics. The only way to solve this problem, which seems real today, is to compare
the “quality” of management that control systems with a pre-fixed structure can provide.
This is what is being done in this paper.

Below is a comparative analysis of the effectiveness of centralized and decentralized
control methods.

https://en.wikipedia.org/wiki/Decentralization
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3 Controlled System

Let’s consider the simplest model of decision making under uncertainty. The system
under consideration is controlled by choosing a control w from a setW , and the control
result is influenced by the value of an uncertain factor α, the choice of which is not
controlled by the decision-maker. The parameter α can take any value from the set A.

The purpose of the control is to maximize the value g(w, α) of the function g :
W × A → R (as usual, R is a set of real numbers).

The function g will be considered continuous on the Cartesian product W × A.
Let us further assume that the considered controlled system is “technologically struc-

tured”: the setW can be represented as a Cartesian productW = U × V 1 × V 2 ×
... × Vn.

Thus, the control w ∈ W can be written in the form w = (u, v1, v2, ..., vn), where
u ∈ U , vi ∈ V i, i = 1, 2, ..., n.

We will assume that the choice of control w ∈ W is made by one decision-maker
(Center).

At the same time, the Center can receive reliable information about the realized value
of the uncertain factor α, but the amount of information that it is able to receive and
process in a timely manner is limited.

4 The Amount of Information

One of the central concepts in the informational theory of hierarchical systems is the
concept of information. Unfortunately, a sufficiently strict and universal definition of the
concept of information does not yet exist.

Strictly speaking, the informational aspects of decision-making were already studied
in the first works on game theory [12, 13]. But in this works, all information flows were
set by the “rules of the game”. For our purposes, we need a more detailed description,
since we are interested in the limitations of the amount of information, and its content is
determined by one of the players. And as a consequence, it is natural to systematically
consider families of models that differ only in the amount of information processed.
Until recently, no such studies have been conducted.

However, in the context of the issues discussed, the very concept of “information”
is not so significant. One other concept is more important. When it comes to the time
for “processing” information, the price of such “processing” requires a quantitative
measure of the amount of information. There are problems here, but also, not everything
is hopeless.

One of the works of A.N. Kolmogorov [14] is called, “Three approaches to the
definition of the concept ‘quantity of information’” (Kolmogorov 1965). The article is
quite old, but has not lost its relevance. It is clear that if there are three approaches,
then none of them is entirely satisfactory. Besides, these general approaches need to be
somehow adapted to specific decision-making tasks.

Thus, there is a certain arbitrariness in the formalization of the concept of “amount
of information”. In this paper, the approach first proposed in [15] is chosen. According
to Kolmogorov’s classification, it should be called combinatorial.
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Suppose the center is capable of processing a l bits of information.
The choice of the content of this information is the right of the Center.
Hereinafter, �(X ,Y ) will denote the family of all functions that map a set X to a set

Y .

Since l bits of information are available to theCenter, this information can be encoded
in words s = (s1, s2, ..., sl), where each symbol si, i = 1, 2, ..., l belongs to the set
{0, 1}. Thus, all messages about the value of the undefined factor that the Center can
receive belong to the set S = {0, 1}l (Cartesian power of the set {0,1}).

5 Centralized System Control Model

We will assume that for each value α ∈ A the center has the right to choose a message
P(α) ∈ S that corresponds to the implementation of the parameter value α.

Thus, the Center actually chooses a function P ∈ �(A, S).
In addition, the Center has the right to choose its own control w ∈ W for each

message s ∈ S. That is, in essence, the center chooses a function w∗ ∈ �(S,W ).
Center’s strategies are pairs (w∗,P) from the set �(S,W ) × �(A, S). If the center

chooses such a strategy (w∗,P) and the value α of the uncertain factor is realized, then
the Center’s payoff will be g(w∗(P(α)), α).

If the Center does not know the value of the uncertain factor α in advance, then the
choice of the strategy (w∗,P) guarantees him a payoff equal to

inf
α∈A g(w∗(P(α)), α),

and its maximal guaranteed result will be

R0 = sup
(w∗,P)∈�(S,W )×�(A,S)

inf
α∈A g(w∗(P(α)), α).

Let us denotem = 2l . A word s = (s1, s2, ..., sl) ∈ S can be naturally identified with
a natural number from a set {0, 1, ...,m− 1} that has a binary representation s1s2, ..., sl .
In what follows, we will make such identification without special reservations.

Let us denote ws = w∗(s).
Then the maximal guaranteed result of the Center is equal to

R0 = max
(w0,w1...,wm−1)∈Wm

min
α∈A max

s=0,1,...,m−1
g(ws, α).

6 Decentralized System Control Model

Consider a different control scheme for the same system. Suppose that theCenter entrusts
the choice of control vi ∈ V i to some agent i (i = 1, 2, ..., n).

We will assume that the interests of agent i are described by the desire to maximize
the function hi(u, vi, α) (i.e., do not depend on the choices of other agents).
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The Center reserves the right to choose the control u ∈ U , and it can count on receiv-
ing l bits of information about an indefinite factor before the final choice of his control
as in the previous model, and has the right to choose the content of this information.

Thus, the strategies of the Center will be pairs (u∗,P) of functions u∗ ∈ �(S,U )

and P ∈ �(A, S). In this case, the payoffs of the Center and agents will be determined by
the expressions g(u∗(P(α)), v1, v2, ..., vn, α) and hi(u∗(P(α)), vi, α), (i = 1, 2, ..., n),
respectively.

We will assume that the Center has the right of the first move, i.e. he is the first to
choose and communicate his strategy (u∗,P) ∈ �(S,U ) × �(A, S) to the agents.

In this case, the agent i knows the value of the uncertain factor α and the strategy
(u∗,P) at the moment of making a decision, and, hence, the value u∗(P(α)), that is, the
“physical” control, which the Center will have to choose. Thus, the decision-making
problem turns into an optimization problem for this agent.

Let’s write down an explicit formula for the maximal guaranteed result.
For any choice of strategy (u∗,P), the set of values of the function u∗(P(α)) consists

of m points (some of which may coincide).
Let’s fix the collection (u0, u1, ..., um−1) ∈ Um.

If the Center chooses control us, and the value α of the uncertain factor is realized,
then the agent can choose any control from the set

Ei(us, α) =
{
vi ∈ V i : hi(us, v

i, α) = max
ωi∈V i

hi(us, ω
i, α)

}
,

therefore, the Center has the right to expect to obtain a result

min
v1∈E1(us,α)

min
v2∈E2(us,α)

... min
vn∈En(us,α)

g(us, v
1, v2, ..., vn, α).

The choice of the collection (u0, u1, ..., um−1) ∈ Um is the prerogative of the Center.
Thus, we get the following result.

The maximal guaranteed result of the Center in the model under consideration is

R1 = sup
(u0,u1,...,um−1)∈Um

min
α∈A max

s=0,1,...,m−1
min

v1∈E1(us,α)
min

v2∈E2(us,α)
... min

vn∈En(us,α)
g(us, v

1, v2, ..., vn, α).

Hence, the question of correlating the effects of management in different ways of
control (centralization or decentralization) is resolved in comparison of the maximal
guaranteed results.

Theorem [16]. If the interests of the agents are “poorly coordinated” with the inter-
ests of the Center, then centralized control is always more advantageous. If the interests
of the Center and the agents are “well-coordinated”, then for large values of the amount
of information available to it, centralization of control is more advantageous, and for
small values, decentralized control is preferable.

In general, these conclusions are consistent with meaningful ideas. It should be
emphasized that the result is valid for both interval and stochastic uncertainty.
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7 Validity of a Qualitative Conclusion

The model discussed above, like any model, is based on certain hypotheses. Of course, it
is interesting to understand howmuch the conclusions obtained depend on these hypothe-
ses. The main qualitative conclusion formulated in the previous section in the form of
a theorem is proved under very general assumptions. For example, assumptions about
the continuity of functions or compactness of sets can hardly cause serious objections.
In general, they are quite standard. Perhaps only two things can cause certain doubts.

Firstly, in themodel discussed above, the attitude of the operating party to uncertainty
is fixed. Namely, the operating party is assumed to be cautious, and the principle of
maximal guaranteed result is used as the main one. Of course, other assumptions are
possible. Some of them have already been investigated.

In the article [17] it is assumed that the external uncertainty has a stochastic character.
Accordingly, it is assumed that a set of external uncertain factors is endowed with some
probability measure known to the operating party. The operating party itself is assumed
to be risk-neutral with respect to this uncertainty, i.e. its goal is to maximize the expected
value of its payoff. If, in the case of decentralized management, the lower-level elements
may have several rational responses to the well-known strategy of the center, then the
operating party is still considered cautious in relation to the uncertainty of their choice.

The paper [18] considers an “intermediate” case. External uncertainty is again con-
sidered stochastic, and the principle of “Value at Risk” [19, 20] is used as the principle
of optimality of operating party, i.e. it is assumed that, in general, the operating party
is cautious, but is ready to exclude from consideration a certain number of “negative”
events with a given total probability. In addition, another change has been made. In the
decentralized management model, the assumption is made about the benevolence of the
lower-level elements to the center, i.e. it is believed that from the equivalent options for
him, the lower-level element will always choose the one that is preferable for the center.

Of course, many other options are possible. But from what has already been said, it
is clear that these assumptions are not the main ones for the validity of the conclusion
under consideration.

And secondly, as noted above, other ways of measuring the amount of information
are possible.

Within the framework of the probabilistic (in terms of Kolmogorov [14]) approach,
it is possible to construct at least one meaningful model. However, its investigation
encounters significant difficulties. The resulting tasks are non-standard and there are no
developed methods for solving them yet. However, the situation here is not completely
hopeless.

Within the framework of the algorithmic approach, problems arise already at the
stage of formalization of the problem. The reason is as follows. Traditionally, game-
theoretic models are built on the basis of set theory. And in order to use an algorithmic
approach, it is necessary to describe all the elements of such models in constructive
terms. It is not yet possible to do this so that the resulting model turns out to be simple
enough for analytical research.

There remains a large field for further research.
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8 Linear Case

To illustrate the general provisions, we present the corresponding constructions for the
case that is most adequate for agricultural situations, taking into account the following:

– the fundamental presence of uncertainty caused primarily by natural factors,
– the effect of decentralization, which is caused by the prevailing market relations,
– the use of specific indicators (standards), which corresponds to common economic
practice.

Let there be active agents n. We will denote them by numbers from 1 to n.
Each agent can produce m types of products, while spending some resources. The

number of resources will be denoted by a letter k. For the production of a unit of a
product of a type j, an agent i spends a resource of a type l in quantity pilj. The agent i

has its own stock of a resource of the type l in the amount bil (l = 1, 2, ..., k).
In addition, there are general stocks of resources in quantity rl (l = 1, 2, ..., k).
Products of the type j can be sold on the market at a price cj.
Thus, if an agent i produces products of a kind j in quantity xij (j = 1, 2, ...,m), then

he will spend a resource of a kind l in quantity pil1x
i
1 + pil2x

i
2 + ... + pilmx

i
m, and he will

be able to sell these products for an amount c1xi1 + c2xi2 + ... + cmxim.
Prices cj are positive in their meaning. We assume that the cost coefficients are non-

negative pilj, and for any i and every j at least one coefficient pi1j, p
i
2j, ..., p

i
kj is positive.

Stocks bil and rl are assumed to be non-negative.
Further, it will be convenient to use the followingmatrix notation.Will denote axi col-

umn vector (xi1, x
i
2, ..., x

i
m)T through xi (superscript T, as usual, denotes transposition).

Let c = (c1, c2, . . . , cm), and

Pi =

⎛
⎜⎜⎝
pi11 pi12 ... pi1m
pi21 pi22 ... pi2m
... ... ... ...

pik1 p
i
k2 ... pikm

⎞
⎟⎟⎠.

Let denote bi = (bi1, b
i
2, ..., b

i
k)

T , r = (r1, r2, ..., rk)T .
In this notation, the previous formulas will look like this. If the agent i releases

products, in quantity xi, then he will be able to bail out the amount cxi for it, and at
the same time resources in the quantity yi = Pixi will be spent, where yi is the vector
column (yi1, y

i
2, ..., y

i
k)

T .
Let Y be the set of all sets of vectors y1, y2, ..., yn satisfying the conditions

y1 + y2 + ... + yn ≤ r, yi ≥ 0, i = 1, 2, ..., n

(hereinafter, vector inequalities must be satisfied componentwise).
In this setting, we assume that the Center does not know exactly the technological

matrices Pi and the agents’ own reserves of resources bi. It is only known that they
belong to parametric families Pi(α) and bi(α), where α they belong to some set A. For
simplicity, in this model, we will assume that the stocks r1, r2, ..., rk are strictly positive.
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Agents, on the other hand, know for sure their own technologies and capabilities.
We will assume that the Center disposes of the division of “general” resources, but

in this case it allocates resources for specific production programs. Agents have the right
to choose these programs on their own. Of course, the center is not obliged to ensure the
feasibility of any program proposed by the agent. On the contrary, the agent is forced
to choose his program based on the resources allocated to him. In addition, agents can
transmit information to the Center about the realized value of the undefined factor. These
reports are not necessarily reliable and the Center is aware of this.

These considerations are formalized as follows.
The center chooses a collection y∗ = (y1∗, y2∗, ..., yn∗) of functions yi∗ : Rm+×A → Rk+

such that

y1∗(x1, β1) + y2∗(x2, β2) + ... + yn∗(xn, βn) ≤ r

for any plans x1, x2, ..., xn from Rm+ and any messages β1, β2, ..., βn from A. The set of
all such sets will be denoted by Y∗.

After that, the i-th agent (i = 1, 2, ..., n) selects a vector xi and a message β i from
the set

X i(yi∗, α) =
{(

zi, β i
)

∈ Rm+ × A : Pi(α)zi ≤ bi(α) + yi∗(zi,Pi(α)zi)
}
.

After these choices have been made, the Center receives a payoff

g(x1, x2, ..., xn) = cx1 + cx2 + ... + cxn,

and the i-th agent receives a payoff hi(xi) = cixi.
Thus, we get a game with forbidden situations〈

N ,Y∗,X 1,X 2, ...,X n, g, h1, h2, ..., hn,A
〉
, whereN = {C, 1, 2, ..., n} is the set of play-

ers (the symbol C is reserved for the Center, and the agents, as before, are numbered
from 1 to n). Let’s use the notation �∗ for this game.

To close the model, it is necessary to describe the relationship of the Center to
uncertainty. As before, we will assume that the Center has the right of the first move; it
considers all agents to be rational and is careful with respect to the remaining uncertainty.

We formalize what has been said as follows.
Let Hi(yi∗, α) be the least upper bound for the values of the function hi(xi) = cixi

on the set (xi, β i) of pairs satisfying the conditions

Pi(α)xi ≤ bi(α) + yi∗
(
xi, β i

)
, xi ≥ 0.

If this upper bound is attained, thenwe define the setBRi(yi∗, α) as the set of pairs (xi, β i)
satisfying the conditions

cixi = Hi(yi∗, α), Pi(α)xi ≤ bi(α) + yi∗(xi, β i), xi ≥ 0.

Otherwise, we define the set BRi(yi∗, α) by the conditions

cixi ≥ Hi(yi∗, α) − κ, Pi(α)xi ≤ bi(α) + yi∗(xi, β i), xi ≥ 0,
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where κ is a given positive number.
Then the maximal guaranteed result of the Center R(�∗) is equal to

sup
(y1∗,y2∗,...,yn∗)∈Y∗

min
α∈A min

((x1,β1),(x2,β2),...,(xn,βn))∈BR1(y1∗,α)×BR2(y2∗,α)×...×BRn(yn∗,α)

(
cx1 + cx2 + ... + cxn

)
.

The resulting expression reflects the fact that the Center, choosing its program of action,
focuses on some guaranteed payoff, the uncertainty of which in the initial expression
is determined by the multiple choice of many participants and the uncertain external
situation.

Direct calculation of the quantityR(�∗) is quite difficult, but by now a set of effective
tools for solving problems of this class has been developed, either by reducing them to
optimization problems or by using the scenario approach and simulation experiments.

9 Conclusion

The paper describes a general approach to decision-making by the Center under the
conditions of the receipt of data, the values of which are undefined in advance. The
situation is absolutely typical for the agro-industrial complex, when the grain yield
can differ from year to year by 30%. In addition, in market conditions, the lower-level
systems (individual farms and holdings) have the freedom to choose their decisions, and
the Center, having, for example, the goal of providing the populationwith food according
to medical standards, is faced with the need to take into account the shortage of products,
due to the disadvantage of its production by enterprises on the market prices.

The applicability of the general approach is illustrated by the example of linear
models, when generally accepted standards and specific indicators are used for estimated
economic calculations.

The concrete result of thiswork is the formal relationship for assessing the guaranteed
results of the Center, which performs coordinating functions.

The general scheme of rational reasoning is presented for the conclusion of the
necessary recommendations and methods.

General control theory currently has powerful formal tools: model tools, mathemati-
cal apparatus, computational tools, its own methodology, which include decision theory,
operations research, control of dynamic systems, game theory, and systems analysis.

However, this methodology in the context of digitalization requires significant
adaptation efforts in practical applications.

One of the most important areas of further research for the final practical appli-
cation of the results obtained should be the development of an adequate formalized
understanding of the essence of governance and power in a digital format.

As we mentioned, and again in conclusion note, with the emergence of the concept
of “amount of information”, a new definition of “optimal” information exchange can
be given. If the amount of processed information is not limited, then there is a simple
optimal solution - you need to process all available information. If it becomes possible
to estimate the amount of information received by the player, then the costs of obtaining
and processing the information can be associated with it. And it is natural to take these
costs into account in the player’s objective function. And then the answer to the question
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about the optimal way to exchange information becomes more meaningful. This kind of
model can be constructed and investigated.

Until recently, the main focus was on models in which the top-level player receives
only reliable information. As we found out, this is no coincidence. It can be shown that
in games without external uncertainty, the appearance of the possibility of obtaining
unreliable information does not increase the maximum guaranteed result of the top-level
player.

The situation when the reliability of the information received by the player of the
upper level is guaranteed corresponds to the case when he himself “extracts” informa-
tion about the actions of the partner. In practice, it is much more common for lower-
level players to submit reports on their activities upstairs, which may contain incorrect
information.

First, information can be distorted during transmission (undetected integrity viola-
tion). And if only “part” of the transmitted information is distorted, but the player who
receives it does not know which part turned out to be distorted, then when using models
without restrictions on the amount of information transmitted, it is not possible to obtain
a meaningful formal description of such a situation.

In the case of games with limited volumes of transmitted information, it is possible
to implement both interval and stochastic versions of the model. In both versions, the
problem of calculating the maximum guaranteed result of the operating side can be
solved. And the results obtained have a fairly reasonable interpretation.

Secondly, a lower-level playermay deliberately distort information about his actions.
The case where the top-level player cannot control the accuracy of this information is not
of interest. When the amount of information to be transmitted is limited, the top-level
player can “selectively check” the validity of the transmitted messages. Here again we
get awhole range ofmeaningful problem statements that can be effectively solved. In this
context, it is even possible to study some corruption schemes, which is very important
today.
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Abstract. The issues of influence and assessment of pollutant emissions from
industrial facilities, that also include energy facilities, are attracting more atten-
tion in the world. However, the process of conducting such studies is complicated
by the fact that: it is required to attract experts from the field of energy and ecol-
ogy, the availability of a large amount of data on the technical characteristics of
energy facilities and burned fuels, it is necessary to consider various factors such
as weather, relief, and many others. The article discusses the pro-posed method-
ological approach to assessing the impact of power facilities on the environment,
technology and algorithms for supporting such studies, tools that allows to perform
such research. The article also presents the results of computational experiments
carried out as a result of approbation of technology and tools.

Keywords: Impact assessment · Energy objects · Energy · Environment

1 Introduction

The issues of influence and assessment of pollutant emissions from energy facilities, are
attracting more and more attention in the world. According to EU directive 2016/2284,
by 2030 EU countries must reduce emissions of harmful substances into the atmosphere,
including sulfur oxides, by an average of 70%, nitrogen oxide emissions - by 60% com-
pared to 2005 [1, 2]. In the fall of 2021, theWorldHealth Organization (WHO) published
new guidelines for air quality [3] based on the analysis ofmore than 500 scientific studies
on the effects of air pollution on human health. This analysis showed that harm is caused
at lower concentrations of pollutants. Compared with the recommendations of 2005, [4]
the maximum allowed concentrations were reduced:

• four times - for nitrogen dioxide (NO2),
• two times - for PM2.5,
• four times - for PM10.

In Russia, according to the passport of the national project Ecology, which has been in
effect since 2018, it is envisaged to eliminate the most dangerous objects of accumulated
environmental harm and ecological restoration and rehabilitation of water bodies (which
includes the lake Baikal) and a twofold reduction in emissions of hazardous pollutants
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that have the greatest negative impact on the environment and human health [5, 6] until
2024. It is also worth noting that, according to the Energy Strategy of the Russian
Federation for the period up to 2035 [7], ones of the priorities of the strategy are:

• transition to environmentally friendly and resource-saving energy
• rational use of natural resources and energy efficiency

The primary sources of information for environmental assessments of the activities
of energy facilities are measurements and monitoring of emissions of pollutants into the
environment, State reports, and reports of enterprises. In cases when such information is
absent, then an assessment of the impact of energy facilities can be carried out using the
results of a computational experiment utilizing approved regulatory methods. However,
the existing methods used to assess the impact of energy facilities are applied separately,
and it complicates the conduct of such studies. During the analysis of the sources, the
authors were unable to find information on attempts to integrate these methods.

In this article, we will discuss the proposed methodical approach for impact assess-
ment of energy facilities on the environment, technology, and tools for conducting com-
plex studies to assess the impact of energy facilities on the environment and the results
of a computational experiment obtained as a part of approbation.

2 State of the Research Area

In Russia, several approved regulatorymethods are used to determine emissions of pollu-
tants into the atmosphere during fuel combustion in power plant boilers, e.g., “Method-
ology for determining gross emissions of pollutants into the atmosphere from boiler
plants” and “Methodology for determining emissions of pollutants into the atmosphere
when burning fuel in boilers with a capacity less than 30 tons of steam per hour or less
than 20 Gcal/hour”. The scope of their application includes:

• establishment of maximum and temporarily allowed concentrations of emissions
• planning of measures to reduce emissions
• control of emissions of harmful substances into the atmospheric air

These methods allow to determine the volumes of emissions of gaseous harmful
substances (such as carbon oxides, sulfur oxides and nitrogen oxides) according to
the data of instrumental measurements and the results of calculations, the volumes of
emissions of particulate matter. These methods are universal and can be used both to
assess the impact of energy facilities [8, 9] and other industrial facilities [10].

To assess the spreading of pollutants in the atmospheric air, the “Methods for calcu-
lating the spreading of emissions of harmful (polluting) substances in the atmospheric
air” (MRR-2017) [11] and [12]. MRR-2017 is used for:

• development of standards for emissions of pollutants into the air and measures to
protect the environment, as well as measures that affect the level of air pollution,
including the assessment of their results.
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• justification of the boundaries of the sanitary protection zones
• assessment of the impact of the proposed activity on the quality of atmospheric
air, as well as assessment of short-term and long-term levels of air pollution and
corresponding concentrations of air pollutants

However, MPR-2017 has a drawback associated with a small range of calculations
- 100 km. Such distance may be sufficient for small energy facilities, however for large
power plants, the detection range of emissions of harmful substances can reach 200–
250 km.

The methods described by Berland in [12] are also applied. He describes various
methods and information for conducting research related to the assessment of the spread-
ing of pollutants. Criteria for the hazard of atmospheric pollution and how they can be
used in the forecast are given. The physical foundations of forecasting air pollution are
described - prognostic equations, concentration averaging, accounting of fog and smog,
as well as the effect of the relief. The described methods for forecasting air pollution
can be divided into two groups: numerical and statistical. Numerical methods help to
estimate the maximum one-time concentrations of pollutants from individual sources
and integral from areal and aggregate sources, as well as smog forecasting. Statistical
methods allow to estimate the annual and daily air pollution, estimate the concentra-
tion of pollutants, and calculate the integral indicators of air pollution in the city. The
described methods also allow to predict adverse meteorological conditions and regulate
pollutants emissions into the atmosphere. The application of these methods for assessing
the dispersion of pollutants was described in [13–16].

In the world, for such studies the HYSPLIT model (Hybrid Single-Particle
Lagrangian Integrated Trajectory) [17] and the AERMOD [18] model are used. HYS-
PLIT allows to compute air parcel trajectories, chemical transformations, and simulation
of the sedimentation of substances on the surface. One of its main areas of application
is back trajectory analysis to determine the source of certain air masses and to estab-
lish “source-recipient” relationships [19–21]. But, HYSPLIT has its own drawbacks
such as it is unable to account secondary chemical reactions and is highly dependent on
meteorological data - frequency of obtaining these data and their geo-referencing. U.S.
Environmental Protection Agency (US EPA) suggests using AERMOD that consists of:

• stationary model of short-term spreading of pollutants emissions into the atmospheric
air

• meteorological data preprocessor AERMET
• AERMAP landscape preprocessor

Currently, AERMOD is used in various studies related to the assessment of spreading
and identification of emission sources [22–24].

As mentioned above, the authors were unable to find information on attempts to
integrate various regulatory methods for carrying out calculations.
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3 Description of Methodical Approach

To assess the impact of energy systems and complexes on the environment, we propose
the following methodological approach, which includes:

• principles of integration ofmethods for calculating emissions and pollutants spreading
• algorithms for calculating emissions and pollutants spreading
• ontological engineering to build a system of ontologies of subject areas - energy and
ecology

• Information models and principles of database development
• Principles of construction and architecture of intelligent DSS (IDSS) based on the
agent-service approach

Next, we will consider in more detail some of the components of the proposed
approach.

Principles of integration of methods for calculating emissions and pollutants
spreading are:

• Applicability of integrated techniques to a territory of research
• Consistency and comprehensiveness of the approach to assessing the impact of an
energy facility on the environment.

• Results of the calculation using one method must be usable (comparable) for the
second method - same units of measurements, types of emissions.

• Confirmation of the recommendations developed at the qualitative level using a
computational experiment

The impact assessment of the of energy facilities on the environment can be attributed
to a poorly structured research area. First, this is because both energy and ecology are
large research areas with a significant number of concepts and relationships between
them. Secondly, the process of impact assessment of energy facilities on the environ-
ment requires a large amount of different information: information about the technical
characteristics of energy facilities, volume and type of fuel consumed (including its
characteristics), meteorological data, knowledge about the emitted harmful (polluting)
substances and the processes of their interaction both with each other and with elements
of the environment (water, air). Tomodel the subject area, we used ontological modeling,
which is one of the tools of semantic modeling Semantic description allows one to create
a representation of knowledge, with which one can identify the basic concepts and their
relationships. As a result of the ontological engineering of subject areas, we, together
with Vorozhtsova T.N., Ivanova I.Yu. and Maisyuk E.P., built a system of ontologies.
Figure 1 and Fig. 2 show some of the ontologies.

The developed system of ontologies was also used to design a database for storing
the results of calculations, this was described in more detail in the article [25].

To carry out complex studies for impact assessment of energy systems and complexes
on the environment, we developed the architecture of a typal IDSS (Fig. 3). Usage of
agent-service approach for development of IDSS was described in [26].
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Fig. 1. Typal energy facility ontology

Fig. 2. Ontology of conversion of fuel to energy
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Fig. 3. Architecture of typal IDSS for research of energy objects’ impact assessment

The given architecture includes 4 levels:

• Mathematical modeling – contains programs for calculation of pollutants emission
volumes, spreading of pollutants into the atmospheric air, and assessment of the impact
of these pollutants on the quality of life of the population

• Data representation – contains geoinformation system and databases
• Knowledge representation – Contains knowledge base with knowledge descriptions
for semantic models’ development and system of ontologies that describe knowledge
about subject areas

• Semantic modeling – contains semantic models, that describe connections between
factors, affecting the quality of life considering antropotechnogenic factors such as
the influence of harmful substances from energy facilities and the supply of energy
resources

Principles of integration of methods for calculating emissions and pollutants spread-
ing and development of the algorithms for calculating emissions and pollutants spreading
will be discussed in future publications.
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4 Technology and Tools

As a part of the proposed methodical approach, we developed the technology for impact
assessment of energy systems and complexes on the environment and support of decision-
making to reduce their harmful effects, which includes the following stages:

• Stage of quantitative calculation of emissions based on methods for determining
emissions of pollutants into the atmosphere

• Stage of calculation of emissions spreading
• Storage and work with the results of the analysis of snow samples containing
quantitative data of pollutants found at the points of measurement

To support the technology, we developed a scientific prototype of the IDSS “WIAIS”
(Web-oriented Impact Assessment Information System). The system is based on the
proposed typical architecture. For impact assessment of energy systems and complexes
on the environment, we also developed the following set of basic components:

• Component that handles quantitative pollutants emission calculation
• Component that handles pollutants spreading calculation
• Component for work with the results of the analysis of snow samples
• Visualization component
• Service component that handles work with the databases

The technology can be used to conduct environmental assessments of both existing
energy facilities and when planning the construction of new energy facilities. Also, the
technology can be utilized for the development of recommendations to reduce emissions
of pollutants from energy enterprises.

5 Computational Experiment and Approbation

To test the proposed technology and the developed IDSS, a computational experiment
was carried out. As a part of the experiment, an assessment of the impact of emissions
from boiler houses located in the Baikal natural territory (BNT) and working on coal
was made. The approbation was carried out based on information about 48 boiler houses
using various equipment, having different installed capacities, and located in different
places within the BNT.

As a result, we obtained information on the quantitative indicators of emissions from
the selected energy facilities, according to which:

• The total volume of pollutants emitted is 18.33 thous.t/year. 11.27 thous.t/year are
emitted by facilities located in the Republic of Buryatia, and 7.06 thous.t/year are
emitted by facilities located in the Irkutsk region

• The main contribution to the emissions of pollutants emitted into the atmosphere is
made by dust emissions - 14.3 thous.t/year or 78% of the total volume

• Themain sources of emissions of pollutants into the atmosphere are facilities operating
in Slyudyanka, Elantsy, Severobaikalsk and Nizhneangarsk
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Fig. 4. Geovisualization of the calculation results of the emissions’ quantitative indicators

Figure 4 shows the geovisualization of the calculation results of the emissions’
quantitative indicators using tools of the geovisualization and Table 1 shows results for
a Elantsy central boiler house.

Table 1. Table representation of emissions of Elantsy central boiler house

Facility Fuel Total
emission,
tons/year

Dust
emission,
tons/year

SO4 emission,
tons/year

NOX emission,
tons/year

Dust
removal,
%

Elansty
central
boiler
house

Cheremkhovsky
coal

0,364 0,252 0,112 0,0001

Boiler 1 0,052 0,036 0,016 0,00002 0

Boiler 2 0,052 0,036 0,016 0,00002 0

Boiler 3 0,052 0,036 0,016 0,00002 0

Boiler 4 0,052 0,036 0,016 0,00002 0

Boiler 5 0,052 0,036 0,016 0,00002 0

Boiler 6 0,052 0,036 0,016 0,00002 0

Boiler 7 0,052 0,036 0,016 0,00002 0

As the result of a computational experiment of calculation of pollutants spreading
in the atmospheric air, the following information was obtained:

• Main directions of the pollutants spreading have been identified
• The main part of pollutants emitted into the atmosphere settles mainly within a radius
of 150–250 m from the emission source. This is due, firstly, to the low height of the
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chimneys of the considered facilities, and secondly, to the low temperature of the
outgoing gases.

Figure 5 shows geovisualization of the calculation results of emission spreading,
energy facilities (mainly boiler houses) are marked with blue markers. The results of
the spreading calculation are preliminary since the relief is not taken into account at this
stage – Lake Baikal is surrounded by hills and mountains, and therefore, emissions of
pollutants will mainly accumulate near energy facilities.

Fig. 5. Geovisualization of the calculation results of emission spreading

Fig. 6. Geovisualization of snow samples analysis results

We also developed a component for workwith the results of the analysis of pollutants
in snow. These results contain data on pollutants emission, such as SO4, NOx, NH4, ions
(Ca2+, Mg2+) and others, obtained from a set of measurement points. The results of the
analysis of snow samples can be used for long-term monitoring of pollutant emissions,
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since the sampling is carried out in the same places over the years. Also, the results
can be used to check the correctness of calculations of emissions and their dispersion
in the air. The component provides storage and visualization (in the form of graphs or
geovisualization) of the results obtained, as well as export of the results for the required
point in the form of an Excel file. Figure 6 shows an example of geovisualization of
results.

6 Conclusion

The article considered the proposed methodological approach for assessing the impact
of energy systems and complexes, and its main components were briefly described. The
technology, developed on the basis of proposed approach, was presented along with the
tools for technology’s support. The results of approbation (such as quantitative indicators
of the emissions and the results of calculation of emission spreading) of technology and
tools for its support were also shown. In the future, we plan to add relief accounting to the
pollutants spreading calculation component, and accounting of the maximum allowed
concentrations and notification if they will be exceeded according to the results of the
calculation.

The research was carried out under State Assignment Project (№ FWEU-2021-
0007 AAAA-A21-121012090007-7) using the resources of the High-Temperature Cir-
cuit Multi-Access Research Center (Ministry of Science and Higher Education of the
Russian Federation, project no 13.CKP.21.0038), some aspects were made as part of
following project, supported by RFBR grant №19-07-00351.
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Abstract. In this paper, we are analyzing relational DBMS while working with
big data. All experiments and performance tests are implemented in MS SQL
Server 2019Developer Edition andMongoDB. In the beginning, we start by creat-
ing a database that contains non-linked tables (flat tables) with maximummemory
consummation. The performance test starts with filling (Insert) the database with
millions of rows. Then we continue with data modification operations (Update).
Finally, we launch the data cleaning (Delete) test. When all tests pass by and
execution time is picked up for further analysis, we continue our experiment with
relational tables and NoSQL collections. That’s why in the second part of this
paper we take the same database structure where we add primary and foreign key
constraints with cascade update and delete options. When repeating the perfor-
mance test, we notice that the table size and execution time have significantly
increased.

Keywords: Relational DBMS · Performance test · Big data · Link constraints ·
DML commands ·MongoDB · Data collection · JSON

1 Database Creation

1.1 Flat Database Creation

In [1] we see an actual problem related to unstructured data. In this paper, we are
solving a reverse problem related to relational (structured) data. In the past, it has been
common practice to store all data in relational databases (MS SQL, MySQL, Oracle,
PostgresSQL). At the same time, it was not so important whether relational databases
are suitable for storing this type of data or not.

For the first part experiment tests, we have created a database that contains three flat
tables (Fig. 1).

Each table contains 6 columnswithmaximummemory consummation: we have used
long value data types as varchar (max) and bigint. Below we present the SQL-code for
creating a table, which will be used in our experiments. The other two tables have the
same structure.
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Fig. 1. Three flat tables representing a non-relational database structure.

CREATE TABLE table1_OO_A_11M_20(
col1_OO_A_11M_20 bigint,
col2_OO_A_11M_20 varchar(max),
col3_OO_A_11M_20 varchar(max),
col4_OO_A_11M_20 varchar(max),
col5_OO_A_11M_20 varchar(max),
col6_OO_A_11M_20 bigint)

For the flat table creation, we do not use primary and foreign keys. Indexes and
constraints are eliminated.

1.2 Relational Database Creation

In [2] we have used a relational database with a tree structure. That’s why, for the second
part of experiment tests, we have taken the same database structure as in 1.1 where we
have made relational links: we added primary and foreign key constraints with cascade
update and delete options.

We all know Dr. Edgar F. Codd’s 12 rules, which can be applied to any database
system thatmanages stored data using only its relational capabilities. This is a foundation
rule, which acts as a base for all the other rules.

As a result,we have a relational databasewith relational restrictions and rules (Fig. 2).
It is well known that relational databases ensure data integrity. So, it is interesting to
understand how much this integrity affects performance.

Fig. 2. Relational database structure.
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We have decided to create three tables with six columns each. In addition, we added
keys. Below we present the SQL-code of creating a relational database structure, which
is used in our experiments.

CREATE TABLE table1_OO_A_11M_20(
col1_OO_A_11M_20 bigint Primary key,
col2_OO_A_11M_20 varchar(max),
col3_OO_A_11M_20 varchar(max),
col4_OO_A_11M_20 varchar(max),
col5_OO_A_11M_20 varchar(max),
col6_OO_A_11M_20 bigint); 

CREATE TABLE table2_OO_A_11M_20(
col1_OO_A_11M_20 bigint Primary key,
col2_OO_A_11M_20 varchar(max),

 col3_OO_A_11M_20 varchar(max),
col4_OO_A_11M_20 varchar(max),
col5_OO_A_11M_20 varchar(max),
col6_OO_A_11M_20 bigint

foreign key references
table1_OO_A_11M_20(col1_OO_A_11M_20));
CREATE TABLE table3_OO_A_11M_20(
col1_OO_A_11M_20 bigint Primary key,
col2_OO_A_11M_20 varchar(max),
col3_OO_A_11M_20 varchar(max),
col4_OO_A_11M_20 varchar(max),
col5_OO_A_11M_20 varchar(max),
col6_OO_A_11M_20 bigint

foreign key references
table2_OO_A_11M_20(col1_OO_A_11M_20));

By default with relational database creation, we get indexes and constraints. If we
compare ER-diagrams in Figs. 1 and 2, we understand that we have the same data
structure, where we can load, unload and process data.

1.3 NoSQL Database Creation in MongoDB

MongoDB takes a new approach to building databases without tables, schemas, SQL
queries, foreign keys, and many other things that are inherent in object-relational
databases.

Unlike relational databases, MongoDB offers a document-oriented data model,
which makes MongoDB faster, more scalable, and easier to use. However, even tak-
ing into account all the disadvantages of traditional databases and the advantages of
MongoDB, it is important to understand that tasks are different and methods of solving
them are different. In some situation, MongoDB will really improve the performance
of your application, for example, if you need to store data that is complex in structure.
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Otherwise, it might be better to use traditional relational databases. Alternatively, you
can use amixed approach: store one datatype inMongoDB and another datatype in tradi-
tional databases. An entire MongoDB system can represent more than just one database
residing on one physical server. MongoDB functionality allows multiple databases to be
located on multiple physical servers, and these databases can easily exchange data and
maintain integrity.

When working with MongoDB we should mention the JSON format that is used to
work with data sets and data collections. First, we start by creating a collection:

db.createCollection("col1_OO_A_11M_20")

Then, we continue by filling these collections using the function “insertOne()”:

db.col1_OO_A_11M_20.insertOne( 
{ 
col1_OO_A_11M_20: 1, 
col2_OO_A_11M_20: <long string>, 
col3_OO_A_11M_20: <long string>,
col4_OO_A_11M_20: <long string>, 
col5_OO_A_11M_20: <long string>, 
col6_OO_A_11M_20: 1

} );

The other two collections (col2_OO_A_11M_20, col3_OO_A_11M_20) are created
in the same way. Using a loop, we can fill up all the three collections with the needed
number of rows for further analysis.

2 Commands for Performance Test

In order to make performance tests, we have decided to implement the main DML
operators (insert, update and delete). In our performance tests, we are going to check the
execution time of these operators for different amounts of data rows: 1, 10, 100, 1 000,
10 000, 50 000, 100 000, 200 000.

2.1 DML Insert Command

In order to start filling tableswith data, we have decided to use char() and rand() functions
as well “while” loop structure.
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declare @i int = 1;
/* Initializing strings */
declare @string1 varchar(1000) = '', @string2 var-
char(1000) = '', @string3 varchar(1000) = '', @string4 
varchar(1000) = '';
while @i<1001
BEGIN
/*Appending random chars into every string
  rand()*25+65 returns random number from 65 to 90
  char(N) returns char from ASCII table with code N
  char(65) = A
  char(66) = B
  ..
  char(89) = Y
  char(90) = Z*/
set @string1 += char(rand()*25+65)
set @string2 += char(rand()*25+65)
set @string3 += char(rand()*25+65)
set @string4 += char(rand()*25+65)
set @i = @i+1;

END
set @i = 1;
/*Saving the start time to calculate the table filling

time*/
declare @start datetime = getdate(), @end datetime;

/*table filling loop*/
while @i<1000001
BEGIN
insert into table1_OO_A_11M_20
(col1_OO_A_11M_20,
col2_OO_A_11M_20,
col3_OO_A_11M_20,
col4_OO_A_11M_20,
col5_OO_A_11M_20,
col6_OO_A_11M_20)

values
( @i, @string1, @string2, @string3, @string4, @i)

set @i = @i+1
END
set @end = getdate();
select datediff(SS, @start, @end) as duration_in_seconds
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2.2 DML Update Command

We execute the UPDATE command on a various number of records. Column
col2_OO_A_11M_20 will is replaced with the same data. The number of entries is
be governed by the “where” condition.

declare @start datetime = getdate(), @end datetime;
update table1_OO_A_11M_20
set col2_OO_A_11M_20 = col2_OO_A_11M_20
where col1_OO_A_11M_20<=5000 

/*records count condition */
set @end = getdate();
select datediff(SS, @start, @end)as duration_in_seconds

2.3 DML Delete Command

For deleting table rows, we use DELETE TOP(N) statement and a few more code lines
to calculate the execution time.

/*Saving the start time to calculate the deleting time*/
declare @start datetime = getdate();
declare @end datetime;
delete top(1) from table1_OO_A_11M_20
set @end = getdate();
select datediff(SS, @start, @end)as duration_in_seconds

2.4 MongoDB Insert Loop

In order to start filling MongoDB collections with data, we have decided to use a loop
with “insert()” function. In this case, for the three collections that we have created before,
we are going to use this program code:

for (var i = 1; i <= 1000000; i++) {
   db.table1_OO_A_11M_20.insert( { 
col1_OO_A_11M_20: 1, 
col2_OO_A_11M_20: <long string_i>,
col3_OO_A_11M_20: <long string_i>,
col4_OO_A_11M_20: <long string_i>,
col5_OO_A_11M_20: <long string_i>,
col6_OO_A_11M_20: 1

} );
} 
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2.5 MongoDB Update Loop

To start updating data in MongoDB collections, we have decided to use “foreach()” loop
with row limitation. In this case, for the three collections that we have created before,
we are going to use this program code:

db.table1_OO_A_11M_20.find().limit(<number to update>)fo-
rEach(function(doc){
var updated = doc.col2_OO_A_11M_20 + "qwerty";
db.table1_OO_A_11M_20.update({col1_OO_A_11M_20: 
doc.col1_OO_A_11M_20},{$set:{"col2_OO_A_11M_20": 

updated}});
})

2.6 MongoDB Delete Loop

To complete our experiment, we have also prepared a “foreach()” loop limiting the
number of affected rows during data deletion. For the three collections that we have
created before, the following program code is used:

db.table1_OO_A_11M_20.find()limit
(<number to delete>).forEach(function(doc){
    db.table1_OO_A_11M_20.remove({

col1_OO_A_11M_20: doc.col1_OO_A_11M_20});
})

3 Performance Test Results

All commands are executed for flat tables (non-relational database structure) and rela-
tional database. We run the same commands for the same data. The keys of the table
take up space, so the size of each table has increased by 50%. Tables with foreign keys
take up a little more space than without them. There was also a time difference. It was
52% for the third table while filling, updating, or deleting rows. From this, we can con-
clude that tables with foreign keys are filled slower than tables without them. Additional
resources are spent on filling tables for foreign keys. However, the time to fill the tables
also depends very much on the availability of free RAM at the moment, the fullness of
the hard disk (SSD) cache. Therefore, it was possible to notice that when filling in the
third table, there was almost no free RAM left, and the write speed on the SSD dropped
to 19 MB/s.

The results of the update test are presented below (see Fig. 3).
Based on the data obtained, it can be concluded that the existence of key columns

in the table slightly speeds up the work with non-key columns, but significantly slows
down the update of data in PK columns.
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1 10 100 1 000 10
000

50
000

100
000

200
000

table without keys 0.187 0.194 0.206 0.21 0.38 0.577 0.817 1.243
table1 PK 0 0 0.003 0.034 0.177 1.544 1.22 3.464
table1 non key 0.004 0.004 0.004 0.007 0.07 0.284 0.56 1.09
table2 PK 0.003 0.004 0.004 0.04 0.173 0.917 1.43 3.787
table2 non key 0 0 0 0.007 0.12 0.28 0.553 1.067
table3 PK 0 0 0.003 0.036 0.197 1.034 1.457 3.767
table3 non key 0 0 0 0.01 0.073 0.27 0.57 1.173
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Fig. 3. Performance test on update operand in MS SQL Server.
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table1(MongoDB
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Fig. 4. Performance test on update operand in MongoDB.
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If we start comparing relational and non-relational databases, we can conclude that
non-relational databases (e.g. MongoDB) are even faster than flat tables in relational
databases. MongoDB is working faster on significant data volumes, on Fig. 4 we can
see that MongoDB is faster than MS SQL by 24% when modifying more than 200 000
rows.

While deleting rows in the first table due to “ON DELETE CASCADE”, the associ-
ated data in the second and the third tables are deleted. The operations were performed
in the following order: Non-key Time table 3, Non-key time table 2, Non-key Time
table1, PK Time Table1, PK Time Table2. The difference between the time of deleting
one record and 10 can be explained by caching (Fig. 5). On the first query, SQL Server
caches the table, so deleting 10 or more rows was faster than deleting a single row.

We can see on the graph (Fig. 5), that the first operation DELETE ROWS (table
without any keys) was very fast. Operations with non-key columns were slower. And the
slowest operations were “with PK”-columns. As in the case of UPDATE, key columns
slow down execution DELETE operand.

1 10 100 1 000 10
000

50
000

100
000

200
000

table without keys 0.003 0.003 0.003 0.01 0.084 0.34 0.66 2.25
table1 PK 2.183 0.547 0.566 0.624 0.94 3.837 6.517 12.587
table1 non key 26.738 0.523 0.573 0.557 0.697 1.463 2.767 4.385
table2 PK 0.103 0.12 0.124 0.133 0.627 2.13 3.36 13.977
table2 non key 16.114 0.743 0.607 0.65 0.807 1.653 3.77 4.58
table3 PK 0 0.003 0.003 0.027 0.126 3.94 8.103 21
table3 non key 18.33 0.383 0.347 0.37 0.68 1.493 1.917 4.274
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Fig. 5. Performance test on delete operand in MS SQL Server.
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table without keys (MS
SQL) 0.003 0.003 0.003 0.01 0.084 0.34 0.66 2.25

table1 (MongoDB
collection) 0.004 0.003 0.004 0.01 0.067 0.196 0.358 0.704
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Fig. 6. Performance test on delete operand in MongoDB.

If we continue comparing relational and non-relational databases, the result is more
significant. We can conclude that MongoDB is significantly faster than flat tables in MS
SQL Server. In Fig. 6 we can see that MongoDB is faster than MS SQL by 69% when
deleting more than 200 000 rows.

4 Conclusion

Based on the data obtained during this research work, the following disadvantages of
using a relational database for big data processing can be identified:

1. As the size of the tables increases, the access time to the records increases. And
with a large number of tables and relationships between them, huge computational
resources are required even to search for a single record. In case you find one record,
you will not be able to go to the next or previous one. You must repeat the request
and change its conditions to get access to other data.

2. After adding key columns and related tables, the data access time (SELECT operand)
will decrease, but the execution time for other operations (DELETE, UPDATE) will
increase.

3. For transactions to work correctly, their size and execution time must be minimal,
since access to data is blocked during their execution.
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4. In multi-user mode, some transactions can be canceled by the server during
deadlocks, which will cause problems on the client’s side.

After comparing relational with non-relation databases (e.g. MS SQL Server and
MongoDB) we paid attention to the following moments:

1. Small amounts of datamodification is not perceptible:MongoDBworks with a slight
advantage.

2. The real benefit of the usage of non-relational database can be revealed with
significant data modification/deletion.

Aknowledgments. The investigation was carried out within the framework of the project “Devel-
opment of Analytical Information System for Storage and Intellectual Processing of the Results
of Experimental and Numerical Studies of Physical Processes Following in the Elements of
Energy Processing” with the support of a grant from NRU “MPEI” for implementation of sci-
entific research programs “Energy”, “Electronics, Radio Engineering and IT”, and “Industry 4.0,
Technologies for Industry and Robotics in 2020–2022”.

References

1. Zein, A.N., Borisova, S.V.: The distribution problem of unstructured data when solving data
mining tasks on computer clusters. Paper Presented at the CEUR Workshop Proceedings,
p. 2570 (2020)

2. Komarov, I., Vegera, A., Zein, A., Borisova, S., Blazhenova, S., Gavrilov A.: Design of tree-
like database structure for solving test modeling tasks of energy equipment. In: Proceedings of
the 20205th InternationalConference on InformationTechnologies inEngineeringEducation,
pp. 14–17. Russian Federation, Inforino, Moscow, April 2020

3. Faroult, S., Robson, P.: The Art of SQL. p. 370. O’Reilly Media, Sebastopol (2006)
4. Perkins, B., Hammer, J.V., Reid, J.D.: C# 7 Programming with Visual Studio 2017, p. 884.

Wrox, Indianapolis (2018)
5. Plugge, E., Membrey, P., Hawkins, T.: The Definitive Guide to MongoDB: The NoSQL

Database for Cloud and Desktop Computing, p. 327. Apress (2010). ISBN:1-4302-3051-7
6. Chodorow,K.:MongoDB: TheDefinitiveGuide, 2nd edn. p. 432.O’Reilly, Sebastopol (2013)
7. Hows, D., Membrey, P., Plugge, E., Hawkins. T.: The Definitive Guide to MongoDB: A

Complete Guide to Dealing with Big Data UsingMongoDB, 3rd edn. p. 376c. Apress (2015).
ISBN: 978-1-842-1183-0

8. L’Heureux, A., Grolinger, K., Elyamany, H.F., Capretz, M.A.M.: Machine learning with big
data: challenges and approaches. IEEEAccess. 5, 7776–7797 (2017). https://doi.org/10.1109/
ACCESS.2017.2696365.ISSN2169-3536

9. Kitchin, R., McArdle, G.: What makes big data, big data? Exploring the ontological char-
acteristics of 26 datasets. Big Data Soc. 3(1), 205395171663113 (2016). https://doi.org/10.
1177/2053951716631130. ISSN: 2053-9517
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Abstract. In themodernworld inmany industries, including energy, 3Dmodeling
is themost visualmeans for demonstrating a part or assemblyunit. Therefore,when
creating a digital catalog for the presentation of new developments, along with the
display of text information and images, it is important to provide the possibility
of demonstrating 3D models. Two approaches are considered for displaying 3D
objects: the first one - from the thread of the main application, we launch a 3D
model as an external process; the second is the import of information about the
3D scene and its construction, then the configuration of the components required
to display the scene is carried out.

Keywords: CAD systems · Power equipment design · 3D modeling · 3D files ·
3D model display ·Win32 window embedding · HwndHost · HelixToolkit ·
WinAPI · Digital catalog

1 Introduction

In line with the digitalization trends various digital design tools have been developed
[1–3]. One of these tools is CAD systems that allow you to develop 3D models of
equipment. They improve the product description process, shorten the initial stages of
the life cycle and reduce the cost of design and construction of equipment [4].

All CAD systems are divided into several levels. Lower-level systems are graphics
editors for creating various drawings (older versions ofAutoCAD).Middle-level systems
allow you to develop 3D models and assembly units (SolidWorks) [5], and higher-level
systems enable you to specify requirements to drawings as well as to the models, which
allows you to turn to the so-called “digital twins of products” (Siemens NX) [6].
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While creating 3D models in CAD systems of the middle or higher level, geometric
models can take different file extensions. There is wireframe, surface, volumetric (solid)
geometric models. The wireframe model represents the shape of a part as a finite set of
lines lying on the surfaces of the part. For each line, the coordinates of the endpoints are
known and their incidence to edges or surfaces is indicated. A surface model displays
the shape of a part by defining its bounding surfaces, e.g., a collection of face, edge,
and vertex data. Models of parts with complex shape surfaces, the so-called sculptural
surfaces, have a special place. They include the hulls of vehicles (e.g., ships and cars),
parts streamlined by flows of liquids and gases (turbine blades, aircraft wings), etc.

One of the problems of modern engineering corporations and machine-building
enterprises is that 3D models of equipment created in CAD systems are stored on local
computers of employees or on enterprise servers, which does not provide quick access to
the digital model of equipment outside the enterprise. This problem is especially relevant
when promoting products on the market. The solution to this problem is the creation
of a digital catalog of the company’s products, which will present both 3D models of
products and a list of its technical and economical parameters.

The possibility of demonstrating 3D models in the digital catalog of the company’s
developments provides several benefits:

• Visibility - The three-dimensional displaymethod is themost realistic and descriptive.
It allows you to fully present the product;

• Integrity of the description - The 3Dmodel will be presented in conjunction with a list
of technical and economical parameters of the product, which will describe it more
comprehensively and integrally;

• No restrictions when viewing – Without any doubt, you can use third-party programs
to view 3D models, but not all such tools can provide the necessary functionality to
demonstrate the model. Moreover, many users do not have the necessary software
products at all.

The main task in the development of a digital catalog is the creation of a way to
display 3D models inside the client application.

The algorithms described in this article are developed in the C# programming lan-
guage for use in WPF, a subsystem for building graphical interfaces of the Windows
OS.

It’s worth noting that WPF applications use DirectX. This means that regardless of
the complexity of the graphics, all drawing work goes through the DirectX pipeline. As
a result, even the most ordinary business applications can take advantage of rich effects
like transparency and anti-aliasing. We also benefit from hardware acceleration because
DirectX delegates as much work as possible to the graphics processing unit (GPU),
which is a separate processor on the graphics card.

2 Novelty

There are a lot of software products and firms that deal with information modeling, par-
ticularly, with BIM (Building InformationModeling) [7] and 3D infrastructuremodeling
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[8]. The 3D models in such technologies contain not only graphic information but also
different properties (material type, cost, performance data, etc.) attached to construction
components. These 3D models help to make planning, designing, managing, and oper-
ating of units and systems more efficient. The creation of such models is justified for
large companies and enterprises for building and engineering complicated and complex
systems as it requires a lot of financial resources and specialists [9].

In addition, there are various 3D viewers/players (for example, GLC_Player) that
can display 3D models, but they don’t provide the functionality of showing pictures,
texts, and videos.

Anyway, for demonstrating new developments in exhibitions and presentations it
would be quite appropriate to have 3D models in conjunction with description and
technical parameters. But usage of described technologies isn’t expedient. In this regard,
the mentioned digital catalog will provide an accessible way of demonstrating new
developments. It has an intuitive interface and combines opportunities for displaying
pictures, texts, videos, as well as 3D models. Tree view navigation provides a hierarchy
of the catalog’s sections that can be changed by an administrator. Thus, the catalog helps
to collect all data about the developments in one place and does not require special
knowledge for filling, maintaining, and usage.

In future, we can use new popular technologies as virtual reality (VR), augmented
reality (AR), mixed reality (MR) or even extended reality (XR).

VR is simulations created using virtual reality headsets. The difference from AR is
that real objects completely disappear from the field of view; you only see the virtual
environment. The technology of VR is as follows: there are two small monitors in front
of your eyes; the picture on them reacts to head turns and/or movements in space as if
you were seeing real objects. Due to this, the user is more deeply involved in what is
happening in the virtual space, can look in all directions and in some cases even interact
with virtual objects.

AR is a simulation when we do not look at the world directly, but through some kind
of “filter” that embeds virtual objects into the real world as if they were really there.
Unlike VR, the real world does not leave the field of vision. Most often, a smartphone
or tablet is used as a “filter” for AR. AR can be used in education, games, navigation,
art, advertising, museums, events, retail. A less common method is AR on large screens:
usually used in shopping malls, at stops as part of advertising campaigns, etc. The screen
becomes either a “window” in which, in addition to the backside, additional objects are
shown, or a TV set showing spectators and virtual objects nearby.

MR without software, equipment is useless. To immerse yourself in VR or AR, you
need someone to create this reality first. Different helmets work on different software
systems (GearVR, SteamVR, Oculus). Microsoft is developing one of these systems.
Perhaps to stand out, perhaps for some other reason, they named their platformWindows
MixedReality. PCheadsets frommanufacturers such asSamsung,Lenovo,HPandothers
work on this platform. Most often, the abbreviation MR is used in this very meaning,
in the form of WMR. People who are far from the details of technology sometimes put
MR in a row with VR and AR because of the similarities.
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It remains to tell about the last abbreviation - XR. Everything is simple here - this
term is sometimes used to generalize modern immersive technologies - VR and AR.
Basically, XR = VR + AR, without any additional meaning.

3 Designing of a Digital Catalog

We have created a relational database to structure, store and modify data (Fig. 1). The
main Tree table contains information about the tree list [10] of developments: product
descriptions are grouped into subsections of the lowest levels, and those form sections
of the highest levels. The rest of the tables store file paths for 3Dmodels, images, videos,
etc. The client application provides a convenient user interface for displaying and editing
the tree view and the data of its sections, as well as for interacting with the 3D model.
When you select a section from the list, the database is accessed, information about the
files’ location related to the selected section is retrieved, and these files are displayed.

Fig. 1. ER-database diagram

3D models contained in this catalog often represent a part or assembly unit of power
equipment, e.g., a gas turbine blade or a steam turbine rotor.

In addition to the ability to display files of standard 3D extensions, it is also important
to enable the user to view standalone applications with the 3D model developed in the
Unity environment.
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4 Embedding a Standalone Application Inside a User Interface
Control for Displaying 3D Models

Sometimes you may need to embed a standalone application inside a user interface
control of the main application, for example, when it is necessary to facilitate access to
the additional application when working with the main one.

In our case, it is necessary to provide the ability to demonstrate 3D models, which
are executable files created in the Unity software.

Unity allows building standalone applications for Windows that store information
about 3D models, and have advanced display options. For example, such an application
might contain multiple 3D scenes and an extended user interface. Thus, it has a number
of advantages over 3D files of 3DS, OBJ, FBX formats, etc.

4.1 Embedding Algorithm

In order to display the 3D model stored in the executable file, this file is launched from
the main application thread as an external process [11], and the window of the running
process is embedded in the user control of the main application. The algorithm is in
Fig. 2.

To embed the application window, the HwndHost class from the System.Windows.
Interop namespace is used [12], which hosts aWin32 window as an element withinWPF
content, e.g., a Border control. The embedded window must be initialized as a child of
the window that will host it.

Thus, it is necessary to create a class that derives from HwndHost and overrides the
BuildWindowCore and DestroyWindowCore methods inside it. The BuildWindowCore
method takes a handle of the parent window as an input parameter, the body of the
method implements the creation of a child window, the output parameter of the method
is a handle of the childwindow. The creation of awindow and interactionwith it becomes
possible only with the help of system functions. Platform Invocation Services (PInvoke)
provide access to WinAPI tools. E.g., to send a message to a window, you must declare
the following method:

internal static extern IntPtr SendMessage
(IntPtr hWnd, UInt32 Msg, IntPtr wParam, IntPtr lParam);
[DllImport("user32.dll", CharSet = CharSet.Auto)]

To start the process we use an instance of the System.Diagnostics.Process class. The
following parameters are specified for process initialization [13]: path to the executable
file; command line argument; a value that specifies the necessity to use the operating
system shell to start the process, and a value that indicates no need to start the process
in a new window. The string “-parentHWND <parent window handle>” is specified
as a command line argument to make the window child when starting the application.
Below is an example of setting a process [11].
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Fig. 2. BuildWindowCore method algorithm diagram

process = new Process();
process.StartInfo = new ProcessStartInfo
{

FileName = unityExeName,
Arguments = "-parentHWND " + hwndParent.Handle,
UseShellExecute = true,
CreateNoWindow = true

};
process.Start();
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We use WaitForInputIdle (<timeout>) command to wait for the associated process
to enter an idle state. If we have used the Unity environment for embedded applications,
then before providing the user with the functionality of resizing an embedded window,
we need to make sure that the window’s GUI is initialized. To do this the attributes of the
embedded window, particularly, the value GWLP_USERDATA [11], must be checked
using the GetWindowLongPtr method [13]. If the value’s least significant bit is set to
one, then the GUI is loaded and the window can be scaled. To make the child window
user interface available send WM_ACTIVATE message to the window. To close the
application window, we must send in the body of the DestroyWindowCore method the
CloseMainWindow method of the child process.

In Fig. 3 you can see the window of the application displaying the 3D model in the
format of the executable file. The demonstrated standalone application retains all of its
functionality. The user can click on the buttons, rotate the 3D model, and interact with
it in the ways that were provided by the model developer.

Fig. 3. The application window displaying 3D model as an executable file

When hosted by another application, a Unity application does not control the runtime
lifecycle, so it may not work in some scenarios. It isn’t possible to run multiple instances
of a Unity app at the same time.

5 Using the HelixToolkit Library to Display 3D Models

HelixToolkit is an open-source 3D library that is under the MIT license (X11). The
library used in the WPF platform makes working with 3D models much easier and
provides capabilities that are unavailable in standardWPF tools. It can be used to import
most 3D files of common formats such as STL, OBJ, FBX, 3DS, X3D, etc.…

This method uses the HelixToolkit.Wpf.SharpDX package based on a managed
SharpDX.NET framework that is used for creating applications using DirectX 11
graphics technology.
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5.1 Importing a 3D Model File

To load a 3Dfile, the Importer class from theHelixToolkit.Wpf.SharpDX.Assimpnames-
pace is used. This class is based on the Assimp library, which allows you to import most
of the widely used 3D file formats.

We should create an instance of the AssimpImporter class. This class loads themodel
file and extracts themodel data into a format thatwe can access. Before loading themodel
file, using ImportFile(), it is better to check if the model file is of a format supported by
Assimp. If so, we continue on to import the model file. Assimp provides a number of
optional post-processing steps that can be performed on the imported model, namely, we
can ensure that the imported model will have normal and tangent vectors by using the
GenerateSmoothNormals and CalculateTangentSpace flags. If the mesh does not have
normals or tangents, Assimp will calculate them from the mesh geometry. This function
will return an Assimp.Scene object if it was able to successfully import the model, which
contains all of the mesh information.

The scene graph contains the root node and associated intermediate and leaf nodes.
In the body of the Load method of the mentioned class, information about the 3D scene
is imported using the ImportFile method of the Assimp library. The ImportFile method
extracts information about a 3D scene (meshes, materials, animations, etc.) from a file
and places it in managed memory. Building a HelixToolkit scene includes processing
the loaded information, building a scene graph on its basis, and loading the animation if
it is provided by the file format.

5.2 Setting up a 3D Scene

Several components are required to display a 3D scene:

1. Viewport3DX;
2. Element3DPresenter (the container for the model);
3. PerspectiveCamera (sets how the scene or object will be displayed);
4. DirectionalLight3D (illuminates a 3D scene).

Viewport3DX is a class from the HelixToolkit.Wpf.SharpDX namespace that is a
container for placing 3D content. In general, the viewport can be represented as a surface
onto which a 3D scene is projected. This class contains properties such as Camera,
CameraMode, andCameraRotationMode. Inside theViewport3DXcontainer, theremust
be an Element3DPresenter, which attaches the loadedmodel to the viewport. The camera
determines the way the 3D scene is projected onto the 2D surface of the viewport.
The Camera property can be set to PerspectiveCamera, which provides a perspective
projection of the 3D scene, or OrthographicCamera, which does not apply a perspective
viewpoint. The first value was chosen, therefore the objects that are farther away seem
to be smaller, which is more familiar to the user.

It is also necessary to position the camera at some point in space and orient it in
the desired direction. The point (1,−1,1) was selected as the value for the property
Position. It should be mentioned that the loaded models can be of different sizes. So,
the ZoomExtends method is applied to the viewport to automatically scale the scene
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if the camera is initially placed too close to the model. The LookDirection property
defines the orientation vector of the camera (the direction the camera is looking at). The
UpDirection property determines the tilt of the camera. Usually, this property has the
value (0,1,0), which means there is no tilt.

The CameraMode property determines the camera movement mode and can take the
following values:

• Inspect - The camera rotates around the observation point (the position of the object
is fixed, when zooming in the camera approaches the object);

• WalkAround - When the position rotation of the camera is fixed, the camera moves
along its orientation vector when zooming;

• FixedPosition - The camera’s observation point is fixed, so the scene size changes
when zooming.

The first value was chosen as the most convenient for use.
The values of the CameraRotationMode property set different axes around which

the model can rotate.
First, it should be mentioned that the HelixToolkit library uses a right-handed coor-

dinate system by default: the origin is in the center of the rendering area, the Y-axis is
upward, the Z-axis is toward the viewer, and the X-axis is to the right, as shown in Fig. 4.

Fig. 4. HelixToolkit coordinate system

The CameraRotationMode property has the following possible values:

• Turntable - Object (model) can rotate around two axes (Y and X axis of the object);
• Turnball - Rotation can occur around three axes (the axis of the object coinciding with
the vector of the camera’s orientation, the X and Y axes of the object);

• Trackball - Rotation using a virtual trackball.

In order to simplify the use of this functionality the “Turntable” mode was selected.
To illuminate the scene, it was decided to use DirectionalLight value, which fills the

scene with parallel light rays going in the direction of the camera orientation vector.
In Fig. 5 we can see the application window displaying the model in the FBX format.

Using the HelixToolkit library, the following methods of interacting with the model
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are available: rotating and scaling the model, displacing it relative to the viewport,
highlighting parts of the model, selecting and playing model animation.

Fig. 5. The application window displaying FBX 3D model

6 Conclusion

The article describes two ways of displaying 3D models inside the digital catalog. The
first method allows you to embed a standalone application containing 3D scenes, the
second - to import a 3D file. As for the embedding method, you can develop and embed
unity applications with extended functionality that is not available in the method that
uses the HelixToolkit library. At the same time, the 3D model as an application takes up
more memory than the same model in 3D formats that are supported in another method.
Finally, you cannot integrate more than one Unity runtime. Therefore, your choice of
the method will depend on the 3D model format.

A prospect for the development of this project may be the introduction of clickable
models that give out information and technical characteristics of the design unit of the
model on which the user clicked. This will allow integrating the description of the model
so as not to separate it from its three-dimensional image. The HelixToolkit library allows
you to realize a response on a part of the model click. This response will be to display
information about the part.

Considering the trend towards paperless production and, as a consequence, the
increased demand for three-dimensional models, the described digital catalog, and its
methods of displaying a 3D model are very relevant and affordable means for demon-
strating the benefits of new developments. 3D models can be used for exhibitions and
presentations in order to convey the main concept in a clear and structured form that is
understandable to the majority of listeners.
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Abstract. Companies that seek to evoke a certain experience from their customers
should not only change their design process, but also reorganize their innovation
processes. Companies can innovate in their business in an effort to provide a cer-
tain consumer experience, and they can hire designers to create such an experience
for their customers. Design thinking is the driving force of business, which corre-
sponds to its status as a popular subject in leading international universities. Using
design thinking, teams can generate great ideas and apply practical methods to find
innovative answers. The analysis of the scientific publication in this article helped
to identify and reveal the essence of innovations based on experience, their impact
on three levels of the organization: the company, the brand and the level of the
product/service. The identified creative process at each level can be characterized
by four stages: the description of the context, the formulation of the vision, the
generation of the concept and the final result. The article considered organizational
measures and tools to support the design process.

Keywords: User experience · Radical innovation · Design-driven innovation ·
Experience-driven design · Design thinking

1 Introduction

A lot of everyday human experiences in industrialized societies are triggered by products.
In the markets, consumers are no longer choosing products for their functional roles, but
for superior usability features or engaging experiences. As a result, use and purchase
of a product are increasingly dependent on whether the product or service is capable of
eliciting a distinctive, relevant experience and the company’s profitability may depend
on the empirical qualities of the company’s image and brand.

As experiential qualities become more and more important to market success, com-
panies becomemore andmore interested in creating certain experiences. Companies can
innovate their businesses to provide a specific customer experience and they can hire
designers to create that experience for their clients. But how does a company need to
adapt its innovation process to provide the experience-driven design? This is the central
issue for discussion in the article.

Desmet and Schifferstein described an experiential design approach that was devel-
oped at the Delft University of Technology and submitted 35 graduation projects, each
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of them focused on creating a specific user experience [4]. Design projects in industry
tend to involve multiple sides.

Several departments may be involved in a project, such as engineering, marketing,
design and finance. Furthermore, the design project has to fit with the brand positioning
and the company image.

In this paper, we would like to focus on how experiential design fits into the business
context. Experience design is a holistic approach: the design team tries to make different
design elements (e.g. function, look, grip, sounds, communication) support the customer
experience [6].

2 Communication Usability and User Experimentation

Developers are working on creating systems that are simple and understandable for
people. Terms such as user-friendly and easy to use often point to these characteristics,
but the general technical term for them is usability. The GOST R ISO 9241-210-2012
standard on the ergonomics of human interaction with the system defines usability as:

A property of a system, product or service, in the presence of which an established
user can apply products under certain conditions of use to achieve established goals with
the necessary effectiveness, efficiency and satisfaction.

Efficiency is defined as the accuracy and completeness with which users achieve cer-
tain goals; efficiency is defined as the resources expended in relation to the accuracy and
completeness of achieving the goals. satisfaction is defined as “freedom from discomfort
and a positive attitude towards the use of a product [system, service or environment].

Also, many companies have been considering the following aspects of the usability
part for a long time:

flexibility: the extent to which the system can adapt to changes desired by the user,
in addition to those previously specified.;

learnability: the time and effort required to achieve a given level of system efficiency
(also known as ease of learning);

memorability: the time and effort required to return to a given level of usage
performance after a given period away from the system;

security: aspects of the system related to protecting the user from dangerous
conditions and undesirable situations.

ISO standards on software quality refer to this broad view of usability as the quality
of use, as it is the general user perception of the quality of the product.

We see that usability is not an absolute definition, but refers to users, goals, and usage
contexts corresponding to a specific set of circumstances.

User Experience (UX) is the newest term in the set of criteria by which a system
should be evaluated. It arose from the realization that as systems become more and
more ubiquitous in all aspects of life, users are looking for and expecting more than
an easy-to-use system. Usability emphasizes the feasibility of achieving specific tasks
in specific usage contexts, but with new technologies such as the Internet and portable
media players such as iPods, users are not necessarily eager to complete the task, but also
entertain yourself. Therefore, the term user experience, originally popularized by Nor-
man (1998), it appeared to encompass components of user interaction with systems and
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reactions to them that go beyond efficiency, effectiveness and traditional interpretations
of satisfaction.

Different authors have emphasized different aspects of UX.
Dillon sharing the opinion that design needs to go beyondusability, and the evaluation

of systems suggests that an emphasis is also needed on three key issues of user interaction
with systems:

* Process: what the user does, for example, navigating a website, using certain functions,
helping, etc. This allows you to develop an understanding of the movements, attention
and difficulties of users;
* Results: what the user achieves, for example, what constitutes the purpose of the
interaction. This allows you to understandwhat it means for the user to feel the shutdown.
* Affect: What the user feels; this includes the concept of job satisfaction, the definition
of usability, but goes beyond that to include all the emotional reactions of users that can
be amplified, irritated, enriched or confident. This allows us to develop an understanding
of the emotional interaction of users with systems.

Bevan suggests that the definition of usability can be extended to encompass user
experience, interpreting satisfaction as including:

* Likability: the degree to which the user is satisfied with their perceived achievement
of pragmatic goals, including acceptable perceived results of use and consequences of
use;
* Pleasure: the degree to which the user is satisfied with the perceived achievement of
goals and the evocation of related emotional reactions.
* Comfort: The degree to which the user is satisfied with physical comfort.
* Trust: The degree to which the user is satisfied that the product will behave as intended.

3 What is Experience-Driven Innovation?

Experience-Driven Innovation (ExpDI) is characterized by an innovation process in
which design plays a central role, combined with a design process in which the creation
of a specific user experience is the starting point for the design [14]. Using experience
as a driving force for innovation not only implies a change in the design process but also
has implications for the entire organization.

A lot of companies create user experiences for customers at different levels. For
example, a company can communicate with customers through a corporate image or
through a series of brand images. All of these images can evoke certain emotions. In
addition, the company strives for keep in touch with consumers through the products
they manufacture and the services they provide.

It is impossible to fully predict the experience a customer will have, as that experi-
ence depends not only on design, but also on context-related factors such as the user’s
instantaneous mood, the situation in which the product is encountered, people who are
involved, and so on. However, Expedia’s goal is to create optimal conditions for users
to have a specific experience.
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Although innovation as a subject for IT companies and scientists has recently become
one of the main sources of competitive advantages, the relationship between consumer
experience and innovation is not something new.

Experience-driven innovations focus not only on the question of “how” (service), but
also “what” (product) - an assessment of the entire customer experience in order to find
new ways to introduce innovations. We need to focus on user values when introducing
a new product.

Thus, most of the academic literature on innovations based on customer experience,
was largely focused on the importance of common ground.

Firstly, each point of contact offers a unique chance for innovation - to distinguish
the quality of customer service from competitors. This means that every time a customer
interacts with a product, the organization has a chance to stand out from the competition.
Thus, it is extremely important to get the right experience.

Secondly, innovation through customer experience can be achieved by defining dif-
ferent points of contact to identify different potential business opportunities for innova-
tion. Once the points of contact are identified, it is necessary to determine the potential
of each point of contact to “add value” to the consumer.

Finally, since the value is perceived individually, this makes the client a co-author of
his own experience. Organizations can consider its role as intermediaries, creating the
potential for value creation, however, the creation of the unique is in the hands of the
consumer.

4 The Experience-Driven Innovation Model

Experience-Driven Innovation (ExpDI) can have implications for a company at least
on three different hierarchical levels: at the company level, at the brand level within a
company, and at the level of individual product or service offerings.

1. Company level. Several authors have suggested that companies and organizations
can benefit from amore prominent role for designers and design thinking. Thiswould
mean that the organization has a fairly holistic and long-term strategic view of inno-
vation. Rozendaal describes the relationship between company, designers and end
users in experiential design as democratic because the relationship between differ-
ent parties becomes quite equal: mutual trust and understanding are very important.
[10].

2. Brand level. According to Roscam Abbing, brands can be a solid foundation for
innovation when viewed as the relationship between the vision, culture, resources
and capabilities of an organization on the one hand, and the needs, wants dreams,
and aspirations of the user on the other. Building a brand-based innovation strategy
requires the use of a brand that functions as a lens to view and interpret external
influences, and as a projector to focus and filter internal influences. [eight]. Conse-
quently, a brand can act as an intermediary in communication between a company
and its customers.

3. Product/service level. Individual product or service offerings provide the most spe-
cific and direct opportunities to interact with potential users. Here, all touchpoints
and personal interactions directly affect the customer experience.



306 I. A. Firsova and V. V. Taratukhin

The creative process at each of these levels can be described in four different general
stages. These stages are called here the description of the context, the formulation of
the vision, the generation of the concept and the final result. Since the creation of a
certain experience is central to the creative process, experience-based design involves
at least two important tasks: the first is to determine which experience to strive for, and
the second is to create a design that is expected to evoke this experience.

1. Context description includes a description of the context for which the innovation
is being developed: it gives an overview of the current situation. It involves the
analysis of external states and events. In addition, it assesses the internal qualities of
the company. He assesses how the company and its environment will change over
time, as innovation will only come to fruition soon.

2. Vision formulation includes the development of the company’s vision, brand and
new proposals. Based on the outline of the future context, the companymust develop
ideas about what they would like to offer to future clients. This is where experience
comes in too: In ExpDI, visions typically describe what the company would like its
customers to experience: howwill they feel, what they will think, how they will feel?

3. Concept generation: Once the company has decided what they would like to offer,
they can start generating ideas for how that promise can be fulfilled, and they can
develop concepts to match the proposed proposal, according to the current set of
constraints. The following questions should be asked here: Who will be the users of
the design? When will they use it? Under what circumstances? What will the design
do? How does he work?

4. End result: In the final stage, the concept is transformed into reality by finding
materials, products and people who will make it possible.

Ultimately, the results obtained in various creative processes will contribute to the
future context for subsequent projects. Thus, the circle has closed, and new innovation
processes can begin again. This leads to the following outline of the innovation model
(Fig. 1):

The sketch of the innovation model shows how the company (the core of this model)
relates to customers (consumers, users) in the outside world. The experience that a
company’s offerings evoke in its customers will affect how the outside world perceives
the company.

The ExpDImodel explicitly recognizes that innovation occurs at the company, brand,
and product level in an organization simultaneously and interdependently. Many innova-
tionmodels are presented linearly, from the strategic decision to initiate innovation to the
launch of a product or campaign (for example, Ulrich and Eppinger [13]). In contrast,
the ExpDI model follows the circular shape suggested by Buijs, indicating that each
innovation adds to the existing world and thus to the context for innovation processes
[3].

5 Organizational Measures

Companies can take some organizational measures to support experiential innovation.
We have collected some of them below. These indicators were mainly derived from the
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Fig. 1. The innovation model based on experience

innovationmanagement literature, which emphasizes the centrality of the design process
(e.g., Beverland and Farrelly [1]; Brown [2]; Dougherty [5]; Verganti [16]).

• Develop overarching company mission. The company we are looking for has an
overarching goal to provide a sense of direction for individual projects. The company
should be able to indicate what and how they would like to improve the lives of
consumers.

• Integral projectmanagement over time. For experiential projects to deliver superior
results, projectmanagementmust ensure that original ideas, including design richness,
are not lost in the future. Teams must avoid distraction due to restrictions (Verganti
[16]). Experience design processes are generally quite unpredictable, especially in the
early stages (Rozendaal [10]), and therefore it is important to share the initial points
of view among all stakeholders.

• Strategic road mapping. Roadmap enables an organization to make strategic deci-
sions about the optimal time frame for specific activities, such as the sequential
introduction of new technologies, customer experiences, or product options in the
market.

• Interdisciplinary teams. Departments within a company and people in different
disciplines tend to use theirmentalmodels and interpretation schemes. Each discipline
has the knowledge that contributes to the final design, and therefore the formation
of interdisciplinary teams in which all departments are represented is essential for
successful innovation (Dougherty [5]).

• Break throughorganizational routines.Organizational routines tend to reinforce the
separation of thoughtworlds by limiting the interactions betweenpeople fromdifferent
departments. Existing procedures typically promote within-department efficiency and
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inhibit the collective action that is necessary for innovation. Another problem with
standardized tools and procedures is that others can copy them. Therefore, in order to
be innovative, each project has to create its own organizational structure, depending on
the specific needs of the project. Corporate management should establish incentives
for business units to collaborate in new ways.

• Use and develop human resources. The success of innovative processes in products
largely depends on the quality of the work of the company’s employees. Companies
must learn to identify themost innovative thinkers in an organization. In addition, they
can develop their innovative potential through workshops, pilot projects, and sharing
inspiration within the organization.

• Create employee freedom. Create an environment that values risk-taking and con-
stant questioning in the pursuit of continuous improvement (Brown [2]). Employees
should be permitted to explore the full range of their faculties. Any experiment should
have a chance to gain organizational support. A physical space where a group of peo-
ple can be creative will support the innovative process. This space should allow project
materials, such as photos, storyboards, concepts, and prototypes to be available all of
the time. The project spacewill support better collaboration and better communication
with partners and clients. In addition, a project website or wiki helps to keep team
members in touch when they are out in the field. Flexibility is a key element of design
thinking. Therefore, the designated physical and virtual space, and also the budget
should be adaptable.

• Build external relationships. Many innovation projects benefit from external input.
It is important for the company to set up a privileged network of relationships with
external parties. Relational knowledge is tacitly preserved and nurtured by the people
in the organization. As it involves their personal relationships to others, this cannot be
easily copied by others (Verganti [16]). The nature of these assets is cumulative: the
more privileged relationships you have, the more you are likely to use these contacts
to develop breakthrough innovations and develop seductive visions. You can also hire
external experts on a project basis: The active participation of partners will yield
more ideas and creates a web of loyalty that will be hard for your competitors to
erode. Alternatively, you could set op open innovation projects, or involve external
designers by initiating design competitions.

• Internal technological development. You must master unique technologies to be
an interesting partner for collaboration or discussion. Invest resources in research
and development that provide new technologies to develop new solutions. Develop
technologies that you or others would like to use (Verganti [16]).

• Buildknowledge on latent userneeds.Tocreate a successful newproduct, youwould
like to know what your future customers are doing, thinking and feeling. Therefore,
you should try to uncover hidden needs that users may not even be aware of to meet
their future needs. Typically, this requires unconventional marketing research meth-
ods, including observational work, ethnographic research, and in-depth interviews. It
is important to focus on the quality of the information received, not the quantity. Try
to connect with the people you observe by entering their role: experience the design
from the client’s point of view.
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6 Tools Supporting the Design Process

Companies can use several tools to support the experiential design process, some of
which we have collected below. Again, our list is intended as a source of inspiration and
is unlikely to be complete.

• Develop open context vision.When designing the context for the creative process, it
may be important to create as much design freedom as possible and thereby keep the
actual constraints to a minimum (Hekkert and van Dijk [7]). Determining the context
implies defining the area for which the design is being created.

• Develop experience vision statement. The company develops a vision on what type
of experience you would like to evoke among future customers. This goal can be
formulated in terms of an intended experiential user effect or ‘target experience’.
It is also a statement on what you would like to contribute to the future world. It is
important for the statement to carry authenticity: Ideally, the statement should address
a fundamental customer need.

• Pay attention to multiple layers in the user interface. The perception of design
can include different levels: materiality, function, interaction, sensory perception,
aesthetics, meaning, emotional reactions, and so on. If different layers are considered
during the creative process, it will increase depth and richness in the design process.
For a design to evoke a certain experience, the client will have to interact with it in a
certain way, and the product needs qualities that support that interaction. Therefore,
it can be useful to try to translate the characteristics of the target experience into a set
of interaction qualities, which, in turn, can be translated into a set of desirable product
qualities (Hekkert and van Dijk [7]). The qualities of interaction must support the
authenticity of the target experience.

• Include the time dimension of user experience. The user experience usually evolves
as the user experience evolves. Storytelling helps connect ideas and create custom
scenarios. A story can also be an open narrative that engages and motivates people to
move it forward and fill in their conclusions. Writers may be involved from the start of
the design process to help move the story along in real time. A scenario may grow and
develop into a description of a consumer journey, including all the events a consumer
experiences while engaging with a brand, product, or service. The story could also be
an open-ended narrative that engages people and stimulates them to carry it forward
and fill in their own conclusions (Brown [2]).

• Engage in multiple design disciplines. To bring proposals to life, multiple design
disciplines can work together to deliver optimal impact. You can include prod-
uct design (engineering, design design, packaging design), communication design
(graphic design, advertising, digital media, corporate identity, signage), interaction
design (physical interactionwith buttons, controls and levers, interface design), design
POS environments (architecture, interior design, exhibition design), service design
(guarantee forms, personal interactions, complaint forms, call center procedures) and
so on (Roscam Abbing [8]).

• Empathy tools. Using empathy tools helps the development team stay connected
to the targeted user experience. In addition to the vision statement, the team can
create a mood board that communicates the emotional impact of the target outcome.
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Alternatively, a persona canbe created that provides a vivid representation of afictional
end-user, designated by a realistic name, whose life is described and clearly expressed
through several images (e.g. Sleeswijk Visser [12]).

• Formalize brainstorming routines. Brainstorming sessions are valuable in the cre-
ative process, not only for the ideas that pop up during the session, but also for the
concepts and solutions that occur to people later, at home, due to the seeds planted
in their minds. Some companies have formalized the routine procedure used during
brainstorming to optimize the output of these sessions. For instance, IDEO uses the
following rules: Defer judgment, build on the ideas of others, hold one conversation
at a time, stay focused on the topic, and encourage wild ideas (Brown [2]).

• Dirty and quick prototyping. Encourage fast, cheap, and dirty prototyping as part
of the creative process, not just as a way of testing out ideas. Use visual and physical
tools, not just abstract words, to generate ideas. By creatingmaterial, physical objects,
you are using different abilities and different types of knowledge compared to when
you just talk and think. In addition, you can act out situations to learn how prototypes
work and what is needed to improve them (Brown [2]).

• Create and present conceptual prototypes.Concept prototypes, such as the concept
cars shown at auto fairs, embody the company’s vision for the future. Theymake ideas
physical and tangible, and their creation helps explore the feasibility of ideas. They
can be an important tool within a company to optimize the flow of creative ideas and
show the direction in which the company is heading. In addition, by presenting a new
product at a trade show or by making a book for researchers, colleagues will learn
about the product, they will tell others about it and can describe it in journals to the
general public. Ideally, a new product should generate buzz. Thus, books, exhibitions,
cultural events, concept presentations at fairs, magazine articles, websites, and design
contests all serve to create free advertising for the new design (Roskam Abbing [8];
Verganti [16]).

• Co-create with end users. End users may be involved actively in the design of the
new brand, product, associated services (e.g., websites, interactions with sales staff,
social networks), and retail experiences. For instance, designers may develop tools
that enable consumers to create their own products. Researchers can study consumers
while they are using such tools. Also, designers can create experiences, by involving
consumers actively in the store (e.g. cooking in a supermarket). Involving consumers
in creating and using products may increase the chance of success in the market.

• Formalize choice among ideas. In order to make the right choices when you eval-
uate ideas, develop a good procedure and involve the right people. Criteria that are
often used to evaluate ideas include the expected functionality of the end product and
people’s expected motivations for buying the product. Furthermore, the available pro-
duction facilities and the expected costs are likely to affect decision making. Another
criterion may be the product’s potential for a long life cycle: does it satisfy deeper
needs? Is it clearly linked with the brand identity? Furthermore, ideas that create a
buzz should be favored. Measurement of impact helps to make the business case and
ensures that resources are appropriately allocated. If each team member chooses the
three best ideas by putting a mark on them, you can select the ideas with the largest
number of votes (Brown [2]).
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7 Conclusion

This work is devoted to the analysis of an innovative model based on experience
(Experience-Driven Innovation). Its influence on the development of technology and
the derivation of its key levels and stages. A sketch of the innovation model was pre-
sented, we provided a list of organizational measures that support innovation processes,
and a list of tools that can be useful in the creative design process.

This data will be used in further work in the direct design of interfaces to improve
the user experience.

In the future, I would like to introduce such an innovation as “Design Thinking” into
the work of my organization. The organizational measures and tools given in the article
that support the design process will help me in implementing the innovation process.

I will face the following tasks:
Build an “AS IS” model to identify the weakest and most vulnerable areas of the

company’s activities.
Conduct a web analysis to understand what users usually pay attention to, what

nuances and shortcomings there are in the work of the team, and what needs to be
corrected or supplemented.

To build a “TOBE”model to reflect the idea of new principles of the software testing
stage within the framework of the design thinking methodology.

Test the model and apply it in a working project.
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Development of a Robot for Building
a Map of the Area
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Abstract. The active development of the field of robotics makes it necessary to
study the possibilities of new approaches. The purpose of this study is to identify
the operability of the Kalman filter as a tool for calculating the SLAM (Simulta-
neous Localization And Mapping) method for the orientation of a two-wheeled
mobile robot. The robot itself is a moving platform on which a servo drive with
an ultra-sonic sensor is installed to scan the front hemisphere. Data about the sur-
rounding area is transmitted from the robot to the computer as the robot moves.
For data transmission, a wireless Wi-Fi network is used for autonomous operation
of the robot or an RS-232 interface for debugging. The program filters out the
received data using the Kalman filter and builds a map. The result of the experi-
ment is to obtain an adequate map of the room, which confirms the efficiency of
the pro-posed models.

Keywords: SLAM · Kalman filter · Robot · Arduino · Mapping

1 SLAMMethod

In order for the robot to build amap of the area and at the same time determine its position
in this area, the SLAMmethodwas used, whichmeans Sim-ultaneous Local-ization And
Mapping [1].

Currently, there are many implementations of the SLAM method, differing in com-
plexity and various platform capabilities.

To display the state of the environment, modern systems use probabilistic meth-
ods and benchmarks. During the localization of the robot, its state x_t, for example,
the position of the robot, should be evaluated by all previous readings of the sensor
z(1, …, t−1) and previous actions of the robot u(1, …, t−1). Localization of robots is
often solved using the Markov property, that is, it is assumed that the world is static,
noise is independent and there is no approximation error during simulation. Thus, due
to the Markov property, the localization problem is reduced to the Bayes network shown
in Fig. 1.

In addition to the state of the robot, the map mmust be evaluated, as shown in Fig. 2.
Usually the map consists of n landmarks, so the position of these landmarks must be
estimated to build the map.
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Fig. 1. Bayesian network for robot localization.

Fig. 2. A Bayesian network for building a map by a robot.

When the robot moves in a known area, that is, it is given a map, the uncertainty of
the robot’s position is minimized. However, if the robot is moving in an area un-known
to it, the uncertainties of the robot’s positions can be large, since odometry errors are
summed up. Therefore, it is necessary to observe the landmarks in order to accurately
assess the position of the robot up to the uncertainty of the position of the landmark and
observation. Sensors operating in the global coordinate system, such asGPS/GLONASS,
are a workaround using odometry, but they are not always avail-able, for example, inside
buildings.

Closed loops play an important role in SLAM algorithms. If the robot determines
the position in which it was previously and correctly compares the landmarks, then the
accumulation of error is limited. The probabilistic method used in this experiment is the
Kalman filter.
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2 Kalman Filter

The Kalman filter is a sequential recursive algorithm that evaluates the state vec-tor of
a dynamic system using a series of incomplete and noisy measurements.

The algorithm consists of two repeating phases: prediction and correction. At the
first stage, the prediction of the state at the next moment of time is calculated (taking
into account the inaccuracy of their measurement). In the second, the new information
from the sensor corrects the predicted value (also taking into account the inaccuracy and
noise of this information): The equations in Fig. 3 are presented in matrix form. In the
case of one variable, the matrices degenerate into scalar values [2].

The subscript denotes a moment in time: k is the current one, (k-1) is the previous
one, the minus sign in the superscript indicates that this is the predicted intermediate
value.

Fig. 3. The algorithm of the Kalman filter.

The Kalman filter in the SLAMmethod combines all measurements of landmarks in
the covariancematrix of the positions of the landmarks and the positions of the robot. For
linear measurement models, this corresponds to the maximum likelihood method, and
for nonlinear measurement models, this will be true only if the measurement function
can be linearized. Linearization is performed during measurements, at the linearization
point it may be erroneous if the robot moves through an unknown area of the map. This
error is critical, since trigonometric functions have a small quasi-linear interval. The
result of erroneous linearization is that closed loops are too large compared to the basic
truth [3].
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3 Robot Device

3.1 Scheme

All elements of the robot are mounted on a moving platform. The platform is driven
by two electric motors. The platform’s autonomy is supported by two batteries. The
ultrasonic sensor is mounted on a servo, thanks to which it is possible to scan the front
hemisphere. The Arduino Uno training microcontroller board was chosen to control the
robot platform.An ultrasonic sensorwas chosen as a sensor for assessing the surrounding
space. Communication with the computer is carried out using a COM port and a Wi-Fi
module. The diagram is shown in Fig. 4.

Fig. 4. Robot device.

3.2 Algorithm of the Robot’s Actions

At the first step, the coordinates of the robot are transmitted via the COM port, at the
initial moment of time they are zero.

At the second step, the measurement takes place up to obstacles in the front hemi-
sphere, due to the rotation of the ultrasonic rangefinder by a servo drive with a step of
1 degree, from 0 to 180. First, the robot makes a measurement to the obstacle, then the
coordinates of these points are calculated using the formulas:

x = cos(pos ∗ 3.1416/180) ∗ dist);

y = cos(pos ∗ 3.1416/180) ∗ dist);
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where dist is the distance to the obstacle, pos is the angle of rotation of the ultrasonic
sensor.

The obtained x and y values are processed using the Kalman filter, and those values
that are not within the sensor’s operating range (from 2 to 400 cm) are filtered out, since
they are erroneous. Errors occur due to the reflection of the ultrasonic wave from the
walls of obstacles [4].

The correct values are transmitted at each step from the Arduino via the COM port
to the computer for further work with them.

At the third step, the robot moves, which is shown in Fig. 5, upon completion of
which new coordinates of the robot will be received and transmitted via the COM port
to the computer.

Fig. 5. Robot movement algorithm.

4 Building a Map of the Area

According to the received data, a map is being built in real time in the MapBuilder
program, a large red dot indicates the position of the robot, and blue dots indicate
obstacles when the sensor moves clockwise, black dots indicate counterclockwise. The
resultingmap is saved in themap.png file in the root folderwith the program.An example
of the program’s working window is shown in Fig. 6 [5].
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Fig. 6. The working window of the computer program.

To illustrate the operation of the robot algorithm, we use the following terrain map
shown in Fig. 7.

Fig. 7. Map of the area.
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To begin with, let’s consider the construction of a terrain map at a single step, based
on “raw” data obtained from an ultrasonic sensor. When passing clockwise, we get the
following image, Fig. 8.

Fig. 8. Map of the area based on “raw” clockwise data.

Superimpose the data from the ultrasonic sensor on the resulting map when moving
counterclockwise, Fig. 9.

Fig. 9. Map of the area based on “raw” counterclockwise data.

Thus, from these figures it can be concluded that the “raw” data do not give a real
idea of the terrain.

Now consider the data that comes from ultrasonic sensors and processed by the
Kalman filter. Figure 10 shows the data obtained by rotating the sensor clockwise.
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Fig. 10. Map of the area based on filtered clockwise data.

We will apply filtered data from the ultrasonic sensor to the resulting map when
moving counterclockwise, Fig. 11.

Fig. 11. Map of the area based on filtered counterclockwise data.

The received card will also not be fully valid. Therefore, in the next step, it is
necessary to remove inaccuracies in the construction, namely, it is required to leave
points that intersect or are at close distance from each other when the sensor rotates
clockwise and counterclockwise. The result is shown in Fig. 12.

Fig. 12. Map of the area based on real data.
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These actions are repeated at each step of the robot (the robot’s step in operation
is 10 cm), resulting in an approximate map of the area. The resulting map is shown in
Fig. 13.

Fig. 13. Map of the area built by a robot.

5 Result of the Experiment

The result of the experiment is a constructed map of the room. This map corresponds to
the actual positions of the obstacles, which confirms the correctness of the algorithm. The
presence of minor noises in the resulting result is caused by errors in the measurements
of ultrasonic sensors.

LiDAR or Kinect sensors can be used to improve the final result. To obtain a circular
terrain map, the sensors will need to be rotated in the XY plane. It should also be noted
that these sensors will be able to work to build a three-dimensional map of the area. Some
LiDAR models will get a circular picture of the terrain, which allows you to reduce the
time taken to build at a single step and the time to build a general map.
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Abstract. The paper analyzes existing empathy methods and offers new
approaches so far as of empathy being an important element for design thinking (a
Stanford methodology for creative problem-solving) and companies post-COVID
era redesign. It comprises an overview of such methods as: VR Technology, VR
Empathy Mirror, Dare Dream World Modeling, Fingers Magic, Cosplay, Scenes,
and Role games. The paper takes into account different views on the origin of con-
sciousness:molecular biology, neuroscience, pharmacology, quantum information
theory, quantum gravity and etc. Many different hypotheses on the related topics
and existing approaches are discussed. The article pays attention to issues related
to both the opportunities of practical implementation and the moral aspects, possi-
ble consequences of the inventions in empathy like a glance on perspective. One’s
Experimental basis for each of the approaches is provided. After all, understand-
ing of human thinking/feeling is placed at the heart of the global understanding
of all vital processes that surround us.

Keywords: Design thinking · Virtual reality · Empathy · Cosplay · Role game ·
Consciousness · VRE-IP experiment · Dream world modeling · Fingers magic ·
Scenes · Companies redesign · Empathy · COVID-19 · Coronavirus

1 Introduction. Where Consciousness Lies?

1.1 A Subsection Sample

While everybody thinks that consciousness comes from our brain, Orchestrated Objec-
tive Reduction postulates that it actually originates at the quantum level among the
el-ementary particles through statistically random events being acquired [9, 10]. That
controversial hypothesis has absorbed several absolutely different areas of knowledge:
molecular biology, neuroscience, pharmacology, quantum information theory, quantum
gravity - on the border between which innovations are more likely to lie.

So far - consciousness is based on non-computable quantum processing performed
by qubits (the basic units of quantum information). That might just mean that the human
mind should be assumed as a result of quantum random statistical distribution process.
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However, much of criticism of the Orchestrated Objective Reduction hypothesis is
based exactly on the strong statement of the human brain’s unsuitability.

Anyway, whatever processes are, some of the eternal questions remain:

– How to read humanminds? Can we transfer so-called brain neuron impulses through
space? Can the human mind be controlled? (By the way, never believe people who
say that they can read minds by EEG, cause if they actually can read some kind of
texts generated inside your brain (which is doubtful) - that is not even close to being
the word of “thoughts” meaning. Cause thoughts have never been just texts. It is way
far more than just that. It is qubits - units of quantum information, neuron impulses -
whatever, but not just simple “littera” (fromLatin). The simplest interpretation ofwhat
is to be said here is the thoughts picturing. Do you thinkwhen you imagine something?
Or do you want to argue with the idea that at this moment your brain stops working?
So thoughts are rather of being physical impulses of information transmission that
does not have to be represented only by letters)

– What is empathy in the language of neuron processes and human interaction? Can it
be controlled or upgraded?

– While avatar’s project is under construction, can a small step be done - just on the
way to understand whether it is possible to put one person in the shoes of another?
Would it mean that we set the sustainable neuron connections between two persons
and whether it is dangerous or beneficial?

– How do new technologies help us understand each other and why role games are
more likely to sound like an attempt to discover the world inside out?

– And so on…

In order to find a way to answer the questions listed above and moreover - current
world situation has been analyzed, new ideas have been generated and questioned from
the different sides of view.

The current world situation may be presented as a puzzle of many interrelated
circumstances pieces.

Coronavirus has changed the world around us, so it is never going to be the same
any-more. It has become obvious at least while observing perception and transmission
of information through devices with limited technical characteristics.

This year, full of coronavirus town lock-downs, people have learned distance empa-
thy including microphones control, chat emoji usage (raised hand, applause), screen
demonstrations, waiting hall, network connection problems, and so on. Many nuances
affected the perception of communication (Fig. 1).

In instance, zoom killed the fine art of interrupting. Despite the fact that there already
has been a lot of cultural differences with respect to howmuch overlap can be considered
cooperative, distance discussions made interrupting less intensive and less productive
in its most creative and productive form (ideas generation). On the other hand, a good
opportunity of commenting during conversation appeared to be possible for shy students.
In the real world, they are unlikely to get that chance to be heard.

To be highlighted - disputes about the relevance of personal meetings and their
practical necessity. Moreover, there is no obvious tendency about whether it is useful to
go offline or online. People are inclined to think rather contrasting. While some of them
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Fig. 1. Our brain contains over 100 billion neurons each that may have the ability to connect with
5.000 to 20.000 other neurons. The possibilities are endless. ©Pinterest

got used to setting comfortable meetings offline, other people prefer online meetings
and find them more autonomous nowadays. While some of them see online meetings as
benefits in new technical tools usage, other people point that technics sets its specific
limits on your original creative abilities, when you feel like inside a box being unable to
realize all of your potentials.

One thing is certain - existing companies are inclined to be redesigned in order to
adapt to the changing world and to take a leading place in the new market, full of inno-
vative approaches - to be able to solve problems and to function successful remotely if
necessarily [2, 4].

New-modern empathy and interaction methods might be extraordinarily useful in
that case [1].

2 Design Thinking

Design thinking is a Stanford methodology for creative problem-solving. The results of
the design thinking can be a framework for real-world projects [3, 4].

Empathy is an important element in Design Thinking and Human-Centred Design.
Empathy helps design thinkers create solutions that work and, conversely, how a lack of
empathy can result in product failure [17].
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3 VR Technology

Commercially profitable virtual reality equipment uses a headset with sounds, multi-
projected images, and at least one joystick to be able tomove around and tomake choices
in virtual space.

Interesting thing is that in virtual reality person does not feel his actual physical
body the way he got used to. He distracts from it, forgets about it, focuses on the space
around him.

Amazing words had been written by Jaron Lanier in his book “You’re not a gadget”:
The body and the rest of reality no longer have a prescribed boundary. So what are

you at this point? You’re floating in there, as a center of the experience. You notice you
exist, because what else could be going on? I think of VR as a consciousness-noticing
machine.

From the personal experience, it can be said, that the appearance in virtual space
of breezy unexpected objects (aquarium, Pikachu, and other), new possibilities (such as
sculpting), fundamentally original environment, and principally other bases of interac-
tion develops creativity and contributes to the generationof ideas, despite its unusual-ness
[5]. This was shown by SAP University Alliances Virtual Reality Experiment - Innova-
tion Project (VRE-IP) carried out in online form between people all over the 5 world to
prove the effectiveness creativity of using VR - technologies for teamwork innovation,
to explore advanced Design Thinking approach [3] (Fig. 2).

Fig. 2. Screenshot of virtual reality room where VRE - IP experimental seminar was held. There
are participants sharing their emotions using virtual emoji-es there.

4 VR Empathy Mirror: Its Benefits and Dire Consequences

A kind of mind-reading is possible through empathy - to be able to become anybody and
anything and understand the system from the inside. Such everyday reading of minds
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is the basis of productive interaction (in fact, it becomes possible to extract benefits
purposefully: connect and further read the emotions and directions of another organism).

Thus, VR technologies open up the following opportunities for us on the event
horizon:

• To extract the experience of people being far away from us (mentally/physically), to
understand each other better

• Force someone to forcibly plunge into the world of another person. That to be
considered as one of the most crucial weapons, machine of suffering itself and not
recommended for further usage (Fig. 3).

Fig. 3. A mirror neuron is a neuron that fires both when an animal acts and when the animal
observes the same action performed by another. Thus, the neuron “mirrors” the behavior of the
other, as though the observer were itself acting. Such neurons have been directly observed in
human and primate species, and birds” [6–8]. It is believed that Mirror Neurons give us empathy.
©Google images

Each of the options can be called an “empathy mirror”. And as mentioned above,
it can bring the world both good and destructive consequences. Moreover, it might be
found quite similar to far-known psychokinesis which allows a person to influence a
physical system of another organism without any physical interaction. Talking about a
physical system here means an actual potential effect on the person’s life (physical as
well, because all the things are related).

Here are some live examples of Empathy Mirror creating attempts.
Rapid Design Pivot is a project that began with funding from Skoltech in Moscow,

Russia. The project encompassed research from all three facets of Entrepreneurship,
Technological Innovation and Contemporary Art. Rapid Design Pivot aimed to partner
inventors and artists to produce art exhibitions and technology prototypes using state-
of-the-art scientific discoveries and technological advances as a creative medium. Re-
searchers approve that introducing and establishing a Rapid Design Pivot model early in
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the process of development will allow developers to discover diverse and multiple uses
and markets more efficiently [13].

After the end of Skoltech funding, Rapid Design Pivot continued with additional
funding from UT Austin, and the art installation related to the project was called
Omnibus Filing. In each artwork, there was an intersection of research and art—explor-
ing themes of empathy through multiple lenses such as interspecies architecture and
artificial intelligence.

Another attempt of creating an actual EmpathyMirror [15] should bementioned. The
team explored such questions as “What are the ways that technology can/does promote
empathy?” The members of the project pointed themselves as of being developing an
art, science, and technology installation for soon release.

5 Dare Dream World Modeling

Nowadays there is no secret to anyone that virtual reality can be used for a better under-
standing of others. Another question that arises and becomes incredibly relevant is that
of dream modeling. It is not a surprise if your friend says that he might have control
over his own dream while sleeping. It happens, right? Now think of you, being able to
model somebody’s dream.

In fact, dream control leads to the direct ownership of the world. Because in this way
you can stimulate faith, acceptance, feelings, and so on.

Of course, not everyone takes their dreams seriously. Moreover, many perceive them
as computer games. But it is more like that no one will argue that those feelings that
we experience in a dream completely affect our productivity during the day, and even
our choices being made, our feelings. It all depends on the correct setting of a dream.
A person may wake up in a cold sweat from a terrible nightmare or with a feeling of
absolute harmony, peace, and quiet happiness. The correct use of feelings in a dream can
be a powerful tool to build faith, inclinations, principles, and to influence completely (or
almost completely) the formation of the concrete personality.

Moreover, extra hours of “active life” in astral would have delighted those worka-
holics who always need more hours per day to realize all of their projects. Talking not
about workaholics, haven’t you been delighted when your dream was a lovely movie to
distract from reality and rest in peace some?

It should be noted that dreamsmodeling can also go beyond the possible, reasonable,
imaginable. This is the kind of extra upgraded design thinking that we deserved. In a
dream, it is even possible to accept an additional limb as your own (and this, by the way,
applies to VR technology as well).

Another question remains, whether it would be possible to unite dreams of different
persons, so they would be able to arrange a meeting while sleeping, to discuss a project
or just to chill together.

So dreams modeling is way far more than just to be recommended for further
elaboration.

Interesting thing is that in virtual reality person does not feel its actual physical
body the way he got used to. He distracts from it, forgets about it, focuses on the space
around him.
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That is to say, what is the body for a person if he so easily abstracts from it in virtual
reality?

The issue that needs to be discussed in this paragraph is the appropriateness of using
the body within the framework of human existence. It becomes obvious that our body is
nothing more than a vessel for our presence in the very reality in which we were born,
while it is not quite necessary in virtual reality.

One must admit that in the very reality of the real world, our body is an indisputable
key to discovering all the sides of the world, to feeling the world, the key to mental,
moral, spiritual, and mental development.

In Japan, children are good taught to develop fine motor skills - the fact is that this
contributes to the development of intelligence.

So-called “fingerplays” help children with fine motor development, pre-writing
skills, language development [12], and way much more, according to many people
reviews, including their teachers and parents. Many unique types of fingerplays can be
used [11]:

– as attention getters
– to extend learning/understanding of a concrete topic
– to increase creativity, body awareness, etc.
– to promote language skills and vocabulary
– to help with listening skills

The first three points listed above are extremely close to the principles of the design
thinking itself, aren’t they? That confirms the fact that our body is useful precisely in
the reality in which humanity exists at the exact moment. The body and all kinds of
interactions in a certain way have an impact on our consciousness, affecting even design
thinking processes themselves (people think they might have control over it). At the
same time, it becomes apparent that in other realities such attachment to the body may
be potentially irrelevant.

6 Life to Play - Cosplay

With attention to empathy creation, so-called “cosplay” opportunities should be dis-
cussed.

Cosplay means costume play. It unites people from completely different areas, cre-
ating empathy between people, being maybe way too far away from each other in real
life (in matters related to emotions, everyday necessities).

People imagine themselves to be someone else, they try on emotions, characters,
hobbies that are not peculiar to them, due to which a “virtual” favorable environment
is built for new unexpected acquaintances and opportunities. As a great person said once
upon a time:

“It makes no sense to continue to do the same and wait for other results.” (Albert
Einstein).
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In ordinary life, it might be, that these people would have never even spoken to
each other. The point is, that in that costume play they are connected by an imaginary
imitation of some characters, thereby discovering up opportunities of a new level of
mutual understanding, distracted from every day worries.

Cosplay is perspective in both empathy way and experience.

7 Scenes - Role Game

“Scenes” uses pre-defined building blocks to create a story (characters, buildings, de-
vices, backgrounds, office furniture, arrows, transportation elements signs - that can be
manually divided into two groups: movable and stable objects).

“Scenes” is a unique tool widely used in companies to create a good team
environment and innovations as a result. “Scenes” shows the value of ideas and product
visions in a concrete appropriate well comprehended (for all of the participants) context.
There are two main directions of “scenes” that should be appointed (two main flows of
infor-mation, interaction):

1. IN. That is the direct way participants get information and experience from the
storyboard. Usually, business leaders and industry professionals share their ideas
and scenarios in the form of illustrative stories. Information and experience got from
the “scenes” are way more memorable and understandable.

2. OUT. But there is another option to be highlighted as well. It happens quite often
when the narrator itself gets suddenly new information, ideas, and knowledge from
the story processing. That newkind of cognitionmay lead to improved understanding
and further quality project development. Such cases take place because of “scenes”
clarity, obvious interpretation, as well as interaction with real people, other partic-
ipants in the discussion, exchange of opinions. Errors and inaccuracies in the story
processing are easy to be timely revealed, detected, and neutralized. It is more like
a safe practice of a futuristic project when you lose nothing but acquire usefully.
Moreover, established team discussion is an interaction that leads to a total/teilweise
co-understanding which is always beneficial (Fig. 4).

Fig. 4. SAP “Scenes” for the design thinking processes [16]. ©SAP SE
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To put it in a nutshell, “scenes” precisely is an ultimate empathy and insights strong
modeling method.

On the other hand, role games to be mentioned, that is not used to extract or share
exact concrete information, but for a powerful interaction and empathy building for
sure. If to think about it carefully, similarities between “scenes” and role games become
obvious. From both of them, an exceptional experience can be got that would otherwise
have been impossible.

The significant difference is that in the role-playing game there is a more direct inter-
action between all of the participants themselves, and different people act as generators
of the possible outcome. Thus, the outcome of such a process is not obvious and usually
happens to be more creative than any profit of the “scenes”. A random like that expands
the horizons of all participants (because it is way closer to real life, full of unpredictable
events), develops strong creative thinking.

To be noted, some companies like Yandex use the role game method in their online
courses for students. For instance, even the simplest programmed role-playing game,
used in Python training courses from Yandex, can immerse the trainee in a high-quality
atmosphere of the company without involving the company’s human resources them-
selves. The process becomes fundamentally interesting, the trainee feels his involvement
in the activities of the company while being in a kind of “sandbox” that does not require
from the company some extra money, time, and human resources. In such a “sandbox”
a new employee can make decisions that will not negatively affect the company’s pro-
cesses. And this is only the simplest role game model that has been described above.
Only good consequences would be followed if we have upgraded the model some. So
why wouldn’t we try so?

8 Research

It should be highlighted that, as a practical part of this work, a series of experiments
have been conducted, revealing some facts about the methods suggested by the paper.

Talking about THE VR TECHNOLOGY, already mentioned above SAP University
Alliances Virtual Reality Experiment - Innovation Project (VRE-IP 24–25th of April
2021) was carried out in online form between people all over the world to be considered.
It had shown an actual opportunity for people to work together in the virtual reality
as a part of the {online design thinking process}: to empathize, to define, to ideate,
to collaborate, to present. It is useful to note sculpturing as an effective method to
imagine in 3D virtual reality, to get inspiration from it, to establish sustained empathy.
VR experiment participants had a unique chance to present their design thinking results
in virtual reality, to discuss work being done, and so on. Nevertheless, there had still been
things to work on: connection, hardware, and software problems. Still, that experiment
remains to be extra useful in the global understanding of far way going perspectives of
distant collaboration.

Talking about THE EMPATHY MIRROR itself, one can say for sure that VR
technologies may allow a direct transfer of pictures from somebody’s point of view
if required. A simple experiment of such can easily be carried out. Through VR we
can share our knowledge, experience, feelings - like through the prism of our own
consciousness.
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Talking about THEDAREDREAMWORLDMODELING, many factors had been
analyzed, thus, the reasoning is given that just may lead to an innovative technology in
that sphere:

– Falling asleep phase prediction - comparison of breathing during passive wakeful-
ness and during sleep.

The way human breaths during the sleep phase differs from the way he does while
awake. That strictly leads us to keep on looking for some answers in bio-engineering,
neuroscience.

– Predicting the presence of dreaming during sleep.

An accurate experiment was conducted that showed that the exact time of
the dream phase can be successfully (more or less) predicted from some statisti-
cal/mathematical/sound analysis. “Sleep Monitor” app [14] was used, which predicted
the MAJOR percentage of sleep phase acts - being based only on collecting such data
as time/duration, body movements, and sound. The app provided deep insights into
the quality of sleep by the following metrics: Sleep Score, Sleep Cycle Graphic, Sleep
Statistics, Sleep Noise. The more movements or the more sleep noises - the lighter sleep
is. REM phase where dreaming occurs is finally a result of an estimation being pro-
vided). That high-lights some great work being done by sleep specialists and appoints
significance of the mathematical approach to that field of knowledge as well.

Insofar as of our consciousness being laid in/from some quantum process - that
approach of being required as well

– Researching the possibility of influencing the content of the exact dream from
outside.

That aspect remains to be a tricky and complicated question. It just might be assumed
that the answer to the question (as well as to the possibility of creating a REALArtificial
Intelligence*) lies at a fundamental understanding in the intersection of the following
sciences: biological approach (bio-engineering, neuroscience, etc.), quantum approach
and simply some sort of an elementary mathematical approach.

{P. S.} - Here REAL Artificial Intelligence* means an actual intelligence that can
choose what to learn and pick/design the method/model of its learning processes itself;
bind events, the binding of which is not written in the program code. To the point, it
seems that Neural Nets themselves will not be able to succeed in carrying out that task
and will finally face a dead-end associated with the need to continue the search for an
ultimate solution in biological/quantum structures.

Talking about how “THE FINGERSMAGIC” can affect human brain capabilities
in real life, an actual experiment had been conducted, revealing an exact correla-
tion between brain activity capability and the degree of development of fingers tactile
sensations.

With the framework of the International IT-Ideathon from SAP University Alliances
in Divnomorskoe, Krasnodar Krai (3–5th of September 2021) participants (which are
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both students and young employees) were derived into three groups of people [5]. The
first group started solving a special test without any preparation at all. The second group
was asked to spend about 5minmaking an “elementary level” origami just before solving
the test. And the third group spent about 10 min on the so-called “hard level” origami
just before the special test. It was not necessary to complete the origami being given as a
task before the test. The experiment time management was highlighted as an important
issue - that was exactly to control the time being provided to have the tactile sensations,
tangible experience.

A special test was made of some basic questions, the answers to which are placed
some-where at the bottom of each person’s consciousness. Thosewere somewell-known
facts, in order to remember which person was turned to use the full potential of his/her
brain activity. Completing the entire test for a full score in a given time was not seemed
to be possible. Ideally, the test should contain an infinite number of equivalent (?)
questions.

It is to bementioned that the quality of the test (which is combined with the structure,
content, some direct methodologies and etc.) should be improved based on further-going
edge-cutting researches in the coming great future.

The results of the experiment revealed that the group of people who activated their
tangible experience right before solving the test - achieved higher scores than those who
skipped the origami handwork. It is to be featured that origami was used just as a simple
well-known live example of tactile sensations. It might be replaced by an improved
“fingers magic” method in the future.

One can be said, in the real world, human needs its body. It is not just the bearer of
soul and consciousness. Undoubtedly, it is exactly the key to consciousness, cognition,
and interaction in the realities of this world.

Talking about THE COSPLAY, one can say for sure - that it actually helps the
acquisition of non-standard experiences and relationships. So as not to be unfounded,
the description of a definite experiment and its results are described below.

Person-X had never ever been in a nightclub. So Person-X had had no background
right then. When he decided to go there, Person-X absolutely had changed demeanor -
be-cause of being in an absolutely unfamiliar situation. He imagined as of being another
person and had done some of self-opening to the world. Person-X knew that he’d not
probably meet the people around again and stopped any worries about his behavior. It
is a sort of cosplay-tendency.

During his office work, Person-X never revealed that he had really liked dancing.
No-body had seen him in that condition. In the nightclub, Person-X met people from
different areas of activity, who also adored dancing. It happened that one of Person-
X’s new friends was fluent in PR management. Person-X had got interested in his new
friend’s PR project and suggested a partnership.

From this partnership both of the persons (Person-X and his friend) had got a unique
experience and relationship, that would not have been possible if they had not met on
the dance pole.
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That story experiment has numerous variations and sequels in real life and is only
a faint introduction to cosplay. Nevertheless, this experiment allows us to make sure that
the cosplay method is effective, takes place in real life, and can be further used both in
the framework of design thinking and in the companies redesign.

Talking about THE ROLE GAME potential, an emphasis can be put on the already
used and mentioned above Yandex role game scheme in its training Python courses
for trainees. The Yandex role game scheme is more like “scenes” being realized in the
real-life - attempt to interact with one actual real person - many outputs (users) through
one input (program). No doubt, similar techniques will still show their productivity and
feasibility in the future.

9 Conclusion

To sum it all up, nowadays humanity is placed at the beginning of many new approaches
to discovery combining bio-engineering, psychology, neuroscience, quantum physics,
mathematical analysis, and others - to understand the mental structure of a person to
build a better society and to create breakthrough innovations. It concerns revolutionary
design thinking methods in empathy and companies redesign.

Technologies andmethods described above (VR, cosplay, “scenes”, role game)might
help both design thinking to create innovations, and companies redesign, taking into
consideration the current situation in the world due to the coronavirus.

The list below barely reveals just a couple of ideas (which we hope to be found
useful) on how to construct these empathy methods in the design thinking/companies
redesign; the list can certainly be expanded and modified for the great purposes of the
common good and innovations.

The List:

• Interactive Role Game Platform - between and in companies.

– To share ideas
– To create empathy/build strong empathy field
– Meet new people
– Try yourself in a different role (vocational guidance)
– Work on an extraordinary project together/capability of gathering a team of profes-
sionals from different fields of knowledge - that improves the efficiency of design
thinking

• Global Techniques of “Fingers Magic”
• There is a new concept of a special brain activity test to be introduced, which would
support monitoring of activating the capabilities of the worker’s brain.

– To improve the brain abilities of workers and students.

• VR Program Equipment of Communication (VR: presentation, meetings, design
thinking, and other company activities which to be found of extra use - modern distant
company/team pattern)
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– The equipment can be easily integrated into the company’s infrastructure
– For general use in innovation areas among development teams

• Experience-Empathy Exchange System/Platform (based on Empathy Mirror
Concept)

• Sharing experience/ideas from your side of view using VR technologies - an easy
way to transfer empathy (with the help of special equipment, record your experience
in the first person and send it to your partner so that he could watch this experience
on his VR headset as if it were in the first person)

• Professional Industry Cosplay Parties
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Abstract. In the context of widespread digitalization of businesses and academia
due to COVID-19, the new effective tool has become necessary to drive inno-
vations. This paper observes the international scientific experiment VRE-IP that
tested the hypothesis of the advantages of using virtual reality for teamwork,
creativity, and innovation. VRE-IP experiment was based on design thinking
methodology and supported SAP innovation process. The analysis of the trends of
using virtual reality for educational and business development goals, and VRE-IP
experiment revealed that employing virtual reality technology to organize work-
shops, distant meetings, plenary reports, and other tasks is exceptionally efficient,
improves the engagement rate and creativity and contributes to the process of inno-
vative ideas stimulation. The experiment also demonstrated the need for building
a hybrid model for teamwork. The combination of traditional teamwork instru-
ments and virtual technologies is proposed as the most sustainable and systematic
model for online collaboration at the current stage of technological development.

Keywords: Virtual reality · Digital transformation · Design thinking

1 Introduction

TheCOVID-19 pandemic 2020 had a strong impact on different spheres of life especially
on education since universitieswere forced to adjust to new realitywith remote education.
Inmost cases, the learning processwas based on the use of platforms for virtualmeetings,
such as Zoom and Microsoft Teams (Navleen 2020). These platforms were originally
created for video conferencing andwork calls, and therefore theywere not specialized for
teaching and gaining knowledge. Interaction between students and teachers has become
a routine process consisting only of presentations, questions and answers. The necessity
to adapt to new learning conditions lead to the search for innovative solutions that would
contribute to the improvement of the student productivity. Distance learning opens the
new opportunities for educational processes. However, now there are no methodologies
and studies demonstrating newoptions for obtaining and submitting educationalmaterial
and their feasibility of implementation. The scientific novelty and practical significance
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of the work is the hypothesis that the use of virtual reality in the process of remote
learning will positively affect the speed and quality of learning and increase motivation
to learn.

1.1 Application of Virtual Reality Technologies in Education

The development of virtual reality has led to various experiments of its practical applica-
tion, including integration into the educational process. There are a few reasons for the
research on the impact of virtual reality technologies on education. Firstly, the experience
of practical application in other industries shows positive dynamics and optimization of
processes. Virtual reality is used in the oil and gas industry, metallurgy, telecommuni-
cations, and advertising, gradually moving away from being used only in the gaming
industry (Krayushkin 2021). Secondly, over the past few years, the average cost of tech-
nical equipment has decreased (The Economist 2020). Increasing availability of virtual
reality devices has a positive effect on the growth of the audience interested in the
technology.

1.2 VR Programs

There are many programs on the virtual reality market that are suitable for educational
purposes (Smith 2021). Most of them have the sameminimal functionality: the presenta-
tion demonstration, whiteboards, conference halls. However, there are also specialized
programs for training in narrow professional or subject areas. At the first step of the
experiment, we analyzed the most popular communication virtual reality applications
for the further use during the experiment.

Spatial: a virtual reality program created for video conferences (Spatial 2021). Spa-
tial allows users create realistic avatars by transferring their appearance to a virtual
environment. It provides an opportunity to receive and exchange information (images,
pdf files) inside a virtual environment. The applicationmonitors the position of the hands
using a controller during immersion in a virtual environment, users can see the gestures
during a dialogue. The conference limit of participants equals 40 individuals. The tools
include awhiteboard for writing and drawing using controller, speech notes, and a virtual
keyboard.

Meetinvr: a platform that provides a virtual space for meetings and conferences,
allowing users to work together on presentations, notes and mind map diagrams (Meet-
invr 2021). Maximum 32 users can be present in the presentation hall at the same time.
The advantages of Meetinvr: the ability to provide access to pre-uploaded files, visualize
PowerPoint files, whereas in most virtual conference applications only PDF format is
available. The Meetinvr application is not free but it has a trial version for a month of
free use with some restrictions on functionality. VR headsets that could be used with
Meetinvr are limited to: Oculus Quest, Oculus Quest 2, Pico Neo 2 and Pico Neo 2 Eye.

Rumii: themost accessible and free program for various types of VR headsets (Rumii
2021). In every meeting hall there is a large multifunctional central screen on one of
the walls of the three-dimensional room. The user can activate the screen: a whiteboard,
access to the Internet or a demonstration of a PDF file or images. The user’s avatar is
more animated compared to other applications and is created manually by the user. The



338 Y. Skrupskaya et al.

maximum capacity of the virtual hall in the application Rumii is 20 active users, which
is suitable for group work.

All the three programs are the examples of widely applicable applications in the
learning process. The essential characteristics for us were the capability to interact with
10 users at the same time,make smaller rooms,make and then later present projects inside
virtual reality, record the interaction process, compatibility with the Oculus Go virtual
reality headset. Thus, the application Rumii was chosen for the further experiment.

1.3 Methodology of Design Thinking

The first paragraphs that follows a table, figure, equation etc. does not have an indent,
either. All the three programs are the examples of widely applicable applications in the
learning process. The essential characteristics for us were that the Design thinking is
based on a creative approach to solving tasks, it differs a lot from analytical techniques
that include critical analysis (Leifer 2016). One of the main parts of this methodology is
teamwork. That why is why there could be an assumption that design thinking in team
projects would have a positive impact on the results of students (Taratukhin et al. 2020).
The methodology of design thinking in the approach to problem solving that includes
five stages (Leifer 2016).

1. Empathize. This stage includes observation, engagement, and immersion. The team
studies the intended users of the final solution, meets, and communicates with them,
learns what kind of experience users get and what problems they go through.

2. Define. At the second stage of design thinking, it is necessary to focus on and define a
specific problem. This can be done by achieving two goals: understanding the target
audience and the user of the final product and determining the POV (point- of-view)
and further tasks based on the understanding of the user.

3. Ideate. This stage usually begins with brainstorming – a way to find a large number
of ideas through teamwork and collective reflection on the task in a short time. Then
the ideas can be selected by voting, thereby narrowing the range of solutions for
further prototyping.

4. Prototype. Prototyping is a part of implementation process. The selected ideas are
implemented in the real world using improvised means. Anything can become a
prototype, for example, a wall in paper stickers or a rough version of the application
interface. Design thinking does not limit the freedom of actions and manifestations
of imagination at all stages.

5. Test. The testing stage is aimed at improving solutions to the problem. Testing is
usually carried out repeatedly, interactively and in real conditions. Testing usually
involves demonstration of prototypes and getting feedback from users.

Design thinking is applied in various fields and has no limitations (Leifer et al. 2019).
According to our hypothesis, the application of design thinking methodology in distance
learning processes can have a positive impact on the interaction of students in a team.
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2 Description of the Experiment

The experiment was based on the hypothesis that the introduction of virtual reality
technologies into the learning processes will help to increase the productivity of students
and reduce the routine of processes, which, in turn, will lead to more successful and high
results compared to traditional distance learning processes (Dzardanova et al. 2021).
VRE-IP experiment was organized jointly with the University of Muenster (ERCIS -
University ofMuenster) and SAPUniversityAlliances. Students fromdifferent cities and
universities such as LomonosovMoscow State University, National Research University
Higher School of Economics (HSE), Wilhelm University of Westphalia (University of
Muenster), Norilsk State Industrial Institute, Arctic and Antarctic Research Institute,
Stanford Janus Project (Stanford Project Janus) participated in the project. The students
were divided into 4 groups of 2 people. Three groups used virtual reality technologies –
glasses and the Oculus Go controller, Rumii program. The remaining group was a focus
group and used the traditional methods of remote interaction – Zoom, Telegram and
Google Slides. Group division was necessary for the further comparison and analysis of
the results at the end of the experiment to find a connection between the results of the
participants and the use of virtual reality technology. Surveys were conducted among
students before and after the experiment.

The experiment was an accelerated version of the hackathon – the event when the
teams solve a task with a time limit (Taratukhin et al. 2021).

The duration of the experiment was limited to 2 days. On the first day there was the
introductory lecture and task announcement. On the second day the teams demonstrated
their work. Intra-team interaction was carried out throughout the experiment. The intro-
ductory lecture was held in Zoom. The interaction of the participants within the three
teams was carried out using virtual reality technologies. This allows us to assess the
presence of the impact of VR implementation on student productivity and improving the
quality of team interaction at a distance.

The final team presentations at the end of the experiment were shown in the environ-
ment in which they interacted during the experiment. The completion of the hackathon
and the announcement of the results of the participants’ speeches took place in Zoom.

2.1 Preparation for the Experiment

During the preparation of the experiment, instructions were developed for quick and
easy cooperation. The instructions described the sequence of actions required during the
installation anduse of the programRumii. The surveywas also created for the participants
of the experiment to obtain information about their expectations from virtual reality
technologies, as well as their experience in distance education. The main task for the
participants during the experiment was to offer solutions to the environmental problems:
recycling plastic waste and reducing CO2 emissions. A lecture on the methodology of
design thinking was prepared and presented before the hackathon to all participants of
the experiment. It contained all the necessary information about the approach of design
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Fig. 1. Participants of the experiment wearing Oculus Go Headsets.

thinking in solving problems and described the stages of design thinking on which it
was necessary to rely during the solution of the problem.

In the Rumii application, three separate halls for each team were created. The team
members could stay in this hall for an unlimited amount of time during the experi-
ment. The participants were not limited in the possibility of using any programs and
communication methods convenient for interaction.

Participants were offered a survey after the first day of using the technology in order
to form an idea of the first impression of virtual reality technology, another survey at the
end of the experiment contained questions aimed at obtaining detailed feedback from
the use of the new technology.

2.2 Experiment

The initial purpose of the experiment was to receive feedback on remote interaction
through the use of virtual reality technologies, and to compare it with conventional
distance education processes by involving a focus group in the experiment. Given that
the Oculus Go virtual reality headsets have a limited operating time without connecting
to batteries. Teamwork according to the experiment schedule was limited to 1–2 h. It
was followed by a break for charging/recharging devices. Thus, the participants totally
spent an average of 4.5 h in virtual reality. The rest of the team interaction took place in
Telegram messenger and Zoom application.

After the beginning of the practical part of the experiment, some participants had
a problem connecting to Rumii, they had black screen when trying to enter previously
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created conference halls and returning to themain screen of the program. The occurrence
of this problem might have been due to both the instability of the Internet connection
and the technical characteristics of the selected devices - Oculus Go has weaker charac-
teristics compared to other Oculus devices. Due to the technical characteristics of virtual
reality headset, there is also a problem of overheating after an hour and a half of the use.
The problem was observed in 100% of the participants of the experiment.

During the experiment, after the initial setup of virtual reality devices and gaining
access to the halls for team interaction, there were no massively encountered problems.
During the preparation of presentations of their projects to solve the problem of ecol-
ogy, most of the participants used a hybrid format of interaction, using virtual reality
technologies and other methods of remote interaction. For example, the program Rumii
does not allow you to create and edit presentations, so participants used Google Slides to
create presentations. The participants preferred virtual reality to be used at such stages
of design thinking as empathy, focusing, generating ideas, and choosing the best one. In
other words, all the teams preferred team interaction with the help of the virtual reality
program Rumii and used it during the need for intensive interaction and dialogue. Also,
Rumii allows to draw inside a virtual environment, so the participants used this function
on a white board inside the virtual hall to mark the main points of discussion and ideas.
At the prototyping stage, the participants used programs for design and prototyping:
Figma, Miro, Wireframepro.

Fig. 2. Modeling in VR.

Increase in concentration was found among the participants when virtual reality
technologies were introduced into the interaction process. For example, according to the
results of the survey the pronounced change in the distribution of self-concentration is
noticeable. For the lecture, whichwas held at Zoom, half of the participants chose a score
below or equal to 5 out of 10, and the average concentration score among all participants
was 8.25 out of 10. If we talk about the evaluation of team interaction, then all scores
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exceed or equal to 6, and the average score among all participants takes the value of
8.25. In connection with the results obtained, it is possible to confirm the assumption of
increased concentration and attention when using virtual reality technology in distance
learning processes. One of the reasons explaining such a result is the impossibility
of losing attention due to surrounding distractions: a smartphone or a book. Being in
virtual reality, the user is completely detached from the real world around him, unable
to pick up a smartphone or simultaneously engage in third-party business. Virtual reality
requires the user to be completely immersed in the process, thereby reducing the impact
of third-party stimuli. The second reason is the novelty of the participants’ feelings
from immersion in a virtual environment. The participants had not previously used
virtual reality technology. The use of virtual reality during the experiment reduced the
routine of interaction processes, thereby increased the interest of participants in what
was happening.

Moreover, it is worth noting that the participants spoke positively about team inter-
action. According to the participants’ feedback on the comfort of interacting with each
other, the average score of the participants takes the value of 9, which is a good indicator,
close to the maximum possible value 10. From this it can be assumed that most of the
participants received positive impressions from the use of virtual reality technology in
order to solve the task as a team.

Fig. 3. Three-dimensional representation of virtual reality in the program Rumii.

At the end of the experiment, 66% of participants rated the virtual reality technology
as promising and are looking forward to unlocking the potential in the field of distance
education.

The results of the experiment demonstrate the success of integrating virtual reality
technologies into the process of remote team interaction, the ultimate goal of which is to
obtain a solution to the task. The participants of the experiment speak positively about
the technology used and note an increase in motivation due to the new sensations of
immersion in a virtual environment.
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The practical use of virtual reality technology in the educational process confirms the
hypothesis of improving the built remote process. There is a clear connection between an
increase in interest in receiving and working with information, as well as an increase in
direct motivation motives among the participants of the experiment, and the integration
of virtual reality technology.

Some of the disadvantages were also revealed such as poor Wi-Fi connection which
delayed some steps of the design thinking, overheating, inability to arrange and take
surveys inside virtual reality, the participants also noted that it was quite difficult to
draw using the remote control on the board, the absence of the eraser. The last major
disadvantage was fatigue. Even though VR glasses were quickly discharged, during this
short period of time, the participants became very tired.

The experiment demonstrated the feasibility of building a hybrid model of distance
learning using virtual reality technologies. The participants of the experiment were not
ready to use virtual reality throughout all stages of the experiment, and, in addition to the
virtual environment, they used other technologies previously used in distance learning.

2.3 Recommendations for Integrating Reality into Learning Processes

It was revealed that the optimal solution for improving distance education processes is
the integration of a hybrid learning model. The list of recommendations might be useful
for teachers or employees of educational institutions interested in integrating virtual
reality technology into distance learning processes.

• During the initial integration of virtual reality technologies into the process of dis-
tance learning, a virtual environment should be used as a substitute for some types of
receiving and presenting information in training. In other words, to create a hybrid
model of the distance learning process, affecting both virtual reality technologies and
other applications and programs for remote interaction.

• Virtual conference programs implemented in virtual reality are recommended for use
during the explanation and repetition of new material - lectures, as well as during
interaction in teams at the initial stages of solving a problem or seminars that require
discussions and close interaction (McShaneh 2021).

• The requirements of the means for the virtual reality technology - headset and con-
troller, include the limited time of use until the moment of complete shutdown due
to the rarefaction of the battery. In this regard, when building distance learning using
virtual reality technology, it is necessary to consider the operating time of the headset
and controller used and provide additional time for charging.

• When integrating virtual reality technology, it is recommended to use themethodology
of design thinking during the learning process. This methodology is closely related
to the quality of team interaction and implies carrying out most of the work on the
task using communication and discussion in teams. Due to the isolation that led to the
mandatory use of distance education, students began to interact less with each other.
Coupled with the use of design thinking, virtual reality will make it possible to fill in
the gaps in communication and interaction among students.

• For the successful initial use of virtual reality programs, it is recommended to develop
and provide detailed instructions for the teacher and students. These instructions
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should help you install the program and use all the functions necessary for the learning
process. It is also recommended to instruct the teacher inside the virtual environment
for a more detailed and clear explanation of the principles of interaction with the
environment and the use of functionality.

The use of the recommendations presented above will help to optimize the imple-
mentation process and will also help to avoid possible failures during the initial use of
programs.

3 Conclusion

Virtual reality technologies represent a promisingdirection for development in newareas,
including distance learning. The results of the experiment demonstrated an increase in
the concentration of participants when using virtual reality technology, as well as a
positive assessment of team interaction. Moreover, the development of virtual reality
technologies leads to wider use and implementation of new programs, including those
created for educational purposes. Hybrid type of interaction is the most practical way
to study since it leaves some tasks to be performed using traditional means of remote
interaction, whichwill improve and diversify the learning process, thereby improving the
quality of education. The outcomes of this work can be useful for educational purposes
in academic institutions and businesses.
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